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**ABSTRACT**

Strategies are recommended for analyzing information from the data bank developed by the Personnel Distribution and Career Development (PDCD) work unit for the purpose of establishing empirically-based decision guides to assist in the design and implementation of career policy and practice in the U.S. Navy. A set of analytic models is proposed wherein each model addresses an important issue concerning the development of empirically-based decision guides for career development. The statistical assumptions underlying each model are reviewed, as are methods that may be used to reasonably satisfy these assumptions. Estimation techniques and procedures for avoiding common errors in estimation also receive attention.
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This report focuses on a review of the data bank developed with the Personnel Distribution and Career Development (PDCD) work unit data base and the proposed analytical strategy. It describes problems inherent in the data and recommends techniques and strategies to overcome them.
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SUMMARY

Problem

A large data bank has been developed by the Personnel Distribution and Career Development (PDCD) for the purpose of establishing empirically-based decision guides to assist in the design and implementation of career policy and practice in the U.S. Navy. Data banks of this magnitude often engender special methodological problems during analysis.

Purpose

To recommend analytic strategies that consider not only the special methodological problems that might arise in the analysis of the large data bank but also the need to develop effective and practical models for explaining and forecasting continuance in the Navy, occupational development, and upward mobility in the Navy.

Approach

Analytic strategies are recommended to test causal models for continuance, occupational development, and upward mobility. The strategies involve consideration of (1) the types of analytic models that could be employed to conduct statistical analyses on the data; (2) the conceptual and statistical requirements or assumptions for each analytic model, with accompanying discussion of practical means by which assumptions might be "reasonably satisfied"; (3) actual statistical estimation procedures; and (4) likely specification errors, which refer to problems in estimation and attempts to fit models that occur often in practice.

Emphasis is placed on practical models and designs that provide straightforward means for testing causal models. However, more sophisticated statistical strategies are reviewed in the latter part of the report. Such strategies may be useful for analyses designed for more scientifically oriented audiences.
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INTRODUCTION

The objective of this second of two reports is to recommend analytic strategies to test causal models for three key career outcome variables, namely continuance within the Navy, occupational development, and upward mobility within the Navy. This report augments the first report (Report 1), which reviewed the data bank developed by the Personnel Distribution and Career Development (PDCD) work unit in the conduct of research designed to assist in the design and implementation of career policy and practice in the Navy. The first report also considered basic concerns pertaining to analytic strategies for testing career development models. The purpose of this report is to furnish greater breadth and depth in regard to analytic strategies by considering (1) types of analytic models that could be employed to conduct statistical analyses on the data; (2) the conceptual and statistical requirements or assumptions for each analytic model, with accompanying discussion of practical means by which assumptions might be "reasonably satisfied"; (3) actual statistical estimation procedures; and (4) likely specification errors, which refer to problems in estimation and attempts to fit models that occur often in practice.

It is recognized that the PDCD work unit has already devoted considerable time and effort to analytic concerns, including major scaling efforts on the 1982 and 1986 waves of data and development of exploratory models for the outcome variables. It is also recognized that the analytic strategies of paramount importance at the present time are those that will provide the Navy with effective yet practical models for explaining and forecasting continuance, occupational development, and upward mobility. Consequently, we will focus on observed or "manifest" variables designs and both analytic models and statistical strategies that provide straightforward and practical means for testing causal models. We will address the use of more sophisticated analytic models and statistical strategies (e.g., latent variable models) at the conclusion of this report. It is hoped that these discussions will be useful for analyses designed for more scientifically oriented audiences.

This report is presented in four sections that correspond to the natural sequencing of analyses (Skinner, 1978), plus a short summary. Section I addresses scale development. We shall concentrate on potential problems with the use of developed scales in the proposed confirmatory (casual) analyses. Section II pertains to analytic strategies that may be used to test manifest variable causal models within subgroups defined by salient moderators, such as community and career stage. Models, assumptions, statistical techniques, and likely specification errors are considered. Section III is devoted to analytic strategies for comparing the casual models developed in the Section II analyses among two or more subgroups. These are moderator or homogeneity of regression analyses, and models, assumptions, statistical techniques, and likely specification errors are again considered. Section IV is devoted to brief discussions of more sophisticated techniques, including latent variable confirmatory analysis, event-history analysis, and logit analysis. Section V presents a brief summary of key recommendations for future research.

It is noteworthy that this report is designed to present an overview of analytic strategies, with special emphasis on assumptions and potential specification errors. We relied heavily on the published literature from various statistical areas. However, we will be happy to extend and elaborate on special topics in this report, as requested by the PDCD work unit.
SECTION I: SCALE DEVELOPMENT

The decision was made by the PNCID work unit to focus initial research efforts on scales that are common to the two waves of data (i.e., the 1982 wave and the 1986 wave). Inspection of these (common) scales indicates that (1) internal consistency estimates of reliabilities, based on coefficient alpha, tend to be greater than or equal to .75 even though many of the scales (item composites) have only a few items (i.e., three to five items), and (2) the items comprising a particular scale tend, by rational examination, to be assessing a common construct. While much potentially remains to be done regarding tests of the psychometric properties of the data, generally moderate to high reliabilities and scales that make rational sense are good starting points, especially for the practical analyses of primary concern here.

We have one principle concern for these practical analyses. This concern derives from the fact that a large number of manifest causal variables (scales) may be relevant to a particular causal model and thus entered into a confirmatory analysis for that model. In Report I, we noted that use of a potentially large number of manifest scales in a confirmatory analysis increases the probability of multicollinearity (Gordon, 1968). Products of multicollinearity include large standard errors for ordinary least-squares (OLS) coefficients (regression weights), which spuriously detracts from findings of significant relations, and instability in the OLS estimates themselves (cf. Johnston, 1984). We recommended use of latent variable designs as a possible solution to the potential multicollinearity problem. However, given the decision to proceed initially with manifest variable designs, alternatives are needed. We suggest the following procedures.

1. Correlations among causal variables entering into a particular equation for OLS analyses or an overall model for LISREL analyses need to be examined. A "very high correlation" (e.g., > .75) suggests the possibility of an ensuing multicollinearity condition in the regression/LISREL analysis.

2. Examination of bivariate correlations is often not sufficient to identify potential multicollinearity conditions because no one bivariate correlation is very high. However, one or more causal variables may be linearly dependent on some subset of the remaining causal variables, which does create a multicollinearity condition. Checks for linear dependence may be made by regressing each causal variable in a causal system (e.g., causal or structural equation) on the other causal variables in that system (i.e., each of K causal variables is regressed on the remaining K-1 causal variables). If the squared multiple correlation (i.e., $R^2$ or SMC) for a particular variable is high, then this variable may be linearly dependent on the other variables in the system and inclusion of this variable in analyses may create a multicollinearity condition. (Common factor analysis programs often furnish the $R^2$s of interest here inasmuch as $R^2$s--SMCs--are often used as initial estimates of communalities.

3. Results of confirmatory analyses should be checked carefully for indications of multicollinearity, or "near multicollinearity" (Johnston, 1984, p. 245). Very large standard errors for regression coefficients, estimated regression coefficients that change with small changes in the data (e.g., random addition or deletion of a small number of cases, a large $R^2$ with few significant regression coefficients, and a pattern of bivariate correlations are indicative of multicollinearity and near multicollinearity problems.
4. There exist numerous remedies to the (near) multicollinearity problem (see Johnston, 1984, pp. 250-259). The most direct and practical remedies are:

a. Delete some causal variables from a set of highly correlated causal variables. For example, if one has three causal variables that intercorrelate .90, then drop two of the variables.

b. Form a composite of highly correlated causal variables. This alternative accomplishes some of the same objectives as a latent variable approach, given that the manifest variables to be combined are measures of the same construct. We recommend that only indicators of the same construct be combined. Theory, substantive content of variables, bivariate correlations, and perhaps a factor analysis could be employed to ascertain whether variables are measures of the same construct. We might also note that we prefer this alternative to the deletion of variables, a key reason being that reliabilities of the variables used in analyses are likely to be enhanced by forming composites.

c. Use block-recursive forms of analyses (cf. Namboodiri, Carter, & Blalock, 1975, pp. 526-530). Block recursive analysis is similar to regression analyses based on sets of independent variables (cf. Cohen & Cohen, 1983, Chapt. 4), and is often applied in complex designs. Sets of theoretically related variables are identified and grouped into blocks of variables (e.g., environmental, career counseling, motivation, affect, etc.). A causal model is then constructed for, in this case, a single dependent or "endogenous" variable (e.g., career intent), but the causal mechanisms are represented by blocks of variables rather than by single variables. Analysis then proceeds by introducing one block of variables at a time into an OLS equation—that is, a hierarchical regression analysis (see Cohen & Cohen, 1983, Chapt. 4). For each block of variables, only the change in the \( R^2 \) is interpreted (i.e., the degree to which introduction of this set of variables enhanced prediction). No attempt is made to interpret the regression weights for individual variables (within blocks) because of the likelihood of multicollinearity.

In sum, we suggest the judicious use of alternative "b" (forming combinations) when combinations of variables are clearly indicated, followed by the use of block recursive models if multicollinearity still appears to be a problem, which is quite possible in complex designs involving many causal variables. Later, in Section IV, we shall address additional scaling issues. Of special concern is the use of latent variable models to compare factor structures (measurement models) over subgroups defined by key moderator variables such as career stage and cohort.

SECTION II. ANALYTIC STRATEGIES FOR INITIAL TESTS OF CAUSAL MODELS

The general model of career development proposed by Morrison and Cook (1985) and reviewed in Report I suggests that it is unlikely that a single causal model will suffice to explain all continuance decisions (or all decisions pertaining to either occupational development or upward mobility). Rather, a series of moderators likely bound or limit the generalizability of a particular causal model to an identifiable subset of the data (i.e., a subgroup). Three potentially salient sources of moderation are: (1) community (SWO, AWO 1RL(G)) as well as subcommunities within communities (e.g., AWO-P and AWO-NFO); (2) career stage, which refers to key career choice points (Morrison, 1983) and was illustrated in terms of "social cohorts" (Morrison & Cook, 1985) in Report I (see p. 11), and (3) generational differences, which refers to basic differences among the members of different cohorts. Note that career stage refers to a form of sequential moderation.
wherein causal models for career decisions differ for the same individuals over time (Ghiselli, 1956; James, Joe, & Irons, 1982; James & Tetrick, 1984), whereas generational differences refers to variations in causal models for different groups of individuals defined by year of commissioning.

It is anticipated that the PDCD work unit will combine career development theory, knowledge of Navy practices, and empirical data to define meaningful subgroups for analyses. (If possible, please note our recommendation in Report 1 to avoid clustering by empirical similarity using profile analytic techniques.) We devote Section II of this report to analytic strategies for initial tests of causal models within the subgroups so defined by the PDCD unit. Section III addresses comparisons of models among subgroups—that is, moderator analyses. Statistical recommendations are made in Section II that will prepare the data and initial results for the moderator analyses proposed in Section III.

Analytic Models

We begin by briefly reviewing the types of manifest variable analytic models that potentially could be applied to the Navy career development data to answer salient, practical problems. As presented in Report 1, these analytic models include:

1. Cross-sectional models (Figure 1a): The key to these models is that all data were collected at approximately the same time for a particular individual. An example is a model developed for the 1982 wave (or the 1986 wave) data to explain career intent for officers in the SWC community who have been in the Navy for 18 to 30 months.

2. Longitudinal model (Figure 1b): As applied to this study, a longitudinal model is typically one in which the data on causal variables are collected cross-sectionally by questionnaire, but data on the key endogenous (criterion, dependent) variable is collected at a later date. An obvious example is a combination of the cross-sectional model illustrated above with data on continuance (retention) collected on a longitudinal basis. Additional illustrations of this form of model are presented in Figures 2 and 3 of Report 1.

3. Nonlagged, cross-sectional time series (Figure 1c): As shown in Figure 4 of Report 1 and as discussed on pages 15 and 16 of that report, this form of analytic model requires that repeated measurements be taken on multiple individuals at two or more points in time and (a) all causal effects take place within specified time intervals and (b) there are no lagged causal effects from one time interval to the next time interval (cf. Nerlove, 1971; Hannan & Young, 1977; Johnston, 1984). It is unlikely that this model will receive much attention in the career development research because of the number of hypothesized lagged effects in the Morrison and Cook (1985) career development model.

4. Lagged cross-sectional time series (Figure 1d): The lagged form of cross-sectional time series is again based on repeated measures from multiple individuals over time. Here, however, variables measured at one point in time (e.g., 1982) are causes of variables measured at another point in time (e.g., 1986). When an endogenous variable such as career intent is viewed as a cause of itself over time (see Figure 1d and pages 15 and 17 in Report 1), then the model takes the form of a "lagged endogenous variable, cross-sectional time series" (cf. James & Singh, 1978; Johnston, 1984; Ostrom, 1975). Unfortunately, with but two waves of measurement, the model is not a complete lagged endogenous variable, cross-sectional time series because a third wave of data is needed to test key hypotheses and to effect what are likely the most appropriate statistical analyses. Nevertheless, it is expected that this analytic model will be useful in the practically oriented analyses of primary concern here. Consequently, we will devote
considerable attention to this model. Note also the opportunity to add longitudinally measured endogenous variables (e.g., continuance \(y_4\)) to the design.

In sum, we have four analytic models that, while not exhaustive of all possible analytic models, will be the key models used to test causal hypotheses within subgroups defined by salient moderators. As noted, the nonlagged cross-sectional time series has limited applicability and thus is not considered further in this section of the report. Each of the three remaining analytic models could be employed to test salient hypotheses for each of the three criteria. Cross-sectional analyses could be conducted for the 1982 and/or the 1986 waves of data (within subgroups) for endogenous variables represented by "decisions" collected by means of questionnaires (see document entitled Outcome Variables: Career Decisions and Actions). Longitudinal analyses could be conducted for the
1982 and/or 1986 waves for each of the three key endogenous variables because each such variable has a longitudinal component (represented by "actions" in the document noted above). Finally, the lagged cross-sectional time series design is applicable for individuals who have both 1982 and 1986 questionnaire data.

Conceptual and Statistical Requirements for Analytic Models

We shall focus here on general conditions that are required to subject a theoretical model to confirmatory analysis, as discussed by James, Mulaik and Brett (1982), and on general statistical assumptions required of manifest level confirmatory analyses, with additional attention to specific assumptions required for longitudinal models and lagged cross-sectional time series. Statistical assumptions that are associated with specific estimation techniques are addressed later in discussions of these techniques.

The seven conditions pertaining to the appropriateness of theoretical models for confirmatory analysis presented by James et al. (1982) are reproduced in Figure 2. The extensive theoretical development and modeling that preceded development of the multiple questionnaires suggests reasonable satisfaction of Conditions 1 and 2 (cf. Morrison & Cook, 1985). (By reasonable satisfaction, we refer to what is scientifically acceptable even though imperfect.) Condition 6—specification of boundaries—pertains primarily to the moderator analyses (nonadditivity) that are the subject of the Section III of this report. Condition 4—specification of causal direction—is, like Conditions 1 and 2, already reasonably satisfied inasmuch as the career development models to be tested in the initial analyses are "recursive" (i.e., all causal relations are unidirectional). Later, in more scientifically oriented analyses, the PRCD work unit may wish to consider tests of selected nonrecursive relations inasmuch as the Morrison and Cook (1985) general model of career development presumes a number of dynamic relations (see James & Jones 1980; James & Singh, 1978; James & Tetrick, 1984 for illustrated uses of nonrecursive models in psychology). Nonlinearities in some causal relations, an issue included in Condition 6, might also be considered in these later analyses.

This leaves us with Conditions 3, 5, and 7 as pertinent to the case at hand. We begin with Condition 7, which states that structural (causal) models should be stable. Stability is indicated by invariance of values of structural parameters over specified time intervals, which technically is referred to as "stationarity." Appropriate lengths of time intervals vary with variables and models, but the general idea is that a time interval should be of sufficient length to allow for scientific inferences and generalizations. On the other hand, there is no assumption that the model or structural parameters are set in concrete. That is, change in the parameters is allowed over different time intervals, such as different career stages. Indeed, stability of structural parameters across different time intervals (career stages) is an empirically testable question if data are available.

Stationarity is testable using both the cross-sectional and longitudinal models. Indeed, these will be salient concerns in the moderator tests discussed in Section III. Stationarity of the lagged cross-sectional time series, or lagged CSTS, cannot be tested until a third wave of data are collected.

A point related to both stability and Condition 3 (specification of causal order) is that the values on the variables in the structural equations should have reached a state of approximate constancy before data were collected. This assumption is referred to as the "equilibrium-type condition" (cf. Namboodiri et al., 1975) and is predicted on the logic that confirmatory analysis is designed to ascertain if a hypothesized causal model(s) could have generated a particular set of data. That is, the causal processes are assumed to have
<table>
<thead>
<tr>
<th>Condition 1:</th>
<th>Formal statement of theory in terms of a structural (causal) model. Development of a structural model that specifies variables, causal connections among variables, and functional relations and equations that relate each effect to all of its relevant causes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 2:</td>
<td>Theoretical rationale for causal hypotheses. Use of theory to propose how causes produce effects by introduction of mediating mechanisms to help to explain nonobvious covariation among variables causal connections among complex variables.</td>
</tr>
<tr>
<td>Condition 3:</td>
<td>Specification of causal order. Hypothesized order in which variables occur naturally in a causal model, given an equilibrium-type condition for cross-sectional designs and specified causal intervals, stationarity, and an equilibrium-type condition for time series designs.</td>
</tr>
<tr>
<td>Condition 4:</td>
<td>Specification of causal direction. Hypothesized direction of causation for each causal connection in a structural model. The direction may be asymmetric, denoting a recursive causal relation, or reciprocal, denoting a nonrecursive causal relation.</td>
</tr>
<tr>
<td>Condition 5:</td>
<td>Self-contained causal equations. The causal equation for each effect (endogenous variable) in a structural model contains all the relevant causes of that effect, which is indicated by lack of covariation between the explicitly measured causes in an equation and the disturbance term of that equation.</td>
</tr>
<tr>
<td>Condition 6:</td>
<td>Specification of boundaries. Given linearity in parameters and variables, the causal equations are additive within the populations (e.g., subjects and environments) to which inferences are to be made.</td>
</tr>
<tr>
<td>Condition 7:</td>
<td>Stability of structural model. The values of structural (causal) parameters are invariant (stationary) over specified time intervals, and the values on variables representing events are in an equilibrium-type condition.</td>
</tr>
</tbody>
</table>

Figure 2. Conditions pertaining to appropriateness of theoretical models for confirmatory analysis. (Adopted from James, Mulaik, & Brett, 1982, Figure 2.6, pp. 56-57).

already taken place and their effects to have worked their way through the system so that the system is in a state of temporary equilibrium. The confirmatory analyses designed to determine if a model(s) has a good fit with the data is thus essentially inquiring whether this model(s) could have generated these data. To answer this question requires first that
the causal processes have occurred and that the values on the variables have reached a state of temporary constancy— an equilibrium-type condition.

Estimators of certain types of stability, such as test-retest reliability, provide at least indirect tests of the equilibrium-type condition (indirect because they require only a correlational form of reliability). Most important, however, is the concern that individuals should have been in the Navy and in their positions for a sufficient period of time to be able to respond meaningfully to the questionnaires. Specifically, whatever causal influence is indicated by a questionnaire item should have already occurred. It is suggested that the PDCD work unit consider carefully whether all members of the data set had been in position for sufficient periods of time for causal effects to have stabilized. A final point in this regard is the use of the equilibrium-type condition to establish a causal order in the cross-sectional and longitudinal designs. As discussed in greater detail in James et al. (1982, pp. 51-54), length of causal intervals, or equilibrium times, may be used to establish causal orders and to avoid the infinite regress implied by many open system, dynamic models.

Otherwise, the specification of causal orders required by Condition 3 is largely provided by theory (cf. Morrison & Cook, 1985). And, it is possible and legitimate to propose several alternative causal orders a priori, conditional on having good theoretical reasons for each alternative ordering, and to conduct tests to ascertain which one of the orderings best fits the data (Billings & Wroten, 1978; see James & Tetrick, 1984 for an example). In fact, proposing multiple, alternative, theoretically-based models for the same set of data, and contrasting these a priori models in terms of fit with the data, is a highly recommended approach to confirmatory analysis (cf. James et al., 1982, Chapt. 3). On the other hand, one should not explore different causal orders with the same set of data in order to find the causal order that has the best fit with the data (Munson, 1975). This is never a legitimate exercise and, if attempted, one that is almost surely to be heavily criticized. (A middle ground is changing causal orders as part of a specification analysis. Such changes should be few and theoretically based. Of course, if theoretically based then they might have been a priori, thereby perhaps obviating the need for a specification search.)

A final point regarding causal order pertains to the lagged CSTS, where ordering for some aspects of the causal model are determined by time of measurement (i.e., 1982 or 1986). While use of CSTS reduces at least some possible ambiguities in causal ordering (e.g., events in 1986 could not have caused events in 1982), there is a price to be paid in the use of CSTS, or with any form of time series or panel-type design. This price is the requirement that the times of measurement (measurement intervals, such as the interval between the 1982 and 1986 waves of measurement) "must correspond closely to the true causal intervals in a time-series design (Kenny, 1979)" (James et al., 1982, p. 37). It is recommended, therefore, that the PDCD work unit give special attention to a theoretical justification for the causal interval for any lagged effect (e.g., a causal connection between a 1982 variable and a 1986 variable). Moreover, the causal intervals will vary among individuals in the longitudinal designs (e.g., all sample members took the questionnaire in 1982, but those who did not continue in the Navy left at different times). Length of time between questionnaire administration and continuance action should thus be considered in terms of theoretical implications and perhaps treated as a variable.

The final condition, and perhaps the most salient one, is Condition 5, which requires that causal equations be self-contained. Statistically, self-containment requires that no covariation occur between causal variables included explicitly in a structural equation and the (theoretical) disturbance terms of that equation (James, 1980; James et al., 1982;
Johnston, 1984). Note that this assumption is based on the theoretical disturbance in a structural model and structural equations and not on the residual or error terms used to estimate disturbances by statistical analyses. A less statistically oriented approach to this assumption is to require that all relevant causes of an (or each) endogenous variable are included in the structural equation for that endogenous variable (James et al., 1982). A relevant cause is a causal variable that (1) has at least a moderate, direct effect on the endogenous variable (2) is stable, (3) is related to at least one other causal variable in the structural equation, and (4) is not linearly dependent on the other causes in the causal equation.

The basic idea of self-containment, or its obverse, the unmeasured variables problem, is that no key causal variable is left out of a causal equation. But, of course, this is unavoidable because current scientific knowledge regarding most endogenous variables, including career decisions and actions, is incomplete and thus all relevant causes cannot be considered to be known. Reasonable satisfaction of the self-containment condition requires attempts be made to include known relevant causes in structural equations (James et al., 1982). A set of decision criteria for establishing reasonable satisfaction of Condition 5 is presented in James (1980). Since these criteria are rather extensive, they are not reproduced here. However, the James (1980) article is included as Appendix A.

General Statistical Requirements for Confirmatory Analysis

The following overview of statistical requirements was obtained from many sources, principal among these were Bentler and Chou (1987), Duncan (1975), Hayduk (1977), Heise (1975), Johnston (1984), Joreskog and Sorbom (1986), Kenny (1979), Long (1983a, 1983b), Namboodiri et al. (1975), and Ostrom (1978). Salient statistical requirements that must be satisfied by all of the three analytic models (cross-sectional, longitudinal, lagged CSTS) are presented below. While lengthy, the list is not exhaustive of every possible requirement, and several important assumptions are addressed in the discussion of estimation techniques. Moreover, we have not differentiated between assumptions required for estimation of parameters and assumptions required only for interpretation of parameters and statistical inference, the logic being that one usually wishes to interpret what one has estimated.

The equation below is presented to assist in the discussion of assumptions.

\[ Y = A - B_1 X_1 - B_2 X_2 + d \]  

(1)

where \( Y \) is the endogenous variable, \( X_1 \) and \( X_2 \) (\( X_{i,j} = 1,2 \)) are causal variables, \( B_1 \) and \( B_2 \) (\( B_{i,j} = 1,2 \)) are structural parameters for the \( X_j \) in raw-score or deviation-score form (if \( Y \) and the \( X_j \) are in standardized form, then the \( B_j \) would be path coefficients), \( A \) is the intercept, and \( d \) is the disturbance.

1. Within subgroups defined by salient moderators, relations represented by the structural parameters \( B_1 \) and \( B_2 \) are linear and additive. The issue of nonadditivity or moderation (or interaction) is, as noted earlier, the subject of Section III, and thus this issue is not discussed here. Linearity (in the variables) refers to the form of functional relationship linking the endogenous variable to the causal variables. For example, a simple bivariate relation is linear if it can be represented by a straight line having the form \( Y = A + bX \), plus error in stochastic models. Nonlinearity in the variables is often addressed by polynomial regression equations (cf. Cohen & Cohen, 1983), where one or more continuous causal variables is (are) raised to powers (typically squared) to represent nonlinear functions such as U or inverted-U shaped relations in the bivariate case.
2. If $X_1$ and/or $X_2$ is a continuous variable, then the scale of measurement is at least interval. As noted by James et al., (1982), an essentially interval scale reasonably satisfies this assumption (see Royle, 1970).

3. The causal variables are perfectly reliable (if variables, including $Y$ are in standardized form, then all variables in the model are assumed to be perfectly reliable). James et al. (1982) suggest that "high" reliabilities reasonably satisfy this assumption, but note the lack of consensus of a criterion for what constitutes "high." Nevertheless, the generally high coefficient alphas for the majority of (questionnaire) variables included in this study suggests that problems due to random measurement errors (e.g., attenuation) are unlikely to be substantial. Use of latent variable models in future efforts should reduce the problem even further.

4. The $X$ variables are not linearly dependent. We have already discussed this issue in regard to its role in multicollinearity.

5. The disturbances have a multivariate normal distribution, where each disturbance has a mean of zero, and the variances of the disturbances are equal. These are standard assumptions for statistical techniques such as OLS (ordinary least squares), and involve well known assumptions such as normal distributions of the $Y$s within arrays and homoscedasticity.

6. $X_1$ and $X_2$ are nonstochastic or fixed variables. Confirmatory analysis is often based on an OLS (ordinary least squares) "fixed" regression model wherein the $Y$ and $d$ are random variables and the $X_j$ are fixed variables. This fixed variable regression model is perhaps better suited to experimental designs where investigators determine discrete values for each $X_j$ and then randomly sample subjects into these values. Nevertheless, popular texts such as Cohen and Cohen (1983) are based on the fixed variable regression model, and this model is often used to analyze data where at least some of the $X_j$ are clearly random variables.

Relaxing this assumption and allowing the $X_j$ to be stochastic or random variables is necessary given that many if not most of the causal variables in the career development models are random variables. This is easily accomplished if one is willing to assume that (a) conditional on each $X$ (i.e., $X_1$ and $X_2$), the disturbances are normally and independently distributed with means equal to zero and variances equal, and $X_1$ and $X_2$ are unrelated to $d$, which is the self-containment condition discussed earlier in regard to Condition 5. With these assumptions, the use of traditional OLS procedures will furnish meaningful estimators and significance tests, especially in large samples (see Cramer & Appelbaum, 1978; Johnston, 1984, Chapt. 7).

7. Absence of nonrandom measurement errors. A nonrandom measurement error is a systematic source of basis that, if present, reduces the accuracy with which a manifest variable represents an underlying construct or latent variable (Namboodiri et al., 1975). As reviewed in James et al. (1982, p. 58), nonrandom measurement errors involve (a) aggregation and disaggregation biases, (b) ceiling and floor effects in measurement scales, (c) classification errors resulting from poor scaling of manifest variables (e.g., reducing a reliable continuum to a dichotomy), (d) method variance resulting from the fact that two or more manifest variables share a common measurement procedure and thus are influenced by common response sets/response biases, and (e) serially correlated errors of measurement that result from use of the same measurement scale(s) in two or more waves of data collection.
The career development data, like almost any set of field data collected in part by questionnaires, is likely subject to several of these types of errors. Aggregation bias is not a problem as long as individual level data are analyzed with individuals as the unit of analysis. (Unit and/or macro level variables may be added to these analyses using techniques discussed by James, Demaree, and Hater, 1980—see Appendix B). Aggregation of individual level data and analyses of such aggregate data should proceed only after careful consideration of issues pertaining to cross-level inference (see Pedhazur, 1982, 526-547 for a brief and cogent review of the issues).

The investigators should already be aware of ceiling/floor effects and classification errors that may exist in the data, given their prior scaling efforts. Thus, we proceed to the question of method variance. Tests for method variance are often based on application of confirmatory factor analysis (CFA) to various operationalizations of the multitrait-multimethod matrix (cf. Widaman, 1985; Schmitt & Stults, 1986). Such tests, however, require that each construct (latent variable) be measured by using at least two different methods. Generally, this is not an option with the career development data.

A less desirable but applicable alternative often employed by James and colleagues (e.g., James & Jones, 1980) is designed to test whether a pervasive method factor has biased questionnaire data. To illustrate the use of this procedure, suppose we have three constructs, labelled A, B, and C. All constructs are measured by the same procedure (e.g., a questionnaire). Theory may suggest a high correlation between A and B. Suppose a high correlation is obtained. Suppose further that a critic argues that this high correlation is primarily a product of method variance (i.e., a pervasive method factor created a spurious correlation between A and B). A test of the critic's argument is provided by introducing variable C, where (1) C is measured in the same manner as A and B, (2) C is subject to the same response sets/styles as A and B (e.g., acquiescence), (3) C has psychometric characteristics that are similar to A and B, and (4) C theoretically has low relationships with A and B. Now, with these conditions, high correlations between C and both A and B implies a pervasive method factor. However, low correlations between C and both A and B suggests the absence of a pervasive method factor and thus the high correlation between A and B cannot be totally spurious. Other levels of correlation between C and both A and B suggest varying levels of partial spuriousness engendered by a pervasive method factor.

The final concern in regard to nonrandom measurement errors is correlated measurement errors. Such correlations can be easily checked in future analyses on the CSTS models that employ latent variable designs (cf. Joreskog & Sorbom, 1986 and Section IV).

Additional assumptions for cross-sectional time-series. In addition to the above, use of (lagged) cross-sectional time series requires reasonable satisfaction of the following assumptions. We present these assumptions using the lagged CSTS model in Figure 3 as a guide. In Figure 3, \( d_0 \) and \( Y_0 \) represent theoretical measurements that are included to denote that the time t data cannot be analyzed by themselves without creating a serious unmeasured variables problem. (Please note the implications of this point for Figure 1d.) Time t is analogous to the 1982 wave data, whereas Time t + 1 represents the 1986 wave data. Time t = 2 refers to a future wave of data collection. The structural equations for Figure 3 are (variables are assumed to be in deviation form):

\[
y_{1t} = B_{11}y_{1t} + B_{12}x_{12t-1} + B_{21}x_{21t} + d_{1t} + 1
\]

\[
y_{2t} = B_{11}y_{1t} + B_{12}x_{12t-2} + B_{21}x_{22t} + d_{1t} + 2
\]
Figure 3. An example of a lagged, cross-sectional, time-series model.

The equations state that $y$ (e.g., continuance intention) is a function of $y$ at a prior time and contemporaneously assessed exogenous variables $x_1$ and $x_2$. Note that no equation exists for $y_t$, which again is due to unavailability of $y_0$.

The assumptions unique to this lagged CSTS are:

8. Times of measurement correspond to causal intervals, which has been discussed.

9. The model is stationary, which, based on prior discussion, would be indicated by $R_t = R_{t+1}, R_{1t+1} = R_{1t} = 2,$ and $R_{2t+1} = R_{2t} + 2$ in Equations 3 and 4.

10. Disturbances are nonautoregressive, which means that no covariation exists between $d_{t+1}$ (Equation 2) and $d_t$ (Equation 3).

Without the time $t + 2$ measurements, there is no way to test for stationarity (a test for stationarity has been provided by James & Tetrick, 1984). Moreover, given the likelihood of unmeasured causal variables, it is probable that Assumption 10 above will be violated (see James & Singh, 1978, Figure 4). This is because lack of autocorrelation between $d_{t+1}$ and $d_t + 2$ (or between $d_t$ and $d_t + 1$, see Figure 3) presumes that the disturbances are composed of random shocks (or is a white noise series—cf. Johnston, 1984, p. 371). If this is the case, then the structural parameters in Equation 2—the only estimable equation given two waves of measurement—can be estimated directly with no further ado.

However, consider now that unmeasured relevant causes reside in the disturbance terms (cf. James, 1980), and it is these unmeasured relevant causes that are, in part, responsible for the autocorrelation of the disturbances (the curved arrows between the $d$'s in the model). Inasmuch as no field model is self-contained, it follows that the disturbances will be autocorrelated. Straightforward estimation is no longer possible. Various complex forms of instrumental variables, generalized least squares, or maximum likelihood (Johnston, 1984, Chapt. 9) are required. This is a moot point, however, because, without a third wave of data, most of these complex forms of analyses cannot be implemented. Consequently, the investigators will have to decide whether the key, known relevant variables are included explicitly in their lagged CSTS equations having the form.
of Equation 2. If this is believed to be the case, then they may proceed to estimate parameters. These estimates will be both biased and inconsistent, and significance tests will be more powerful than they should be (see Ostrom, 1978). Nevertheless, these problems should not be of great magnitude, or at least of a sufficient magnitude to preclude analyses.

**Statistical Estimation Procedures**

Most of the career development models involve continuous variables up to the point of the final, endogenous action or outcome variable. The action or outcome variable may be continuous, as in the case of the upward mobility measures, dichotomous, as in the case of continuance, or nonordered and discrete (i.e., qualitative), which applies to occupational development. In the last case—the final analyses involving the occupational development action variables—a multiple discriminant analysis (MDA) will likely be in order. For the continuous upward mobility variable and the dichotomous continuance variable, we suggest the use of OLS or, preferably, maximum likelihood (ML) analyses. Later, in more sophisticated analyses, the dichotomous continuance variable can be subjected to such things as event history analysis (cf. Allison, 1984) and/or logit analysis (cf.erry & Lewis-Beck, 1986).

With the exception of the use of MDA to complete the analyses on occupational development, the statistical estimation issue boils down to whether one is going to use single equation estimation techniques (OLS) versus full-information estimation techniques (LISREL).

To address this issue, consider the structural equations for the cross-sectional model presented in Figure 1a (variables are in deviation form):

\[
y_1 = b_1 x_1 + b_2 x_2 + d_1 \quad (4)
\]

\[
y_2 = b_3 x_3 + d_3 \quad (5)
\]

\[
y_3 = b_{4, y} y + b_5 x_3 + d_4 \quad (6)
\]

A single equation estimator such as OLS could be used to estimate the structural parameters in each of the three equations. The term "single equation estimator" denotes that a separate OLS analysis is conducted for each equation and thus the estimating process for one equation is independent of the estimating process for another equation. Consequently, specification errors that engender bias or inconsistency in one equation do not spread over and affect the bias or consistency of estimates in another equation (unless the second equation is subject to the same specification errors base don its own lack of merits).

In contrast, a full-information estimator, such as the full-information ML procedures used in LISREL (Joreskog & Sorbom, 1986), would estimate all the structural parameters in Equations 4 through 6 simultaneously. While more efficient, the full-information techniques suffer the problem that specification error in one equation can spread over and affect estimates in a different equation (cf. MacCallum, 1986). On the other hand, a salient benefit of full-information techniques is opportunity to test the overall fit of the model to the data. In this regard, we strongly recommend reading of Wheaton (1987). Moreover, use of the full-information techniques in LISREL will assist substantially in proceeding to the moderator analyses discussed in Section III.
In sum, either OLS or LISREL may be used for estimation purposes. We recommend LISREL, which generally means the use of full-information ML to analyze manifest variable structural models. Checks may be made to compare the LISREL estimates to OLS estimates. If the estimates differ, then a potential culprit is the spreading of specification errors by the full-information technique. If this appears likely, then the OLS estimates would be preferable.

The statistical assumptions required to employ OLS are as discussed, with one addition. The addition is that each equation must be identified. Identification refers to the question of whether sufficient information is available to obtain unique mathematical estimates of structural parameters (cf. James et al., 1982). Recursive equations based on manifest variables are generally identified and thus we will not pursue this issue here.

For full-information maximum likelihood (FIML), one must assume that the Xs and Ys are distributed multivariate normal. In addition, identification must be established for each parameter (cf. Long, 1983b). The identification issue should again not be a problem.

There are many additional issues that will occur during statistical analyses. We prefer to deal with these issues on an interactive basis with the investigators as they arise. On the other hand, we do wish to reiterate several points raised in Report I that are germane to estimation. These points are (1) use of hold-out samples for cross-validation purposes (cf. Cudeck & Brown, 1983); (2) avoidance of the use of change scores; (3) use of nonstandardized data in analyses, especially the lagged CSTS; and (4) development of comparison and generalization samples (see p. 22, Report I) for lagged versus nonlagged analyses and for analyses based on selected samples (e.g., selection of equal numbers of stayers and leavers).

Statistical Specification Errors

Section II is concluded with a listing of errors that occur often in practice during estimation and model fitting (cf. Bentler & Chou, 1987; Billings & Wroten, 1978). We focus on issues that were not addressed in prior discussions of conditions for causal modeling, statistical assumptions, and estimating techniques. We recommend Bentler and Chou (1987) for elaboration on points 4 through 7.

1. Sample sizes that are too small for stable statistical results. This concern may arise in the career development study as a result of subgrouping, which is to say that one or more of the subgroups defined by salient moderators is too small. While no clear-cut criterion exists for defining "small" (there are many heuristics, however), our experience suggests that attempts be made to keep sample sizes above 200.

2. Restriction of variance on the criterion. Low variance on a criterion (endogenous variable), which is often associated with a skewed distribution, is associated with problems in trying to predict/explain occurrences of the criterion, especially if data are standardized (e.g., path analysis). This problem may be a result of naturally occurring events, such as low base rates, or induced, such as restriction of range due to incidental selection. Remedies include the use of correction equations, the use of unstandardized data, and the use of samples selected to remove base-rate problems.

3. Presence of outliers in the data. Outliers may or may not affect various aspects of analyses. An article by Stevens (1984) has a good review of procedures for detecting outliers.
4. Use of distribution free methods on small samples. Rentler and Chou (1987) recommend that unweighted least squares (URL—a full-information method in LISREL) be used only when \( n > 200 \).

5. Failure to use multiple test and fit criteria to evaluate a causal model. It has become apparent to many authors that a model should be subjected to multiple tests and evaluated with multiple fit indices (see Wheaton, 1987).

6. Use of significance tests on standardized data in LISREL. The chi-square significance testing procedures are designed for unstandardized data only (Rentler & Chou, 1987).

7. Failure of estimation procedure to converge in LISREL. Rentler and Chou (1987) suggest that failure to converge may be due to (a) a nonlinear model that is treated as if linear, (b) a very poor initial model, (c) poor start values for parameters, (d) unreasonable equality constraints, and (e) unidentified, initial parameters.

SECTION III. MODERATOR ANALYSES

A major issue for the project staff is the likelihood that causes of major variables related to Navy career decisions may differ across subcommunities, different time periods, officer ranks, cohorts, and other variables. Our discussion with the principal investigator and his staff has made it clear that detection of such moderator variables is a crucial and primary goal of the research. Detection of moderator variable influences are obviously necessary for accurate projection of future trends and complete understanding of officer career development processes.

Analysis of moderator influences can proceed using either the ordinary least squares (OLS) or maximum likelihood (ML) approaches to manifest variable designs. There are two chief design features to consider in designing the analysis. The first is whether the moderator variable is by nature a categorical or continuous variable. The second is whether the hypothesized locus of moderation requires testing of moderator influences between independent samples or, alternatively, tests of moderator influences between different equations within the same sample (primarily, in testing differences in regression equations in lagged panel data).

Categorical Moderator Variables

Independent Groups Analyses

Analysis of moderator variables is simple and straightforward if the moderator variable is a naturally occurring categorical variable, such as officer cohort. Here we assume that (1) the variables involved in the regression equations are equivalently measured across levels of the categorical moderator, (2) there is sufficient sample size at each level of the moderator variable to permit meaningful statistical analysis in each subgroup, and (3) the analysis is to be done with metric regression coefficients. Condition (1) would be violated in many instances in comparisons of subcommunities, where different variables are measured and where, in some instances, variables have a materially different interpretation in, say, aviators than in surface warriors. In such cases, formal moderator analysis is not warranted. Analysis would proceed independently for each subcommunity, but the regression equations would not be analytically tested for equivalence across subcommunities. Condition (3) is crucial. In general, one does not
wish to estimate the moderator effects in groups where separate standardization of variables has occurred. Separate standardization reduces the likelihood of cross-validation of regression coefficients, in general. In the case of moderator analysis, it is inappropriate to test for interaction if different transformations have been applied to different groups. Separately standardizing the groups is one such case. Calculation of different transformations can introduce or obscure interaction effects. Thus, the analysis cannot be done by analyzing correlation matrices for each of the groups. This would generally not be done in the multiple regression approach, in which group membership is treated as a variable and data from the entire sample is analyzed. Separate standardizations could easily be requested when using LISREL to do the simultaneous equations approach. This is inappropriate, and the analysis should be conducted on covariance matrices of the manifest variables. It is perfectly acceptable to standardize the variables for construction of composites, but this standardization must be done on the pooled data prior to segregation into groups for moderator analysis.

The moderator analysis proceeds in two different ways, depending upon whether separate regression equation or simultaneous estimation approaches are employed (see Section III).

Separate Regression Equations. Moderator analysis proceeds by using product variables and hierarchical regression techniques (Cohen & Cohen, 1983; Pedhazur, 1982). If all exogenous and endogenous variables in the regression equations are continuous variables (excepting the moderator(s)), then product variables are created by multiplying the continuous variables by a set of coded vectors representing category membership. A categorical moderator with m levels will require m-1 coded vectors, unless more restrictive a priori hypotheses about moderation are to be entertained. We generally favor orthogonal coding for representation of moderators, although other coding approaches can be used. A separate three-stage hierarchical regression is then performed for each regression equation from the overall model. In stage 1, all independent variables for the equation are entered and an $R^2$ and regression coefficients are estimated. In stage 2, the coded vectors representing the moderator groups are added to the equation. In stage 3, the product variables are added. The significance of the increment to $R^2$ from stage 2 to stage 3 is the critical test of whether there is interaction between the moderator variable and the other variables entered in stage 1. The appropriate statistical test is the traditional F-test for the increment to $R^2$. It can be requested directly in some statistical packages (e.g., SPSSX Regression, which we recommend generally for hierarchical regression because of ease of interpretation of output). As discussed rather nicely by Pedhazur (1982), significant interactions, if present, mandate calculation and comparison of separate regression equations for each group (categorical level of the moderator; see below). In the absence of moderation, the common (pooled) regression coefficients estimated at stage 1 in the analysis may be used as estimates of effects.

The analysis can become quite cumbersome if (1) multiple moderator variables must be considered simultaneously, and (2) if there are many levels of each moderator. Our assessment of the data set is that this is not generally the case, and that the use of hierarchical regression approaches will prove satisfactory in many cases.

Simultaneous Equation Analysis. If full information maximum likelihood (FIML) approaches have been used, then an alternative approach to moderator analysis can be executed by using LISREL VI or VII (Joreskog & Sorbom, 1984). Although there are other excellent FIML programs for structural regression models (such as Bentler's EOS program), LISREL is the only program currently containing the option to analyze regression
equations simultaneously in multiple groups. Henceforth, we shall discuss the simultaneous equation approach presuming use of LISREL, but the work group should be aware that RMFD, distributors of EOS, have issued pre-release publicity about a version 3.0 of EOS that apparently will handle multiple groups analyses. Thus, the moderator analysis approaches described below may, in the near future, be possible in EOS.

The multiple groups approach is the basis for testing moderator variables in LISREL. One begins by cutting the categorical variable into mutually exclusive groups and specifying the causal model in each group. Then the appropriate test of moderation is whether the unstandardized regression coefficients are equal across the multiple groups. This hypothesis is easily tested in LISREL by testing a model in which the regression coefficients are constrained equal.

The formal statistical test of moderation requires two separate models. In the first model, one simply runs the regression analysis simultaneously in each group. Assuming that the model is overidentified, then this analysis produces a likelihood ratio (LR) $X^2$ test of the goodness of fit of the regression model to the data. The LR test is, in essence, the sum of the LR $X^2$ across all the moderator groups. Then one runs a second model that specifies the exact same regression model but also specifies that the regression coefficients are equal in the multiple groups. This second model is said to be nested in the first model, because it has the same basic specification but imposes the additional constraint that the coefficients, which are free to vary between groups in the first model, are required (constrained to be equal in the second model) (e.g., Nwaver, 1983; Hayek, 1987; Joreskog & Sorbom, 1979; Long, 1983b). The LISREL program estimates the common regression coefficients but also produces a new LR $X^2$. Because the two models are nested, the difference in LR $X^2$s is a formal test of the null hypothesis that all regression coefficients are equal in all groups. The LR $X^2$ must be greater for the more restricted model with equality constraints. However, if there is no moderation, so that the regression coefficients are truly equal across the subpopulations, then the two LR $X^2$s will be approximately equal, except for sampling error (i.e., the difference in the two $X^2$s will be approximately equal to the difference in degrees of freedom (df)). Thus, the test for moderation is to calculate the difference in LR $X^2$, calculate the difference in df (which should equal the number of regression coefficients times m-1, where m is the number of groups), and evaluate the LR $X^2$ difference against a critical value of the $X^2$ distribution. It must be emphasized that this test of moderation is a multivariate significance test of moderation across all regression equations.

Use of the LISREL approach to moderator variables is actually quite efficient. One does not need to generate coded vectors, product variables, and test hierarchical increments to $R^2$. One gets a single, overall test of moderation across all equations. This efficiency in the statistical test may be a curse rather than a blessing, however, if it is expected in advance that the moderator variable affects relatively few of the overall number of regression equations. In that case, the Type II error rate of the overall LR $X^2$ test for the few equations that are truly different across groups will be higher than in single equation approaches. On the other hand, the simultaneous approach provides better control of the Type I error rate across all equations than the separate equation approach. This is not merely a function of the fact that an overall LR test is computed (as opposed to separate F-tests for each equation). Given that the same independent variables are usually present in multiple regression equations (which is the case if endogenous variables are specified to have both direct and indirect effects), the separate regression equations will not be statistically independent. Although the regression coefficients in a single equation are independent across multiple, independent groups, the regression coefficients will have nonzero covariances of estimate across different equations owning to shared
independent variables. The LISREL approach takes these covariances of estimate into account in calculating the overall LR $X^2$ test. The separate regressions approach does not.

It is possible to get a separate LR $X^2$ test for each equation that is an exact logical analog of the F-test for each equation in the separate equation approach. Again, the LR $X^2$ test is superior in that the covariances of estimate are still used in calculating the statistical test of fit. This is done by imposing the equality constraints on only one equation at a time, and then calculating the difference in $X^2$ against the model with no equality constraints on any equation. Moreover, it is possible to specify a priori that there will be moderation on a subset of equations and to test a LISREL model specifying moderation only on these equations. In the case of mixtures of equality constraints and no equality constraints across equations, the specification of the model is somewhat more complicated. One has to specify the equality constraints parameter by parameter, but this is by no means a major obstacle.

Frankly, the use of LISREL to test moderator influences is relatively new, and has not been widely discussed in the literature. Hayduk (1987), for example, does treat the issue of "stacked models" but devotes more space to the issue of simultaneous models for means and covariance structures than to the implications of testing equivalence of structural coefficients across multiple groups. When moderator analysis in LISREL is discussed, it is usually at the level of latent variable rather than manifest variable designs. There is insufficient simulation data to evaluate differences between the two methods (separate equation hierarchical regression and LISREL). Our limited experience suggests that the two methods produce quite similar results in recursive models. Additionally, there are advantages for simultaneous approaches such as LISREL above and beyond efficiency. They are also appropriate for nonrecursive models and for models with correlated regression residuals, both of which are poorly handled by single equation procedures (with or without moderator variables). The specification of the equality test in LISREL is also very simple. By far the most difficult problem is specifying the base model, although this is also relatively straightforward in LISREL analysis with manifest variables. We can provide a sample LISREL specification of the equality test upon request.

Post-hoc Comparisons. The significance tests for either the separate equation approach or the simultaneous equation approach are tests of what might be termed "omnibus" null hypotheses (i.e., no moderator effects on any independent variable in the equation). If the null hypothesis is rejected, the alternative hypothesis is that not all regression coefficients are equal across all groups. At that point, a second analysis is required. The purpose of this analysis is to determine (1) which moderator groups differ on (2) which regression coefficients. Without prior theory, this approach entails post-hoc comparisons of regression coefficients across groups. The logic of the post-hoc analysis is exactly the same as the more familiar post-hoc tests of means in ANOVA.

We will describe a general approach for testing the moderator effects across independent groups. It should be noted that this approach does not take into account the full covariance matrix of the regression estimates in calculating specific error terms for post-hoc comparisons. This approach is easily applied for post-hoc detection of moderator effects with both the single equation and simultaneous equation approaches. The analysis proceeds from the parameter estimates from the regression equations of each group. In the single equation approach, one must first calculate separate regression equations in each moderator group (which had not been done prior to the detection of significant interaction). In the LISREL approach, one uses the estimated regression coefficients and
standard errors from the model that imposed no equality constraints on the parameters. Here we assume that one has available (1) regression coefficients for all equations for all groups, and (2) standard errors of estimate for all coefficients. It is possible to compare any pair of regression coefficients by use of the following formula:

\[ t = \frac{b_1 - b_2}{\text{se}_{\text{comp}}} \]

where \( t \) is a t-test, \( b_1 \) and \( b_2 \) are regression coefficients, and \( \text{se}_{\text{comp}} \) is the standard error for the comparison. The formula can be generalized to any linear combination of regression coefficients (see below). The standard error for the comparison, when the regression coefficients are derived from independent samples is

\[ \text{se}_{\text{comp}} = \left( \text{var est}(b_1) + \text{var est}(b_2) \right)^{1/2}, \]

where \( \text{var est} \) is the variance of estimate for the regression coefficient. Most regression packages report both the \( b \)-weight and the standard error of the \( b \)-weight (which is the square root of the variance of estimate), so the comparison and the standard error of the comparison are easily calculated. LISREL reports the ML parameter estimates and, upon user request, their asymptotic standard errors. Parenthetically, it should be noted that LISREL's \( t \)-values test the null hypothesis that the population parameter is equal to zero. They are not the \( t \)-test of the difference in regression coefficients over moderator groups described above.

The problem, of course, is that there is a very large number of such comparisons that can be made as the number of equations, independent variables per equation, and moderator group levels increase. Practically, it can become quite tedious to calculate the \( t \)-test for all comparisons. From a statistical inference perspective, the more important problem is protection of the Type I error rate across multiple comparisons. Corrections for all possible pair-wise combinations of regression coefficients would probably be too conservative (have too high a Type II error rate). In our opinion, the best approach is to employ a Bonferroni correction on the critical value for \( t \) used in evaluating the comparisons. The Bonferroni approach maximizes statistical power while controlling the Type I error rate (see Ramsey, 1992). With the Bonferroni approach, one adjusts the critical value of \( t \) according to the actual number of comparisons to be entertained. Maximum power is achieved by sequential adjustment of the critical value, but this is tedious in practice.

This approach should provide a reasonable degree of protection of Type I error rate while minimizing Type II errors. It assumes that the covariances of estimates for all parameters is zero. As discussed above, this assumption is violated when the same independent variables appear in multiple equations. The principal assumption of importance is undoubtedly independence across levels of the moderator variable, which is satisfied by the independent groups analysis. Nevertheless, it is possible in the simultaneous equation approach to generalize the post-hoc analysis by computing linear contrasts across the vector of regression coefficients and then creating an appropriate standard error for the contrasts by pre- and post-multiplying the covariance matrix of the estimates by the vector of contrasts. At this point, it is not known what the inflation of the Type I error rate is under these conditions, although it seems plausible that the degree of inflation is minimal. This problem has not, to our knowledge, been simulated in the statistical literature. Our recommendation is to proceed with the simpler post-hoc comparisons under independence assumptions (particularly if the single equation approach is used).
This recommendation is driven by pragmatic constraints. It is too time-consuming to calculate the asymptotically exact standard errors of the contrasts by hand by using the covariance matrix of the estimates. Indeed, it will be tedious to compute the pair-wise comparisons by hand, even when using the simultaneous Bonferroni adjustment to the critical value of the test statistic and only employing the standard errors of estimate. In principle, it would be a straightforward programming task to create a program to generate post-hoc statistics on the regression coefficients, incorporating sequential Bonferroni adjustments, use of the entire covariance matrix of estimates to generate standard errors, and options for setting (and perhaps changing) the desired experiment-wise Type I error rate. Employment of the covariance matrix of estimates is most easily and efficiently done using the LISREL program and the simultaneous equation approach. LISREL can, upon user request, output both the regression parameter matrix and the covariance matrix of the estimates. From these matrices, the appropriate t statistics can be calculated directly in matrix form. It would therefore be possible to program the asymptotically unbiased post-hoc tests using the entire covariance matrix of the estimates. Indeed, our past experience with algorithms of this type is that most of the programming overhead involves constructing the input matrices and the formatting of the output statistics rather than the statistical algorithms. Thus the difference in programming time for the comparisons using the entire covariance matrix of the estimates would differ trivially from comparisons using only the standard errors of estimate. The PDCD unit may wish to devote some programmer time to development of this program.

**Within-groups Moderator Analysis**

The within-groups moderator analysis is required whenever equations are to be compared across variables measured on the same persons. One example is where equations are to be compared across multiple work settings (e.g., prediction of satisfaction in multiple settings from the same background variables). A unique but potentially important case in the PDCD data sets would be the special case of time of measurement as a categorical moderator variable. The concept is actually inherent in the lagged endogenous models discussed above. For example, one might wish to know if the within-occasion predictors for intent to remain in the Navy have changed from 1982 to 1986 for the same officer cohort. Provided that the independent variables are scaled in the same way (although if not, the test can still be performed after judicious rescaling of the predictors) at both occasions, it is possible to test for stationarity in the prediction equations by doing a repeated measures test of the equality of the regression equations over time. This sort of approach is conceptually related to but distinct from the lagged endogenous causal models discussed in Sections I and II, but may be important for forecasting purposes. The basic logic would also apply, however, to testing for equality of effects in the lagged endogenous causal models.

The crucial issue here, from a statistical perspective, is that the regression equations are correlated because they are calculated on the same observational units. Thus, any test of the equality of the regression coefficients from these related equations must take the covariances of estimate from the regression equations into account (James & Tetrick, 1984).

**Separate Regression Equations.** James and his colleagues (James, Joe, & Irons, 1982: James & Tetrick, 1984) have outlined a procedure by which testing of related regression equations may be accomplished. The procedure involves (1) calculation of regression coefficients for the separate equations, and (2) use of asymptotic theory to derive an appropriate estimate of the covariance matrix of the estimates for the related equations. These computations are relatively tedious, but manageable. Using the matrix of
estimated regression coefficients from the related equations and the approximate covariance matrix of these estimates, one can derive F-tests for the comparisons of subsets of regression coefficients. The approach is quite general and powerful, and handles the case of planned comparisons. Copies of the relevant papers have already been provided to the work group.

Simultaneous Equation Approach. It is possible to use the LISREL program to test the equality of the related regression equations. Unlike the independent samples case described above, the data are treated as a single group. However, the full system of regression equations is specified, with a separate equation for each moderator variable. So, in the case of time of measurement, one would simultaneously specify the equations for the 1982 and 1986 waves in the same model. The same logic with respect to statistical inference applies. One first computes the model for all equations, and (assuming an over identified model) obtains the LR $\chi^2$ statistic and the parameter estimates. One then runs a second model in which equality constraints are imposed on those coefficients that are hypothesized to vary across levels of the within-groups moderator variable. The difference in LR $\chi^2$ tests is a test of the null hypothesis that the regression coefficients are equal over time.

One advantage of the LISREL approach is that it is possible to combine the subgroup and related-equations moderator analysis into a single model, when appropriate.

Continuous Moderator Variables

Analysis of continuous moderator variables poses additional problems. It is relatively simple to use hierarchical regression techniques to test for differential impact on continuous moderator variables, provided that one assumes the nature of moderation is linear and continuous across the range of the moderator and other independent variables (James, 1987). (In fact, this assumption is often unreasonable). The test procedure is identical to that with categorical moderator variables, in that product variables are formed by multiplying the moderator variable(s) and the independent variable(s). From there, the same three-stage process is employed. Stage 3 involves adding the product variables to the equation and testing the increment to $R^2$. If the product terms do not increase prediction, then one can consider using the equations from stage 1 or stage 2, depending upon (1) the logical status of the moderator as a predictor variable in the system of equations and (2) the significance of the regression coefficients involving the candidate moderator variable. In practice, continuous variable interactions of this type are not usually moderator variable analyses per se, but rather tests of additivity of causal influence across endogenous variables. So in all likelihood, the variables were already in the system of equations and would be kept in the final equations.

The real sticky wicket is what to do if continuous variable interactions are detected. The two chief regression texts that review these issues (Cohen & Cohen, 1983; Pedhazur, 1982) differ quite dramatically on what to do in such circumstances. Pedhazur eschews the practice generally, for reasons we do not find compelling. Cohen and Cohen (1983) suggests nested substitution of equations so as to be able to graph the nature of the interaction. This is descriptively informative but not necessarily sufficient. Rules for calculating direct and indirect effects in structural equation models in the presence of interaction have been discussed perfunctorily in the sociological literature. Conceptually, the problem is analogous to the more familiar issue in ANOVA: how does one interpret main effects (linear effects of variables) in the presence of interaction (continuous variable moderation)? The answer in regression, as in ANOVA, is that the simple linear effect of x on y, in the presence of interaction involving x and z, is descriptively
meaningful (in essence, consistent direction but variable magnitude of relationship of x and y over the entire range of the moderator, z) but uninterpretable from a causal point of view. Small wonder most investigators choose not to even look for interactive effects (assuming they do not exist) or, alternatively, convert moderators to categorical variables to assist in ease of computation and interpretation. As pointed out by Cohen and Cohen (1983), this approach throws away information if the independent variables are both continuous and the interaction is linear in both variables. Of course, given discontinuous interaction effects, the grouping approach may be superior, provided that the proper cutoffs for assigning groups is known a priori, stumbled upon by chance, or detected by interpretation of scatter plots, regression residuals, and other techniques (James, 1987).

The real problem is how to introduce continuous variable moderation into simultaneous equation approaches. Here the simplicity of the testing procedures in single equation approaches is appealing. The problem is that introduction of the product variables into the regression equations causes a specification error in terms of the hypothesis of uncorrelated errors in equations. It also introduces correlations between regression coefficients and disturbances, which must be modeled explicitly if the regression coefficients and associated standard errors are to be unbiased (by specification error). Kenny and Judd (1984) have discussed this issue in latent variable modeling (see also Hayduk, 1987). The only method for handling this type of analysis is to use covariance structure models like COSAN that can impose nonlinear constraints on parameter estimates. We suspect--and hope--that much more will be known about this problem in a few years. For now, we suggest that tests of continuous interaction be entertained on theoretical grounds, and investigated using hierarchical regression, if needed. We do not believe enough is known about the introduction of product variables into structural equation models to justify staff effort to learn the nuances of nonlinear constraint specification and how to use the COSAN program (which makes LISREL look like BASIC).

SECTION IV. FUTURE DIRECTIONS

The intent of this section is to furnish recommendations for future research that has a scientific emphasis. We will be brief because we wish only to highlight possible avenues for work group consideration. On the other hand, we are prepared to work with staff at this time on these methods if they are considered desirable for immediate emphasis and evaluation.

Use of Categorical Endogenous Variables

Some of the endogenous variables in the data set are true categorical variables. We have discussed using true categorical variables as moderators, but this mainly applies when the categorical variables divide individuals into mutually exclusive groups. When outcome (criterion) measures are categories, the project team may prefer to predict the criterion rather than test for moderation by it. For example, a crucial problem is predicting the retirement decision (stay in the Navy, opt for retirement, opt for retraining, etc.). Knowing which variables provide prediction of the outcome categories is different than asking whether other variables differ in relationship according to outcome category. The situation is made more complex when the prediction equation is actually nested in a multiple equation structural model.

Experts differ on whether one can introduce categorical endogenous variables into linear structural models of the kind we have been discussing. We admire the courage of
Rentler and Chou (1987), who categorically state, without much supporting argumentation or data, that this approach is fully acceptable provided that the marginal frequencies are not excessively disproportional (e.g., an 80% to 20% split) and becomes more acceptable as the number of categories increases. There are other alternatives that can be considered. One is the use of logit regression to predict the categorical dependent variable. We would generally recommend this approach if (1) the single equation approach has been used and (2) even if not, if the categorical variable is a final outcome, like retirement decision. More elegant analysis for categorical variables include techniques like latent class analysis, including the Grizzle/Kock/Landis approach for GLS estimation of effects, and event history analysis. The latter is akin to logit regression but takes into account, and indeed models explicitly, the time course of shifts in category group membership. Allison (1982, 1984) provides a useful introduction to this set of techniques. We do not recommend this as a general approach for the research team at this time, given the relatively limited time remaining to analyze the data set.

**Latent Variable Structural Equation Models**

Although we have recommended manifest variable designs, given the time constraints on the project, it would be preferable to conduct analyses using the full LKREL approach, particularly on the lagged endogenous variable models. We wish to discuss briefly the benefits of doing the full latent variable models.

The chief benefit of the latent variable models is that the structural regression coefficients are disattenuated for measurement error. It is frequently astonishing to observe the degree of impact measurement error can have in structural equation models when single indicators have moderate reliabilities. As we point out in Section 1, the reliabilities reported for the candidate variables are encouraging, and composite variables are usually more reliable than their individual constituent variables. Nevertheless, it would be desirable to estimate effects without contamination of measurement error.

Another related benefit of structural equation models with latent variables is the opportunity to test directly assumptions of equivalence of the measurement model in lagged designs. We often assume, by fiat, that composite variables measure the same construct in equivalent ways across time (or across groups). The chief advantage of longitudinal measurement models is the ability to test equivalence in the measurement model using the type of LR $X^2$ tests described above, but where the tests are test of constraints on the regression coefficients of observed variables on latent variables (rather than tests on the structural regression coefficients themselves). Hertzog (1987) has reviewed some studies that have employed this approach in examining adult intellectual development and measurement properties of mood state variables (see also Hertzog & Nesselroade, 1987; Hertzog & Schaie, 1986, 1988 in Appendices C through E for detailed examples).

Another advantage of latent variable models is the commensurate increase in the validity of the regression coefficients. Provided that there is minimal sharing of method variance, the structural regression estimates from latent variable models are more likely to represent construct relationships than systematic measurement (method) variance.

Another useful application of structural modeling is in the domain of confirmatory factor analysis itself. Although manifest variable designs with composites can be appropriate, they are more fully justified if it can be shown that the indicators do indeed factor as hypothesized (perhaps implicitly) by the compositing scheme. Thus, it is possible to do confirmatory factor analysis to justify compositing variables, and then use the composites to test the continuous interaction hypotheses using hierarchical regression.
The composites can also, in such conditions, be formed by use of factor score estimation procedures rather than simple unit-weighting of z-scores. Hultsch, Hertzog, and Dixon (1984) used this approach to examine age X intelligence interaction effects in predicting text memory in adults (see Appendix F for details).

SECTION V. SUMMARY

We have outlined a series of research design and analysis options for staff to consider. In a report like this, it is difficult to specify exactly what an appropriate structural model would look like. This is best done in direct design consultation with the contractors on a specific research problem, bringing theory about measurement and latent variable relationships to bear in the design phase.

Our general recommendation has been for the work group to proceed immediately with manifest variable regression analysis that has predictive utility, is more easily summarized and communicated to higher levels in the Navy, is scientifically defensible, and can be accomplished in relatively short order. This decision is driven in large part by pragmatic considerations. An alternative is for the work group to decide to take additional time and to concentrate on some of the latent variable techniques described in the last section of the report. It is important to note that, should the work group decide to pursue latent variable structural equations analysis, then it is advisable to consider a roughly two-stage process (Anderson & Gerbing, 1988): (1) development of the measurement model for all exogenous and endogenous latent variables with confirmatory factor analysis, followed by (2) incorporation of the structural regression model into the previously developed measurement model. This approach has two advantages. First, one can be confident that the structural model is not contaminated by specification errors in the measurement model. Usually, it is the structural coefficients that are of primary interest, and one does not want spread of specification error from the measurement model in an FIML approach to bias structural regression coefficients. Second, it is possible to treat the full structural model as a more restricted, nested model from the measurement model, and to then calculate a difference in $X^2$ statistic that separates lack of fit in the structural model from the overall fit of the model, combining lack of fit in both structural and measurement submodels. This approach provides a more accurate assessment of the viability of the structural model.

The implication of the foregoing is that, if the PDCD work group decides to proceed with latent variable rather than manifest variable modeling, then the immediate strategy should be to begin work on the confirmatory factor analysis of multiple indicators for latent variables rather than computation of composites. In either case, we look forward to working with the group in adapting the general principles described here to specific analyses.
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The unmeasured variables problem has not received adequate attention in applications of path analysis. The ramifications of inadequate attention to this problem are addressed in respect to correlations between causal variables and the errors of causal equations and the resulting bias in solutions of path coefficients. The discussion recognizes that obviation of the unmeasured variables problem is an unrealistic objective. Consequently, logic is provided in the form of decision steps to help investigators ascertain whether the influence of unmeasured variables that can be expected in any particular analysis is of sufficient seriousness to preclude the use of path analysis.

In their review of path analysis studies, Billings and Wroten (1977) concluded that many biased estimates of path coefficients had been reported in the industrial organizational literature. A primary reason cited was that relevant causal variables had not been included in the causal systems investigated. This unfortunate practice is generally referred to as the unmeasured (or omitted) variables problem (Duncan, 1975). The recommended solution to the unmeasured variables problem is to measure reliably all variables that are causes of an endogenous (dependent) variable and are correlated with other causes of that endogenous variable.

Regrettably, in most cases this solution is impossible to achieve, if for no other reason than that all relevant causes of an endogenous variable might not even be known (Duncan, 1975; Heise, 1975; Kenny, 1975).

Consequently, the operative question is not whether one has an unmeasured variables problem but rather the degree to which the unavoidable unmeasured variables problem biases estimates of path coefficients and provides a basis for alternative explanations of results (Fisher, 1971; James & Singh, 1978). In actual practice, it is not uncommon to allow certain trade-offs, where the costs of omitting at least known causes from the causal system are evaluated in terms of their importance to the overall system and the degree to which obtained estimates of path coefficients for measured causes might be biased. Decision rules for evaluating these costs have up to now remained largely eminently unsatisfactory.

This article has two objectives. The first is to summarize briefly the bases for the unmeasured variables problem and the ramifications of this problem, namely, biased solutions of path coefficients. The second objective is to provide a set of subjective decision steps that identify conditions in which an unmeasured variables problem is not likely to bias seriously the estimates of path coefficients for measured causes. In addition, several inaccuracies are noted in regard to the Billings and Wroten (1978) discussion of, and recommendations for solving, the unmeasured variables problem. The discussion below focuses on the application of path-analytic procedures to cross-sectional, unidirectional causal models that employ noneperimental data. Relatively
simple models are employed for illustrative purposes, and all variables are considered to be in standardized form. With the exception of the unmeasured variables problem, all other assumptions required in path analysis are assumed to be satisfied (e.g., correctly specified causal order and direction, linearity, interval scales, and no random measurement error in independent variables). In the elaboration of the argument, it was necessary to focus statistical treatments on theoretical path equations for populations. The term solution is employed for these treatments so as not to confuse them with estimates of path coefficients provided by multiple regression, that is, ordinary least squares (OLS). However, the degrees of bias represented in the solutions would be the same as those represented in population OLS estimates. (Sample OLS estimates require the addition of sampling error.)

The Unmeasured Variables Problem and Correlations With Error Terms

The existence of an unmeasured variables problem reflects a violation of an important assumption in path analysis. This assumption is that the causes for a dependent endogenous variable are uncorrelated with the error term (disturbance, residual) of the causal equation for that endogenous variable (as well as the error terms of equations for all endogenous variables that occur later in the causal order—Duncan, 1975; Johnston, 1972). This assumption implies that the causal variables in a theoretic path equation should be unrelated to unmeasured causes of the dependent endogenous variable inasmuch as the unmeasured causes are included in the error term. Satisfaction of the assumption is a necessary but not a sufficient condition for unbiased solutions of path coefficients and implies further that the error terms of different path equations in a hierarchical system of equations will be uncorrelated (Duncan, 1975).

To illustrate the issues, Figure 1a displays a path (causal) model in which $X_1$ is a cause of the two endogenous variables, $X_2$ and $X_3$. $X_2$ is also a cause of $X_3$. The $u_1$, $u_2$, and $u_3$ are error terms that, based on the assumptions above, may have the following two components: unmeasured causal variables, which will be labeled by $Z$s, and random shocks (RS), which are unstable. Minor causal influences that are generally assumed to be independent of one another. The $P$s are path coefficients, defined as the mean change (in standard deviation units) in a dependent endogenous variable expected to result from each unit of change in a causal variable, assuming all other causal variables in an equation are held constant (Darlington & Rom. 1972).

If it is postulated that no unmeasured
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variables are present, then it is possible to proceed to solve for the path coefficients in Figure 1a. In this condition, the error terms would involve only the RS components, which by definition cannot be reliably measured. Thus, the assumption that the causal variables for an endogenous variable are uncorrelated with the error term for that endogenous variable would be satisfied. This connotes that \( X_1 \) is uncorrelated with \( u_2 \) and \( u_3 \), and that \( X_2 \) is uncorrelated with \( u_2 \). Note, however, that no assumption is required that \( X_3 \) be uncorrelated with \( u_3 \); that is, no assumption is required concerning relationships between errors and endogenous variables when the endogenous variables occur later in the causal order than the errors (Duncan, 1975). In this regard, Billings and Wroten (1978) are inaccurate when they stated the assumption in the following manner: "the residuals of endogenous variables are not correlated with one another or with any other endogenous variables" (p. 680, italics added).

Suppose that the error terms are not comprised of RS components exclusively, but rather that an unmeasured causal variable, \( Z \), is present in both error terms. Suppose further that \( Z \) is a reliable and major cause of both \( X_2 \) and \( X_3 \) and is correlated with \( X_1 \). This state of affairs is displayed in Figure 1b, where the error terms have been decomposed into a \( Z \) component and RS components. Of initial importance is the fact that the errors will be correlated because the same \( Z \) appears in both error terms (i.e., the curved arrow between \( Z \) for \( X_2 \) and \( Z \) for \( X_3 \)). This simple example demonstrates how the effects of unmeasured variables could lead directly to a violation of the assumption of uncorrelated errors.

The curved arrows from the (same) \( Z \)s to \( X_1 \), reflect correlation between \( Z \) and \( X_1 \), and connote that \( X_1 \) will be correlated with the error terms for both \( X_2 \) and \( X_3 \). Furthermore, because \( Z \) is both a cause of \( X_1 \) and is represented in the \( X_3 \) error term, it must be assumed that \( X_3 \) is correlated with the error term for \( X_3 \). Thus, all possible assumptions regarding correlations between causes and error terms may, at this time, be regarded as violated. The ramifications of this condition are discussed below.

### Biased Solutions for Path Coefficients

Suppose that the path model displayed in Figure 1b is operable but that an investigator assumed incorrectly that the error terms were comprised of RS components only. The investigator could solve for the path coefficients, but they would likely be biased. To illustrate the bias, a false model (\( Z \) not included) is compared to a true model (\( Z \) included) to determine the consequences of employing the false model to solve for the path coefficients (Duncan, 1975). For example, based on Figure 1b, the path equation for \( X_2 \) in the false model is

\[
X_1 = p_{21} X_1 + u_2,
\]

in which \( u_2 \) is incorrectly assumed to be comprised of only RS components. The normal equation required to solve for \( p_{21} \) is simply

\[
r_{21} = p_{21},
\]

which connotes that the \( X_1 \rightarrow X_2 \) path coefficient is equal to the zero-order correlation coefficient. The true path equation for \( X_1 \) assumes that \( Z \) is measured and is

\[
X_1 = p_{21} X_1 + p_{22} Z + RS_1,
\]

in which primes are employed to designate path coefficients in the true model.

To determine the bias resulting from employment of Equation 1 rather than Equation 3 to solve for the \( X_1 \rightarrow X_2 \) path coefficient, we multiply through Equation 3 by \( X_1 \), take expectations, and express the results in terms of correlations. The result is

\[
r_{21} = p_{21} + p'_{22} r_{12}.
\]

Comparison of Equation 2 with Equation 4 suggests that the use of \( r_{21} \) to solve for \( p_{21} \) in the false model results in a bias equal to \( p'_{22} r_{12} \). That is,

\[
r_{21} = p_{21} = p_{21}' + p'_{22} r_{12},
\]

and thus \( p_{21} \) differs from \( p_{21}' \), by a factor of \( p'_{22} r_{12} \).

These derivations suggest directly that \( p_{21} \) will be biased if both \( p'_{22} \) and \( r_{12} \) are greater than zero. In other words, if the unmeasured \( Z \) is a cause of \( X_2 \) and correlated with \( X_1 \), then \( p_{21} \) will be biased. If we disregard suppressors, then the bias will be in the
direction of a $p_{31}$ that is too large: this is a direct result of failure to control for the effects of $Z$ in solving for $p_{31}$.

It is extremely important to note, however, that if either $p'_{32}$ or $r_{32}$ is zero, or approximately zero, then little or no bias will exist in $p_{31}$. This suggests that bias will not occur if an unmeasured variable is in fact a cause of the dependent endogenous variable but is unrelated to the measured causes of the same variable. Consequently, it is not necessary to assume that all major causes of a dependent endogenous variable have been measured. Rather, an unmeasured cause must also be correlated with the measured causes before bias will ensue.

It is also important to recognize that there are degrees of causation: the magnitude of $p_{32}$ might be anywhere on a continuum from low, to moderate, to high. Similarly, the magnitude of $r_{32}$ may vary from zero, or approximately zero, to low, moderate, or high. Clearly, the product term $p_{32}r_{32}$ may assume many permutations, only some of which are likely to result in serious bias of the solution of the path coefficient. For pragmatic purposes, it is assumed that those most likely to lead to serious bias are high-high, moderate-high, high-moderate, and moderate-moderate. Consequently, an unmeasured variables problem does not necessarily have to result in seriously biased solutions of the path coefficients. It is with the question of degree that the investigator (or critic) should be concerned. However, whenever $Z$ is unmeasured, this is necessarily a subjective process (possible empirical procedures are addressed later).

An unmeasured variables problem will also not result in seriously biased solutions of path coefficients if an unmeasured cause is correlated highly with a measured cause. This can be demonstrated by remembering that the path coefficients involve controls for the other causal variables in a path equation. For example, consider the path equation if the unmeasured $Z$ is included theoretically in the $X_3$ equation. This equation is

$$X_3 = p_{31}X_1 + (p_{32} Z) + u_3,$$

in which the parentheses connote theoretical inclusions.

The path coefficient for the unmeasured $Z$ would be approximately equal to zero if $Z$ and $X_1$ were correlated highly (e.g., .95) and a control for $X_1$ were effected. Consequently, there is no reason to include $Z$ in the equation because it is essentially redundant with $X_1$ (note also that inclusion of $Z$ would result in a multicollinearity problem). Moreover, with $Z$ unmeasured, essentially no bias will ensue for the $p_{31}$ path coefficient (i.e., $p_{32}r_{32} = 0$ because $p_{32} = 0$).

The illustration above identifies two extremely important and related issues that should always be considered in relation to unmeasured causes. First, before an unmeasured cause is likely to create bias in the path coefficients for measured causes with which it is correlated, it must make a unique contribution to the prediction of the dependent endogenous variable. That is, it must predict meaningfully the dependent endogenous variable after controls are effected for the measured causes. Second, the preceding point can be viewed from the standpoint of redundancy and linear dependence. If a known but unmeasured cause is essentially redundant (highly correlated with a measured cause, then there is no reason to assume that the unmeasured variable will create serious bias in the path coefficient for the measured variable. Moreover, the unmeasured cause need not simply be redundant. In more complex models involving multiple causes, it is sufficient that the unmeasured cause be essentially linearly dependent on the measured causes. A heuristic consequence of this logic is that as the number of measured causes increases, the likelihood of an unmeasured variables problem decreases. That is, even though unmeasured causes exist, they are increasingly likely to be linearly dependent, or approximately so, on the measured causes as the number of measured causes increases. Thus, it is possible to have unmeasured causes and yet have no serious unmeasured variables problem.

The logic developed above for a comparatively simple case of bias transfers directly to more complex cases, although in more complex cases the direction of bias may be either positive or negative. For example, serious bias in the solutions for either $p_{31}$ or $p_{32}$ in Figure 1b is unlikely if one of
the following conditions exist: (a) \( Z \) is only a minor cause of \( X_3 \), (b) \( Z \) is not a unique cause of \( X_3 \) (e.g., \( Z \) is linearly dependent on \( X_1 \) and \( X_2 \)), or (c) \( Z \) has low correlations with \( X_1 \) and \( X_2 \). Space limitations preclude statistical development of the more complex case, and the reader is referred to an analogous development based on unstandardized variables in Duncan (1975, chap. 8).

**Decision Steps for Assessing the Seriousness of Unmeasured Variables Problems**

Although it is unrealistic to expect obviation of the unmeasured variables problem in research, it is possible under specified conditions to attempt to minimize bias in path coefficients to the point that the bias is within "tolerable limits" for research purposes. In the interest of identifying such tolerable limits, salient points from prior discussion are summarized below in the form of decision steps that are designed to help investigators ascertain whether an unmeasured variables problem is sufficiently serious to preclude the use of path analysis. Presentation of the decision steps must be prefaced, however, with the caution that many of the decisions require subjective judgments and the need to make empirically untestable assumptions.

The decision steps are written from the standpoint of one endogenous variable, although the steps should be applied to each endogenous variable in a causal model. Furthermore, the decision steps should be employed only when investigators have a reasonably high degree of confidence in the causal closure and stability of a causal model. However, the possibility that the model might change in the future as new causes are discovered should be clearly recognized. This is not, however, sufficient reason to preclude proceeding with causal analyses, given that no attempt is made to suggest that the present causal model is unambiguously unique or correct.

The decision steps are as follows:

**Step 1.** Attempt to identify known major and moderate causes of the endogenous variable.

If data have not been collected, then attempt to measure the major moderate causes, unless there appears to be a good reason not to include one or more of these variables, as determined in Step 2.

If data have already been collected, then attempt to identify known major moderate unmeasured causes. If one or more such causes is believed to exist, proceed to Step 2. If no major moderate unmeasured causes are believed to exist, then exit from the decision steps at this point (i.e., a serious unmeasured variables problem appears to be unlikely for this endogenous variable, at least from the perspective of the decision maker).

**Step 2.** Postulate whether each major moderate unmeasured cause is correlated with one or more of the measured causes, using prior empirical evidence whenever possible. In designing a path analysis study, this step and those that follow are meant to be viewed in terms of causes that are not as yet in the causal model, as compared to causes already included in the model.

If the correlations between an unmeasured cause and all of the measured causes are presumed to be low (e.g., 0 to \( = .20 \), although this is arbitrary), then exit here for that unmeasured cause. Note, however, that if a different unmeasured cause is included later in the causal model, then the decisions regarding prior unmeasured causes should be reevaluated; this applies to all of the following steps. Furthermore, an exit at this point suggests that the explanatory power of the causal model in regard to the endogenous variable of interest will be reduced.

On the other hand, if the judgment is correct that all correlations between the unmeasured cause and the measured causes are low, then the solutions of the path coefficients for the unmeasured causes are not likely to be seriously biased.

If an unmeasured cause is believed to have a moderate to high correlation with one or more of the measured causes, then consider whether the unmeasured cause is essentially redundant with one of the measured causes or essentially linearly dependent on some combination of the measured causes. If prior research and/or judgment allow one to have confidence in an affirmative response to one of these considerations, then exit at this point. Note again, however, that al-
though the exit suggests lack of serious bias, this will occur only if the judgments are correct.

Step 3. By reaching Step 3, it has been decided that (a) at least one unmeasured major moderate cause exists for the endogenous variable of interest, (b) the unmeasured cause is correlated at least moderately with one or more of the measured causes, and (c) the unmeasured cause is neither redundant with one of the measured causes nor linearly dependent on some combination of the measured causes. This suggests that a serious unmeasured variables problem exists and that an attempt to solve for the path coefficients for this endogenous variable based on the measured causes is likely to result in at least one seriously biased solution. Consequently, it is recommended that path-analytic procedures not be employed for this endogenous variable until the unmeasured causes are in fact measured. (A less desirable possibility might be to delete measured causes that are presumed to be correlated with unmeasured causes.)

It should be mentioned that in a causal model involving multiple endogenous variables, it is possible to have serious unmeasured variables problems for one or more endogenous variables but not for other endogenous variables (Duncan, 1975, pp. 106-107). It is possible, therefore, to employ path-analytic procedures for only those endogenous variables without a serious unmeasured variables problem, although this is not a highly desirable state of affairs inasmuch as only part of a causal system would be addressed.

Discussion and Conclusions

In concluding, several additional points should be commented on briefly. First, when unidirectional path models are based on variables collected at only one point in time, no method is presently available to assess empirically whether an unmeasured variables problem exists, using the data at hand. The controlling rule is that assumptions that moderate major unmeasured causes are essentially uncorrelated with, or are redundant with, linearly dependent on, measured causes must be regarded as having been reasonably satisfied before OLS or other forms of estimation (e.g., maximum likelihood) are employed to estimate the path coefficients in either a population or a sample (cf. Duncan, 1975).

Second, other empirical approaches are available to assess whether an unmeasured variables problem exists and to attempt to eliminate bias created by unmeasured causes. These include time-series analysis, instrumental variables, and two-stage least squares (cf. Heise, 1970, 1975; James & Singh, 1978; Johnston, 1972; Joreskog, 1978). On the other hand, I must caution against the Billings and Wroten (1978) recommendation that rejection of the hypothesis of spuriousness in cross-lagged panel correlation (XLPC) analysis implies the absence of an unmeasured variables problem in a cross-sectional path analysis. Assume, for example, that an unmeasured Z has unique, moderate causal effects on two measured variables, X1 and X2. Assume further that X1 is a moderate cause of X2 after a control is effected for Z. In an XLPC analysis involving only the measured X1 and X2, the hypothesis of spuriousness (Kenny, 1975) would likely be rejected because X1 is a moderate cause of X2. Following the logic of Billings and Wroten, this suggests that the X2 path equation (i.e., X2 = p21·X1 + u2) does not have an unmeasured variables problem. But this is incorrect. The XLPC analysis demonstrated only that the X1 and X2 relationship was not completely determined by Z. In the cross-sectional path equation for X2, if Z remains unmeasured and therefore a control for Z is not effected for p21, then that path coefficient will be biased (i.e., based on the assumptions given, Z is a unique, moderate cause of X2 and is correlated at least moderately with X1).

Third, and finally, as discussed by Billings and Wroten (1978), and as implied in the decision steps, the unmeasured variables problem can be at least partially negated by attending first to effects and then to causes. Better yet, however, is to base the initial identification of effects and causes on a

---

1 This statement should not be confused with tests of logical consistency, in which variables are in fact measured but not included in specific path equations.
logical, reciprocal interaction between effects and causes. Specifically, if one wishes to examine only specific causes (e.g., leader behaviors in the context of path-goal theory), then it is desirable, if possible, carefully to refine the effects so that they reflect only the causal variables of interest. Not only will this procedure reduce the likelihood of an unmeasured variables problem, but it might also provide a much needed stimulus for more thoughtful criterion research.
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Statistical rationale is presented for relating situational variables (e.g., technological complexity) to person variables (e.g., environmental perceptions, attitudes). A procedure is described wherein correlations are determined between a person variable and one or more situational variables after the scores on the situational variables have been assigned to individuals. The results of the procedure provide opportunities to ascertain (a) the degree to which variation among individuals on a person variable is associated with situational differences, and (b) the degree to which a situational variable accounts for the total possible variation in the person variable that is associated with between-group differences.

The degree to which individual differences in factors such as climate perceptions, attitudes, and behaviors are associated with differences in work situations has received increasing attention (cf., Adams, Laker, & Hulin, 1977; Herman & Hulin, 1972; Herman, Dunham, & Hulin, 1975; James & Jones, 1976; Jones & James, 1979; Lawler, Hall, & Oldham, 1974; Mowday, Porter, & Dubin, 1974; Newman, 1975; O'Reilly & Roberts, 1975; Payne & Mansfield, 1973; Payne & Pugh, 1976; Roberts, Hulin, & Rousseau, 1978; Rousseau, 1977, 1978a, 1978b; Stone & Porter, 1975). Estimates of person–situation associations are frequently based on "between-group" analyses, where membership in a particular situation (e.g., job type, work group, functional specialty, organization) is used as the independent variable (dummy variables in multiple regression, classification factors in ANOVA and multiple discriminant analysis), and scores on one or more individual difference variables, or person variables (PVs), are employed as the dependent variables. Using various forms of the general linear model, estimates of variance accounted for in the PV(s) by "group membership" (e.g., membership in different organizations) are re-
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...ported in the form of an eta-square, omega-square, intraclass correlation, squared multiple correlation, or multivariate analogs, such as a redundancy coefficient.

While this type of analysis reflects the amount of variation in one or more PVs associated with group membership, it is also the case that the independent variable—group (situation)—typically does not identify specific aspects of the situations represented that are associated with the variations in the PV (Firebaugh, 1979; James & Jones, 1976). This statement is perhaps more applicable to extremely general between-group designators (e.g., work group, without reference to type of work group), than to more specific between-group designators (e.g., job type or functional specialty). Nevertheless, a between-group designator such as job type is only an indirect indicator of specific situational variables, such as job complexity, role requirements, and reward structure.

Recently, emphasis has been placed on measuring specific situational variables and relating these variables to PVs (cf., Jones & James, 1979; Rousseau, 1978b). For example, in each of these studies, measures of specific, subunit situational variables (e.g., technology and centralization and formalization of structure for divisions/departments) were related to individuals' perceptions of job characteristics. The analytic procedure was also the same: all individuals in a particular division (departments) were assigned the same scores on the situational variables, and then the situational scores were correlated with individuals' perceptions of job characteristics (the PVs) on the individual sample. It is important to note that (a) the desired level of analysis in both studies was the individual, and (b) it was assumed that the situational variables were homogeneous for all individuals in a particular division or department (see Roberts et al., 1978a, pp. 106–107, for a discussion of homogeneity).

The information provided by relating specific situational variables to PVs, following assignment of the situational scores to individuals, should be superior to the information provided by between-groups analysis because the investigator now has an empirical basis for attempting to explain what it is about work environments that is associated with the PVs (James & Jones, 1976; Roberts et al., 1978). However, it is also the case that this procedure will likely result in a loss of predictive power in comparison to the between-groups procedure, which employs only group membership as a predictor. This is because the between-groups procedure identifies all reliable variation in a PV that is associated with between-group differences, while the use of specific situational variables generally involves only a subset of the variables that are associated with between-group differences in the PV. Thus, a salient question is: To what extent does the magnitude of the relationship between one or more situational variables and a PV approach the magnitude of the relationship between the PV and
between-group differences (for the sample studied)? In effect, this question may be viewed as one which asks for an assessment of the degree to which reliable between-group variance in a PV remains to be accounted for after the measured situational variables are considered.

The primary objective of this article is to present a statistical rationale for relating a PV to one or more situational variables and for determining the extent to which the obtained relationship approaches the maximum variation in a PV that is associated with between-group differences. Univariate procedures are presented initially, primarily to simplify the discussion, and are followed by an extension to the multivariate case. An empirical illustration is presented.

**Statistical Rationale for Relating Situational Variables to Person Variables**

For illustrative purposes, the following conditions were assumed:

1. \( S_j \) is a continuously distributed situational variable (e.g., technological complexity), on which each of \( k \) groups (e.g., job types, work groups, departments, divisions, organizations) has a unique score \( (i = 1,2, \ldots, k) \), although some groups may have the same score as other groups. When all individual members of the same group are assigned the same value of \( S_j \) for that group, the designation \( S_{ij} \) is used, where \( j \) represents the \( j \)-th individual in a group comprised of \( n_j \) individuals \( (j = 1,2, \ldots, n_k) \). It is assumed that the \( S_j \) for each group is homogeneous for all \( n_j \) individuals.

2. \( Y_{ij} \) is the \( i \)-th individual's score in the \( i \)-th group on the person variable (PV). Note especially that the \( Y_{ij} \) are not constrained to be equal for all \( n_j \) individuals in the \( i \)-th group.

When the \( S_{ij} \) and \( Y_{ij} \) are each expressed in grand-mean deviation form \( (S_{ij} - \bar{S}_i, Y_{ij} - \bar{Y}_i) \)—deviations from the grand mean of all individuals across all groups—the correlation between \( S_{ij} \) and \( Y_{ij} \) can be expressed as follows:

\[
r_{s_{ij}y_{ij}} = \frac{\sum_{i} \sum_{j} y_{ij} s_{ij}}{\sqrt{\left(\frac{1}{N}\right)\left(\sum_{i} \sum_{j} y_{ij}^2\right)}}^{1/2}
= \frac{\left(\sum_{i} \sum_{j} y_{ij} s_{ij}\right)}{\left(\frac{1}{N}\right)\left(\sum_{i} \sum_{j} s_{ij}^2\right)}^{1/2},
\]

where \( N = \sum n_i \). This equation may be expressed in somewhat different form by noting that all \( s_{ij} \) in group \( i \) are identical and thus \( \sum_{j} s_{ij} = n_i s_i \) (and \( \sum_{i} s_{ij}^2 = n_i s_i^2 \)), and that \( \sum_{j} y_{ij} = n_i y_i \). Hence,

\[
r_{s_{ij}y_{ij}} = \left(\frac{\sum_{i} n_i y_i s_i}{\sqrt{\left(\frac{1}{N}\right)\left(\sum_{i} \sum_{j} y_{ij}^2\right)}}\right)^{1/2}
\]
Equations (1) and (2) demonstrate that the correlation between $S_u$ and $Y_u$ on the total individual sample—$r_{su}$—is a function of (a) the covariance between the weighted group means on the PV and each group’s score on the situational variable, and (b) the standard deviations of the PV and the situational variable on the total individual sample. Of interest are the facts that $r_{su}$ will only achieve absolute values greater than zero when (a) variation exists among the group $S_u$ scores, (b) there is comparatively more between-group variation in the $Y_u$'s than within-group variation, and (c) the group mean $Y_u$'s covary with the $S_u$. The differential weighting due to different $n_i$ may become a confounding factor if the group $n_i$ are substantially different (i.e., larger groups will have stronger effects on $r_{su}$), and thus caution should be used when analyses employ groups with large differences in group sample sizes. Nevertheless, Eq. (2) makes clear the fact that $r_{su}$ reflects the extent to which group (mean) differences on a PV tend to covary with group scores on a situational variable, relative to individual variation on the PV and between-group variation on the situational variable. This connotes that $r_{su}$ may be interpreted as an association between a situational variable and a PV.

Our next concern is the degree to which $r_{su}^2$ approaches the maximum variation in the PV that is associated with between-group differences. To achieve this goal, it is necessary to determine both the total amount of variation in the PV that is associated with between-group differences and the portion of this total variation that is associated with differences in $S_i$. The determinations of these variations are rather easily achieved by first deriving an equation for the correlation between the $S_i$ and the weighted group means on $Y_u$. This correlation, designated $r_{su}$, is as follows:

$$r_{su} = \frac{(\sum_i n_i \bar{S}_i \bar{Y}_i)}{N \left[ \frac{1}{N} \left( \sum_i n_i \bar{S}_i \bar{Y}_i \right) \right]^{1/2}}$$

$$= \frac{\sigma_{SU}}{\sqrt{\sigma_{SY}^2 + \sigma_{SU}^2}}$$

where $\sigma_{SU}$ is the covariance between the weighted group means on the $S_i$ and the situational variable $s_i$; $\sigma_{SY}$ is the standard deviation of the weighted...
group means on \( y_u \); and \( \sigma_s \) is the standard deviation of the \( s \), in the total sample.

Comparison of Eq. (3) with Eq. (2) demonstrates that the numerators are the same, as are the standard deviations for the situational variable in the denominator. However, the remaining terms in the denominators, \( \sigma_y \) (Eq. (2)) and \( \sigma_s \) (Eq. (3)), can generally be assumed to be unequal given that the PV—\( y_u \)—would usually be expected to vary among individuals in the same group.

If Eqs. (2) and (3) are each solved for the covariance terms, and the solutions set equal to each other, we have the following:

\[
\rho_y \sigma_y \sigma_s = \rho_s \sigma_y \sigma_s.
\]

which, after solving for \( \rho_y \) and squaring all terms, is

\[
\rho_y^2 = \left( \frac{\sigma_y}{\sigma_y^2} \right) \rho_s^2.
\] (4)

Furthermore, \( \sigma_y / \sigma_s^2 \) is \( \eta^2_y \), the squared correlation ratio (eta square) of \( y_u \) on group membership. Thus, Eq. (4) is

\[
r_y^2 = \eta_y^2 \rho_y^2.
\] (5)

where \( r_y^2 \) is the proportion of the variance in a PV associated with situational variable \( S \); \( \eta_y^2 \) is the total amount of variation in the PV that is associated with between-group differences; and \( r_y^2 \) is the variance in the weighted group mean PV scores that is associated with differences in the situational variable \( S \).

Viewed from another perspective, \( \eta_y^2 \) is the maximum possible variation in the PV that is associated with between-group differences: \( r_y^2 \) will be equal to \( \eta_y^2 \) only in the condition that \( r_y^2 = 1.0 \), which can be seen in Eq. (5). Note that \( r_y^2 \) will be less than 1.0, and therefore \( r_y^2 < \eta_y^2 \), when (a) the relationship between the \( S \), and \( y \), is nonlinear, and/or (b) between-group variation exists in the \( y \), that is not associated with \( S \), (see Eq. (3)). Assuming relationships to be linear, which can be checked empirically, we see that \( r_y^2 \) represents the proportion of variation in \( \eta_y^2 \) that is included in \( r_y^2 \). In other words, \( r_y^2 \) indicates the degree to which the obtained \( r_y^2 \) approaches the maximum possible variation in a PV associated with between-group differences.

This is seen simply by converting Eq. (5) to

\[
r_y^2 = r_y^2 / \eta_y^2
\] (6)

It is important to note that meaningful interpretation of \( r_y^2 \) requires careful attention to the values of \( r_y^2 \) and \( \eta_y^2 \) inasmuch as \( r_y^2 \) may assume high values that are essentially meaningless. To illustrate, if \( r_y^2 = .010 \) and \( \eta_y^2 = .011 \), then \( r_y^2 = .909 \). The value of .909 suggests that \( r_y^2 \) did in fact approach the maximum possible variation in \( y \) associated with between-
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group differences, as reflected by \( \eta^2 \). However, an \( \eta^2 \) of .011 indicates that essentially none of the variation in \( Y \) was associated with between-group differences in the first place. That is, the variation in \( Y \) almost exclusively is within-group variance, and all that the \( r^2 \) of .909 indicates is that one has accounted for approximately 91% of, in effect, nothing.

On the other hand, \( \eta^2 \) (and \( r^2 \)) may assume reasonably high values, in which case the information provided by Eq. (6) is salient. A straightforward use of this information would be to ascertain whether additional situational variables should be added to a study in the interest of accounting for reliable variance that still remains between groups. That is, \( 1 - r^2 \) indicates the proportion of between-group variation in the PV that is not accounted for by the situational variable \( S \). If \( 1 - r^2 \) is not equal to zero, then the indication is that additional situational variables are needed in the analysis.

The inclusion of additional situational variables in the analysis means that the univariate correlation analysis will be replaced with a multiple correlation analysis. The transfer to a multiple correlation paradigm is easily achieved: the preceding logic extends directly to multiple correlation analyses based on two or more situational variables which have the same values for all individuals in each group. That is, it can be shown that the squared multiple correlations are related by \( R^2 = \eta^2 R^2 \), where \( R^2 \) represents the squared multiple correlation between one PV and two or more continuously distributed situational variables. Using the same logic as above, \( R^2 \), the squared multiple correlation between the weighted group means on the PV and the situational variables indicates the degree to which \( R^2 \) approaches the maximum variation in the PV that is associated with between-group differences, as reflected by \( \eta^2 \).

It is noteworthy that some portion of the between-group variation reflected by \( \eta^2 \) might not be limited to strictly situational attributes. For example, a part of the between-group variation in the PV might reflect group mean differences in individual difference variables such as age, education, experience, socioeconomic status, and so forth. This suggests that \( R^2 \) might not achieve a value of 1.0 by adding only situational variables to the analysis. Consequently, it would be informative to ascertain whether group mean differences on individual difference variables account for between-group variation in the PV before effort is extended to identify additional situational variables to include in the analysis.

The most straightforward approach for addressing this issue is to compute group means on the individual difference variables that are believed to be related to group differences (i.e., explain between-group variation in the PV) and to treat the means statistically as if they were situational variables (i.e., assign the group means for a group to all individuals in the group). In effect, the analytic procedure would consist of regressing the
PV on both the measured situational variables and the group means of the individual difference variables (IDVs), following the procedures outlined for situational variables. If the $R^2$ provided by this analysis is less than 1.0, then the indication is that additional situational variables are needed.

It is important to note that the use of group means on IDVs is recommended only as a statistical heuristic for ascertaining whether additional situational variables are needed in an analysis. This is because the group mean scores on the IDVs are, in general, "fictional variables" with respect to individual group members, and thus cannot be interpreted meaningfully as "group variables" in the analysis. To be sure, within the context of a particular theory, a group mean score on an IDV might be interpreted meaningfully and employed and interpreted just like any other situational (group) variable. However, the group mean on an IDV will generally lack theoretical import and thus should be employed only as a statistical heuristic to ascertain if additional situational variables might be included in a study.

An Illustration

To illustrate the use of the above rationale, one set of data were selected from an ongoing research study (Hater, Note 1). The data included (a) subordinates' perceptions of interdepartmental conflict ($Y_1$) on the part of 124 high level, technical personnel in an information systems department in a private health care foundation (e.g., systems analysts), (b) measures of work group centralization of decision making ($S_1$, where the first subscript connotes situational variable number) and work group formalization of work roles ($S_2$). Separate measures of $S_1$ and $S_2$ were obtained for each of the 19 work groups in which the 124 subordinates were employed (work group supervisors provided the $S_1$ and $S_2$ scores). A one-way ANOVA, using the 19 work groups as the independent variable (classification factor) and the perceptions of interdepartmental conflict as the dependent variable, resulted in an $R^2$ of .26 ($p < .05$). This connotes that 26% of the variance in perceptions of interdepartmental conflict was associated with between-group variations in the 19 work groups.

The squared correlations between the two situational variables and perceptions of interdepartmental conflict are presented in column one of Table 1 under univariate analysis (i.e., the $r_{uv}$ column). Following prior discussion, the correlations were computed by assigning each individual in group $i$ ($i = 1, . . . , 19$) the same $S_1$ and $S_2$ scores, and then correlating the $Y_1$ and $S_1$ and $S_2$ scores on the total (i.e., across group) subordinate sample. Before squaring, the correlations were significant and positive. The positive correlations suggest that individuals in high level technical jobs, which require a certain degree of flexibility, autonomy, and bound-
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TABLE 1
RELATIONSHIPS BETWEEN SUBORDINATES' PERCEPTIONS OF INTERDEPARTMENTAL CONFLICT AND CENTRALIZATION OF DECISION MAKING AND FORMALIZATION OF WORK ROLES

<table>
<thead>
<tr>
<th>Situational variable</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralization of decision making $S_{1}$</td>
<td>$r_{1}^{2}$</td>
</tr>
<tr>
<td>Formalization of work roles $S_{2}$</td>
<td>$r_{1}^{2}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple correlation analysis</th>
<th>$R_{1}^{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{1} . S_{2}$</td>
<td>$R_{1}^{2}$</td>
</tr>
</tbody>
</table>

Note: All analyses based on individual subordinate sample ($N = 124$

* $p < .05$
** $p < .01$

ary spanning, are likely to perceive a lack of cooperation and more conflicts among organizational departments when decision making processes are constrained by centralized and formalized structures (cf., James & Jones, 1976).

The $r_{1}^{2}$ column in Table 1 under univariate analysis indicates the proportion of total variation in subordinates' perceptions of interdepartmental conflict that was both (a) associated with between-group differences and (b) accounted for by either centralization or formalization (the relationships were linear). For example, centralization of decision making accounted for 19% of that variance in interdepartmental conflict that was associated with between-group differences. Consequently, 81% of the variance in the perceptions that was associated with between-group differences was not accounted for by centralization (i.e., $1 - r_{1}^{2}$). It is important to note that $r_{1}^{2}$ need not be calculated directly. One only needs to calculate $\eta_{1}^{2}$, each $r_{1}^{2}$, and then divide each $r_{1}^{2}$ by $\eta_{1}^{2}$ (see Eq. (6)). In addition, "accounted for" is used only in the statistical sense and does not imply causal attribution of variance.

The lower part of Table 1 presents the results of the multiple correlation analysis. Following assignment of scores to individuals, centralization and formalization were correlated .30 ($N = 124$ subjects, $p < .01$), which connotes that the values of the $r_{1}^{2}$'s from the univariate analysis could not simply be added to obtain an estimate of the variance in $Y_{1}$ associated with the combined situational variables. The squared multiple correlation, $R_{1}^{2}$, again computed on the subordinate sample, was .10 ($p < .01$). Division of $R_{1}^{2}$ by $\eta_{1}^{2}$, which provided $R_{1}^{2}$, was .38 (i.e., .10/.26), suggesting that 38% of the variation in subordinates' perceptions of interdepartmental conflict that was associated with between-group differences was accounted for by a linear combination of centralization and formalization.
Since the relationships among the variables were linear, the results of the analysis above indicates clearly that additional, between-group predictors are needed in the study. That is, based on $1 - R^2$, 62% of the between-group variation in the perceptions remains to be accounted for. We believe this is worth knowing! It should also be noted that if the differences between $\eta^2$ and $R^2$ reflect nonlinearity, various forms of polynomial regression or moderator analysis would be indicated.

SUMMARY AND CONCLUSIONS

The primary objectives of this article were to present statistical rationales for relating a person variable to one or more situational variables, following assignment of scores on the situational variables to individuals, and for determining the degree to which the obtained relationship approaches the maximum variation in a person variable that is associated with between-group differences. It was shown that the correlation between a situational variable and a PV was a function of between-group variation on the PV, in relation to within-group variation, and covariation of the group means on the PV with the group scores on the situational variable. It was also shown that the squared correlation between a continuously distributed situational variable and a PV could be decomposed into (a) an $\eta^2$ square, which is the maximum variation in a PV associated with between-group differences, and (b) the squared correlation between the weighted group means on the PV and the situational variable ($r_{ij}$). This decomposition had the important implication that $r_{ij}$ reflects the degree to which the obtained $r_{ij}$ approaches the maximum variation in a PV associated with between-group differences, as measured by $\eta^2$.

Extensions to the multivariate case were presented, and an application of the procedures to empirical data was illustrated. Finally, as part of the process of ascertaining whether additional situational variables are needed in a study, it was recommended that group means on individual difference variables (IDVs) which help explain between-group variation in a PV be entered into the analysis. It was noted, however, that this procedure generally served only as a statistical heuristic to determine whether $R^2$ was less than 1.0 after the group means on the IDVs had been entered into the analysis, in conjunction with the measured situational variables. Only in the case that a group mean on an IDV has theoretical relevance as a "group variable" should the mean be retained in the analysis for interpretative purposes.

Several additional points deserve mention. First, a note of caution needs to be offered concerning the number of situational variables (and group means on IDVs in the analysis described above) employed as predictors in relation to the number of groups. Ordinarily there should be many more groups than situational variables. When this is not the case, the interpretation of results must be guarded. For example, if there are
only two groups, a single situational variable whose value differs for
the
two groups will serve as an identifier of membership in the groups and will
account fully for the between-group variation of a PV, irrespective of
whatever conceptual meaning may be deserved for the situational vari-
able. In general, if there are \( k-1 \) situational variables (where \( k \) is
the
number of groups), and none of these variables can be perfectly predicted
linearly by one or more of the remaining situational variables, \( R^2 \) will
always be equal to 1.00. In such a case, the set of situational variables
merely serves to identify the membership in groups and will always yield
\( R^2 = \eta^2 \) and thus \( R^2 = 1.0 \). The same would be true for a set of randomly
generated situational variables (cf. Cohen & Cohen, 1975), and thus it
should be clear that as the number of situational variables approaches or
reaches the number of groups minus one \((k-1)\), the closeness of \( R^2 \) to \( \eta^2 \)
has lesser relevance to the substantive import of the situational vari-
ables and more relevance to their role as identifiers of group membership.
The foregoing is of little concern when the number of groups is very large in
comparison to the number of situational variables, but in some studies this
may not be the case.1

Second, with purely correlational data, it is generally not meaningful to
attempt to infer that the variance attributions \((\eta^2, r^2, r^2, R^2, R^2)\) are
causal. For example, James, Hater, Gent, and Bruni (1978) and Roberts et
al. (1978) discuss errors that evolve from making causal attributions of
variance in a PV to situational variables, based on correlational data,
when the true underlying causal model involves reciprocal causation be-
tween persons and situations.

Finally, with the exception of \( \eta^2 \), we have focused exclusively on con-
tinuously distributed situational variables, which reflects our bias toward
the use of parametric procedures whenever possible. However, the
rationale developed is equally applicable to categorical variables, where,
for example, a situational variable is operationalized in terms of different
types of training received. In this case, \( R^2 \) is determined by the use of
well-known dummy variable procedures (Cohen & Cohen, 1975), or
perhaps a mix of dummy variables and continuously distributed variables,
and the relationship \( R^2 = \eta^2 \) \( R^2 \) is applicable.
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Hertzog, Christopher, and Nesselroade, John R. Beyond Autoregressive Models: Some Implications of the Trait-State Distinction for the Structural Modeling of Developmental Change. Child Development, 1987, 58, 93–109. The use of structural modeling techniques to fit change concepts, including developmental ones, to repeated-measurements data has been rather firmly but uncritically wedded to autoregressive model specifications. The uncritical application of an autoregressive specification to repeated measures does not take into account subtleties of conceiving stability and change (e.g., the trait-state distinction) that are now recognized in the behavioral research literature. We review the basic distinction between trait and state and examine the implications of the different possibilities for modeling developmental phenomena. The arguments are illustrated with empirical examples.

One of the primary arguments favoring longitudinal data is the utility of time-structured observations for explaining causal relations among variables that cannot be experimentally manipulated (see Biddle & Martin, 1957, in this issue; Crano & Mendoza, 1957, in this issue; Dwyer, 1953; Heise, 1955). Such is the case in studies of development, in which an analysis of pertinent phenomena must proceed by observing development in-context, usually without the opportunity to intervene in the developmental process. This state of affairs helps to explain the enthusiasm for structural regression models of longitudinal measurement evident among many developmental scientists (e.g., Nesselroade & Baltes, 1984; Schaie & Hertzog, 1985).

A very common and popular structural regression model for longitudinal data is referred to as a first-order autoregressive model, meaning a model in which variables are represented as causes of themselves over two points in time (Dwyer, 1953; Joreskog & Sorbom, 1977; Kessler & Greenberg, 1981). These models form the basis for techniques such as cross-lagged regression analysis (Kenny, 1979; Rogosa, 1979) and have been argued to be optimal modeling techniques for studying stability and change in developmental applications (e.g., Joreskog, 1977; Schaie & Hertzog, 1985). Hertzog (1985) reviewed these models and their utility for developmental analysis in some detail.

We have come to conclude that the rationale for the first-order autoregressive model is implicitly based on a trait conception of the variables in the model. By traits we mean relatively stable and permanent attributes. The implication of our conclusion is that first-order autoregressive models may be a poor way of representing change for nontrait phenomena (states), that is, models of relations among fluctuating attributes dependent upon temporary constellations of influences and circumstances. Thus, the thesis of this article is that developmental scientists need to differentiate more systematically two conceptions of stability and change as they bear on the modeling of longitudinal data. Subsequently, we will identify prototypic classes of attributes of individuals that pertain to the change/stability distinction.

Work on this paper was supported in part by a Research Career Development Award from the National Institute on Aging (1K04-AG00335). Send reprint requests to the first author at the School of Psychology, Georgia Institute of Technology, Atlanta, GA 30332-0170.
We begin our discussion with the concepts of lability and stability and the nature of the trait-state distinction. Next, we present results from longitudinal analyses of mood state variables that reveal a covariance structure among mood factors that is incongruent with a first-order autoregressive model of change. Next, the possible explanations for this incongruity from a state-oriented perspective are explored. Finally, we discuss alternative methods for examining state and trait change models and identify some of the critical features of research needed to test the trait-state distinction and its implications for developmental science.

Lability versus Stability in Longitudinal Data

Longitudinal research maintains a certain mystique, especially for developmentalists. At both the manifest- and latent-variable levels, longitudinal designs are considered essential for testing notions of stability and change (e.g., Baltes & Nesselroade, 1979). We agree, but whether a given longitudinal design contributes to the understanding of stability and change crucially depends on the validity of its use (Rogosa, in press). In evaluating the validity of a particular longitudinal design, we must recognize that stability and change is in fact an *intraindividual* (within-person) phenomenon. Indeed, the face validity of a longitudinal design rests on the notion that change is fundamentally a property of the individual unit of observation.

The primary definition of stability (lack of change in the literature is only indirectly a function of intraindividual change. Although there are multiple and more differentiated definitions of stability (change) (Kagan, 1980, Mortimer, Finch, & Kumka, 1982), the most common ones refer to unchanging mean levels over time (mean stability) and unchanging distributions of individual differences over time (covariance stability). Note that these two definitions refer to groups of individuals as a whole. Primarily due to the research traditions of a nomothetic (and trait-oriented) scientific worldview, there has been relatively little attention paid to a third type of stability—*intraindividual stability* (change within the given sampling unit). Instead, the first two types of stability are usually studied in traditional longitudinal research.

Covariance stability, or stability of individual differences, is reflected in the covariance of a variable with itself over two points in time. In structural regression models, covariance stability is often translated into a regression of a variable on itself in longitudinal data. These "autoregression" coefficients may be termed "stability coefficients." Covariance stability reflects the degree to which observed units show similar change patterns. Conversely, low levels of stability reflect in Baltes and Nesselroade's (1979) term, "interindividual differences in intraindividual change." However, the magnitude of the stability coefficient depends both upon the intraindividual changes and upon the magnitude of interindividual differences. Stability coefficients can be high if (1) there are high levels of intraindividual change that are consistent across individuals, (2) if there is sufficient intraindividual change only in a (relatively small) proportion of the sampled units, or (3) if meaningful amounts of intraindividual change are nevertheless small relative to the magnitude of interindividual differences. Stability coefficients are, therefore, summary statements about relative change in a population of individuals. They are determined by, but should not be equated with, intraindividual stability (i.e., no change).

Given the multiple influences on the magnitude of stability coefficients, the interpretation of longitudinally observed measures as stable or changeable is not a clear-cut matter. A further complication is that attributions of stability seem to depend on a great deal on the perspective of the interpreter. For example, a stability coefficient of -.60 over a period of 5 years can be interpreted as high or low, depending upon both psychometric concerns and one's theoretical orientation and expectations.

Nevertheless, longitudinal data are inherently more interesting to the student of lability and stability than are cross-sectional data, because the former provide the necessary but not sufficient information for making such judgments. Cross-sectional data do not provide direct evidence of stability or lability at the intraindividual level. Rather, with cross-sectional data, inferences concerning stability or lability must rest on the putative nature of the variables that are measured. For example, in the absence of retest information, one may be far more likely to ascribe stability over lengthy intervals to general intelligence than to affective attributes.

In designing longitudinal studies, a consideration of the putative nature of the variables is, we believe, crucial to decisions regarding subsequent analyses and ultimately to interpretive clarity. It is in this light that we now discuss the trait-state distinction as a key...
organizing construct in the conceptualization of developmental studies (Nesselroade, in press).

The Trait-State Distinction

The distinction between states and traits has a relatively long history that reaches back at least as far as Cicero (Eysenck, 1963). The distinction refers to two different classes of attributes for describing people. Traits, on the one hand, are attributes of individuals that are relatively stable across occasions. For example, having two eyes, practicing monogamy, or being an extrovert are traitlike attributes. States, on the other hand, comprise attributes of individuals that are relatively changeable in nature. Examples of state attributes include hormonal levels, diurnal fatigue, and situational anxiety. A dichotomy of trait and state may oversimplify the range of possibilities (Cattell, 1966; Nesselroade & Bartsch, 1977), but it suffices for our purposes here.

Interindividual differences—Research flowing from the distinction between trait and state, especially various attempts to render the concepts operational, falls largely within the individual-differences tradition. Thus, the working definitions of the concepts have tended to focus on variation within and among individuals. We will try to draw the distinction more sharply in individual-differences terms.

Traits, because of their putative stability, are potentially useful for the purpose of discriminating between one individual and another without having to consider intrapersonal change (e.g., "Jones is brighter than Smith"). As attributes that represent stable differences among individuals, traits are valid predictors of other attributes, such as how one will react in a particular situation or performance at some task, provide a basis for effective, long-range prediction. Moreover, they are appropriate for inclusion in explanatory systems that involve distal as well as proximal causes.

States most commonly represent dimensions of intrapersonal change and serve to discriminate one time or situation in the life of a person from another (e.g., "Wilson was so happy yesterday but today he seems to be depressed"). However, states also can represent differences among individuals at one point in time, provided the individuals' state changes are not in perfect synchrony (e.g., "Today, she was 'up' and he was 'down'").

Generally it is certainly the case that most psychological attributes will neither be, strictly speaking, traits or states. That is, attributes can have both trait and state components (Nesselroade, in press). In the case of hormonal cascades, a given person may be of a certain type (e.g., diabetic) or may have a characteristic "set-point" in a homeostatic system. These aspects of the attribute would qualify as traits. Yet the pattern of flux would be considered the state-like part of the attribute. One might even wish to argue that intrapersonal variability is themselves traits. In this sense, extraversion might be a trait, but variations in gregariousness might be considered the state-like aspect of the trait. Work in the domain of anxiety has provided ample evidence of the utility of identifying trait and state components of anxious behavior (e.g., Cattell & Scheier, 1969; Nesselroade, in press; Spielberger, Gorsuch, & Lushene, 1969).

Misconceptions concerning trait and state.—At this point, we must identify and briefly disclaim common misconceptions that may be evoked by the terms trait and state (see also Nesselroade, in press). First, our usage of the term "trait" should not be construed as denoting immutable, genetically determined behavioral dispositions. The conception of trait, as employed here, includes stable behavioral dispositions, such as cigarette smoking or chronic stress reaction, that can be modified but that typically remain stable over long periods of time. One of the defining characteristics of a trait is inertia; that is, a trait will remain the same under similar and until organismic or environmental influences act to change it. Stable, unchanging environments promote stable behavioral dispositions, even if those dispositions are potentially modifyable by environmental intervention.

Second, a common misconception regarding states is that they are somehow ephemeral, unpredictable, unreliable, and hence, uninteresting. Negative attitudes toward studies of state phenomena probably derive in part from conceptual confusion of stability and reliability (see below). Accompanied perhaps by the assumption that fluctuant attributes have little predictive validity or explanatory power.

Because of the relative lability of state differences among persons, states are more difficult to use than traits for prediction, particularly in traditional schemes that base predictions solely on distributions of individual differences. To predict from the
levels requires the individual's trait score and knowledge of the form of the relationship between trait (predictor variable) and criterion. Predicting from state levels, however, requires some understanding of environmental contingencies and future environmental conditions. In essence, what one must do is capitalize on traitlike aspects of state dimensions to make predictions based on state information. For instance, to know that someone tends to get anxious in a certain situation and to know how that person responds when anxious can yield a prediction concerning what the person will do when placed in that anxiety-evoking situation. The explanatory power of many behavioral theories might be greatly enhanced if they explicitly considered situational characteristics as they interact with individual psychological states. For example, Endler, Hunt, and Rosenstein (1967) incorporated these ideas in the assessment of anxiety. In the cognitive domain, research on state-dependent learning and memory phenomena indicates that mood or state at the time of encoding information can influence the nature of recall at some later time (e.g., Bower, 1981). Knowledge of a person's state at the time of learning can, therefore, enhance the predictability of his or her recall performance.

**Discriminating trait and state—**The trait-state distinction underscores the idea that the differences existing among individuals at one point in time may well be a function of both stable and labile attributes. Therefore, in using covariation techniques such as structural equation modeling that capitalize on individual differences in data, one must be alert to the fact that the variation that is being analyzed potentially reflects latent variables of differing temporal characteristics such as states and traits.

**Longitudinal Characteristics of State Measures**

At this point, two empirical examples of longitudinally assessed characteristics of state measures will be briefly presented to resolve three common misconceptions about states that arise because of their intrapersonal stability: (1) their measurement structure will be unstable, (2) they will show low internal consistency, and (3) they will not correlate with each other in a consistent manner. We believe the rectification of these misconceptions is highly germane to the utilization of longitudinal data on psychological states.

**Older adults' data—**The first set of data pertinent to these issues consisted of self-report measures on five state dimensions (anxiety, stress, depression, regression, and fatigue) obtained on 111 older adults at two occasions of measurement. Approximately 1 month elapsed between the two measurement occasions. These data were reported by Nesselroade, Mitteness, and Thompson (1984), who found that the anxiety and fatigue indicators formed well-defined, positively intercorrelated latent variables.

We reanalyzed the Nesselroade et al. (1984) anxiety and fatigue data. The indicators used were: (1) the Anxiety scale of the 8SQ Questionnaire (BSQ), Form A (Curran & Cattell, 1976), (2) the Anxiety scale of the BSQ Form B, (3) the Spielberger State Anxiety Scale (Spielberger et al., 1969), and (4) three four-item packets taken from the Fatigue scale of the BSQ, Form A. Nesselroade et al. (1984) showed that the three Anxiety scales and the three Fatigue subscales formed latent variables of Anxiety and Fatigue, respectively. They also showed that these latent variables exhibited invariant factor loadings across the two longitudinal occasions.

The BSQ Anxiety scales, Forms A and B, were designed to be parallel forms, having equal true-score variances and equal measurement-error variances (see Lord & Novick, 1966). The psychometric assumptions of parallelism can be translated into a testability hypothesis regarding the covariance structure of the measure (Joreskog, 1971, 1974; West, Breland, Grandy, & Rock, 1980). The first goal of the reanalysis was to show that measurement of labile states does not imply labile measurement properties. That is, individual differences in state variables may properly be quite unstable. Such instability, however, does not imply that the measures are unreliable or invalid as measures of the psychological states. Instead, one can support the reliability and validity of the state instruments by showing that they have appropriate measurement properties while being sensitive to labilility in individual differences in the underlying dimensions. The parallel forms for BSQ Anxiety allowed us to test the following hypotheses: (1) the BSQ measures have equal factor loadings and equal true-score variances within each longitudinal occasion, (2) the BSQ forms have equal error variances within each longitudinal occasion, (3) the factor loadings and error variances for the alternate forms are equal across longitudinal occasions, and (4) the Spielberger State Anxiety Scale is congeneric, but not tau-equivalent, with the BSQ Anxiety forms (see Lord & Novick, 1966) for a discussion of these different assumptions. The first two hypotheses relate to the...
parallelism of the Anxiety measures at each longitudinal occasion, whereas the third hypothesis stipulates that the measurement properties are invariant across the longitudinal occasions. The fourth hypothesis implies that the Spielberger Scale, with the SSQ Anxiety scale, will form a latent variable that accounts for all its reliable variance. Of these measurement-property hypotheses, Nesselroade et al. (1984) tested only for invariant factor loadings across longitudinal occasions.

These hypotheses can be understood by reference to Figure 1, which shows the basic model for the two latent variables originally tested by Nesselroade et al. (1984). In a preliminary analysis, we discovered that the longitudinal model could be fit best by allowing autcovariance between the residuals for the Spielberger tests and Fatigue subscales B and C. That is, we modeled a residual covariance for the Spielberger test between Time 1 and Time 2, a residual covariance for Fatigue B between Time 1 and Time 2, and a residual covariance for Fatigue C between Time 1 and Time 2. These residual covariances are depicted in Figure 1. The presence of the residual covariance for the Spielberger Scale forces us to abandon Hypothesis 4: the Spielberger Anxiety Scale is not a congenetic measure of the latent Anxiety variable in the presence of the SSQ Forms A and B. There is a reliable but specific component of variance present in the Spielberger test that covaries with itself over time. However, the other hypotheses were strongly supported by the data (see Table 1).

Our reanalysis confirmed that Forms A and B have equal factor loadings and equal error variances and are therefore parallel forms (Joreskog, 1971), and that these measurement properties (including the variances of the factors) did not change upon the second administration. We also found the reliabilities of the alternate forms for Anxiety to be unchanged over time. The estimated reliability coefficients of Forms A and B were .85 in this older population. Table 2 gives the parameter estimates from the final model. The upper half of the factor-covariance matrix presents the correlations among the latent factors. The latent factors have moderate and stationary correlations. The estimated autocorrelations for Anxiety and Fatigue were .63 and .72, respectively.

These autocorrelations, which reflect the stability of individual differences, reach a maximum of 1.0 when individual differences are perfectly preserved over time (Balfes, Reese, & Nesselroade, 1977; Blalock, 1972; Wheaton, Muthen, Alwin, & Summers, 1977). The autocorrelations are substantial for the
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### TABLE 1

<table>
<thead>
<tr>
<th>Model</th>
<th>( \chi^2 )</th>
<th>df</th>
<th>( p )</th>
<th>GFI*</th>
<th>AGFI*</th>
<th>( \Delta \chi^2 )</th>
<th>( \Delta ) df</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>01. Basic model (see Fig. 1)</td>
<td>57.19</td>
<td>49</td>
<td>.20</td>
<td>.923</td>
<td>.86</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>02. Tau-equivalence for Forms A and B ( \Delta \chi^2 = \Delta \xi^2 )</td>
<td>57.49</td>
<td>50</td>
<td>.22</td>
<td>.923</td>
<td>.86</td>
<td>.30</td>
<td>1</td>
<td>N S</td>
</tr>
<tr>
<td>03. Parallelism for 8-state (over time and within time)</td>
<td>58.18</td>
<td>53</td>
<td>.29</td>
<td>.923</td>
<td>.89</td>
<td>.69</td>
<td>3</td>
<td>N S</td>
</tr>
<tr>
<td>04. Parallelism and stationary latent variances ( \phi_{\xi} = \phi_{\xi} )</td>
<td>58.50</td>
<td>55</td>
<td>.35</td>
<td>.922</td>
<td>.89</td>
<td>.32</td>
<td>2</td>
<td>N S</td>
</tr>
<tr>
<td>05. Add stationary covariance within occasion ( \phi_{\xi} = \phi_{\xi} )</td>
<td>58.73</td>
<td>56</td>
<td>.36</td>
<td>.922</td>
<td>.89</td>
<td>.23</td>
<td>1</td>
<td>N S</td>
</tr>
</tbody>
</table>

* LSFEL goodness-of-fit index
\* LSMEI adjusted goodness-of-fit index
1 Change in \( \chi^2 \) from preceding model
2 Change in df from preceding model

### TABLE 2

<table>
<thead>
<tr>
<th>FACTOR PATTERN WEIGHTS AND UNIQUENESSIES</th>
<th>Anxiet 1</th>
<th>Fatigue 1</th>
<th>Anxiet 2</th>
<th>Fatigue 2</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPIEL1</td>
<td>1.0*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>55.5</td>
</tr>
<tr>
<td>ANX1</td>
<td>2.36*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>122.2</td>
</tr>
<tr>
<td>ANX2</td>
<td>2.36*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25.23*</td>
</tr>
<tr>
<td>FAT1A</td>
<td>0</td>
<td>0.81.0*</td>
<td>0</td>
<td>0</td>
<td>43.0</td>
</tr>
<tr>
<td>FATC1</td>
<td>0</td>
<td>0.84.05</td>
<td>0</td>
<td>0</td>
<td>34.0</td>
</tr>
<tr>
<td>SPIEL2</td>
<td>0</td>
<td>0</td>
<td>0.86*</td>
<td>0</td>
<td>80.4</td>
</tr>
<tr>
<td>ANX8</td>
<td>0</td>
<td>0</td>
<td>2.36*</td>
<td>0</td>
<td>25.23*</td>
</tr>
<tr>
<td>ANX9</td>
<td>0</td>
<td>0</td>
<td>2.36*</td>
<td>0</td>
<td>25.23*</td>
</tr>
<tr>
<td>FAT1B</td>
<td>0</td>
<td>0.81.0*</td>
<td>0</td>
<td>0</td>
<td>26.4</td>
</tr>
<tr>
<td>FATC2</td>
<td>0</td>
<td>0</td>
<td>0.84.05</td>
<td>0</td>
<td>24.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FACTOR COVARIANCE MATRIX</th>
<th>Anxiet 1</th>
<th>Fatigue 1</th>
<th>Anxiet 2</th>
<th>Fatigue 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiet</td>
<td>33.461.720</td>
<td>.59</td>
<td>.63</td>
<td>45</td>
</tr>
<tr>
<td>Fatigue 1</td>
<td>9.321.63</td>
<td>5.51 (73)</td>
<td>.44</td>
<td>22</td>
</tr>
<tr>
<td>Anxiet 2</td>
<td>21.001.53</td>
<td>5.91 (62)</td>
<td>33.461.720</td>
<td>60</td>
</tr>
<tr>
<td>Fatigue 2</td>
<td>6.511.63</td>
<td>3.95 (70)</td>
<td>9.321.63</td>
<td>55 (73)</td>
</tr>
</tbody>
</table>

**NOTE**:<br>* denotes fixed parameter; Abbreviations: SPIEL1, SPIEL2 = Spielberg Anxiety Scale Times 1 and 2; ANXXA, ANXXB, ANXXC, ANXXD = Anxiety Scales, Forms A and B at Times 1 and 2; FAT1A, FAT1B, FAT1C, FAT1D = Fatigue item packets A, B, and C at Times 1 and 2. * Constrained equal regression of b-state variables on Anxiet * Constrained equal b-state measurement error variances * Values above diagonal are factor correlations * Constrained equal Anxiet factor variances * Constrained equal covariances of Anxiet and Fatigue at Times 1 and 2 * Constrained equal Fatigue factor variances
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state measures and may indicate less lability in mood states in older populations. Nevertheless, the autocorrelations do not approach the maximum of 1.0 even though a period of only 1 month separates the measurement occasions. This level of stability can be contrasted with data on psychometric intelligence in older populations reported by Hertzog and Schaie (1986), in which the autocorrelation of a general intelligence factor exceeded .9 over 7-year intervals.

The current analysis shows that the moderate levels of stability in individual differences is not a function of lack of reliability in the state measures (see also Nesselroade et al., 1984; Nesselroade, Pruchno, & Jacobs, 1985). Instead, it is attributable to lability of individual differences in latent states.

Younger adults' data — In a second set of data, both Forms A and B of the Curran and Cattell 85Q Anxiety Scale were administered to 42 college students at each of four occasions of measurement (Nesselroade et al., 1985). Approximately 4 days elapsed between successive measurement occasions. Although the sample size is small for purposes of confirmatory factor analysis (see Tanaka, 1987, in this issue), the data set is didactically useful.

Our reanalysis focused again on the measurement properties of Forms A and B. Figure 2 shows the basic model originally estimated by Nesselroade et al. (1985). We used the same model on the covariance matrix of the alternate forms and tested the hypotheses of parallelism and stable measurement properties over time. Table 3 summarizes a set of models testing parallelism in Forms A and B within occasions and over time. It appears that Forms A and B have unchanging measurement properties over time, but there is some indication that they are not perfectly parallel forms in this younger population. The reliability of the scales is high. Based on the results from Model Y3, we estimated the reliability of Form A at 1.0 and the reliability of Form B at .87. From Model Y5 (complete parallelism), the reliability of both forms is estimated at .94.

Nesselroade et al. (1985) found that the correlations among the Anxiety factors across the longitudinal occasions were quite low. We examined these correlations by testing the hypothesis of orthogonal factors—that is, by requiring all factor covariances to be fixed to 0. The fit of this model, presented in the last row of Table 3, was not significantly worse than that of the preceding model of complete parallelism in error variances.

The young adults' data provide an even stronger demonstration of the differentiability of stability and reliability in state variables such as anxiety. The factor correlations of the latent Anxiety variable over time are so low that we cannot reject the hypothesis that the factors are uncorrelated in the young adult population and yet the reliabilities of the Anxiety measures are high. Finally, in spite of these low covariances, there is still stationarity in the variances of Anxiety over the four occasions of measurement.

Summary — The published literature and the reanalysis reported here present a coherent picture. Factor-analytic work has demonstrated the existence of state dimensions that can be reliably measured. These state dimensions behave well when analyzed with confirmatory factor models enabling assessment of their psychometric properties. Taken together, the results of the analyses just reported suggest that the state measures have stable measurement properties over time, stationarity covariance structures, and considerably less than perfect stability of individual differences. Thus, in state measures, low stability is not a sign of poor measurement prope...
This model is a first-order autoregressive model because only relationships of lag 1 (t-1 to t) are specified in the model. The autoregressive model depicted in Figure 3 contains two possibilities for causal influences of latent variables on other latent variables: cross-lagged regressions or simultaneous regressions. In Figure 3, the dashed lines represent these simultaneous or reciprocal influences. It should be emphasized that the model shown in Figure 3 is illustrative only, not all cross-lagged and simultaneous regressions shown can be identified and estimated. Whether one should model lagged regressions, simultaneous regressions, or some combination of the two is a matter of theory relating the timing of causal relations to the time interval in the panel design (see Kessler & Greenberg, 1981).

Let us assume for the moment that the model shown in Figure 3, including only the autoregressions (solid lines), is the true

\[ y_t = f(y_{t-1}) \]
model. The model posits an initial covariance between the two different latent variables ($\phi_1$), but these variables do not cause change in each other over time. Hertzog (1986) referred to this model as the isolated stability model, because there is nonzero stability in each latent variable (modeled through the autoregressive coefficients), but this stability is an isolated autoregression not buttressed by cross-lagged regressions between the two latent variables. This model has been discussed by Dwyer (1983) and Rogosa (1979) as an important null hypothesis model to be rejected before alternative cross-lagged or simultaneous causal relationships between the variables can be taken seriously.

The isolated stability model is an entropic model in the sense that, in the absence of cross-lagged regressions, the covariance between the two variables will steadily decrease over time unless there is perfect stability of individual differences over time. For simplicity of exposition, we will deal for the moment with the correlations among the latent variables. Assuming no omitted causes of the two latent variables, the population correlation between the two latent variables at Time 2 is

$$\rho = \phi_1 \beta_1 \beta_2$$

At Time 3, the correlation is

$$\rho = \phi_1 \beta_1 \beta_2 \beta_3 \beta_4$$

In general, the isolated stability model predicts decreases over time in the within-time correlations among the two latent variables unless each (standardized) $\beta$ is $\geq 1$, with an infinite number of occasions, the correlation decays to the entropic minimum of 0.

What then can account for the fact that in some cases within-time correlations between latent variables stay the same (as in the Nesselroade et al. data) or even increase? Mathematically, we have seen that variables in the system will become increasingly less correlated unless either (1) the correlations of the variables with themselves are 1.0 over time, or (2) through mutual causation (or causation by variables external to the system), the correlation among the variables is "built up," so to speak. The first case is one of perfect stability—nothing is changing, at least at the level of individual differences about the latent variable means. And if nothing changes, then correlations among different latent variables are preserved. But if stability of individual differences is less than perfect—that is, if there are in fact individual differences in change over time—then the correlations among the latent variables will decrease unless such changes in the two latent variables are themselves correlated due to mutual causal influence (as instantiated in cross-lagged regressions) or mutually shared causes (other than the two variables themselves).

This argument is quite complicated, so let us summarize: the implicit assumption in the autoregressive model seems to be as follows: individual differences will remain perfectly stable, and hence perfectly predictable, through autoregression, unless external causes act to change the variables measured in the system. Dwyer (1983) has characterized this assumption as one of temporal inertia. The implicit corollary of this assumption is that, if stability is imperfect, there has been change in individual differences that can be modeled as a function of the causes of change.

This is the apparent rationale for using the regression of the latent variable on its causes partialled for autoregression, as a measure of the magnitude of causal influence (see Kesler & Greenberg, 1981).

Given our earlier discussion, this assumption clearly resonates with a trait conception of constructs and change in constructs. Inertia, or stability of individual differences, is expected unless other variables act to change the underlying attributes being measured. This is the basis of our concern with the standard autoregressive model for portraying longitudinally measured variables. Under the trait conception, it makes sense to assume perfect stability of individual differences unless the system is perturbed by causal influences. This assumption appears to make sense for certain psychological phenomena, that is, those suspected to be enduring such as stable attributes of individuals that have reached a determined end state (i.e., a stable individual-differences distribution). The assumption of inertial stability of individual differences modeled via autoregressive coefficients makes little sense for fluctuant attributes such as psychological states.

Recent developments in the methodological literature have demonstrated that autoregressive structural equation models should not be routinely considered the method of choice for analyzing change (e.g., Rogosa, in press; Rogosa & Willett, 1985). Rather, use of a
autoregressive model must be dictated by the nature of the research question and the characteristics of the psychological phenomena under study. Rogosa and Willett (1985) have criticized the rationale of the autoregression model rather severely on the grounds that the partialled, cross-lagged regression coefficient, removing autoregression, is a poor representation of change and the causal variables' influence on change. In fact, they argue that it is often "too easy" to fit autoregressive models to longitudinal data.

In the next section we will empirically examine the usefulness of the autoregressive model with regard to the adulthood data of Nesselroade et al. (1984). Given the stationary covariance structure that we identified for the older adults' mood states, one might be optimistic that an autoregressive model with cross-lag relations will fit the data. As we shall see, this is not the case.

Fitting Autoregressive Models to the Mood State Data

Our assessment of the autoregressive model's effectiveness in modeling mood states is based solely on the older adults' data reported by Nesselroade et al. (1984). Given that we found no substantial covariance among the Anxiety and Fatigue states for the undergraduate sample studied by Nesselroade et al. (1985), one could say that the autoregressive model is trivially satisfied by modeling no association in the covariance structure with autoregression coefficients of 0.

We fit a series of autoregressive models similar to that shown in Figure 3 (for two occasions of measurement only) to the older adults' data from Nesselroade et al. (1984).

The measurement model for all the autoregression models used was O3 (see Table 1) specifying parallelism for the eight-state measures and correlated measurement residuals for the Spielberger and Fatigue scales. This measurement model may be considered a basis model for evaluating the fit of our autoregressive structural models. The best fit an autoregressive model could achieve is the fit of O3, which placed no constraints whatsoever on the latent covariance matrix, that is, all latent factors were allowed to covary. In Bentler and Bonett's (1980) terms, Model O3 is equivalent to a saturated model (one just identified in its structural regression equations). Therefore, we can assess the adequacy of our autoregressive models by testing their difference in fit from the basis measurement model O3 (see Hertzog, 1986).

Our first regression model specified was an isolated stability model containing autoregressions but no cross-lagged or simultaneous regression of Anxiety and Fatigue on each other. Table 4 gives the goodness of fit for this model (Model A1). It did not fit well, especially relative to the original measurement model (Model O3). This lack of fit is to be expected—and even desired—for it indicates a lack of fit to the latent covariances of a null hypothesis model of isolated stability. According to the logic of cross-lagged regression analysis, rejection of Model A1 opens the possibility that cross-lagged regressions involving Anxiety and Fatigue are required to fit the data.

The next model, A2, fitted cross-lagged regressions as well. It did not improve on the poor fit of the isolated stability model (see Table 4). Moreover, the cross-lagged regressions were not statistically significant.

<table>
<thead>
<tr>
<th>Model</th>
<th>x²</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>ACFI</th>
<th>ΔΔ²</th>
<th>ΔΔCFI</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement model (O3 from Table 1)</td>
<td>58.18</td>
<td>53</td>
<td>.29</td>
<td>.923</td>
<td>.89</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>A1 Isolated stability</td>
<td>107.04</td>
<td>56</td>
<td>.00</td>
<td>.872</td>
<td>.82</td>
<td>48.86</td>
<td>3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A2 Cross-lagged regression</td>
<td>106.27</td>
<td>54</td>
<td>.00</td>
<td>.872</td>
<td>.82</td>
<td>48.09</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A3 Simultaneous regressions at Time 2</td>
<td>66.71</td>
<td>54</td>
<td>.00</td>
<td>.910</td>
<td>.87</td>
<td>10.53</td>
<td>1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>A4 Just-identified cross-lag with correlated residual, Time 2</td>
<td>58.18</td>
<td>53</td>
<td>.29</td>
<td>.923</td>
<td>.89</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>A5 Isolated stability with correlated residual, Time 2</td>
<td>58.22</td>
<td>55</td>
<td>.36</td>
<td>.923</td>
<td>.89</td>
<td>0.04</td>
<td>2</td>
<td>N.S</td>
</tr>
</tbody>
</table>

* LISREL goodness-of-fit index

** LISREL adjusted goodness-of-fit index

ΔΔ = Change in x² from measurement model (O3)

ΔΔCFI = Change in CFI from measurement model
It is possible that the time lag is too long in these data to detect the true influences of Anxiety and Fatigue on each other using cross-lagged regressions. If so, then an obvious alternative is to specify simultaneous, reciprocal influences of Anxiety 2 and Fatigue 2 (see Dwyer, 1983; Heise, 1975). An alternative model, A3, specifying only autoregressions and the reciprocal causal influences of Anxiety and Fatigue on each other at Time 2, fared much better than Model A2 but still did not achieve the same level of fit as the measurement model. Each of these models (A2 and A3) fit poorly, in spite of the fact that they have but 1 df in the structural equations: both estimate nine parameters (the two latent variances and the latent covariance at Time 1, four regression coefficients, and two residual covariances at Time 2).

Given that we were limited in these data to two occasions of measurement, it was possible to improve the fit of the first-order autoregressive model by adding a residual covariance between Anxiety and Fatigue at Time 2. This model, A4, fit exactly as well as the original measurement model (see Table 4). This equivalent fit was no accident, however: as it was statistically determined by the fact that model A4 is just identified in the structural model. The model created 10 unique latent variances and covariances and estimated in turn 10 structural regression parameters—the latent variances and covariance at Time 1, four regression coefficients, two residual variances at Time 2, and the residual covariance at Time 2. In other words, the autoregression model was salvaged, but only by removing all restrictions on the latent covariance structure. However, both of the cross-lagged coefficients were estimated to be equal to .29. Specifically, the regression of Anxiety 2 on Fatigue 1 was estimated at .26 (SE = .04), and the regression of Fatigue 2 on Anxiety 1 was estimated to be .003 (SE = .04). Indeed, Model A5, removing the cross-lagged regressions and specifying only the residual covariance at Time 2, provided an adequate fit to the data. Thus an autoregressive model can fit the Nesselroade et al. (1984) data, but only if we are willing to accept (1) isolated stability in autoregression and (2) the residual covariance as theoretically meaningful specifications.

How would we interpret the residual covariance? In structural regression analysis, it is common to argue for residual covariances under the assumption that there are omitted causes of the variables in the model that are shared between the variables (thus producing the residual covariance). In fact, Model A5 suggests that all relevant causes of Anxiety and Fatigue have been omitted, except of course the effect of each variable on itself as reflected in autoregression. At this point, however, it seems appropriate to question the need for an autoregressive model at all. This issue is considered further below.

To summarize, the important conclusion from this section is that the basic cross-lagged regression model that might be thought of as the "standard" approach to modeling a two-wave-two variable problem (e.g., Dwyer, 1983; Rogosa, 1979) cannot account for the stationary covariance structure we identified for the Nesselroade et al. (1984) data.

**Alternative Approaches to Modeling State Phenomena**

If covariance-structures approaches are to be used to model flux in psychological states, the arguments advanced here support the need to examine alternatives to conventional ways of fitting autoregressive models to panel data.

A different longitudinal panel design. — One could argue that the successful model, A5, provides an important suggestion as to the appropriate method for modeling causes of mood states. Given the salience of the correlated residual between Anxiety and Fatigue at Time 2, it appears that mutual causes of the two mood states have simply been omitted from the model. The obvious suggestion, then, is to expand the model to include the causes of the mood states at Time 2. The top panel (a) of Figure 4 depicts this alternative model. Given the standard rationale for the autoregressive coefficients in the model, these exogenous causal influences determine change in mood states between the two occasions. One could also expand the model to include these causes at Time 1 and model their stability over time as well.

However, our consideration of the distinction between trait and state variables calls into question the logic of assuming temporal inertia (stability) of the state variables over time. If the concerns regarding autoregressive models raised by Rogosa and colleagues (e.g., Rogosa & Willett, 1985), among others, are valid, then one should not assume that the autoregressive model is an optimal statistical method for measuring change. In that case, one must consider whether it makes sense on logical grounds to argue for temporal inertia (stability) for state variables. If not, then usage of autoregressive models would appear to be
Correlations of all $X$ variables over time assumed but not shown.

**FIG 4** - Alternative causal models for the mood state variables. 

**a.** A model including autoregressive and simultaneous causes of mood.

**b.** An alternative model eliminating autoregressions entirely.
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contraindicated. Is it the case that one's mood at Time 1 directly causes one's mood at Time 2? The answer to this kind of question depends upon what one's theory about psychological states says about the behavior of states in the time interval between Times 1 and 2. In the case of mood states, if the interval is a matter of minutes, then perhaps there is appreciable inertia. If the interval is a matter of months or years, then inertia per se seems unlikely. Mood states could be correlated over time, but probably not as a direct function of carryover effects from moods experienced some months prior.

This logical analysis leads us to suggest that an entirely different class of models may be needed for panel designs measuring changeable phenomena such as psychological states (as opposed to variables that completely eliminate autoregressive coefficients. The lower half of Figure 4 depicts an example of this alternative modeling philosophy. The determinants of mood states are modeled as having concurrent (simultaneous) influences. The model allows for autocorrelation of mood states over the time interval, but only as a function of the correlations among the determinants of mood across time. One could, of course, posit model autocorrelative relationships among the determinants themselves, if doing so were justified on theoretical grounds.

This class of model has actually been evaluated by Hargens, Reskin, and Allison (1976) in an analysis of measurement error in panel data on scientific productivity. Analogous to the results reported here, Hargens et al. (1976) had difficulties fitting a first-order autoregressive model to yearly data on scientific productivity (as measured by variables such as the number of publications per year. Full consideration of the alternatives considered by Hargens et al. (1976) would be impossible here, but a citation of their main conclusion seems appropriate.

Recent models for the estimation of measurement error from panel data assume a lag-1 autoregressive in the true-score variable with uncorrelated disturbances. We believe this assumption will usually be problematic for sociological variables that typically are determined by other variables (having stabilizing over time. We have presented a model [that] assumes a first-order autoregressive process among the disturbances and an absence of any lagged effects in the true-score variable. This model seems particularly appropriate for variables like scientific productivity, which must be created or produced anew for each time interval, in contrast to variables that have an internal principle of stability (i.e., which tend to remain the same unless acted upon from without). [P. 457]

Clearly, the concerns raised by Hargens et al. (1976) extend beyond methods of estimating measurement error and are consistent with the arguments given here regarding the utility of autoregressive models for state variables.

We recommend that the common practice of using first-order autoregressive models for panel data be preceded by: (1) careful logical analysis of the assumptions of temporal inertia implied by this type of model, and (2) consideration of alternative models such as the one presented in Figure 4b. Where the endogenous variables in the panel design are seen primarily as transient states, determined by concurrent or temporally lagged, situational-specific causes, the routine application of first-order autoregressive models may be both illogical and unwise.

Of course, psychological variables may contain both state-like and trait-like components. In such cases, a priori consideration of the existence of such state components as well as theorizing about possible influence of transient, state-like influences on these components may suggest panel designs in which these influences are directly measured. To scientists such as ourselves, such state components might be of central interest and a primary focus of the research. But the trait-oriented scientist would be well advised under such circumstances to identify and remove such components of variance from the "inertial" endogenous variables of interest. This adjustment could, in theory, be accomplished by a measurement model identifying the multiple components and their determinants (as in the multait-multimethod design, Joreskog, 1974) or by including the state-antecedent variables in the model, as in Figure 4b, but retaining the autoregressive paths to represent the trait-like component of the psychological variable. Failure to account for such state-like components would necessarily bias statistical estimates of causal influence and autoregressive stability.

Modeling states at the intrapersonal level—A qualitatively different alternative has been in the literature for 40 years but has recently begun to receive renewed consideration, namely, structuring the flux in states directly at the intrapersonal level. Termled the technique by Cattell (Cattell, 1955, Cattell, Cattell, & Rhymer, 1947), this approach involves collecting data by assessing multiple
attributes of one individual over many occasions of measurement (see also Nesselroade, in press; Nesselroade & Ford, 1985).

The covariance matrix generated by P-technique data represents the covariation of occasion-to-occasion changes in different attributes of the individual. It can be analyzed by confirmatory factor analysis. Latent variables that are identified by such procedures manifest, by definition, coherent intrindividual variability (lability), in the sense that such lability is consistent over multiple indicators or the latent variable. Under some circumstances (e.g., Cattell, 1966), occasion-by-occasion scores on these latent variables (factors scores) can be estimated and subjected to further analysis.

P-technique, due to its direct focus on intraindividual change, provides data for modeling "steady-state" variability in the organism, and both temporary and permanent changes in steady-state variability. By combining P-technique with the group design orientation in the form of concurrent P-technique studies of several individuals, one can capitalize on the strengths of both idiographic and nomothetic approaches to the study of developmental change (Nesselroade & Ford, 1985; Zevon & Tellegen, 1982). Examination of interindividual similarities and differences in the characteristics of the latent variables provides a basis for answering some important questions concerning the nature of generalizability of intraindividual change patterns over the facets of individuals and occasions (Nesselroade, 1983).

Historically, P-technique data have been modeled primarily by means of simple factor-analysis procedures. Although the results of such analyses have proven to be psychologically interesting and meaningful (Cattell & Scheier, 1961; Roberts & Nesselroade, in press; Zevon & Tellegen, 1982), the practice has been criticized (Anderson, 1961, Holtzman, 1962; Molenaar, 1985) because it does not account for the possibility of autocorrelations of variables in time series (sometimes termed "nonindependence" in the time-series literature). However, recent developments (McArdle, 1982; Molenaar, 1985) appear to provide the means for treating such statistical problems. It is our hope that this class of models for single subject behavior will enable researchers to structure the intraindividual lability inherent in states as a complementary and viable alternative to the expanded panel designs shown in Figures 4a and 4b for modeling interindividual variabilities in state variables. If within-person variability can be first structured at the individual (idiographic) level by multivariate analysis techniques and then examined for between-person differences and similarities, it opens a promising alternative to the study of generalizability across individuals and the construction of nomothetic relationships (Nesselroade & Ford, 1985; Zevon & Tellegen, 1982).

Summary and Conclusion

The analysis of the developmental process can be approached in a number of ways. Statistical analysis of covariance structures is one set of important techniques for this purpose, as this special issue suggests. In this article we have delineated the distinction between trait and state dimensions and its implications for the statistical modeling of longitudinally measured behavioral attributes.

First, state measures behave lawfully. They can manifest desirable measurement properties of reliability and validity while reflecting a considerable amount of lability of score at the intraindividual level. Such lability runs counter to conventional, trait-oriented conceptions of measurement and models of development. However, it cannot be dismissed as merely "error of measurement".

Second, the possibility must be recognized that the individual differences measured at any given occasion can represent labile characteristics as well as the more stable, traitlike attributes. The failure to recognize and model this possibility leads to biased estimates of the parameters of traitlike attributes, including stability of the latent construct and reliability of its operational expressions, thus clouding the description and interpretation of data and related inferences about the nature of change.

Finally, our article has questioned the validity of standard autoregression models for change in psychological states. There is no doubt that autoregressive models will continue to fit many kinds of developmental phenomena—namely, development of psychological traits. When that happy circumstance occurs, there may be no reason to downplay their importance as descriptive representations of a temporal process (but see Rogosa & Willett, 1985).

What is in doubt is the universal validity of autoregressive models representing change over time in behavioral data. We have argued that dimensions along which individual differences are displayed are not homogeneous
and uniform. Two important and related ways that variables differ are: (1) temporal characteristics, and (2) antecedents of change. The assumptions regarding these dimensions inherent in traditional autoregressive models appear to be more applicable to variables characterized by high stability and temporal inertia (traits) than variables with low stability and higher degree of situational and temporal specificity (states).

Explicit recognition of the differing temporal characteristics implied by the trait-state distinction serves to warn us that sole reliance on the traditional, trait-oriented concepts of differential psychology will not necessarily lead to an accurate portrayal of extent differences among individuals. Rather, an understanding of how and why individuals differ from one another requires attention both to dimensions of intrasubject variability and to the antecedents of intrasubject variability. Obviously, to account for both the transient and the more stable components of individual differences will require more complex models and procedures than envisaged in trait-oriented approaches. Nevertheless, the difficulties engendered should be no more an offset by gains in our understanding of developmental processes. Our two suggestions—first, for expanded autoregressive models that include state antecedent information and allow for trait components to be estimated; and, second, for direct modeling of intrasubject change using single-subject designs—are offered as steps toward increasing our capacity to model stability and change.
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We address two questions of central interest in adult intellectual development: the equivalence of psychometric test measurement properties at different ages, and the stability of individual differences in intelligence over time. We performed a series of longitudinal factor analyses using the LISREL program to model longitudinal data from Schaie's Seattle Longitudinal Study. The results indicate complete invariance in the loadings of five subscales of Thurstone's Primary Mental Abilities battery on a general intelligence factor. Individual differences in general intelligence were highly stable over 14-year epochs, with standardized factor correlations averaging about .9 between adjacent 7-year testing intervals. These results indicate that most individuals in this relatively select longitudinal sample maintained their relative ordering in intelligence.

One of the central questions in adult development regards the stability of adult intelligence—does intelligence decline with age, and if so, what is the magnitude of individual differences in patterns of change (e.g., Baltes, 1977; Horn & Donaldson, 1980; Schaie, 1983)? The debate in the literature on the development of intelligence during adulthood has focused primarily on the stability of mean levels of intelligence—is there indeed decline, on average, on different intellectual abilities, and if so, what is the magnitude of such decline (e.g., Baltes & Schaie, 1976; Horn & Donaldson, 1976; Schaie & Hertzog, 1983)? The attention paid to stability of mean levels of intelligence has perhaps diverted the field from focusing on a different, critical—and in some senses more critical—type of stability: stability of individual differences in intelligence. How large are individual differences in magnitudes of age changes in intelligence during the adult years? Some developmental psychologists have suggested that adult development is characterized by increasing heterogeneity and by substantial individual differences in patterns of age change in intelligence and other cognitive capacities and skills (e.g., Baltes, Dittmann-Kohli, & Dixon, 1984; Hertzog, 1985; Schaie, 1983). Enhancement of optimal intellectual development through intervention (e.g., Schaie & Willis, 1986) requires as a first step the identification of differential patterns of aging and the isolation of the causes of such differences.

Measuring stability of individual differences in intelligence is somewhat more complex than measuring mean level stability. Although sequential sampling strategies using repeated, independent cross-sectional samples can be used to assess mean level stability (e.g., Schaie, 1977; Schaie & Hertzog, 1982), stability of individual differences can only be addressed by following individuals in a longitudinal panel design. Cross-sectional designs can only measure magnitudes of individual differences—as indicated by the variances—at a single point in time. At any given point in time, individual differences can be conceptualized as being determined by an earlier individual differences distribution and by subsequent individual differences in developmental change (see Baltes, Reese, & Nesselroade, 1977). Only a longitudinal design, by directly measuring change at the level of the individual, can be used to estimate the proportion of individual differences due to individual differences in change during preceding time periods (see Hertzog, 1985; Nesselroade & Labouvie, 1985; Schaie & Hertzog, 1985).

This study was designed to provide a careful and detailed examination of individual differences in intellectual change during adulthood. It also focuses on a second, critical issue identified by developmental methodologists regarding the assessment of change over time in variables such as intelligence. The issue is whether the constructs under study, and the measures of those constructs, are actually isomorphic at different ages. Can we assume that intelligence is the same construct at ages 25 and 75? Even if intelligence is unchanging, or continuous (Kagan, 1980) across the adult life span, is it the case that psychometric measures of intelligence are equally reliable and valid as measures of intelligence at different ages? Baltes and Nesselroade (1970) identified this issue as one of measurement equivalence—can we assume invariant measurement properties of empirical measures at different parts of the life span (see also Eckensberger, 1973)? As Baltes and Nesselroade indicated (see also Schaie, 1977; Schaie & Hertzog, 1985), the optimal method for assessing measurement equivalence is comparative factor analysis, in which the invari-
ance of the factor structure of the psychometric abilities is assessed. As discussed elsewhere (e.g., Cunningham, 1978; Schaie & Hertzog, 1982, 1985), the best approach to the invariance problem involves the use of confirmatory factor analytic methods to test the hypothesis of age-related invariance in the factor structure.

This is the first in a series of articles describing our use of covariance structures methods to analyze patterns of change and stability in adult intelligence using data from Schaie's Seattle Longitudinal Study (SLS). In this article we describe results from a longitudinal factor model that may be used to assess (a) the measurement equivalence of the Thurstone Primary Mental Abilities batteries used in the SLS and (b) the extent to which individuals in the SLS vary in patterns of intellectual change during the adult years. The Primary Mental Abilities test was developed by Thurstone and Thurstone (1941, 1949) to measure factorially pure, but intercorrelated, intellectual abilities. Assessment of factorial invariance and stability of individuals is particularly relevant, given the influence of Thurstone's work on the field of psychometric intelligence. Our findings strongly support the measurement equivalence of the Thurstone battery across much of the adult life span. We also show that there is a surprising degree of stability of individual differences in intelligence in participants from the kind of long-term longitudinal sample obtained in the SLS.

Our conclusions are based on results from a set of relatively complex longitudinal covariance structures models of the type developed by Joreskog and co-workers (e.g., Joreskog & Sorbom, 1977). The longitudinal factor model developed by Joreskog and others (Joreskog, 1979; Joreskog & Sorbom, 1977) may be viewed as a generalization of other longitudinal factor analysis (e.g., models by Corballis, 1973; Corballis & Traub, 1970). To set the stage for our report, we must first summarize the methodological features of these models and how their parameters may be used to assess stability and change in individual differences over time (see also Hertzog, in press: Horn & McArdle, 1980; Schaie & Hertzog, 1985).

Let us assume that an investigator has collected multiple measures of one or more latent variables in a longitudinal design. The measures may or may not be identical at each longitudinal measurement occasion, although in the SLS the same measures were collected at each time of measurement. The relations among these variables must be represented by the covariance matrix of the observed variables (a correlation matrix should not be analyzed). Joreskog & Sorbom (1977). Given this kind of replicated longitudinal design, confirmatory factor analysis may be used to specify and estimate a longitudinal factor model with the following features:

First, the same factor structure is hypothesized to exist at each longitudinal measurement occasion. This structure is represented in the factor pattern matrix, which contains the regression coefficients mapping variables on factors (factor loadings). In the analysis we report here, a general intelligence (g) factor was modeled at each longitudinal occasion. The factors thus specified in a longitudinal factor model are often termed occasion-specific factors. In addition to the factor pattern matrix, the basic longitudinal model includes a factor covariance matrix, describing the relations among the factors within and between longitudinal occasions, and a residual covariance matrix. The primary parameters of interest are the factor loadings and the factor covariance matrix. The first step involves evaluation of the measurement equivalence of the observed variables. Measurement equivalence may be assessed by (a) evaluating the adequacy of the model postulating isomorphic occasion-specific factors (i.e., the same number of factors with the same configuration of factor loadings at each longitudinal occasion) and (b) determining the plausibility of a model constraining these factor loadings to be equal (invariant) over all longitudinal occasions. These factor loadings are raw-score (unstandardized) regression coefficients, and invariance of these coefficients (sometimes termed metric invariance; see Horn, McArdle, & Mason, 1984) implies unchanging relations of the observed variables to the factors (Meredith, 1964; Schaie & Hertzog, 1985). Procedures for assessing the fit of these models are described later in the article.

Given that the hypothesis of measurement equivalence is tenable, the second step in the longitudinal analysis shifts attention to the factor covariance matrix. The diagonal elements of this matrix—the factor variances—reflect the magnitude of individual differences at each longitudinal occasion. Changes in factor variances would therefore reflect changes in the overall magnitude of individual differences over time. The stability of individual differences across longitudinal occasions is reflected in the covariances of factors with themselves over time. If the covariance of a factor at Time 1 with itself at Time 2 is large and positive, then individuals are preserving their relative order about the factor mean between Times 1 and 2. On the other hand, a zero or near zero covariance would reflect a high degree of flux in individual differences between Times 1 and 2. As shown by Baltes, Reese, and Nesselroade (1977), a zero covariance would be consistent with large individual differences in the patterns of developmental change during that time period.

Given that the SLS is a sequential study, in which multiple longitudinal samples have been followed over time (see Schaie, 1979, 1983), it is possible to extend the longitudinal model to consider longitudinal change in multiple age groups. The extension of the model to multiple group analysis has been described by Joreskog and Sorbom (1980), and is relatively straightforward. The advantage of a multiple groups analysis in the present context is that it allows us to address the issue of age invariance in factor structure both longitudinally, within a group of individuals, and comparatively, across multiple age groups. The longitudinal samples we analyze include adults of a wide span of chronological ages who have been tested three times over a 14-year period. These multiple samples allow us to examine longitudinal invariance in factor structure over 14-year epochs, while also examining factorial invariance over the adult life span by comparing the factor structures of multiple age groups.

Method

The subjects in this study were participants in the Seattle Longitudinal Study conducted by Schaie and associates (Schaie, 1979, 1983). The population consisted of members of a health maintenance organization (HMO) in the greater Seattle, Washington, area. To minimize the prob-

---

1 The model can be extended without difficulty to include different numbers of common factors at each longitudinal occasion, but that approach is unnecessary in our analysis.
LONGITUDINAL COVARIANCE STRUCTURES

As part of a larger psychometric battery, all of the subjects were administered the 1948 version of the SRA (Science Research Associates) Primary Mental Abilities (PMA) test. Form AM 11-17 (Thurstone & Thurstone, 1922). The 1948 PMA includes five subtests, all of which are timed and have significant speed components in adult samples (Schaie, 1981a; Perlmutter, 1955). They are (a) Verbal Meaning—a test of recognition vocabulary, (b) Space—a test of spatial orientation requiring mental rotation in a two-dimensional plane, (c) Reasoning—a test of inductive reasoning requiring recognition and extrapolation of patterns of letter sequences, (d) Number—a test of the ability to retrieve words from semantic memory, according to an arbitrary syntactic rule. Scoring protocols followed the PMA manual. Verbal Meaning and Reasoning are scored in terms of the number of correct responses. Space and Number are scored by subtracting commission errors from the total number correct; and Word Fluency is scored by tallying the total of unique, admissible words generated.

Statistical Procedures
All of the models described were tested using the LISREL V program of Joreskog and Sorbom (1981). The analyses reported in this article used only one of LISREL’s two-factor analysis measurement models. In LISREL notation, the measurement model may be specified as

\[ x = \Lambda \xi + \delta, \]

which in matrix form specifies a vector of observed variables, \( x \), as a function of their regression on \( n \) latent variables (factors) in \( \xi \), with regression residuals \( \delta \). The \( \Lambda \) matrix contains the regression coefficients (factor loadings). Equation 1 implies that the covariance matrix of the observed variables in the population, \( \Sigma \), may be expressed as

\[ \Sigma = \Lambda \Phi \Lambda' + \Theta, \]

where \( \Lambda \) is as before, \( \Phi \) is the covariance matrix of the \( \xi \) and \( \Theta \) is the covariance matrix of the \( \delta \). Equation 2 is a restricted factor analysis model that can be extended to multiple groups (Joreskog, 1971). The parameters of LISREL’s restricted factor analysis model are estimated by the method of maximum likelihood: provided that a unique solution to the parameters has been defined by placing a sufficient number of restrictions on the equations in Equation 2 to identify the remaining unknowns. Restrictions are specified by either (a) fixing parameters to a known value (e.g., requiring that a variable is unrelated to a factor by fixing its regression in \( \Lambda \) to 0) or (b) constraining a set of two or more parameters to be equal. The equalities constraints may be applied to any subset of parameters within or between groups, which provides the basis for specifying a model requiring invariants factor structures between multiple groups or across longitudinal occasions (as needed, for example, to test the hypothesis of measurement equivalence). Overidentified models (which have more restrictions than are necessary to identify the model parameters) place restrictions on the hypothesized form of \( \Sigma \), which may be used to test the goodness of fit of the model to the data using the likelihood test statistic. Differences in chi-square between nested models (models that have the same specification, with additional restrictions in one model) may be used to test the null hypothesis that the restrictions (e.g., constrained equal factor loadings) are true in the population.

In multiple group, longitudinal factor analysis, it is necessary to estimate factor models using covariance metric and sample covariance matrices.
rather than to analyze separately standardized correlation matrices. Standardization could obscure invariant factor structures because of group differences in observed variances (Jöreskog, 1971), and would not allow evaluation of longitudinal changes in factor variances. To estimate raw-score factor pattern weights and factor variances, one must identify the metric of the factors by fixing a single regression in each column of $A$ to a constant (conveniently, 1.0). and then interpret results while considering the metric of latent and observed variables. The analyses reported here do so. Nevertheless, as standardized factor loadings (etc.) are easier to interpret, we provide parameter estimates that have been rescaled to a quasi-standardized metric using a SAS PROC MATRIX program for scaling longitudinal factor analyses. This rescaling preserves longitudinal constraints on parameter estimates but returns scaled values for factor loadings that are similar to standardized factor loadings. We also report maximum likelihood estimates and standard errors for certain models so that the reader may evaluate (a) a null hypothesis that each parameter is equal to zero, or (b) that group differences in unconstrained parameters are statistically reliable. In general, parameters that exceed their standard errors by a ratio of 2:1 are reliably different from zero at a 5% (per comparison) alpha level.

Results

The longitudinal models we estimate are designed to test the properties of the second-order general intelligence factor ($g$) from the PMA identified by Thurstone and Thurstone (1941). A first step was to determine that the $g$ factor was an adequate representation of the covariance structure of the five PMA subtests. Bechtoldt (1974) and Corballis and Traub (1970) worked with a two-factor representation of the PMA subtests, although Bechtoldt's work included an additional memory variable that was not included in the 1948 PMA. Although Traub's $g$-factor model appeared to produce a weak second factor. Nevertheless, we considered it necessary to determine the sufficiency of the $g$ factor model before proceeding to longitudinal analysis. To do so, we used an exploratory factor analysis of all first-occasion cross-sectional data from the SLS ($N = 2,202$) to estimate an unrestricted maximum likelihood factor solution. The results for the one-factor model clearly indicated that the $g$ factor sufficiently accounted for the covariance structure: $\chi^2(15, N = 2,202) = 6.18, p < .25$. Tucker-Lewis reliability = .997.

Longitudinal Model. Sample 1

Prior to analyzing the multiple age groups, we first analyzed the longitudinal factor model for the entire Sample 1. This analysis permitted us to evaluate the structural model prior to engaging in the more complex multiple group models reported later in the article. The basic occasion-specific model is depicted in Figure 1. The $g$ factor was specified at each longitudinal occasion. The metric of $g$ was defined by fixing the loading of Reasoning on $g$ to 1.0. The remaining four factor loadings at each occasion were freely estimated, but were constrained to be equal across longitudinal occasions. By design, the loadings of all of the other variables (e.g., Verbal Meaning at Time 3 on $g$ at Time 11) were fixed at 0. The factor covariance matrix was freely estimated, and the residual covariance matrix was specified as a diagonal matrix of unique variances.

We hypothesized in advance that this model would not fit the data because of the diagonal specification for the residual covariance matrix. It is well-known that longitudinal factor models of the type we are working with are likely to require what has been termed autocorrelated residuals (Sorbom, 1975; Wiley & Wiley, 1970). That is, given that it is likely that the occasion-specific factors will not account for all the reliable variance in the observed variables, then it is plausible to expect that the residuals (specific components) for an observed variable will correlate over time. In other words, we expected a residual covariance between the residual for Verbal Meaning at Time 1 and the Verbal Meaning residual at Time 2, a residual covariance between the Time 1 Space residual and the Time 2 Space residual, and so on. This residual pattern was especially likely, given that we are estimating a second-order $g$ factor, as in this case the residual will include variance in the primary ability not accounted for by $g$. In fact, one would expect from the literature on abilities that the communalities for variables like Space and Number determined by $g$ would be relatively small.

The initial model, denoted $O_0$, specifying a diagonal matrix of unique variances provided an exceptionally poor fit to the data (see Table 2). The poor fit was underscored by the fact that the estimated factor covariances were greater than the corresponding factor variances (which implies the logical absurdity of correlations greater than 1). We therefore estimated Model $O_1$, specifying autocorrelated residuals in the residual covariance matrix. The improvement in fit was substantial: change in $\chi^2(15, N = 162) = 898.64, p < .001$. Indeed, the overall chi-square statistic was no longer significant, and the normed fit index was .96, indicating that nearly all the covariance in the sample data matrix was accounted for by the model.

At this point, our interest shifted to testing hypotheses regarding cross-occasion invariance in the parameter matrices. The principal hypothesis of interest with respect to measurement equivalence involved the invariance of the raw-score factor pattern weights (factor loadings) in $A$. Model $O_1$ relaxed the constraint that the factor pattern weights be equal across occasions. The difference in fit was nonsignificant, indicating that the hypothesis of equal weights could not be rejected.

Given invariant factor pattern weights, it was meaningful to ask whether the factor variances were stationary over time. Indicating consistency in the magnitude of individual differences on $g$. Model $O_1$ tested this hypothesis by constraining the diagonal elements of the factor covariance matrix to be equal across longitudinal occasions. This hypothesis was rejected (see Table 2). Thus we concluded that there were changes in the magnitude of individual differences over occasions. We were also able to reject the null hypothesis that the factor covariances were equal (see Model $O_2$, Table 2).

Next, our attention turned to the parameters in the residual covariance matrix. Our first hypothesis was that the residual covariances could be constrained equal over occasions. This hypothesis, if tenable, would suggest a high degree of stability of individual differences in the ability-specific residual components. As can be seen in Table 2, Model $O_3$, imposing the equality constraint on the residual covariances, did not fit worse than the Model $O_2$, indicating that the hypothesis of equal covariances...
could not be rejected. Finally, we tested the hypothesis of longitudinal invariance in the residual variances. This hypothesis stipulates that longitudinal changes in the variances of the observed variables could be attributed to changes in $g$ factor variance alone. This model, labeled $0_3$ in Table 2, was rejected as an equivalent representation to Model $0_2$. We concluded that there were occasion-specific differences in the unique variances as well as in the factor variances.

The factor loadings their associated standard errors of the accepted model ($0_4$) are given in Table 3. All factor loadings are significant, but the rescaled factor loadings for Verbal Meaning and Reasoning are clearly larger than the rest. This pattern is consistent with the factor analytic literature on second-order ability factors (e.g., Horn, 1978), and parallels the findings of Thurstone and Thurstone (1941).

This pattern is also reflected in the standardized residual variances, where the smallest residuals (largest communalities) are associated with Verbal Meaning and Reasoning. Note also the
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**Table 2**

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$</th>
<th>$\delta^2$</th>
<th>Comparison</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta df$</th>
<th>$p$</th>
<th>$\delta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0_4$, diag $\Phi$</td>
<td>98.54</td>
<td>85</td>
<td>.000</td>
<td>.574</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>$0_4$, con $\Theta = I$</td>
<td>87.20</td>
<td>80</td>
<td>.027</td>
<td>.962</td>
<td>$0_4 - 0_3$</td>
<td>49.64</td>
<td>15</td>
<td>&lt;.001</td>
<td>.398</td>
</tr>
<tr>
<td>$0_4$, con $\Phi = I$</td>
<td>82.98</td>
<td>72</td>
<td>.000</td>
<td>.964</td>
<td>$0_4 - 0_3$</td>
<td>4.22</td>
<td>8</td>
<td>ns</td>
<td>.002</td>
</tr>
<tr>
<td>$0_4$, diag $\Phi$</td>
<td>112.90</td>
<td>82</td>
<td>.003</td>
<td>.951</td>
<td>$0_4 - 0_3$</td>
<td>25.70</td>
<td>2</td>
<td>&lt;.001</td>
<td>.011</td>
</tr>
<tr>
<td>$0_4$, con $\Theta = I$</td>
<td>121.78</td>
<td>84</td>
<td>.003</td>
<td>.947</td>
<td>$0_4 - 0_3$</td>
<td>8.88</td>
<td>2</td>
<td>&lt;.05</td>
<td>.004</td>
</tr>
<tr>
<td>$0_4$, con $\Phi = I$</td>
<td>97.16</td>
<td>90</td>
<td>.000</td>
<td>.958</td>
<td>$0_4 - 0_3$</td>
<td>9.96</td>
<td>10</td>
<td>ns</td>
<td>.004</td>
</tr>
<tr>
<td>$0_4$, con $\Theta = I$</td>
<td>129.21</td>
<td>100</td>
<td>.003</td>
<td>.944</td>
<td>$0_4 - 0_3$</td>
<td>32.05</td>
<td>10</td>
<td>&lt;.05</td>
<td>.014</td>
</tr>
</tbody>
</table>

* Bentler-Bonett normed fit index.
* Indicates nonzero factor pattern weights in $A$ constrained to be equal over time ($t$).
* Indicates the residuals in $\Theta$ specified as uncorrelated (see text).
* Indicates autocorrelated residuals in $\Theta$. This specification was continued in Models $0_4$-$0_6$, as well.
* Indicates factor variances in $\Phi$ constrained to be equal over time.
* Indicates factor covariances constrained equal, and factor variances constrained equal over time.
* Indicates covariances among residuals constrained equal over time.
* Indicates residual variances constrained equal over time, and residual covariances constrained equal over time.
longitudinal decreases in residual variances for all variables, suggesting that the communalities of the primary ability variables determined by g increase over time. The high degree of stability in individual differences is reflected in the high factor covariances, which are provided in Table 4. Standardized, these covariances reflect correlations of greater than .9 between g at each longitudinal occasion. Clearly, there is not much change in the relative ordering of individuals on general intelligence over the 14-year period.

The results of this model were successfully cross validated in Sample 2. Rather than report these results, we move immediately to discussion of the multiple group analysis.

Multiple Group Analysis

The analyses in Samples 1 and 2 suggest almost perfect stability of individual differences in intelligence, both at the g factor and test-specific component levels. These analyses combined individuals spanning the adult life span, however, and it was possible that the wide age range served to maximize the apparent stability of individual differences. In particular, it was possible that differential change in the late-middle-age/old-age ranges was obscured by the high degree of stability across most of the adult life span. The multiple group analyses were designed to test these assumptions across homogeneous age ranges. They also afforded us the opportunity of looking at age group differences in the factor analysis parameters. One might expect that there would be a greater opportunity for age group differences in factor loadings—given the age ranges spanned by our groups—than for longitudinal age changes.

We began by testing the equality of the observed covariance matrices across the three age groups. Box's test suggested non-homogeneous covariance matrices, $M = 402.77, F(240, .0) = 1.59, p < .0001$. This result made it likely that there indeed were group differences in some of the factor analytic parameters.

The longitudinal factor model investigated in Sample 1 was used in the multiple group analyses. However, rather than presume the equivalence of residual covariances (as in Model $O$ above), we chose to begin with these parameters unconstrained.

Our rationale was that group differences in the residual covariance structure might have been obscured in the single sample analysis. Rather than presume the constraints, we chose to evaluate them anew in the multiple group model.

Our basic model, then, posited the specification of Model $O$ of the Sample 1 analyses as occasion-specific g factor (with no longitudinal constraints on the factor loadings), a freely estimated factor covariance matrix, and a residual covariance matrix with free unique variances and autocorrelated residual covariances. This model was specified in each of the three age groups, with no additional constraints on the parameters across the groups. The model was therefore equivalent to running the longitudinal factor model separately in the three groups.

As can be seen from the first entry in Table 5, this model, denoted $M_1$, provided a relatively good fit to the data, allowing us to conclude that it was a reasonable representation of the covariance matrices in each group. We therefore proceeded to test for invariance in the factor loadings. Separate tests of the equality of the factor loadings across age groups (Model $M_1$) and longitudinally across occasions (Model $M_2$) did not fit worse than the model with no constraints on the factor loadings (see Table 5).

For both tests, the combined change in chi-square was actually less than the change in degrees of freedom, $\Delta \chi^2 (32, N = 412) = 29.82, ns$. We therefore concluded that the g factor loadings demonstrated complete age equivalence—being invariant both longitudinally and between age groups.

Our next set of models examined invariance in the factor covariances matrix. Model $M_3$, requiring age group equivalence in the factor covariances matrix (both variances and covariances), significantly degraded the fit to the data, requiring rejection of the null hypothesis of age group equivalence. We next tested a less restrictive model, positing group equivalence in factor variances but not in covariances. This model ($M_4$) was also rejected. Finally, Model $M_5$, placing no group constraints on the variances but positing longitudinal and age variance is within each group, was also rejected by the data (see Table 5). We should note that none of these models greatly degraded the fit, as judged by the normed fit index change of .01 or less (see Bentler & Bonett).
LONGITUDINAL COVARIANCE STRUCTURES

Table 5
(Goodness-of-Fit Statistics for Models With Multiple Groups)

<table>
<thead>
<tr>
<th>Model</th>
<th>( \chi^2 )</th>
<th>df</th>
<th>p</th>
<th>( \delta^2 )</th>
<th>Comparison</th>
<th>( \Delta \chi^2 )</th>
<th>( \Delta df )</th>
<th>p</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>M₁ (all free)</td>
<td>257.85</td>
<td>216</td>
<td>.027</td>
<td>.951</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M₂(a, = T)</td>
<td>284.24</td>
<td>240</td>
<td>.026</td>
<td>.946</td>
<td>M₂-M₁</td>
<td>26.39</td>
<td>24</td>
<td>ns</td>
<td>0.05</td>
</tr>
<tr>
<td>M₃(a, = T)</td>
<td>263.58</td>
<td>248</td>
<td>.042</td>
<td>.945</td>
<td>M₃-M₂</td>
<td>4.44</td>
<td>8</td>
<td>ns</td>
<td>0.01</td>
</tr>
<tr>
<td>M₄(a, = T)</td>
<td>329.85</td>
<td>260</td>
<td>.002</td>
<td>.937</td>
<td>M₄-M₃</td>
<td>41.97</td>
<td>12</td>
<td>&lt; 0.01</td>
<td>0.008</td>
</tr>
<tr>
<td>M₅(v̄, = T)</td>
<td>310.68</td>
<td>254</td>
<td>.004</td>
<td>.941</td>
<td>M₅-M₄</td>
<td>23.00</td>
<td>6</td>
<td>&lt; 0.01</td>
<td>0.004</td>
</tr>
<tr>
<td>M₆(v̄, = T)</td>
<td>301.28</td>
<td>254</td>
<td>.022</td>
<td>.943</td>
<td>M₆-M₅</td>
<td>14.00</td>
<td>6</td>
<td>&lt; 0.05</td>
<td>0.042</td>
</tr>
<tr>
<td>M₇(v̄, = T)</td>
<td>458.85</td>
<td>300</td>
<td>.000</td>
<td>.913</td>
<td>M₇-M₆</td>
<td>171.17</td>
<td>60</td>
<td>&lt; 0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>M₈(θ̄, = T)</td>
<td>331.77</td>
<td>278</td>
<td>.013</td>
<td>.937</td>
<td>M₈-M₉</td>
<td>44.09</td>
<td>30</td>
<td>&lt; 0.05</td>
<td>0.008</td>
</tr>
</tbody>
</table>

* Bentler-Bonett normed fit index.
* Indicates no between-groups equality constraints among parameters.
* Indicates factor loadings constrained equal between groups.
* Indicates factor factor loadings constrained equal between groups (as in M₁) and constrained equal over time (this specification maintained in Models M₂-M₃).
* Indicates factor covariance matrices constrained equal between groups.
* Indicates factor variances constrained equal over groups.
* Indicates factor loadings constrained equal over time in each of the groups.
* Indicates entire residual covariance matrix constrained equal over groups.
* Indicates residual covariances for test-specific components constrained equal over time.

1980). Nevertheless, the loss of fit, judged from the likelihood ratio chi-square test, was significant. These results indicated that the factor covariance matrices should neither be taken to be stationary over time nor equivalent across age groups.

Finally, we pursued the residual covariance structure to assess the stability of the residual variances and covariances across time. A preliminary model, M₁, specified group invariance in all three parameter matrices (A, Φ, and Θ). Compared to model M₁, this model tests the age group equivalence of the residual covariance matrix. The hypothesis was convincingly rejected. Our next step was to evaluate the plausibility of a model constraining the residual covariances to be equal between different measurement occasions (as was the case for Model Θ₀ in the single sample analysis). Model M₄ placed these constraints on the residuals. The loss of fit was marginally significant at the 95% confidence level. We concluded that the model specifying equal covariances had missed the mark, but not by much. Thus, unlike Model Θ₀, we could not treat the residual covariances as invariant over longitudinal occasions in the multiple group analysis. Apparently, both the residual variances and covariances differed by group and over longitudinal occasions, although the loss of fit due to group constraints was clearly much greater than the loss due to fitting invariant residual covariances over longitudinal occasions in each of the groups separately.

An alternative method for assessing stability in the residual covariances is by specification of a model positing both occasion-specific and test-specific factors (e.g., Jöreskog & Sorbom, 1977). Figure 2 depicts the factor pattern matrix (A) associated with a combined occasion-specific and test-specific factor model for these data. A given variable loads on both the general factor and its own test-specific factor (i.e., a Verbal Meaning factor, a Space factor, and so on). This parameterization of the residual covariances is plausible if one argues for a special relation among the residuals over time—a first order autoregressive structure (see Jöreskog & Sorbom, 1977). Addition of test-specific factors places no additional restrictions on the residual covariances, given that there are only three occasions of measurement (with more occasions, specification that the residual covariances form a single common factor may not fit the residual covariance structure). The advantage of the test-specific factor representation is that it enables one to separately estimate components of variance associated with g, stable variance in the primary ability, and a residual consisting of unstable variance plus measurement error (see Hertzog, in press).

We reestimated model M₅ (invariant factor loadings only) with test-specific factors. The parameter estimates and standard errors are provided in Tables 6 and 7. Given the fact that the hypothesis of invariant g factor loadings had been found plausible, we were entitled to assume measurement equivalence and to evaluate the remaining parameter estimates with respect to the issue of stability and change in intelligence. Several points of interest regarding the stability of individual differences emerged. First, the factor covariances were again extremely high, indicating a great degree of stability in individual differences in g over the 4-year interval for all three age groups. Standardized, these factor correlations are approximately .9 (or greater) for all groups (see Table 7).

Table 8 summarizes the stability of individual differences by reporting the correlations, r², and the estimated autoregressive coefficients predicting g from the previous longitudinal occasion. As can be seen from Table 9, the r² is larger for g₂ to g₄ in all groups, accounting for 92% of the variance in g₄ in both the middle-aged and old groups. The predominance of stability is underscored by the regression coefficients reported in Table 9. As suggested by Kessler and Greenberg (1981), we have expressed the raw-score slope coefficients in terms of the stability and, as given in the last column of Table 9, the regression of the change scores on initial scores (e.g., the regression of g₂-g₁ on g₁). This latter coefficient, if negative, suggests regression to the mean; if positive, it suggests increasing differences between individuals that covary with initial differences. Table 6 shows that the raw-score slopes were very near 1.0 (suggesting high stability) and that the change slopes were near zero (suggesting little change variance predictable from initial scores). In both the middle-
aged and old groups, the change slopes were slightly negative for $g$ and $h$, suggesting slight regression to the mean, and slightly positive from $g$ to $h$, suggesting some regression from the mean (the rich getting richer, the poor poorer). In the young group, the stabilities were lower, albeit still impressively large, and the regression to the mean was consistent across time intervals.

The patterns of stability and change identified in the regression coefficients were mirrored in the factor variances, which exhibited different patterns of change across each of the groups. Factor variances decreased in the young group, but showed reliable increases from the second to the third occasion of measurement in both the middle-aged and old groups. This increase in $g$ variance was consistent with the regression from the mean suggested from the regression coefficients. The decreases in variance and the regression to the mean pattern in the young group may reflect the mild ceiling effects on Verbal Meaning and Reasoning that we have observed in the youngest age groups in the SLS longitudinal samples.

Third, factor variances varied in magnitude between the age groups. The older group was generally more heterogeneous (had greater individual differences in $g$) than were the young and middle-aged groups. Taken together, these results suggested that although there was significant stability of individual differences in all age groups, the old group showed an interesting pattern of (a) greater variability in $g$ at initial measurement and (b) increasing variability over time.

An alternative way of looking at stability is the decomposition of variance in the model including occasion-specific and test-specific factors. As can be seen in Table 9, the preponderance of $g$ variance at the second and third occasions of measurement is stable variance predicted by individual differences at the prior measurement occasion. Given that we were studying the second-order $g$ factor, it is relevant to ask about the stabilities of the residual components, reflecting the five primary ability factors from the PMA. Table 9 reports the decomposition of variance on each of the 15 observed variables for each group into proportions of (a) $g$-related variance, (b) stable test-specific variance, and (c) residual variance. The $g$-related variance components are actually the communalities of the observed variables with respect to the $g$ factor.

One concern we had was that the patterns of factor variances might be due to the different age span for the oldest group (see Table 11). We therefore reanalyzed the data, using only the two oldest cohorts in Samples 1 and 2 to form a smaller old group. The redefinition of the old group did not eliminate the higher variances in $g$ for the old, but did attenuate the longitudinal increases in variance. This analysis is discussed in more detail in the second article in this series (Hertzog & Schaie, 1986).
The variance associated with the test-specific factor represents stable variance across occasions specific to the primary ability. The residual variance represents a combination of measurement error variance and unstable specific variance (the two components cannot be disentangled in this analysis). There are several points of interest in Table 7. First, the communalities of the $g$ factor increased substantially in the old group relative to the young and middle-aged groups (and showed a tendency to increase over time longitudinally as well). Thus, $g$ determines more of the variance of the observed measures in the old than in the young. Second, those variables with the lowest communalities for $g$ (Space, Number, Word Fluency) show very high levels of stability in the primary ability (test-specific) domain. For example, although only about 14% of the young group’s variance of Space at Time 1 is determined by $g$, 72% of Space’s Time 1 variance is determined by the Space test-specific factor in the young group. This indicates substantial stability in both the $g$ and test-specific domains. Proportions of stable test-specific variance to total g-adjusted variance are given in the right-hand column of Table 9. Considering that these proportions are contaminated by measurement error, the proportion of stable variance in the primary ability measures independent of $g$ is indeed impressive. Finally, the unique variances show some evidence of change in the primary abilities, but in many cases the proportions of unique variance are close to what would be expected to be the magnitude of error variance, given the reliabilities of the measures reported by Thurstone and Thurstone (1949).

Table 7
Factor Correlation Matrices for Occasion-Specific Factors in Each Age Group

<table>
<thead>
<tr>
<th>Factor</th>
<th>$g^2$</th>
<th>$g^{2*}$</th>
<th>Test (Young)</th>
<th>Test (Middle aged)</th>
<th>Test (Old)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_1$</td>
<td>1.659 (0.998)</td>
<td>0.767</td>
<td>1.032 (1.129)</td>
<td>0.921 (1.122)</td>
<td>0.650 (1.193)</td>
</tr>
<tr>
<td>$S_1$</td>
<td>0.948 (0.877)</td>
<td>0.438</td>
<td>1.001 (1.084)</td>
<td>0.908 (1.077)</td>
<td>1.136 (1.208)</td>
</tr>
<tr>
<td>$R_1$</td>
<td>1.000*</td>
<td>0.777</td>
<td>0.752 (1.174)</td>
<td>1.120 (1.511)</td>
<td>0.708 (1.199)</td>
</tr>
<tr>
<td>$N_1$</td>
<td>1.463 (1.066)</td>
<td>0.588</td>
<td>1.005 (0.866)</td>
<td>0.962 (0.588)</td>
<td>0.935 (0.884)</td>
</tr>
<tr>
<td>$W_1$</td>
<td>1.340 (1.118)</td>
<td>0.485</td>
<td>0.667 (1.102)</td>
<td>1.049 (1.02)</td>
<td>1.046 (1.104)</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1.659 (0.998)</td>
<td>0.767</td>
<td>1.000*</td>
<td>1.000*</td>
<td>1.000*</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0.948 (0.877)</td>
<td>0.438</td>
<td>1.000*</td>
<td>1.000*</td>
<td>1.000*</td>
</tr>
<tr>
<td>$R_2$</td>
<td>1.000*</td>
<td>0.777</td>
<td>1.000*</td>
<td>1.000*</td>
<td>1.000*</td>
</tr>
<tr>
<td>$N_2$</td>
<td>1.463 (1.066)</td>
<td>0.588</td>
<td>1.000*</td>
<td>1.000*</td>
<td>1.000*</td>
</tr>
<tr>
<td>$W_2$</td>
<td>1.340 (1.118)</td>
<td>0.485</td>
<td>1.000*</td>
<td>1.000*</td>
<td>1.000*</td>
</tr>
</tbody>
</table>

Note: Standard errors are in parentheses. Asterisks denote fixed parameters. Subscripts on variables indicate longitudinal occasion (1 = Time 1, 2 = Time 2, 3 = Time 3). $V$ = Verbal Meaning; $S$ = Space; $R$ = Reasoning; $N$ = Number; $W$ = Word Fluency.

Table 8
Correlations and Regression Coefficients Indicating Stability of Individual Differences in $g$

<table>
<thead>
<tr>
<th>Group</th>
<th>$r^2$</th>
<th>$r^1$</th>
<th>$r_{-1}$</th>
<th>$s^2$</th>
<th>$p_{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>.933</td>
<td>.870</td>
<td>.130</td>
<td>.894</td>
<td>.106</td>
</tr>
<tr>
<td>$E_2$</td>
<td>.927</td>
<td>.859</td>
<td>.141</td>
<td>.965</td>
<td>.035</td>
</tr>
<tr>
<td>$E_3$</td>
<td>.959</td>
<td>.920</td>
<td>.080</td>
<td>1.000</td>
<td>.000</td>
</tr>
<tr>
<td>Old</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>.944</td>
<td>.891</td>
<td>.109</td>
<td>.952</td>
<td>.048</td>
</tr>
<tr>
<td>$E_2$</td>
<td>.959</td>
<td>.920</td>
<td>.080</td>
<td>1.069</td>
<td>.009</td>
</tr>
</tbody>
</table>

Note: Stabilities are shown for 7-year intervals between adjacent longitudinal occasions.

- Simple correlation of scores for adjacent occasions.
- Simple regression of later occasion on earlier occasion (unstandardized).
- Regression of change score on earlier occasion (unstandardized).
Table 9
Estimated Variance Components From Final Multiple Groups Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\phi^2$</th>
<th>$\phi^3$</th>
<th>Test-specific</th>
<th>Unique</th>
<th>Stable (test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>.76286</td>
<td>.543</td>
<td>.333</td>
<td>.124</td>
<td>.729</td>
</tr>
<tr>
<td>S</td>
<td>.98688</td>
<td>.137</td>
<td>.724</td>
<td>.139</td>
<td>.839</td>
</tr>
<tr>
<td>R</td>
<td>.27578</td>
<td>.547</td>
<td>.186</td>
<td>.268</td>
<td>.410</td>
</tr>
<tr>
<td>N</td>
<td>.11470</td>
<td>.291</td>
<td>.531</td>
<td>.125</td>
<td>.823</td>
</tr>
<tr>
<td>w</td>
<td>.13609</td>
<td>.199</td>
<td>.332</td>
<td>.470</td>
<td>.414</td>
</tr>
<tr>
<td>Y</td>
<td>.62008</td>
<td>.531</td>
<td>.385</td>
<td>.084</td>
<td>.821</td>
</tr>
<tr>
<td>S</td>
<td>.10352</td>
<td>.104</td>
<td>.689</td>
<td>.208</td>
<td>.768</td>
</tr>
<tr>
<td>R</td>
<td>.27578</td>
<td>.430</td>
<td>.325</td>
<td>.246</td>
<td>.569</td>
</tr>
<tr>
<td>N</td>
<td>.11582</td>
<td>.221</td>
<td>.576</td>
<td>.203</td>
<td>.739</td>
</tr>
<tr>
<td>W</td>
<td>.14867</td>
<td>.144</td>
<td>.683</td>
<td>.173</td>
<td>.798</td>
</tr>
<tr>
<td>Y</td>
<td>.63587</td>
<td>.475</td>
<td>.354</td>
<td>.171</td>
<td>.674</td>
</tr>
<tr>
<td>S</td>
<td>.10487</td>
<td>.065</td>
<td>.634</td>
<td>.274</td>
<td>.698</td>
</tr>
<tr>
<td>R</td>
<td>.24020</td>
<td>.457</td>
<td>.318</td>
<td>.225</td>
<td>.586</td>
</tr>
<tr>
<td>N</td>
<td>.06924</td>
<td>.244</td>
<td>.652</td>
<td>.104</td>
<td>.862</td>
</tr>
<tr>
<td>W</td>
<td>.15987</td>
<td>.123</td>
<td>.620</td>
<td>.257</td>
<td>.713</td>
</tr>
<tr>
<td>Middle aged</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>.77233</td>
<td>.505</td>
<td>.278</td>
<td>.128</td>
<td>.681</td>
</tr>
<tr>
<td>S</td>
<td>.97770</td>
<td>.159</td>
<td>.468</td>
<td>.366</td>
<td>.559</td>
</tr>
<tr>
<td>R</td>
<td>.31071</td>
<td>.517</td>
<td>.290</td>
<td>.184</td>
<td>.448</td>
</tr>
<tr>
<td>N</td>
<td>.12638</td>
<td>.209</td>
<td>.589</td>
<td>.112</td>
<td>.840</td>
</tr>
<tr>
<td>W</td>
<td>.15454</td>
<td>.195</td>
<td>.502</td>
<td>.304</td>
<td>.623</td>
</tr>
<tr>
<td>Y</td>
<td>.81484</td>
<td>.584</td>
<td>.304</td>
<td>.133</td>
<td>.696</td>
</tr>
<tr>
<td>S</td>
<td>.62420</td>
<td>.153</td>
<td>.680</td>
<td>.137</td>
<td>.832</td>
</tr>
<tr>
<td>R</td>
<td>.24076</td>
<td>.577</td>
<td>.266</td>
<td>.152</td>
<td>.629</td>
</tr>
<tr>
<td>N</td>
<td>.17472</td>
<td>.266</td>
<td>.504</td>
<td>.121</td>
<td>.682</td>
</tr>
<tr>
<td>W</td>
<td>.12572</td>
<td>.266</td>
<td>.564</td>
<td>.166</td>
<td>.442</td>
</tr>
<tr>
<td>Y</td>
<td>.65262</td>
<td>.611</td>
<td>.210</td>
<td>.195</td>
<td>.536</td>
</tr>
<tr>
<td>S</td>
<td>.94700</td>
<td>.424</td>
<td>.385</td>
<td>.422</td>
<td>.478</td>
</tr>
<tr>
<td>R</td>
<td>.38568</td>
<td>.529</td>
<td>.256</td>
<td>.148</td>
<td>.654</td>
</tr>
<tr>
<td>N</td>
<td>.10487</td>
<td>.123</td>
<td>.620</td>
<td>.257</td>
<td>.713</td>
</tr>
<tr>
<td>W</td>
<td>.15987</td>
<td>.123</td>
<td>.620</td>
<td>.257</td>
<td>.713</td>
</tr>
<tr>
<td>Old</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>.16756</td>
<td>.634</td>
<td>.087</td>
<td>.213</td>
<td>.239</td>
</tr>
<tr>
<td>S</td>
<td>.81347</td>
<td>.256</td>
<td>.348</td>
<td>.406</td>
<td>.465</td>
</tr>
<tr>
<td>R</td>
<td>.34174</td>
<td>.653</td>
<td>.105</td>
<td>.210</td>
<td>.333</td>
</tr>
<tr>
<td>N</td>
<td>.15967</td>
<td>.421</td>
<td>.441</td>
<td>.138</td>
<td>.762</td>
</tr>
<tr>
<td>W</td>
<td>.16849</td>
<td>.255</td>
<td>.516</td>
<td>.226</td>
<td>.695</td>
</tr>
<tr>
<td>Y</td>
<td>.11604</td>
<td>.553</td>
<td>.184</td>
<td>.245</td>
<td>.431</td>
</tr>
<tr>
<td>S</td>
<td>.77426</td>
<td>.278</td>
<td>.292</td>
<td>.431</td>
<td>.404</td>
</tr>
<tr>
<td>R</td>
<td>.29085</td>
<td>.665</td>
<td>.203</td>
<td>.134</td>
<td>.600</td>
</tr>
<tr>
<td>N</td>
<td>.12934</td>
<td>.356</td>
<td>.466</td>
<td>.138</td>
<td>.772</td>
</tr>
<tr>
<td>W</td>
<td>.15218</td>
<td>.281</td>
<td>.214</td>
<td>.702</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>.12934</td>
<td>.644</td>
<td>.182</td>
<td>.172</td>
<td>.514</td>
</tr>
<tr>
<td>S</td>
<td>.78731</td>
<td>.356</td>
<td>.385</td>
<td>.258</td>
<td>.596</td>
</tr>
<tr>
<td>R</td>
<td>.38568</td>
<td>.793</td>
<td>.104</td>
<td>.113</td>
<td>.479</td>
</tr>
<tr>
<td>N</td>
<td>.11221</td>
<td>.534</td>
<td>.313</td>
<td>.155</td>
<td>.672</td>
</tr>
<tr>
<td>W</td>
<td>.15123</td>
<td>.353</td>
<td>.438</td>
<td>.208</td>
<td>.678</td>
</tr>
</tbody>
</table>

Note: $\phi^2$ = estimated variance of observed variable V = verbal meaning S = space R = reasoning N = number W = word fluency Subscripts on variables indicate longitudinal occasion (1 = Time 1, 2 = Time 2, 3 = Time 3).

* Proportion of variance due to $\phi$.
* Proportion of variance due to test-specific factor.
* Proportion of variance due to test-specific factor.
* Proportion of variance unique in the observed variable.
* The sum of the three proportions (related, test-specific, unique) is 1.0
* Proportion of variance not determined by $\phi$ that is determined by the test specific factor.

Discussion

The results of the present study present a relatively coherent picture—one of measurement equivalence and stability in psychometric intelligence, as measured by the Thurstone's 1948 Primary Mental Abilities test, in adulthood. We found that it was highly plausible to model the factor loadings of a general intelligence factor as being invariant, both longitudinally and across multiple age groups. We also found a high degree of stability of individual differences across the adult life span.

The finding of invariance in the $\phi$ factor loadings is important relative to the suggestion in the literature that the fundamental measurement properties of the psychometric tests change over the life span (e.g., Baltes & Nesselroade, 1970; Deming & Prest, 1957). As shown by Meredith (1964), under selection of subpopulations from a population for which an isomorphic common factor model holds, the multiple subpopulations will have an invariant unstandardized factor pattern matrix. Meredith's work implies that one must reject the hypotheses of metric invariance before one is justified in concluding that the groups have qualitatively different factor structures. One cannot argue for qualitative group differences in measurement properties if the hypothesis of metric invariance cannot be rejected.

In contrast, we found the hypothesis of metric invariance to be strongly supported by our data. Our results therefore suggest that whatever the faults inherent in the constructs of psychometric intelligence, measures of psychometric intelligence seem to be measuring basically isomorphic constructs with similar measurement properties at different age levels.

One could still, of course, argue that the constructs measured by psychometric intelligence are of limited utility in predicting intelligent behaviors in adults (e.g., Sternberg, 1985). Nevertheless, our findings do not support the notion that psychometric testing of abilities in older populations is invalid because one is measuring qualitatively different constructs with unstable measures. Our conclusion must be qualified by the fact that our assessment of factorial invariance is specific to the second-order $\phi$ factor. We cannot assess the invariance of the primary ability factor loadings from our data. We therefore cannot rule out the possibility of nonequivalent measurement properties at the primary ability level, although, given the stability indicated by the test-specific factors, the likelihood of measurement equivalence in the primary ability factors seems quite high. Data we recently collected on an expanded ability battery, as part of the 1984 SLS assessment, should help us address the measurement equivalence issue at the primary ability factor level.

The finding of factorial invariance is relevant to the factor analytic literature suggesting de-differentiation of ability factors in old age (Reinert, 1970). The de-differentiation argument states that ability factors coalesce, or collapse, toward a general intelligence factor in older groups. The early literature on this phenomenon was plagued by methodological inadequacies (Cunningham, 1978; Reinert, 1970; Schae & Hertzog, 1985). Recent comparative factor analysis work by Cunningham (1980, 1981), using confirmatory factor analysis methods, suggests that there is little evidence for gross collapse of the factor space—the same number of factors are needed to model ability variables in old groups, and the loading patterns are highly similar. Our results are consistent with Cunningham's findings in suggesting invariant...
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covariances are statistically (and conceptually) independent. As one can see in the next article in this series (Hertzog & Schaie, 1986), we can observe stability of individual differences either when there are no mean age changes or when there are substantial mean changes over a given portion of the life span.
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We analyzed data on psychometric intelligence from the Seattle Longitudinal Study, simultaneously estimating longitudinal factors, their covariance structure, and their mean levels. Data on five Thurstone Primary Mental Abilities subtests were available for 412 adults, ages 22-70 at first test, who were tested three times at 7-year intervals. A previous longitudinal factor analysis had shown high stability of individual differences (covariance stability) in general intelligence for three adult age groups. We extended that model to estimate factor means. All three age groups showed high levels of covariance stability, but differed sharply in their mean profiles. The young group showed increasing levels of general intelligence, the middle-aged group had stable levels of intelligence, and the old group showed salient, approximately linear, decline. The patterns of stability in middle-age, followed by mean decline and high covariance stability in old age, suggest a normative developmental transition from a stability pattern to a decline pattern of general intelligence, with the inflection point occurring somewhere around age 60.

An important issue in the study of adult intellectual development concerns whether levels of intelligence remain stable with advancing age. There is general agreement that the average level of performance on certain psychometric measures of intelligence declines with age, although there is great debate as to (a) the ubiquity of decline, (b) the proper interpretation of decline in psychometric performance, when it occurs, and (c) the practical importance of the magnitude of age-related decline (e.g., Baltes, Dittmann-Kohli, & Dixon, 1984; Botwinick, 1977; Dixon, Kram, & Baltes, 1985; Horn, 1985; Horn & Donaldson, 1976, 1980; Schaie, 1983). At the center of the disagreements in the literature regarding aging and intelligence has been Schaie's longitudinal studies of aging and primary mental abilities (see Schaie, 1983). The debate between Horn, Schaie, and others (e.g., Baltes & Schaie, 1976; Horn & Donaldson, 1976) covered a large number of issues associated with Schaie's sequential design, psychometric tests, and alternate theories and interpretations of aging and intelligence. Subsequent work by Schaie and Hertzog (1983) re-examined the issues with new data from Schaie's sequential samples. Their cohort-sequential analyses identified clear cohort differences in certain psychometric tests and identified statistically significant changes in multiple psychometrically defined abilities. For all five subtests of Thurstone's Primary Mental Abilities (PMA: Thurstone, & Thurstone, 1949), declines in performance (whether measured by longitudinal or cross-sectional sequences) were negligible until after age 50. Declines that were observed after age 50 were small, but became increasingly large after mean age 60. A somewhat surprising result, given earlier cross-sequential results from Schaie's data, was that the longitudinal sequences suggested decline after mean age 60 in all PMA subtests although the decline began later for the PMA subtest Verbal Meaning (a test of recognition vocabulary). Schaie and Hertzog (1983) argued that these results required some minor modification of previous positions regarding the age of onset of intellectual decline, but that they supported the major conclusions of (a) age-confounded cohort differences in cross-sectional studies, (b) relative stability of mean performance levels into the 50s, with substantial declines only after age 60, and (c) some differences across subtests in the onset and magnitude of age-related performance declines (see also Dixon et al., 1985).

Although most of the gerontological literature has focused on the issue of stability of mean levels of intelligence with aging, mean stability is but one type of stability that can be assessed in longitudinal data. Another important type of stability is stability of individual differences (e.g., Baltes, Reese, & Nesselroade, 1977; Kagan, 1980; Schaie & Hertzog, 1985). This stability reflects the degree to which individuals differ in their developmental patterns of change (Baltes et al., 1977; Nesselroade & Labouvie, 1985; Schaie & Hertzog, 1985). Whereas stability of means is reflected in equivalent mean values at different developmental times, stability of individual differences is reflected in the covariance of a variable with itself over two points in time (see Baltes et al. 1977). In this article, we refer to stability of individual differences as covariance stability (see Hertzog & Nesselroade, 1987).
In a previous article, Hertzog and Schaie (1986) demonstrated that there is substantial covariance stability in intelligence across the adult life span. Hertzog and Schaie (1986) used a longitudinal factor analysis of data from the Seattle Longitudinal Study (SLS, Schaie, 1983) to show (a) that a general intelligence factor, $g$, could be identified for three age groups (young, middle-aged, and old). (b) that this $g$ factor was defined equivalently by the PMA subtests in each age group and showed invariant factor loadings across longitudinal occasions, (c) that the covariance stability of $g$ was high in all age groups, with longitudinal correlations of $g$ with itself at or above .9 between successive longitudinal occasions, even in the older group, and (d) that there was substantial covariance stability in the five primary abilities subtests, independent of $g$, as reflected in the proportion of variance in the PMA subtests determined by "test-specific" factors.

Hertzog and Schaie's (1986) results support the hypothesis that age changes in $g$ are relatively consistent for same-aged individuals. Although there are individual differences in change patterns, these differences produce shifts in relative ordering of individuals that are small relative to the overall population variance in $g$. It is interesting that covariance stability was high in $g$, ranges in which Schaie and Hertzog (1983) detected decline in the individual PMA subtests—namely, after age 60. This finding suggests only modest individual differences in the magnitudes of late-life decline in $g$.

We report a series of additional analyses designed to examine explicitly the mean level stability of $g$ and, simultaneously, to estimate stability of individual differences in $g$. The results of these analyses demonstrate the independence of these two type of stability in the domain of psychometric intelligence. The analyses also were used to examine the question of inflection point for shifts from stability, to decline in general intelligence.

The simultaneous examination of mean and covariance stability in longitudinal data is made possible by use of structural equation models to analyze means of latent variables (e.g., McArdle & McDonald, 1984; Sorbom, 1982). The longitudinal factor analyses reported by Hertzog and Schaie (1986) constitute an important precursor to simultaneous analysis of mean and covariance structures. Hertzog and Schaie found metric invariance in the $g$ factor loadings between groups and across longitudinal occasions of measurement. Metric invariance is defined as equivalence in the unstandardized regression weights of variables on factors (see Horn, McArdle, & Mason, 1984). As discussed by several developmental methodologists (e.g., Baltes & Nesselroade, 1973; Labovitz, 1980a, 1980b; Schaie & Hertzog, 1985), an assumption of metric invariance is essential for allowing unambiguous interpretation of quantitative differences in mean levels of factor scores. The demonstration of metric invariance in measures that $g$ is measured in equivalent units of measurement, so that differences in $g$ factor means are uncontaminated reflections of mean level differences in the latent variable (see Labovitz, 1980a, 1980b; Schaie & Hertzog, 1985, for further discussion of this issue).

Given evidence of metric invariance, the simultaneous analysis of means and covariance structures requires introduction of the means into the structural equations of the longitudinal factor model already used by Hertzog and Schaie (1986). The critical questions of interest were (a) What is the magnitude of mean age changes in $g$ at the different age levels studied? (b) Do age differences and age changes in $g$ fully account for the mean changes in PMA subtests, or are different developmental trends of PMA means be modeled to account fully for the information in the means? and (c) Is there evidence for independence of stability of $g$ means from the covariance stability of $g$?

**Method**

**Subjects**

The subjects in this study were participants in the Seattle Longitudinal Study conducted by Schaie and his associates (Schaie, 1983). The population consisted of members of a health maintenance organization (HMO) in the greater Seattle area. The population was defined as all of the members of the HMO as of 1956, the initial year of the longitudinal study, in order to minimize the probability of selection differences over time. All of the participants were unpaid volunteers who answered questionnaires and took part in a single psychometric test session. The participants, adults between the ages of 20 and 74 years at the first test, represented a range of socioeconomic and ethnic groups (although the population defined by the HMO membership in 1956 was predominantly White and somewhat more affluent than the general Seattle population). Further details on the population and sampling procedures may be found in Schaie (1983).

**Sequential Sampling Design**

The longitudinal samples studied here are a subset of the sequential samples collected in the SLS. The sampling plan of the SLS is discussed more fully in Schaie (1983), and the present sample is defined explicitly in Hertzog and Schaie (1986). Briefly, we restrict our analysis here to two 14-year longitudinal samples (first tested in 1956 or in 1963). Data from the two longitudinal sequences were partitioned into a hybrid sequential data matrix described in Table 1. The partitioned data matrix forms three age groups for simultaneous analysis.

**Variables**

As part of a larger psychometric battery, all of the subjects were administered the 1948 version of the SRA Primary Mental Abilities Test. Form AM 11:17 (Thurstone & Thurstone, 1949). The 1948 PMA includes five subtests, all of which are timed and have significant speed components in adult samples (see Schaie & Hertzog, 1983) (a) Verbal Meaning—a test of recognition vocabulary, (b) Space—a test of spatial relations requiring mental rotation of figures in a two-dimensional plane, (c) Reasoning—a test of inductive reasoning requiring recognition and extrapolation of patterns of letter sequences, (d) Number—a test of the ability to solve simple two-column addition problems quickly and accurately, and (e) Word Fluency—a test of the ability to retrieve words from semantic memory according to an arbitrary syntactic rule (words beginning with the letter $z$). Scoring followed the PMA manual. Verbal Meaning and Reasoning were scored in terms of the number of correct items. Space and Number were scored by subtracting incorrect items (commission errors) from the total number of correct items, and Word Fluency was scored by tallying the number of unique, admissible words generated during the allotted time.

**Models and Statistical Procedures**

The longitudinal factor model used is an application of a genetic longitudinal model described in some detail by Joreskog and Sorbom (1977); see also Hertzog, in press. Horn & McArdle, 1980; Schaie & Hertzog, 1985). A detailed description of the model may be found in
The model specified an occasion-specific \( g \) factor at each longitudinal occasion. The factor covariance matrix modeled the variances and covariances of \( g \) at the different occasions of measurement, and the residuals in the PMA subtests were modeled as having test-specific covariances (e.g., the residuals for Verbal Meaning were allowed to covary across longitudinal occasions). The specification of longitudinal models including factor means is relatively complex (Joreskog & Sorbom, 1982; McArdle & Epstein, 1985). The critical features are (i) a vector of location constants, analogous to grand means, (ii) representation of latent variable means as regressions on a fixed constant and modeled in the LISREL GAMMA parameter matrix, and (iii) the assumption that the means of all residuals are zero in the population. The vector of location constants identifies an intercept for each observed variable (PMA subtests) in longitudinal analysis of multiple groups; these location parameters are constrained equal both across longitudinal occasions and between the multiple age groups. Given data containing neither group differences nor longitudinal changes in means, this location parameter vector would perfectly account for the mean structure. Thus, the model with factor means will be meaningful only if there are either group differences or longitudinal changes in observed variable means that the model may attempt to structure as a function of the factor means.

Identification of the location parameters and the factor means is achieved by fixing the mean of \( g \) to zero for one age group at one longitudinal occasion. In the models reported, we fixed the \( g \) mean for the middle-aged group at the first occasion (mean age 42) at zero. This procedure then enables the remaining factor means to be estimated as deviations from this reference point (see Joreskog & Sorbom, 1984; Sorbom, 1982) for additional details. The fact that factor means are modeled as regression of factors (e.g., \( g \) on a constant) requires the assumption that the means of the residuals are zero. This is an unlikely assumption, given that we expect age trends in mean levels to vary across PMA subtests (independent of their relation to \( g \)). It is, however, possible to estimate residual component means by moving these parameters into the latent variable vector in LISREL.

All of the models were estimated in either LISREL V or VI (Joreskog & Sorbom, 1984) using maximum likelihood estimation. In structural modeling, model fit can be assessed by likelihood ratio chi-square, as well as relative fit indices provided by the program. These indices are of less value in models with means, however, so we report a decomposition of overall model fit into (a) fit of the covariance structure model and (b) fit of the mean structure model (see Bentler & Bonett, 1980; Sobel & Bohrnstedt, 1983). The relative fit index for the means may be interpreted as an index of the proportion of information in the mean structure, adjusted for location parameters, accounted for by the model.

The procedures used here are unabashedly exploratory in nature. The goal is to use the LISREL model to explore descriptive developmental hypotheses about the longitudinal mean and covariance structures of the PMA subtests. This use of a generic longitudinal factor model is an appropriate application of structural equation techniques, which are ideal for exploratory multivariate modeling of longitudinal data (Hertzog, in press; McArdle & Epstein, 1987). This study cannot and should not be considered to represent a confirmatory analysis, in the philosophical sense of the term.

### Results

The first model we estimated fixed the \( g \) factor means at zero in all three age groups, but allowed all location parameters to be freely estimated. This model fits the 15 means of each age group with 15 freely estimated location parameters. There is

---

1. A listing of the LISREL VI specifications for models with factor and residual means is available from the first author.
The first substantive model of interest specified $g$ factor means in all three age groups. Interpretation of the fit of these substantive models must be made on the basis of relative differences from the null and saturated models, so that one can evaluate fit to the means ignoring (assuming) the basis specification and fit of the longitudinal factor model (Bentler & Bonett, 1980, Sobel & Bohrnstedt, 1985). In essence, the difference between the null and saturated models defines a range of possible fits of models structuring means in the longitudinal analysis. The critical question is: how close a model with structured means comes to the fit of the model that is saturated in the means (or conversely, how far it has come from the poor fit of the null model).

As shown in Table 3, this first substantive model, $M_1$, improved meaningfully on the fit of the null model, although there was still a significant difference between $M_1$ and $M_3$. The relative fit of the new model is best indexed by the Sobel and Bohrnstedt (1985) relative fit index, denoted as $s$ in Table 3. The fit of .49 indicates that about half of the variation in the means had meaningfully on the fit of the null model, although there was still a significant difference between $M_1$ and $M_3$. The relative fit index is indexed by the fit of the new model, denoted as $s$ in Table 3. The fit of .49 indicates that about half of the variation in the means had been successfully structured by $M_1$.

On the other hand, if there were no age differences or longitudinal changes in the PMA subtest means to structure as part of the analysis, then there was, however, a substantial, statistically significant difference between the two models. Clearly, there was longitudinal and age group variation in the PMA means, and the task of the analysis was to structure this variation in terms of the longitudinal factor model.

### Table 2

<table>
<thead>
<tr>
<th>Model</th>
<th>$x^2$</th>
<th>$df$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$ (saturated)</td>
<td>287.68</td>
<td>248</td>
<td>.352</td>
</tr>
<tr>
<td>$M_2$ (null means)</td>
<td>682.02</td>
<td>288</td>
<td>.785</td>
</tr>
<tr>
<td>$M_3$ (g factor means)</td>
<td>467.59</td>
<td>280</td>
<td>.572</td>
</tr>
<tr>
<td>$M_4$ (g and test-specific factor means)</td>
<td>470.88</td>
<td>282</td>
<td>.575</td>
</tr>
<tr>
<td>$M_5$ (g and residual means for V, S, N, W)</td>
<td>338.76</td>
<td>270</td>
<td>.414</td>
</tr>
</tbody>
</table>

Note: $N$ = Verbal Meaning, $S = $ Space, $R = $ Reasoning, $N =$ Number, $W = $ Word Fluency.

The LISREL fitting function was minimized.

A one-to-one correspondence between location parameters and sample means, and as such, the location parameters are just-identified. This model is therefore saturated with respect to the means, using Bentler and Bonett's (1980) definition. The fit of the model, denoted $M_1$, is reported in Tables 2 and 3. As expected, this model has the same as the model ignoring means reported by Herzberg and Schaebe (1986), and yielded an identical longitudinal factor solution. A second preliminary model, following recommendations of Bentler and Bonett (1980), was a null model in the means. This model specified five location parameters, one for each PMA subtest, and constrained these parameters to fit the means of all three longitudinal occasions for all three age groups. Thus the 45 population means were fit with five location parameters. This null model, $M_2$, would have a fit equal to the saturated model, $M_3$, if there were no group differences or longitudinal changes in PMA subtest means to structure as part of the analysis. There was, however, a substantial, statistically significant difference between the two models, as seen in the first model comparison reported in Table 3. Clearly, there was longitudinal and age group variation in the PMA means, and the task of the analysis was to structure this variation in terms of the longitudinal factor model.

### Table 3

Comparisons of fit between alternative models: With factor means:

<table>
<thead>
<tr>
<th>Model</th>
<th>$\Delta x^2$</th>
<th>$\Delta df$</th>
<th>$\Delta x^2$</th>
<th>$\Delta df$</th>
<th>$s$</th>
<th>Comparison</th>
<th>$\Delta x^2$</th>
<th>$\Delta df$</th>
<th>$\Delta df$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td>--</td>
<td>354.34</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>$M_2$</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
<td>--</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>$M_3$</td>
<td>174.41</td>
<td>8</td>
<td>179.91</td>
<td>32</td>
<td>.492</td>
<td>$M_2-M_1$</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>$M_4$</td>
<td>174.94</td>
<td>6</td>
<td>182.40</td>
<td>34</td>
<td>.485</td>
<td>$M_2-M_3$</td>
<td>--</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>$M_5$</td>
<td>347.25</td>
<td>18</td>
<td>51.08</td>
<td>22</td>
<td>.853</td>
<td>$M_2-M_3$</td>
<td>128.83</td>
<td>10</td>
<td>.365</td>
</tr>
<tr>
<td>$M_6$</td>
<td>347.57</td>
<td>18</td>
<td>11.37</td>
<td>6</td>
<td>.968</td>
<td>$M_2-M_3$</td>
<td>168.54</td>
<td>25</td>
<td>.485</td>
</tr>
</tbody>
</table>

* Difference in $x^2$ between model and $M_0$ (null model).
* Difference in $x^2$ between model and $M_1$ (saturated model).
* Relative fit index for $x^2$ in the mean structure.
* Change in relative fit index means for models under comparison.
of age changes in the primary ability means. Such a pattern could arise if age changes in the primary abilities were solely a function of age changes in g, but there were also differential patterns of cohort effects across the primary ability means. Our previous work (Hertzog & Schaie, 1986), modeling both g and PMA test-specific factors, provided a convenient means of testing this hypothesis. We used a model that specified eight factors in each age group: (a) three g factors, one at each longitudinal occasion, and (b) five test-specific factors, one for each PMA subtest.

We estimated factor means for all eight factors, achieving identification of the test-specific factor means by fixing all five test-specific factor means for the middle-aged group to zero. This model, M₁, allowed the g factor means at ages 49 and 56 to be freely estimated in the middle-aged group, as in model M₁. We did not wish to assume mean stability in g, even though that was suggested from the M₁–M₁ comparison. It could have been the case that the stable g factor means in the middle-aged group in the previous models were an artifact of model misspecification.

Model M₁ also constrained the test-specific factor loadings to be equal over the three age groups (see Hertzog & Schaie, 1986). The equality constraints on test-specific factor loadings did not permit any of the age-group differences in mean changes to be modeled by the test-specific factor means. Group differences in mean change on the PMA variables could only be reflected in the g factor means.

Table 2 reports the fit of M₁. The model fit significantly better than M₁, indicating there were statistically significant age group differences in test-specific factor means. However, the model still did not approximate the fit of M₀—requiring rejection of Model M₁. It was also still the case that the g factor means did not differ significantly between ages 42 and 56 for the middle-aged group. We concluded that there were age-group differences in PMA subtest means, but that these were also differential age changes for the PMA subtest means, independent of g. We also concluded that it was still plausible to maintain the assumption of no age changes in g in the middle-aged group.

Next we proceeded by fitting a series of models allowing residual means. This approach was needed to allow for age-group differences in patterns of mean age changes on the primary abilities. This series of models proceeded in exploratory fashion. Large mean residuals (differences between sample means for the PMA subtests and PMA means predicted from the model parameters) and salient LISREL modification indices were used to indicate a need for structuring additional mean parameters. Unlike M₁, these models specified a separate PMA residual “factor” at each longitudinal occasion, permitting both g and the PMA residuals from g to display age-related change. After a series of model modifications, we arrived at a model that did not differ significantly from the saturated model. This model allowed residual means for Word Fluency, Number, Verbal Meaning, and Space. This modified model, M₃, in Table 2, achieved a relative fit index of .97 to the means, indicating excellent fit. Of course, this fit was achieved by adjusting to the sample means, and can therefore be treated only as a descriptive index of the success of the model modification process.

One of the major reasons for fitting additional models to the means was to ensure that the estimated age changes and age differences in g means were not inappropriately biased by the incorrect assumption of no residual means. Hertzog and Carter (1982) previously demonstrated that group differences in intelligence factor means were affected by the specification error of zero residual means. Table 4 reports the g factor means for the four substantive models, M₁ through M₅. Irrespective of the model, the relative pattern of g factor means in the three age groups remained the same. The g factor means increased from mean age 30 to mean age 37 in the young group, and then remained relatively stable through age 44. The g factor exhibited mean stability from mean age 42 through mean age 56 in the middle-aged group. Finally, g showed substantial decline from mean age 58 through mean age 72 in the old group. The mean decline in g in the old group was roughly linear over the 14-year period. The comparable pattern of g mean behavior is particularly important in Model M₅, in which it was most likely that the apparent age changes in g estimated in Models M₁ through M₅ would change as a function of specifying longitudinal changes in the PMA residuals as well. The fact that conclusions regarding the behavior of g means were not altered by specifying longitudinal variation in PMA residual means indicated that the mean patterns were unlikely to be an artifact of model specification.

Approximate 99% confidence intervals around the factor means can be calculated by subtracting and adding 2.5 SEs to the estimated g factor means. Inspection of Table 4 clearly showed that these 99% confidence intervals did not include zero for any of the freely estimated means in the old and young groups. As these means are deviation contrasts from the middle-aged g means, we concluded there were reliable age group differences in means. The significant differences included comparisons between the different groups at roughly comparable ages. That is, the young group at age 44 (Occasion 3) differed significantly from the middle-aged group at age 42 (Occasion 1), as did the middle-aged group at mean age 56 (Occasion 3) from the old group at mean age 58 (Occasion 1). Although the second sequential design does not completely unconfound ages and cohort differences, it seems likely that these differences reflect cohort differences in the mean levels of g.

Table 5 reports the residual means estimated in the final model, M₅. These means must be interpreted with care. They represent mean patterns in the PMA subtests orthogonal to the trends mediated through g. The first feature of note involves the residual means for Word Fluency and Number within the middle-aged group. Although the g means showed no age-related changes in the middle-aged, the residuals for Word Fluency and Number did change. There were small but statistically significant declines in Word Fluency and Number between mean ages 42 and 56. There is a second noteworthy feature of the residual means in Table 4. It seems that the large age-group (cohort) differences in g overestimated age group differences in Number and Verbal Meaning. This was shown by the large negative means in the young group for these two PMA subtests, as well as the large positive means for Number for the old group. Finally, there appeared to be modest levels of decline in Space for the old group (between mean ages 58 and 65) that was greater than the decline in Space predicted by g.

We do not report here the other parameter estimates from the longitudinal solution (e.g., factor covariances, factor loadings) because they differed trivially from the solution without means.
Table 4
The g Factor Means for Alternative Longitudinal Models

<table>
<thead>
<tr>
<th>Group</th>
<th>M age</th>
<th>M1 M SE</th>
<th>M2 M SE</th>
<th>M3 M SE</th>
<th>M4 M SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>30</td>
<td>1.61</td>
<td>1.62</td>
<td>8.54</td>
<td>2.82</td>
</tr>
<tr>
<td>g'</td>
<td>37</td>
<td>2.76</td>
<td>2.78</td>
<td>10.11</td>
<td>3.49</td>
</tr>
<tr>
<td>g</td>
<td>44</td>
<td>2.70</td>
<td>2.71</td>
<td>9.87</td>
<td>3.39</td>
</tr>
<tr>
<td>g'</td>
<td>38</td>
<td>0.10</td>
<td>0.17</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>g</td>
<td>36</td>
<td>-0.20</td>
<td>0.18</td>
<td>-0.20</td>
<td>0.17</td>
</tr>
<tr>
<td>Middle-aged</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>42</td>
<td>-3.96</td>
<td>-3.97</td>
<td>-10.96</td>
<td>4.48</td>
</tr>
<tr>
<td>g'</td>
<td>46</td>
<td>-4.61</td>
<td>-4.62</td>
<td>-12.41</td>
<td>4.64</td>
</tr>
<tr>
<td>g</td>
<td>56</td>
<td>-6.55</td>
<td>-6.57</td>
<td>-13.28</td>
<td>4.24</td>
</tr>
<tr>
<td>Old</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>58</td>
<td>-0.26</td>
<td>0.09</td>
<td>-0.47</td>
<td>1.05</td>
</tr>
<tr>
<td>g'</td>
<td>61</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>g</td>
<td>56</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Note: Asterisks denote fixed factor means. The g factor subscripts denote longitudinal occasion.

reported in Hertzog and Schaie (1986). However, one question remained regarding the factor covariance matrix for g. As reported in Hertzog and Schaie, there was an age-related increase in g factor variance in the old group. The old group also had greater overall variance in g than did the middle-aged and young groups. One possible explanation of these differences is older at first test, and re-ran the longitudinal model with this age-group definition as part of this hypothesis test were so small.

Table 5
Residual Means in Final Model (M4)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Young</th>
<th>Middle-aged</th>
<th>Old</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verbal Memory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-5.56</td>
<td>1.32</td>
<td>0*</td>
</tr>
<tr>
<td>2</td>
<td>-5.56</td>
<td>1.40</td>
<td>0*</td>
</tr>
<tr>
<td>3</td>
<td>-6.03</td>
<td>1.31</td>
<td>-1.62</td>
</tr>
<tr>
<td>Space</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.04</td>
<td>1.15</td>
<td>0*</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>1.22</td>
<td>0*</td>
</tr>
<tr>
<td>3</td>
<td>0.04</td>
<td>1.20</td>
<td>0*</td>
</tr>
<tr>
<td>Reasoning</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>2</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>3</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>Number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-5.56</td>
<td>1.32</td>
<td>0*</td>
</tr>
<tr>
<td>2</td>
<td>-5.56</td>
<td>1.40</td>
<td>0*</td>
</tr>
<tr>
<td>3</td>
<td>-6.03</td>
<td>1.31</td>
<td>-1.62</td>
</tr>
<tr>
<td>Word Fluency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.45</td>
<td>1.48</td>
<td>0*</td>
</tr>
<tr>
<td>2</td>
<td>-3.59</td>
<td>1.50</td>
<td>-1.43</td>
</tr>
<tr>
<td>3</td>
<td>-1.18</td>
<td>1.60</td>
<td>-2.08</td>
</tr>
</tbody>
</table>

Note: Asterisks denote fixed 0 parameters.

Discussion

The results from this analysis amplify and accentuate several issues regarding age changes in psychometric intelligence. First, the results extend Schaie's (1983) work on age patterns in multiple primary intellectual abilities to the level of general intelligence, as measured by the g factor defined from the PMA subtests. We found a pattern of age changes in g factor means highly consistent with previous univariate results (e.g., Schaie & Hertzog, 1983). There were small increases in g in early adulthood (through mean age 1,53), stability in g means through middle age (until mean age 36), and substantial decline in late life. We explicitly tested the hypothesis that there was no decline in g in the middle-aged group at two different junctures, and could not reject the hypothesis. Moreover, the age changes that were estimated as part of this hypothesis test were so small as to be trivial in importance. On the other hand, we did find evidence of some
The unique contribution of this study, in terms of estimating age changes in PMA means, stems from the fact that the mean differences are estimated at the level of the g factor. Because these estimates are based on the simultaneously estimated factor pattern weights, they represent optimal estimates of g factor means that are not contaminated by mean patterns specific to the primary abilities themselves. Moreover, the analysis permitted the evaluation of mean trends in the primary abilities after they have been residualized with respect to g.

An additional contribution of the present analysis is that it permits independent evaluation of mean stability and covariance stability in g. These results demonstrate concretely the independence of these two types of stability. In all three age groups, individual differences in g were highly stable over the 14-year period. Yet each age group showed dramatically different age trends in g. In the young group, g increased to a stable plateau. In the middle-aged group, g means remained stable, but in the old group, substantial g decline was observed.

The change in mean patterns across the age groups, coupled with the high degree of covariance stability across the life span, has important implications for several prominent hypotheses about adult intellectual development. It is often the case, especially recently, that g is identified with basic intelligence (e.g., Jensen, 1982). Given this widely accepted notion that there is multidirectionality in age trends in ability, such that some, but not all, abilities show age-related declines (e.g., Baltes et al., 1984; Botwinick, 1977; Horn & Donaldson, 1980) and (b) the accepted argument that it is measures of fluid intelligence (Horn, 1985; Horn & Donaldson, 1980), or alternatively, Wechsler-type performance tests (Botwinick, 1977; Salthouse, 1982) that manifest early decline, one would expect that g, as measured here, would be the prime candidate for evidencing decline from ages 25 to 55. To the contrary, it appears to be the case that g manifests both mean stability and covariance stability in middle age in the Seattle Longitudinal Sample.

How can this discrepancy be explained? One possible explanation is that the g factor estimated by the PMA variables is highly specific to the variables or to the samples, and hence is in some way a poor measure of the construct of general intelligence. This possibility seems relatively implausible. The g factor loadings estimated here are highly consistent with those found by Thurstone and Thurstone (1941) for these tests, and show a pattern of loadings consistent with a plethora of studies from the psychometric literature. The best indicator of g in the PMA, judged from our factor loadings, is Reasoning. This subtest, a measure of induction, is probably the best indicator of general intelligence and of the Horn-Cattell second-order fluid intelligence factor in the PMA (Horn & Donaldson, 1976). Not only did the Reasoning test load highly on g, but the Reasoning means in all age groups were well fit by the models specifying no age-related changes in g in the middle-aged group. Although we have estimated the single higher order g factor here, as opposed to fluid intelligence, Gustafsson (1984) recently reported hierarchical factor results from multiple intelligence tests that suggest that the g factor is isomorphic with fluid intelligence.

Thus, it would seem that the hypothesis of early decline in g is not supported by these data. The best model for the development of g in middle age is a model of stability in both means and individual differences. One could argue that the generalizability of these results is limited because individuals who manifest early decline are more likely to drop out of longitudinal studies. Perhaps so, but the finding of mean stability of g, even in a select subpopulation, argues against the ubiquity of early age declines in g. There is evidence in these data of decline in two PMA subscales, Word Fluency and Number, in the middle-aged group. We suggest that, barring the sort of nonnormative events that lead to early mortality, individuals appear to maintain stable performance levels of g until sometime after age 50.

However, the developmental pattern of g begins to change dramatically between ages 50 and 60. After mean age 58, we found substantial, statistically significant decrements in mean levels of g. This decline was observed in an age group in which the covariance stability of g remained quite high. These results, then, offer little support to the hypothesis that age-related decline in g is somehow nonnormative or is restricted to a small subpopulation of older individuals. We did find increased variance in g in the middle-aged and older groups, suggesting some small differences in developmental trajectories between those individuals in their 50s and those in their 60s. However, the longitudinal increases in g variance in the older group—crucial to the argument of different developmental trajectories in old age—were eliminated when the old group was restricted to individuals age 57 and older at the first test.

The fact that it was necessary to fit residual mean factors, varying in age patterns, provides support for the arguments of Baltes and colleagues (e.g., Baltes et al., 1984) that intelligence is both multidimensional and multidirectional in its development. For example, the fact that young adults have lower means on the Verbal Meaning residuals suggests that the g factor means overestimate the age differences in vocabulary, even though Verbal Meaning has high loadings on g. This pattern is also observed for the Number and Word Fluency residual means, and may suggest reversed cohort differences on these tests when g is statistically removed from these tests. The pattern of Space residual means in the old group indicates greater decline between ages 58 and 65 on spatial ability than is predicted by g. Some caution is in order in interpreting these residual means. Our data only permit estimation of factor means for g; these residual means do not have the same status as means estimated in models with multiple measures of each primary ability, being much more likely to be specific to the PMA subtest than would primary ability factor means.

The analysis provides relatively little evidence of substantial individual differences in intradividual change in general intelligence. To the contrary, these findings of differential age group patterns in g means, coupled with high degree of covariance stability in all age groups, suggest a relatively normative developmental transition in g. That is, it appears that most individuals make a transition from a stability to a decline pattern in g.
development at some point between age 55 and age 70, with individual differences in the age of onset of this transition.

It is important to note that these inferences are based on population parameters, and that there are some individuals who do not show salient decline even into old age (Schaie, 1983). There may be greater heterogeneity of change for the primary abilities, as opposed to g (see Hertzog & Schaie, 1986). Nevertheless, the results suggest that the heterogeneity of developmental trends in g during old age is small when measured against the population variance.

The high degree of covariance stability is a descriptive phenomenon and should not be assumed to demonstrate the validity of biological causes of age changes in g. Stability does not imply immutability, and Schaie and Willis (1986) have demonstrated significant training gains in inductive reasoning in individuals with prior histories of decline in this ability (all of whom were, in fact, part of the samples used in the present analysis).

In a sense, these results contradict aspects of the arguments made by both sides of the debate regarding the nature of intellectual decline manifested in the Seattle Longitudinal Study (Baltes & Schaeie, 1976; Horn & Donaldson, 1976). The results appear, however, consistent with the updated perspectives of both Horn (1985) and Baltes and his colleagues (e.g., Baltes et al., 1984; Dixon et al., 1985). The key involves an assessment of the kinds of abilities measured in timed psychometric tests such as the Thurstone PMA, and hence, the nature of the g factor extracted from it. Evidence from a number of studies has shown that Thurstone-type tests of primary abilities have high correlations with speed of basic perceptual processes in adult samples (Cornelius, Willis, Nesselroade, & Baltes, 1983; Hertzog, 1987; Horn, Donaldson, & Engstrom, 1981). Schaeie originally selected the adolescent form of the PMA for his study, and this form has limited item difficulty and substantial speed components in adult samples (e.g., Schaie, Rosenthal, & Perlman, 1992). The g factor estimated in this study was marked as highly by PMA Verbal Meaning as by PMA Reasoning. We have recently shown a strong relationship of PMA Verbal Meaning to a Perceptual Speed factor independent of its relationship to other vocabulary tests (e.g., ETS Advanced Vocabulary; Schaeie, Willis, Hertzog, & Schultenberg, 1987). Thus, it appears that the PMA was constructed so as to maximize variance determined by what might be termed the mechanics of intelligence (e.g., Hunt, 1976), that is, the speed of basic cognitive processes needed for rapid decisions of low to moderate difficulty. Given that age-related slowing in information-processing speed is a highly normative developmental phenomenon (e.g., Birren, 1974; Salthouse, 1985), we can construct the following argument. The PMA manifest little age change in g prior to age 55 because g as operationally defined by the PMA, emphasizes speeded solution of problems of limited difficulty. However, sometime after age 50, the age-related slowing in information-processing speed becomes a salient limiting factor in PMA performance, and g begins to decline dramatically. Individual differences in decline are minimized because (a) the PMA items are not optimally sensitive to the type of cognitive processes likely to maximize psychometric test performance in superior old adults (e.g., strategies for solving difficult problems, cognitive styles, and metamemory processes; Baron, 1985; Dixon, in press; Salthouse, 1985) and (b) the ability domain covered by the test is highly limited, excluding the types of abilities most likely to show increment and differential growth in adulthood, such as social cognition, domain-specific procedural knowledge, expertise, and postformal reasoning (Berg & Sternberg, 1985; Dixon et al., 1985; Labovitch-Viejo, 1985; Rybash, Hoyer, & Roodin, 1986). Although important gains can be made by studying these other domains of cognition, we maintain that the study of cognitive mechanics, as they relate to performance on intelligence tests, remains a continuing priority for gerontology. A formal test of the cognitive mechanics interpretation of psychometric test performance in adulthood requires investigation of the nature of the information-processing skills tapped by Thurstone-type tests, research now ongoing in several laboratories.
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This study examined age-related predictive relationships between an array of psychometric intellectual ability markers and text recall performance in adulthood. One hundred and fifty women from three age groups (21-39 years, 40-58 years, 60-80 years) read and recalled four narrative stories at three delay intervals and completed a battery of 12 factor-analytically defined intellectual ability tests. The results indicated (a) that text memory performance in adulthood is predicted by multiple abilities; (b) that age differences in text memory performance overlap highly with age differences in multiple abilities, although the latter do not fully account for the former; (c) that modest Age X Ability interactions exist but are not consistent with previous reports, suggesting that age differences decrease with increasing ability levels, and (d) that the pattern of intelligence-text recall relationships differs by age group.

Research examining the development of adult memory has shown that the existence of age-related differences in secondary memory performance is widespread (Craik, 1977; Poon, Fozard, Germak, Arenberg, & Thompson, 1980). With few exceptions, younger adults routinely outperform older adults when the focus of the task is on verbatim recall of lists of numbers, symbols, words, and so forth. However, when the focus of the task is on the gist recall of meaningful, presumably ecologically valid text materials, the nature and extent of age-related performance differences are considerably less clear. A number of recent studies have reported age-related deficits in text processing that conform to the general pattern observed in verbatim recall of word lists (Cohen, 1979; Dixon, Simon, Nowak, & Hultsch, 1982; Taub, 1973, 1976; Taub & Knize, 1978; Zelinski, Gilewski, & Thompson, 1980). Other recent studies have found that younger and older adults appear to be equally adept at comprehending and remembering texts (Harker, Hartley, & Walsh, 1982; Meyer & Rice, 1981).

More specifically, the presence or absence of adult age differences in text processing appears to depend on multiple contextual factors (see reviews by Hultsch & Dixon, 1984; Meyer & Rice, 1983) including those related to the task (e.g., recall, recognition), materials (e.g., physical structure, organizational structure), and subjects (e.g., abilities, interests). For example, Simon, Dixon, Nowak, and Hultsch (1982) found middle-aged and older adults to be disadvantaged relative to young adults when asked for incidental recall of a low orienting task, however, they performed equally well following performance of a shallow orienting task and under intentional recall conditions. Similarly, in the case of material variables, Dixon, Hultsch, Simon, and von Eye (in press) found that age-related differences in the discovery and use of the organizational structure of texts depend, in part, on the number of concepts introduced in the text.

Although task and material variables play an important role in accounting for adult age-related performance differences in text processing, a major portion of the variance may be mediated by subject variables. For instance, it is reasonable to expect that indi-
individual differences in education and verbal ability predict performance differences in text recall and that such individual differences may be related to the presence or absence of age differences in text recall performance (Meyer & Rice, 1983; Taub, 1979). In this context, it may be noted that studies reporting age differences in text recall have generally tested subjects with relatively low levels of education and verbal ability (i.e., high school graduates), whereas studies reporting little or no age differences have generally tested subjects with relatively high levels of education and verbal ability (i.e., college graduates).

In a recent analysis, Meyer and Rice (1983) examined text recall for four types of education/verbal ability subsamples drawn from a large sample of over 300 adults who had read and recalled two texts. Their analyses clearly indicated age differences favoring younger adults in populations with below average or average verbal ability and little education beyond high school. However, they did not find unequivocal evidence of age differences in subjects with higher levels of verbal ability and education. On the one hand, comparison of randomly selected younger adults and high-verbal older adults showed no significant age-related differences in performance. On the other hand, comparison of high-verbal younger adults and high-verbal older adults revealed age-related performance differences in favor of the young.

Similarly, Dixon et al. (in press) found that verbal ability appears to mediate age-related differences in the discovery and use of the organization of texts. Specifically, in the case of adults with relatively low levels of verbal ability, age-related differences in recall were greatest for the main ideas of the text. Younger and middle-aged groups did not differ significantly in recall of the details of the texts. However, both younger groups recalled significantly more details than the older adults. Thus, low-verbal older adults showed a deficit in recall of both the main ideas and the details of the text, although the size of the deficit was greater at the level of main ideas than at the level of details. In contrast, in the case of adults with high levels of verbal ability, age differences in recall were greatest for the details of the texts. There were no significant differences among the three age groups in the recall of the main ideas.

Although results like those of Meyer and Rice (1983) and Dixon et al. (in press) suggest that age differences in text recall interact with level of verbal ability, there are limitations to inferences drawn from extreme groups designs in which subjects are grouped according to extreme scores (e.g., upper vs. lower quartile) on a continuous variable. Age-related selection in the population makes it difficult to equate age/cohort groups partitioned on variables such as educational attainment and verbal ability (Krauss, 1980; Meyer & Rice, 1983). At a given level of education, a sample of older adults is probably more highly selected than a sample of younger adults because of cohort-related differences in educational attainment. Similarly, at a given level of verbal ability, a sample of older adults is probably less highly selected than a sample of younger adults because of age-related changes in vocabulary. In any case, it is virtually impossible to disentangle selection confounds from age differences produced by the aging process, even though the latter source of variance is obviously the one of interest.

There are other potential problems with the extreme-groups approach. The extreme-groups design ignores strength of prediction in the inner quartiles of the variables distributions. One could conclude that an Age × Ability interaction in an extreme-groups design indicated progressively smaller age differences with increasing ability levels, when in fact the age differences were consistent at all but the very highest levels of ability. A potential overgeneralization of extreme-groups interactions with age can only be avoided by examining the interaction across the full range of the ability distribution. An additional problem is that group assignment to extreme groups on the basis of scores on a single fallible variable may cause measurement error to have an unacceptably high influence on the group assignment. Finally, other intellectual abilities and individual differences variables may mediate age differences in text processing. A comparison of groups differing on a single ability, however well measured,
cannot address the determination of individual differences in text processing by a well-defined domain of abilities.

The present study was designed to examine relationships between text recall performance, age, and a selected set of psychometric intellectual abilities using a multivariate correlational approach. More specifically, we sought to relate text recall performance at three delay intervals to a set of primary mental ability factors of intelligence (selected on the basis of their potential theoretical relevance to text processing): Induction, Memory Span, Associative Memory, Ideational Fluency, and Verbal Comprehension.

The present analysis has two major foci. First, we wished to determine whether there is an interaction between multiple intellectual abilities and age in determining individual differences in text recall performance, thus extending the logic of the previous extreme-groups studies to a regression analysis of the interactive relationship. Our analysis addresses the potential deficiencies in the extreme-groups paradigm by (a) examining the interaction at the level of intellectual ability factors rather than single ability variables and (b) producing product variable interaction terms that examine the interaction of ability and age across the range of the continuous distributions of abilities rather than in extreme groups. The regression analysis thus allows us to determine whether age differences in text recall are statistically independent of age differences in intellectual abilities, while analyzing whether any statistically independent age differences are qualified by the existence of ability-age interactions. Based on previous studies, we predicted that there would be Age × Ability interactions in text memory performance, with smaller age differences at higher ability levels.

The second focus of the study involved an analysis of individual differences in text recall/intellectual ability relationships within each age group. We predicted that the patterns of text recall-intelligence correlations would vary with age and the length of the recall delay interval. If true, these predictions would indicate an important qualification to any interpretation of Age × Ability interactions in text performance, because different abilities might be important for performance at different stages of the life span.

Method

Subjects

The subjects were 150 community-dwelling white women from a small city in central Pennsylvania. They were recruited through the Altoona campus of the Pennsylvania State University and local organizations, such as churches and senior citizen centers. The subjects were paid $15.00 for their participation in the study.

The sample was divided into three age groups of 50 individuals. The youngest group ranged in age from 21 to 39 years (M = 32.02), the middle group ranged in age from 40 to 58 years (M = 49.48), and the oldest group ranged in age from 60 to 78 years (M = 68.92). The three age groups differed significantly in years of education (young: M = 13.62; middle-aged: M = 12.78; old: M = 10.98). F(2, 147) = 14.77, p < .001. In order to examine these differences further, the sample was broken down into semi-decade age groups, and the median education attainment of these age groups was compared to that reported for these cohorts by the U.S. Bureau of the Census (1977). These comparisons suggested that the subjects of the present study approximated the educational attainment characteristics of their respective cohorts, with the exception of the youngest (20-24 years) and oldest (75+ years) groups, which had approximately 3 more years of education than expected.

The subjects were also asked to provide a subjective evaluation of their own health, vision, and hearing compared to other people their age. At least 90% of the subjects in all three age groups rated themselves as moderately good, good, or very good on these characteristics.

Ability Measures

The ability measures consisted of a battery of 12 tests selected to represent six primary mental ability factors: Induction, Memory Span, Associative Memory, Ideational Fluency, Verbal Comprehension (Etkstrom, French, Harman, & Detmer, 1976). The factors, representing several aspects of verbal intelligence and memory, were chosen on the basis of their potential relevance to memory performance (Horn & Donaldson, 1980; Hustach, Nesseweladre, & Pfeffer, 1976). Two specific tests representative of each primary mental ability were selected from published batteries, yielding a battery of 12 tests, shown in Table 1. In some instances, the format of the tests was modified slightly in order to clarify the instructions and simplify the response modes for older adult subjects. None of the modifications was considered extensive enough to affect the measurement validity of the tests.

Text Materials

The text materials consisted of four narratives, each approximately 500 words in length. The narratives were
Table 1

Intellectual Ability Measurement Battery

<table>
<thead>
<tr>
<th>Primary mental ability</th>
<th>Representative marker test</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Induction</td>
<td>Letter Sets Test*</td>
<td>Ekstrom, French, Harman, &amp; Dermer (1976)</td>
</tr>
<tr>
<td>Induction</td>
<td>Letter Series Test</td>
<td>Thurstone (1962)</td>
</tr>
<tr>
<td>Memory Span</td>
<td>Visual Number Span*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Memory Span</td>
<td>Auditory Number Span Backwards*</td>
<td>After Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Associative Memory</td>
<td>Object Number Test*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Associative Memory</td>
<td>Memory for Words II</td>
<td>Kelley (1964)</td>
</tr>
<tr>
<td>Associational Fluency</td>
<td>Controlled Associations Test*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Ideational Fluency</td>
<td>Figures of Speech Test*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Ideational Fluency</td>
<td>Topics Test*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Ideational Fluency</td>
<td>Theme Test*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Verbal Comprehension</td>
<td>Vocabulary I*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
<tr>
<td>Verbal Comprehension</td>
<td>Advanced Vocabulary*</td>
<td>Ekstrom et al. (1976)</td>
</tr>
</tbody>
</table>

* Part I only.

abstracted from magazine articles, and each dealt with a life event experienced by a central female character. The events included a fire, a car crash, a death in the family, a move to a new neighborhood, a job loss, and a personal injury. Each text was written in a narrative format and included emotional elements such as anger, sadness, or excitement.

A few weeks after the initial events, the participants were asked to recall the texts. The procedures were conducted to determine whether the participants could remember the events accurately and the emotional responses they had experienced.

Recall Protocol Scoring

Each recall protocol was checked against the propositions of the original text base in order to determine whether each proposition was expressed in the protocol. The reliability of the scoring system was assessed using the agreement between two scorers. The procedures followed for this recall test were the same as those used for the second recall test.
**LISREL Methodology**

The analyses reported in this paper are based on the factor analysis measurement model in LISREL (Joreskog & Sorbom, 1979). In modified LISREL notation, the measurement model expresses the covariance matrix of the observed variables in the populations, \( \Sigma \), as

\[
\Sigma = \Lambda \Lambda' + \Theta,
\]  

where \( \Lambda \) is a \( p \times m \) matrix of factor loadings, \( \Psi \) is the covariance matrix of the factors, and \( \Theta \) is the covariance matrix of the residual (unique) components.

It is necessary to specify a model that has a unique solution for the parameters by placing a sufficient number of restrictions on the equations in (1) to identify the remaining unknowns. Restrictions are specified by either fixing parameters to a known value (e.g., requiring that a variable is unrelated to a factor by fixing its regression in \( \Lambda \) to 0), or constraining a set of two or more parameters to be equal. One of the advantages of LISREL's equality constraints is that parameters may be constrained equal between different age groups. Over-identified models provide a likelihood ratio \( \chi^2 \) test statistic that may be used to test the goodness of fit of the model. Differences in \( \chi^2 \) between two alternative models are particularly useful for hypothesis testing. For example, the difference in \( \chi^2 \) between a model forcing all text memory correlations with intelligence factors to be zero, and a model freely estimating the correlations, is a likelihood ratio test of the null hypothesis that the correlations are in fact zero in the population.

In the present data analysis, the small sample sizes of 10 subjects per age group require some caution in the use of LISREL and \( \chi^2 \) testing. First, the assumption that the sample covariance matrices provide asymptotic estimates of the population covariance matrices may be violated. The consequences of violating this assumption include the possibility that model parameters may be somewhat sample specific and may not be replicable in larger, independent samples. Thus, the analyses reported here should be considered exploratory attempts at model building, which must be replicated and extended on new samples. Second, the small sample sizes means that the likelihood ratio tests have relatively low statistical power. The greater possibility of Type II errors creates a special problem for LISREL models—it is possible to accept a set of restrictions that are in fact untenable in the population, and would be shown to be so had a larger sample size been employed. The analyses reported here were conducted with careful attention to this issue.

In multiple groups analysis, it is necessary to estimate factor models using covariance metric and sample covariance matrices rather than to analyze separately standardized correlation matrices. Standardization could obscure invariant relationships because of group differences in observed variances (see Cunningham, 1978; Joreskog, 1971). The analyses reported here were all conducted in covariance metric, and LISREL's maximum likelihood parameter estimates and their standard errors are therefore in unstandardized form. Because standardized statistics are easier to interpret, we also report parameter estimates that have been rescaled to standardized metric.

**Results**

The data analysis consisted of two parts. The first part examined differences in text recall as a function of age, delay interval, and story. The second part assessed relations between text recall performance and the ability variables.

**Age Differences in Text Recall**

In order to examine differences in gist recall, a 3 (age) \( \times \) 3 (delay interval) \( \times \) 4 (story) mixed-model analysis of variance (ANOVA) with repeated measures on the last two factors was performed on the percentage of correctly recalled propositions. The analysis revealed significant main effects of age, \( F(2, 147) = 33.89, p < .001 \), and delay interval, \( F(2, 294) = 323.38, p < .001 \). Neuman-Keuls analyses conducted at \( p < .05 \) revealed that the younger adults (\( M = 17.33 \)) recalled a significantly greater percentage of propositions than the older adults (\( M = 6.20 \)). The two younger groups and the two older groups did not differ significantly. Neuman-Keuls analyses also revealed that the participants recalled a significantly greater percentage of propositions at immediate recall (\( M = 18.49 \)) than following delays of 1 (\( M = 10.34 \)) or 4 weeks (\( M = 8.69 \)). There was no significant difference between the 1- or 4-week intervals.

The analysis also revealed a significant interaction of age with delay interval, \( F(4, 294) = 4.27, p < .01 \), shown in Figure 1. Neuman-Keuls analyses indicated that at all three recall tests, the younger and middle-aged adults recalled a significantly greater percentage of propositions than the older adults. The two younger groups did not differ significantly. As shown in Figure 1, however, the differences between the age groups are somewhat greater at the immediate recall test.

---

1 We do not report the full model specification or the maximum likelihood estimates for all models. Readers interested in a more detailed description of the specification and tables of maximum likelihood estimates for all models should write to C. Herzog.

2 Mixed-model \( F \) tests may be positively biased if the circularity assumption is violated; however, multivariate significance tests for repeated measures effects agreed with the mixed model tests in all cases.

---

**Text Recall in Adulthood**

---

**Results**

The data analysis consisted of two parts. The first part examined differences in text recall as a function of age, delay interval, and story. The second part assessed relations between text recall performance and the ability variables.

**Age Differences in Text Recall**

In order to examine differences in gist recall, a 3 (age) \( \times \) 3 (delay interval) \( \times \) 4 (story) mixed-model analysis of variance (ANOVA) with repeated measures on the last two factors was performed on the percentage of correctly recalled propositions. The analysis revealed significant main effects of age, \( F(2, 147) = 33.89, p < .001 \), and delay interval, \( F(2, 294) = 323.38, p < .001 \). Neuman-Keuls analyses conducted at \( p < .05 \) revealed that the younger adults (\( M = 17.33 \)) recalled a significantly greater percentage of propositions than the older adults (\( M = 6.20 \)). The two younger groups and the two older groups did not differ significantly. Neuman-Keuls analyses also revealed that the participants recalled a significantly greater percentage of propositions at immediate recall (\( M = 18.49 \)) than following delays of 1 (\( M = 10.34 \)) or 4 weeks (\( M = 8.69 \)). There was no significant difference between the 1- or 4-week intervals.

The analysis also revealed a significant interaction of age with delay interval, \( F(4, 294) = 4.27, p < .01 \), shown in Figure 1. Neuman-Keuls analyses indicated that at all three recall tests, the younger and middle-aged adults recalled a significantly greater percentage of propositions than the older adults. The two younger groups did not differ significantly. As shown in Figure 1, however, the differences between the age groups are somewhat greater at the immediate recall test.
than they are at the delayed recall tests. Nevertheless, this interaction may actually reflect the fact that the older adults are exhibiting a "floor effect" at the later delay intervals. Thus, given the similarity of the curves in Figure 1, the most reasonable interpretation is that the rate of forgetting is similar for all three age groups.

Finally, the analysis also revealed a significant main effect of story, \( F(3, 441) = 47.94, p < .001 \), and an interaction of this variable with age, \( F(6, 441) = 3.53, p < .01 \). These effects were a function of the fact that the younger and middle-aged adults recalled one of the stories better than the others. Because the four stories were not selected along any a priori dimensions, these effects were not interpreted further.

Intelligence-Text Recall Relationships. Age × Ability Interactions

Our approach to testing Age × Ability interactions in text recall performance involves (a) the use of factor analyses to define ability factors; (b) the computation of ability factor scores using the factor regression method; and (c) the joint regression analysis of text recall performance on ability factors, age, and Ability × Age interaction terms.

Analysis of intellectual variables. We first confirmed the expected pattern of age differences in psychometric intelligence by computing a multivariate analysis of variance (MANOVA) on the age factor for all 12 ability variables, using a subsample of 143 subjects with complete psychometric data. There were significant age differences in intelligence, approximate \( F(24, 258) = 8.25, p < .001 \). Univariate tests (not reported here in the interests of brevity) indicated significant age differences on all subtests except Vocabulary, with the largest age differences on Letter Series and Letter Sets. Thus, there were significant age differences in ability (consistent in pattern and magnitude with previous reports in the literature; e.g., Horn & Donaldson, 1980).
which could contribute to the observed age differences in text memory performance.

In order to address the intelligence-text recall relationship, we conducted a confirmatory factor analysis on the 12 psychometric subtests. As indicated above, the intelligence subtests were originally selected in order to measure the six primary ability factors listed in Table 1. The initial confirmatory factor analysis specified this six-factor model with all loadings except those listed in Table 1 fixed to zero. The results indicated that the primary ability factor model was "overfit," with a small \( x^2 \) and factor correlations uniformly high (generally in the .7 to .9 range). These results were problematic for any attempt to correlate text memory performance with primary ability factors in order to identify ability-specific differences in relations with text recall performance, because each subtest has a substantial regression on a second-order general intelligence factor (g). If age groups differ in the magnitude of relationship of primary ability factors to a second order g factor, we could detect differences in correlations between text recall and two primary ability factors (e.g., Verbal Comprehension vs. Memory Span) even when the only meaningful relationship was between g and text recall. We therefore opted for a factor analysis model that directly modeled g as one of the factors and then represented the other ability factors as residual or group factors. We consider this model to be a defensible representation of the factor structure that could be meaningfully used to determine whether intelligence-text recall relationships were a function of g or more specific factors such as Associative Memory, Verbal Comprehension, and Associational Fluency.

We proceeded to estimate a model specifying a general intelligence factor plus four specific factors: Verbal Comprehension, Verbal Productive Thinking, Memory Span, and Associative Memory.\(^3\) Our initial results forced several modifications of this model. Although the Memory Span and Associative Memory variables have been conceptualized as "loading on the Horn's Secondary Acquisition and Retrieval factor (Horn & Donaldson, 1980), we did not find a Memory Span factor independent of g. The results also showed that the Theme subtest did not load on the Verbal Productive Thinking factor. Subsequent models fixed this factor loading to zero.

The fit of the modified four factor model was excellent, \( x^2(44, N = 143) = 49.97, p = .25, F = .176, \) indicating the model was a plausible representation of the factor structure in the entire sample.

We also examined the issue of age-group differences in factor structure. If different factor models were required to account for the covariances among the psychometric measures, the measurement equivalence of these ability measures across age groups would be called into question. An important implication of a lack of factorial invariance for the present analysis would be that the relationship between ability factor scores and text recall performance could not be examined by regression analysis on the entire sample, because the relationship of measures to ability factors would vary with age.

As shown by Meredith (1964), group selection from a population for which a common factor model holds will yield an invariant raw score (unstandardized) factor pattern matrix, but unique variances, factor variances, and factor covariances may vary because of selection effects. An implication of Meredith's work is that empirical evidence indicating an invariant raw score factor pattern matrix is consistent with a simple selection model, which, if true, would justify further analysis of ability-text recall relationships based on the single group factor solution.

We therefore estimated a series of simultaneous three-group models specifying the same four factors: g, Verbal Productive Thinking, Verbal Comprehension, and Associative Memory, testing the hypotheses of between-group equivalence in \( \Theta \), \( \Psi \), and \( \Delta \). The hypotheses of group equivalence in \( \Psi \) and \( \Theta \) were not rejected, \( x^2(14, N = 143) = 22.10, .05 < p < .10, \) and \( x^2(24, N = 143) = 32.14, p < .10, \) respectively. However, the absolute \( x^2 \) test was statistically significant.\(^3\) Induction was not estimated as a group factor because of its close relationship to g (Vernon, 1979); Verbal Productive thinking is Horn's second order factor combining Associational and Ideational Fluency (Horn & Donaldson, 1980); we used Verbal Productive thinking because the estimated correlation of the two primary ability factors exceeded .9 in the six-factor model.

---

\(^3\) Induction was not estimated as a group factor because of its close relationship to g (Vernon, 1979); Verbal Productive thinking is Horn's second order factor combining Associational and Ideational Fluency (Horn & Donaldson, 1980); we used Verbal Productive thinking because the estimated correlation of the two primary ability factors exceeded .9 in the six-factor model.
Table 2
Results of the Ability Factor Analysis in the Three Age Groups

<table>
<thead>
<tr>
<th>Subtest</th>
<th>Factor Pattern Matrix (A)</th>
<th>Unique Variance (θ)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>g</td>
<td>VC</td>
</tr>
<tr>
<td>Vocabulary 1</td>
<td>.59</td>
<td>.63</td>
</tr>
<tr>
<td>Advanced Vocabulary</td>
<td>.51</td>
<td>.75</td>
</tr>
<tr>
<td>Controlled Associations</td>
<td>.43</td>
<td>0</td>
</tr>
<tr>
<td>Figures of Speech</td>
<td>.36</td>
<td>0</td>
</tr>
<tr>
<td>Topics</td>
<td>.27</td>
<td>0</td>
</tr>
<tr>
<td>Theme</td>
<td>.19</td>
<td>0</td>
</tr>
<tr>
<td>Forward Span</td>
<td>.47</td>
<td>0</td>
</tr>
<tr>
<td>Backward Span</td>
<td>.48</td>
<td>0</td>
</tr>
<tr>
<td>Object Number</td>
<td>.42</td>
<td>0</td>
</tr>
<tr>
<td>Memory for Words</td>
<td>.60</td>
<td>0</td>
</tr>
<tr>
<td>Letter Series</td>
<td>.87</td>
<td>0</td>
</tr>
<tr>
<td>Letter Series</td>
<td>.65</td>
<td>0</td>
</tr>
</tbody>
</table>

Note g = general intelligence factor, VC = Verbal Comprehension factor, VPT = Verbal Productive Thinking factor, AM = Associative Memory factor. All elements in A, and θ, are rescaled to a standardized 0 to 1 matrix using the approach recommended by Joreskog (1971).

* Fixed parameter

For the model, with all matrices invariant over groups, χ²(200, N = 143) = 237.9, p < .05. Given the small sample sizes, we elected to allow Θ and Ψ to vary freely over groups in subsequent models. A model allowing all factor loadings to vary freely over groups did not significantly improve the fit of the model.

Table 2 reports the scaled factor loadings, factor variances and covariances, and unique variances for the model requiring Θ to be invariant over groups but allowing group differences in Ψ. The model provided an adequate fit to the data, χ²(164, N = 143) = 184.66, p > .10. As can be seen from Table 2, g was marked by high loadings for the induction subtests: Letter Sets and Letter Series, but there were significant loadings on all subtests. Relatively high loadings were found for the Verbal Comprehension subtests and for Memory for Words on g as well. The Verbal Comprehension factor was well defined by both subtests, whereas Verbal Productive Thinking was defined most predominately by Controlled Associations and Associative Memory, which was weighted toward Memory for Words.

Perhaps the most interesting results were found in the group differences in Ψ. Table 3 shows that, although the correlations between the Verbal Productive Thinking, Verbal Com-

Table 3
Results of Factor Analysis in the Three Age Groups: Factor Covariance Matrices (Ψ)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Young</th>
<th>Middle</th>
<th>Old</th>
</tr>
</thead>
<tbody>
<tr>
<td>g</td>
<td>6.90</td>
<td>8.40</td>
<td>7.5</td>
</tr>
<tr>
<td>VC</td>
<td>4.13</td>
<td>4.13</td>
<td>5.1</td>
</tr>
<tr>
<td>VPT</td>
<td>5.33</td>
<td>5.07</td>
<td>5.3</td>
</tr>
<tr>
<td>AM</td>
<td>1.46</td>
<td>1.33</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Note g = general intelligence factor, VC = Verbal Comprehension factor, VPT = Verbal Productive Thinking factor, AM = Associative Memory factor. All elements in A, and θ, are rescaled to a standardized 0 to 1 matrix using the approach recommended by Joreskog (1971). Correlations are above the diagonal.

* Fixed parameter
preference and Associative Memory factors were relatively modest in magnitude in the young group. They were generally larger in the middle-age and older groups.

For both the covariances and correlations, the largest differences seemed to be between the young group and the two older groups. In general, the middle-aged group was more variable in ability, although the old group was the most variable in Verbal Comprehension and the young group had the largest variance in Associative Memory. The tendency for the older group to have higher correlations among abilities than the middle-aged group is qualified by the group differences in variances. The covariances among abilities differ little between the two older groups.

Because the results from the multiple group analysis were consistent with the selection hypothesis discussed by Meredith (1964), pooling the data over age groups for further analysis was justified. We used LISREL's factor score regression matrix to estimate ability factor scores for the entire sample. Table 4 gives the calculated correlations among the factor score variables that agreed relatively well with the LISREL maximum likelihood estimates of the factor correlations. Note, however, that the substantial correlations between the specific ability factor scores, especially between Verbal Comprehension and Verbal Productive Thinking, create the possibility of suppression effects in the regression analysis.

Intelligence × Age interactions. The regression analysis of age and ability variables is equivalent to the analysis of covariance (ANCOVA) approach, but with the interaction between the independent variable (age) and the covariates (ability factor scores) explicitly represented in the design. Tests of such interaction terms are often treated only as tests of ANCOVA assumptions. However, the ANCOVA analogy is misleading here because the interactions provide the critical information regarding the consistency of age differences in text memory across levels of ability and are therefore of substantive interest in their own right (Cohen & Cohen, 1975).

The interaction variables were calculated by multiplication of two orthonormal contrasts across the age factor with the factor score variables after these latter variables had been transformed to z scores. The two contrasts selected compared (a) middle-aged with old subjects and (b) young subjects against the combined middle-aged with old age groups. The regression analyses therefore included 14 independent variables organized in three sets: (a) the four ability factors, (b) two age contrasts, and (c) eight interaction variables representing the products of these first two sets of variables. A separate regression analysis was conducted for each of the three delay levels (immediate, 1 week, and 4 weeks). Before examining partial regression coefficients we calculated hierarchical significance tests of the increment $R^2$ for three sets of independent variables: the four ability factors, the two age contrasts, and the eight Ability × Age interaction variables.

The results of the hierarchical significance tests are given in Table 5. For each delay level, the overall $R^2$ was highly reliable, with the adjusted $R^2$ of greater than .5 for each equation. Thus, a large proportion of text recall variance was accounted for by the model. The increments to $R^2$ for the ability factors were large and significant for all three delay conditions, accounting for greater than 80% of the total $R^2$ in each case. The overall test of age differences was also significant at each delay condition, with $R^2$ smallest at immediate recall. Adjusted for shrinkage, age accounted for between 3% and 4% of the variance across all delay conditions. Thus is
clearly a major reduction in the prediction of text memory performance by age, because it accounted for between 20% and 30% of the variance when entered without the ability variables (see Table 5). Nevertheless, the analysis indicates there are age differences in text memory performance that are independent of intellectual ability.

The Ability × Age interactions were not consistently reliable, exceeding a 5% alpha level only for the immediate recall condition (although there were 10% level trends for both longer delay intervals). Thus, all three types of variables provided independent contributions to the total R², with the largest amount of variance accounted for by the ability × age memory relationships measured at short vs. of the ability factors, age differences in text memory covary highly with age differences in multiple intellectual abilities; however, the differences in text memory cannot be eliminated by partialing ability differences; and there may be Age × Ability interactions in text memory performance that qualify the existence of age main effects.

Table 6 reports the individual standardized regression parameter estimates and their standard errors, which may be used to calculate t tests of the null hypothesis that the regression weights are zero in the population. The pattern of results clearly differentiated the linear relationships of ability factor scores to text memory performance from the Age × Intelligence interaction effects. The general intellectual factor, g, provided the best independent prediction of text memory performance, but did not produce an interaction effect in conjunction with age at any delay level. The Verbal Comprehension and Associative Memory factors also provided independent prediction of text memory performance, although at a much smaller level of magnitude. Verbal Productive Thinking did not provide statistically reliable independent prediction of text memory performance. Of course, the relatively small independent contributions of the ability factors other than g are in part a function of mutual inhibition, considering the high intercorrelation between Verbal Comprehension and Verbal Productive Thinking.

In contrast to the simple linear ability effects, Verbal Productive Thinking contributed most to the significant overall interactions at immediate recall, interacting with both age contrasts. The direction of effects was in the predicted direction, with age differences between all three groups were smaller at higher:
levels of fluency. The other significant interaction terms involved only the contrast between the young group and the two older groups for both Verbal Comprehension and Associative Memory. The pattern of interaction found for Associative Memory was similar to Verbal Productive Thinking. However, to our surprise we discovered that the pattern was actually reversed for Verbal Comprehension—age differences appeared to be greater at the higher levels of verbal ability! We verified the direction of this relationship through examination of a bivariate scatterplot and a regression using the original vocabulary subtests. This further analysis indicated that the strength of the effect was in part a function of classic suppression; the high positive correlation between Verbal Comprehension and Verbal Productive Thinking, combined with the opposite directions of interactions of each of the two ability factors with age, helped produce the statistically reliable positive regression coefficient for the Age × Verbal Comprehension interaction. Nevertheless, the direction of the effect, even in the bivariate plots, definitely showed increasing age differences at the highest levels of Verbal Comprehension.

This Age × Verbal Comprehension interaction term was statistically reliable at all delay levels. In contrast, the Age × Verbal Productive Thinking and Age × Associative Memory interactions were not significant at the longer delay intervals. Indeed, considering all the interaction terms together, it is clear that the interaction effects are at best small in magnitude and should not be given great interpretive weight. However, when one considers that the reliable interaction effect for Verbal Comprehension was the reverse of the predicted relationship, it appears safe to conclude that the hypothesis of reduced age differences at higher ability levels was not supported by the data.

In fact, it is possible to reduce the size of the interaction term for Verbal Productive Thinking by changing the factor model specification. The interaction is most strongly present (at the level of single subtests) for Controlled Associations; rotating the factor towards the ideational fluency subtests pushes the Age × Verbal Productive Thinking interactions below significance. Because the model used in this analysis is more parsimonious as a representation of the specific verbal factors, we have reported its results alone. Nevertheless, the evidence for interaction effects indicates that any effects in this population are relatively small in magnitude.
Intelligence-Text Recall Relationships: Correlational Analyses

The correlational analyses using LISREL were designed to explicate the relationship between text recall performance and psychometric intelligence in the three age groups. Our interest was in determining whether group differences in correlations among subtest scores and text memory (not reported here) reflected differential relationships of text recall with underlying dimensions of intelligence for the three age groups.

In order to examine the text recall correlations with intelligence, we introduced Text Recall as an additional factor in the factor model of the intelligence subtests. This model allows us to represent the covariances between the text recall variables and intelligence subtests as being mediated through the covariances between the text recall and intelligence factors, which were modeled in $\Psi$. We tested the ability/text recall relationships with the immediate recall data. The results were then replicated at the two longer delay intervals.

A first model forcing all four covariances between Text Recall and the four intelligence factors to equal zero provided a poor fit to the data. $\chi^2(321, N = 143) = 469.19, p < .001$. An alternative model allowing the covariances to be freely estimated fit considerably better. $\chi^2(309, N = 143) = 386.69, p < .001$. An alternative model allowing the (multivariate) null hypothesis of zero correlations between Text Recall and the intelligence factors. This hypothesis was rejected, $\chi^2 = 82.50 (12, N = 143) p < .001$. We also tested the null hypothesis of group equivalence in the text recall-intelligence correlations by introducing a scaling vector in the model (thus allowing for group differences in variances) and constraining the scaled Text Recall ability covariances to be equal for the three age groups. This model produced a significant increase in $\chi^2 (20.99$ with $8 \text{ df}, N = 143$ $p < .01$). The multivariate null hypothesis of equal correlations between age groups was therefore rejected.

Table 7 reports the $\Psi$ matrices for the three groups, including the rescaled correlations between Text Recall and the four intelligence factors. The group differences in the text recall-intelligence correlations form an interesting pattern. In the young and middle-aged groups, there is a statistically reliable correlation between $g$ and Text Recall ($r = .81$ and .52, respectively). There is also a statistically reliable correlation between Verbal Comprehension and Text Recall in the young group ($r = .38$). However, this correlation was only .22 in the middle-aged group, less than the .31 correlation between Text Recall and Associative Memory. The correlational pattern in the old group is completely divergent. For the old adults, the correlation between $g$ and Text Recall was not statistically reliable, but the remaining correlations between Text Recall and the other intelligence factors were statistically significant. Indeed, the correlation between Verbal Productive Thinking and Text Recall was .86, which was unexpectedly high. Given the definition of the other intelligence factors as being orthogonal to $g$, the results in the old group indicate that, in spite of the higher magnitude of the simple correlations among all the intelligence subtests, Text Recall performance was more highly correlated with the specific factors related to verbal intelligence and memory than to general intelligence. This was not the case in the young and middle-aged groups. As can be seen in Table 7, the pattern of differential correlations between age groups replicated at the longer delay intervals.

We also assessed the hypothesis that the lower levels and greater variability of years of education in the old group produced the differences in text recall-intelligence correlations. This was accomplished by partialing years of education from the factor correlations and examining the residual correlations. These residual correlations were highly similar to the original correlations, ruling out group differences in years of education as the determinant of age differences in text recall-intelligence correlations.

Discussion

The present data indicate that there are substantial age-related differences in the amount of information recalled from meaningful texts. These results are consistent with those of other studies that have examined the text recall performance of adults with relatively modest levels of education (Cohen,
The present data also indicate that there is little evidence for age-related differences in the rate at which information about meaningful text is forgotten. These results are also consistent with most previous studies (e.g., Dixon et al., 1982; Gordon & Clark, 1974). Within this context, however, the present study suggests some important conclusions about the role of intellectual ability factors in age-related differences in text recall performance.

It has been repeatedly suggested that adult age differences in text performance may depend on the subjects' level of verbal ability because several studies have demonstrated

### Table 7

<table>
<thead>
<tr>
<th>Age</th>
<th>Parameter</th>
<th>g</th>
<th>VC</th>
<th>VPT</th>
<th>AM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Immediate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>$\sigma_t^2$</td>
<td>8.91</td>
<td>3.68</td>
<td>4.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>36.31 (11.7)</td>
<td>15.36 (7.65)</td>
<td>-14.10 (11.0)</td>
<td>3.19 (3.18)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.58</td>
<td>.38</td>
<td>-.30</td>
<td>.15</td>
</tr>
<tr>
<td>Middle aged</td>
<td>$\sigma_t^2$</td>
<td>16.19</td>
<td>7.33</td>
<td>12.00</td>
<td>.70</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>54.63 (19.8)</td>
<td>16.09 (12.3)</td>
<td>12.28 (16.7)</td>
<td>7.34 (4.3)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.52</td>
<td>.22</td>
<td>.13</td>
<td>.31</td>
</tr>
<tr>
<td>Old</td>
<td>$\sigma_t^2$</td>
<td>10.56</td>
<td>9.60</td>
<td>6.81</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>9.84 (9.04)</td>
<td>33.93 (11.98)</td>
<td>42.29 (12.12)</td>
<td>9.55 (4.19)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.57</td>
<td>.57</td>
<td>.86</td>
<td>.52</td>
</tr>
<tr>
<td><strong>1 week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>$\sigma_t^2$</td>
<td>9.99</td>
<td>4.03</td>
<td>5.07</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>21.41 (7.96)</td>
<td>14.65 (5.61)</td>
<td>-5.21 (7.53)</td>
<td>3.33 (2.36)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.47</td>
<td>.50</td>
<td>-.07</td>
<td>.23</td>
</tr>
<tr>
<td>Middle aged</td>
<td>$\sigma_t^2$</td>
<td>17.35</td>
<td>7.29</td>
<td>12.35</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>39.70 (13.24)</td>
<td>8.61 (7.39)</td>
<td>9.28 (10.42)</td>
<td>4.30 (2.68)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.56</td>
<td>.19</td>
<td>.16</td>
<td>.28</td>
</tr>
<tr>
<td>Old</td>
<td>$\sigma_t^2$</td>
<td>11.33</td>
<td>9.63</td>
<td>7.15</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>6.16 (4.00)</td>
<td>9.92 (4.28)</td>
<td>9.06 (4.03)</td>
<td>3.59 (1.59)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.26</td>
<td>.45</td>
<td>.48</td>
<td>.51</td>
</tr>
<tr>
<td><strong>4 weeks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young</td>
<td>$\sigma_t^2$</td>
<td>10.40</td>
<td>4.22</td>
<td>4.54</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>16.05 (7.07)</td>
<td>11.62 (4.94)</td>
<td>8.46 (6.46)</td>
<td>1.24 (1.94)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.39</td>
<td>.45</td>
<td>.32</td>
<td>.10</td>
</tr>
<tr>
<td>Middle aged</td>
<td>$\sigma_t^2$</td>
<td>17.64</td>
<td>7.56</td>
<td>9.67</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>33.91 (11.28)</td>
<td>6.90 (6.30)</td>
<td>4.63 (8.02)</td>
<td>4.52 (2.41)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.57</td>
<td>.18</td>
<td>.11</td>
<td>.35</td>
</tr>
<tr>
<td>Old</td>
<td>$\sigma_t^2$</td>
<td>11.41</td>
<td>10.05</td>
<td>5.30</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>$\sigma_t^2$</td>
<td>4.30 (3.00)</td>
<td>8.75 (3.49)</td>
<td>10.61 (3.39)</td>
<td>2.48 (1.17)</td>
</tr>
<tr>
<td></td>
<td>$\tau_t^2$</td>
<td>.23</td>
<td>.49</td>
<td>.82</td>
<td>.45</td>
</tr>
</tbody>
</table>

*Note.* $g$ = General Intelligence; VC = Verbal Comprehension; VPT = Verbal Productive Thinking; AM = Associative Memory.

* Variance of intelligence factor.

* Covariance of intelligence with text memory (standard error in parentheses).

* Correlation of intelligence with text memory.

Significance levels for $H_0: \sigma_{t}^2 = 0$ denoted as follows: * $p < .05$. ** $p < .01$. *** $p < .001$. 
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that age differences are present when subjects of low to medium verbal ability are examined and absent when subjects of high verbal ability are examined (Dixon, et al., in press; Meyer & Rice, 1983; Taub, 1979). However, the results of the present analysis suggest that the potential contribution of ability factors to age-related differences in text recall performance is more complex than previous reports might indicate.

First, it is apparent that abilities other than Verbal Comprehension are predictive of text recall performance. In particular, the present results suggest that general intelligence, Verbal Productive Thinking, and Associative Memory, also correlate with individual differences in text recall performance. In fact, the ability with the largest overall relationship with text memory performance in the single group analysis was g, not Verbal Comprehension. Second, the present results show that age differences in text memory performance covary highly with age differences in intellectual abilities. The regression analyses indicated that age differences in text memory performance are drastically reduced, but not eliminated, when partialed for intellectual ability.

Third, and perhaps most significantly, the present results do not support the notion that there is an Age × Verbal Comprehension interaction across the range of verbal abilities such that age differences are progressively reduced with higher ability level, as might be suggested by the results cited above. If anything, we found evidence for larger age differences at the highest Verbal Comprehension levels present in our sample. The type of interaction predicted by the previous work with extreme groups designs was only found in the immediate recall condition for Verbal Productive Thinking and Associative Memory: moreover, the small magnitude of the interaction effects and the transience of the relationship with respect to delay interval suggests, at minimum, that such interactions should be interpreted conservatively.

The present results need not be viewed as contradictory to previous findings if we allow for the fact that the population studied here is a community population that apparently contains small proportions of the extreme high ability/highly educated elderly. It may well be the case that age differences are smaller only at the highest ability or educational levels, or alternatively, that there is a small, relatively intact subpopulation of able elderly who show little decline in text memory performance. Comparisons of such a select subpopulation with young adult groups might well yield little age differences. Nevertheless, the present results speak to the issue of the generality of the results from the previous extreme groups comparisons. For the ability ranges studied here, the interaction effects do not suggest the elimination of the age differences at higher ability levels.

The final complexity in ability-text memory relationship discovered in the present study is the shift in patterns of within-group correlations between text memory and intellectual ability factors across the three age groups. In the case of the young and middle-aged adults, the largest correlations of text memory and ability factors occurred with g and Verbal Comprehension. However, in the case of the old adults, the largest correlations involved Verbal Productive Thinking, Verbal Comprehension, and Associative Memory. General intelligence is of little value in predicting text recall performance in the elderly.

Thus, with increasing age, text recall performance is increasingly related to specific intellectual abilities including Verbal Productive Thinking and Associative Memory as well as Verbal Comprehension.

The reduced correlation between g and text memory performance in the old group is rather surprising. One of the consistently replicated findings in the literature on adult age differences in the factor structure of psychometric intelligence is that older populations have a less-differentiated factor structure than younger populations, usually manifested in a higher correlation among primary ability factors (e.g., Baltes, Cornelius, Spilman, Nesselroade, & Willis, 1980; Cunningham, 1980). A developmental hypothesis that has derived from this pattern is that of reintegration or de-differentiation of intelligence with aging, such that individual differences in cognitive activity are determined less by specific skills (as represented by the range of primary intellectual abilities) and more by general cognitive efficiency (Reinert, 1970). Some researchers (e.g., Birren, Woods, & Williams, 1979) have drawn a parallel to other studies suggesting a general slowing of cognitive speed with aging and have interpreted de-differen-
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The interpretation of intelligence as an indication of the predominant importance of central nervous system integrity in determining individual differences in older populations. If this interpretation were taken to its logical extreme, we would predict that general intelligence should have a higher correlation with text recall performance in the elderly than in any other population, yet the pattern of effects in this study is in the opposite direction. Apparently not all forms of cognitive activity increase their correlation with $g$ over the adult life span.

We should note, however, that text recall did correlate significantly with the other three intelligence factors (which in turn were highly intercorrelated). This pattern of effects might be taken to indicate that a second-order verbal intelligence factor, uncorrelated with $g$, correlates with text recall in the old group. This shift in correlations is provocative, but some caution is in order given the relatively small sample sizes. Certainly replication of these differences in larger samples would be necessary part of any attempt to extend and explain these findings. We note, however, that Hultsch et al. (1976) found higher correlations between psychometric tests of Associative Memory and learning performance in an older sample than in a young group of subjects. Although the experimental tasks were not particularly comparable between the two studies, the similar shift in correlations lends additional validity to the present results.

We are inclined to view the shift in correlational pattern as a developmental phenomenon meriting further study. However, one could also argue that the group differences might have been produced artifactually by differential selection. For example, group differences in text recall-intelligence correlations could be a function of group differences in variables such as education. We found no indication that educational differences account for the shift in correlational patterns, but we cannot rule out other types of selection effects.

Assuming that the increased correlations actually do reflect some type of developmental phenomenon, how might it be characterized? Of the several possibilities, let us mention two. The first is that the results may be a function of age-related differences in strategies used to process the texts. There is recent evidence for such differences. For example, Rice and Meyer (1983) found younger and middle-aged adults are more likely than older adults to use a strategy that emphasized serial retrieval of information based on an understanding of the paragraph structure of the text. In contrast, older adults were more likely than younger and middle-aged adults to rely on a simpler strategy that emphasized the identification of the main ideas of the text. To the extent that different intellectual abilities support such different strategies, a changing pattern of correlations as a function of age would be produced. In this instance, then, abilities are functioning as indirect markers of strategy use.

A second explanation of the shift in correlational patterns involves the concept of differential loss of abilities that relate to text memory performance. From this perspective, most young persons would have sufficient semantic processing skills and memory for words to perform adequately on text comprehension and recall tasks. Thus, individual differences in text memory performance would not be predicted by individual differences in intellectual abilities. In older populations, on the other hand, it is possible that a subgroup of older persons would have suffered a sufficient level of decline in their semantic processing skills to cause declines in text recall performance, whereas other older persons would have maintained their skills. Such a pattern would increase the predictive value of individual differences in associative memory and other semantic processing skills for text recall performance in the older groups because the range of individual differences in semantic processing skills would include levels that would have an adverse impact on performance on text recall tasks.

This interpretation is consistent with findings from the psychometric literature concerning the terminal decline phenomenon (Riegel & Riegel, 1972). It is well known that, on average, older persons are more likely to decline in primary abilities related to fluid intelligence, spatial visualization, or perceptual speed, but are likely to maintain levels of crystallized intelligence, including numerical and verbal abilities (see Horn & Donaldson, 1980). However, the literature on non-normative pathological decline prior to death.
shows that the decline does not spare verbal skills. Indeed, the phenomenon of terminal decline is best identified by the fact that vocabulary and knowledge-oriented tests, which normally remain relatively stable, decline (e.g., Blum & Jarvik, 1974). From the differential loss perspective, one would argue that declines in text recall performance are relatively non-normative, in the sense that they cannot be expected for all (or perhaps even a majority of) elderly individuals. Instead only some individuals in the older population exhibit a sufficiently large decline in semantic processing skills to adversely affect text recall performance. Such a phenomenon could account for (a) the shift in the correlational pattern of intelligence and text recall over different age groups; (b) the inconsistency in the literature of studies finding age differences in text memory performance, because finding mean differences would depend on the relative proportion of the declining elderly subpopulation sampled; and (c) the differential probability of finding age differences in text memory among groups partitioned by high and low verbal ability.

Finally, some combination of these explanations is possible. For example, differential decline may be the source of age-related differences in encoding or retrieval strategies. Such a possibility is consistent with recent findings reported by Spilich (1983). He found evidence of poorer text performance in “normal” elderly compared to younger adults, but no qualitative age differences in text processing strategies. In contrast, he found evidence for such qualitative differences between the “normal” elderly and memory-impaired elderly.

Thus, poor text recall performance in later life may reflect two different phenomena that are hopelessly confounded in a cross-sectional design: First, low-ability subjects whose poor text performance reflects the continuation of poor verbal skills over the life span, and second, low-ability subjects whose poor text performance reflects a loss of verbal skills from previously higher levels. Clearly, a short-term longitudinal study examining changes in intellectual abilities and text recall performance in middle-aged and elderly adults would be required to examine these possibilities.

In summary, the present study clearly suggests that (a) text recall performance in adult-hood is predicted not only by Verbal Comprehension, but by multiple abilities; (b) that age differences in text memory performance overlap highly with age differences in multiple intellectual abilities, although ability differences do not fully account for the age differences in text recall; (c) modest Age X Intellectual ability interactions may exist, but the pattern of Age X Ability interactions does not suggest decreasing age differences in text recall with increasing ability across the range of the ability distribution; and (d) that there are differences in the pattern of within-age-group intelligence—text recall performance correlations. The results may well be problematic for a representation of text recall performance declines as simply quantitative changes in an otherwise qualitatively invariant cognitive process. They also suggest that cognitive psychologists should carefully examine the semantic processing factors associated with text recall performance, keeping in mind that accounting for individual differences in decline functions may be the critical feature needed to solve the problem.
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