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HETAL TRANSFER IN GAS METAL ARC WELDING

Abstract

Gas metal arc welding hias become the most common method for arc welding
steels, superallnys, aluminum and reactive metals, yet the behavior of the
interacting physical phenomena wiiich determine the weld quality are not yet
understood well. Ab»sut Jorty percent of the production welding in this
country is accompiished by this process; in naval ship construction worldwide
the percentage is higher and more will be necessary for HY-100 and HY-130.

The ultimate goal of the present work is to develop sufficient fundamental
understanding of generic GMA welding to enable prediction of the weld quality
to be made ia terms of the material properties and control parameters.
Evidence from experiments and simple analyses shows that the melting rate is
controlled by the thernofluidmechanic behavior of the solid electrode and the
molten electrode Lip. Consequently, an analytical and numerical study of the
transient, thermalfluidmechanic behavior of the detachment phase for metal
transfer in GMA welding has been initiated. Current studies concentrate on
two idealized regions to ease physical insight into the overall problem: (1)
steady thermal conduction in the moving electrode and (2) transient droplet
formation. Emphasis is on applications for steel electrodes.

The previous report, for the first half year of the study, reviewed the
related background and then concentrated on approximate and time scales
analyses preparatory to the development of a transient, axisymmetric numerical
analysis to describe droplet detachment in globular and spray modes. These
analyses did not reveal any significant simplifications which would be
appropriate for the governing partial differential equations. Highlights are
included in Appendix A of the present report.

To account for heating of the side surfaces by electron condensation in
argon shielding of steel electrodes, a closed form analysis of thermal conduc-
tion in moving electrodes was derived. The method of superposition was applied
with a basic solution for uniform internal energy generation (resistive heat-
ing) with a step change in surface heat flux (electron condensation). The
resulting superposition integral allows treating any reasonable axial surface
heating distribution chosen to represent the phenomenon.

Scales to non-dimensionalize the droplet variables were defined in terms
of the liquid steel properties; they are approximately 1/2 inch, 400 in/min
and 30 ms. If the non-dimensional product ryWi{, is much less than -

one, droplets are expected to form; if greater, then steady jets should p°§_
occur. This corresponds to globular-spray and streaming transfer, I ﬁi’
respectively. A one-dimensional, transient numerical analysis, using a 0
LaGrangian representation, is being developed to describe this range of metal 1 0]
transfer modes. R
By, o
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NOMENCLATURE
Acs Cross-sectional area
Ag Surface area
cp Specific heat at constant pressure
D,d Diameter
e Electron charge
g Acceleration of gravity
8¢ Unit conversion factor
H Specific enthalpy
h Convective heat transfer coefficient, qg"/(Ty - T¢)
1 Specific internal thermal energy
i Electrical current
J Electrical current density, i/A.g
X Thermal conductivity
L Characteristic length; also length of electrode from contact tip to
src-molten metal interface
m Mass flow rate; melting rate
P Period
q Energy rate (power) or heat transfer rate; qg. total resistive

heating; Qgp. energy absorbed on side surfaces due to electron
condensation; qp.g. required from liquid drop to liquid-solid

interface
q Electron charge
qé" Volumetric energy generation rate (resistive heating petr unit volume)
P Surface heat flux
r Radial distence; r,, outside radius
T Absolute temperature; T, reference or room temperature; T,

amplitude of temperature fluctuations

iv




NOMENCLATURE - Continued

t Time; relative temperature (e.g.,°C)

u Velocity component in axial direction

v Voltage; V., apparent condensation voltage; V4, anode voltage drop
v Uniform or bulk velocity; V,, electrode (wire) feed velocity

v Velocity component in radial direction

X Axial distance

z Axial distance, measured from molten tip, L-x

Non-dimensional parameters

Bd, Bo, Bond numbers for thermocapillary phenomena [Lai, Ostrach and Kamotani,

Boy 1985), see text Sec. 2. - Appendix A
Bi Biot number, heVol/(Agekgo1i¢)

Pe Peclet number, PreRe = Vd/a

Pr Prandtl number, cpu/k

Re Reynolds number, 4m/(eDy)

Greek letters

a Fraction of total electron condensation absorded on electrode side
surface; thermal diffusivity, k/pcp

B volumetric coefficient of thermal expansion
e Time scale; ©;, thermal; 6,, viscous

) Vigcosity

v Kinematic viscosity, w/p

P Density; py. liquid density

Pe Electrical resistivity




NOMENCLATURE - Continued

Greek letters - continued
o Surface tension; Gaussian distribution parameter

¢ Work function of material (volts)

Subscripts

i Liquid-solid interface

in Evaluated at inlet to region considered, e.g., at x = 0
s Evaluated at surface conditions

W Wire (electrode)

Note: Some additional symbols used only locally in text are defined
where they are used.

vi




METAL TRANSFER IN GAS METAL ARC WELDING

1. INTRODUCTION

Gas Metal Arc (GMA) welding is the major method for welding steels,
super-alloys and aluminum; about forty percent of the production welding in
this country is accomplished by this process. 1In this process the thermal
phenomena and melting of the solid electrode are coupled to the plasma arc and
weld pool. Thus, the thermalfluid behavior of the electrode and detaching
drops can have significant effects on the consequent weld quality and

production rate.

In naval ship construction s greater percentage of the welding is by GMA,
anc more will be necessary for HY-100 and RY-130. Yet the behavior of the
interacting physical phenomena, which determine the weld quality in this

complicated process, are not yet understood well.

GMA welding is impor. :' i the counstruction of Naval ships and
submersidbles. For example, the operating depth of submersidles can bde
increased by a factor of two by using titanium alloys {Musubuchi and Terai,
1976) if reliable welds can be insured. The gas tungsten arc (GTA) process has
proved to be reliable but slow. In order to be used in a production shipyard
environment, automatic end manual sll-position GMA processes need to be

developed.

While a number of qualitative hypotheses concerning metal transfor have

been suggested and in some instances accepted, quantitative proof of their
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validity is still lacking [Eagar, 1989]. A purpose of the present study is to
provide quantitative analyses, concentrating on the thermal behavior of the

solid electrode and molten drop to aid fundamental understanding of the process.

1.1 Related studies

For a general review of recent work on metal transfer, the reader is
referred to Lancaster's chapter in the text by Study Group 212 of the Iater-
national Institute of Welding {[Lancaster, 1984}. A brief literature review is
also included in our last report [McEligot and Uhlman, 1968}. The classical
pioneering study of metal transfer by Lesnewich [1958a, b} has deen recently
sumnarized by him in a letter {Lesnaewich, 1987). Cooksey and Miller {1962}
described six modes and Needham and Carter [1965) defined the renges of metal
transfer. Weid quality depends on the mode occurring. The axial spray transfer
mode {s preferred for gas-shielded metal-arc welding to insure maximum ars

stabllity and mininum spatter.

Analyses and experiments have been conducted by Groene {1960), Halwoy
{1980}, Woods 11980}, Ueguri, Nara and Komers [1985), Alium 1985 and by
Waszink and coworkers {1582, 1983, 1985, 1986]). These studiea bave predomi-
réntly addressed steady or static conditlons, although Lancaster and Allupm did
consider transient ilnstabilities for possible explanations of the final stage

of the droplet detachment process.

Tests by AirCo approximately three decades ago showed that various
additives on the surface of welding rode could cause gignificant variations in
the deposicion rate {Camersn ard Raeslack, 1956]. Ome likely effect of such

additives would be a modification of the surfaco tenslon of the liquid metal in

DMM/ 1470559
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the droplet. In comparable experiments with GTA weld pools, Heiple and Roper
[1982] demonstrated that such alteration of surface tension gradients changed
the fluid flow patterns and the fusion zone geometry significantly. Thus, it
is anticipated that surface-tension-driven flow ("Marangoni convection™)
[Levich and Xrylov, 1969; Ostrach, 1977, 1983] induced by temperature gradients
in the molten droplet will also have a significant effect on the droplet

formation, flow and detachment and, therefore, on the metal transfer rate.

DTRC and INEL [Johnson, Carlsen and Smartt, 198%] are conducting visual-~
ization experiments plus studies of signals from electric, audioc and acoustic
sensors. Droplet detachment events observed on film or video can be correlated
with the sensor dsta. Audio, surrent and voltage data can be used to discrimin-
ate between modes of transfer: globular, spray and streaming. Detachment
frequencies can be chserved for globular and spray modes, but little informa-
tion is obsarved in the digitized data for stresming transfer. Usuvally, no
abrupt transition [Lesnewich, 1958) is observed [Morvis, 1989, Kiwm, 1989). lIn
vrecont studies Chen and colleagues [198%) have studied the mochanism of mlobular
metal transfer from covered electrodes. Liu and Slewert {1989] examined metal

transfer in the short circuiting sode.

Recantly Xim (1985 and Appendix A of present repart (part)} explored the
effects of welding parameters on metal transfer phanomeha in GHAW. Droplet
sizes were measured by high speed videography and wore compared with sizes
predicted by & ststic force balance theory and the pinch instabilit; theory.
The comparison snowed that the droplet size predicted from the static force
balance theory can predict the droplet size reascnatly well in the range of
glodbular transfer, but deviated significantly in the range of spray transfer.

The cause of the deviation was found to be due to tupering of the alectrode tip

DNM/14/055%m
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during welding. Heat.transfer mechanisms in the s0lid electrode were studied
in order to courle metal transfer with conduction neat transfer. Electrode
melting rates were measured. It was found that 8 previously proposed theory
was inadequate to explain electrode melting behavior. Using a more complete
temperature distribution model of the electrode, a new model of electrcde
melting was proposed that agrees with the experimentally measured melting
rates. Corbining the results of droplet size prediction and the electrode
melting rate measurements, a new treatment of pulsed curvent CMAW was proposed.
A theoretical pulsing frequency may be predicted by this new theory. For given
pulse parameters, experimental results show that there is a range of optimum
pulsing frequency and that this optimum pulsing freguancy can be predicted
using the theorellcal pulsing frequency and natural drop transfer fesquency.
The pulsing paramelers were also vsried to investigate the effect of tapering
of the electrode on the droplet size in pulsed current welding and experimenial
rosults were used to support the theory for modeling the droplet mize in pulsed

current GMAW.

& number of computations)! fluid mechanics studles have been applied to
“gsimpie” liquid drop formation other than in GMAM. Daly {19691 develgped
numerical gmerker-and-zall techniques for handling free surfaces and demchstrated
Lheir cepabilities by application Lo the Rayleigh-Taylor instadiliiy of & heavy
fluid above a light fluid ag occurs in GMAW. PFromn [1984) applied a comparable
transient, axisyrmmetric numerical technique to predict liquid jet formaticn
fros notsles and dreskup intoe individual d=gplets for “drop-un-demand” ink jet
printers. Adams and Roy {198%) developed & one-dizensional unstexdy treatment
of the same phenowmena as Fromz and verified it by comparison to Fromm's predic-

tions. Adsms 11989) repotis that their code is now used routinely for design

calrulations and is reszonably rapid. While their studies lack consideration
DMK/ 13705558
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of heat transfer, gravity and electromagnetic forces, they do include some

aspects which are important in the GMAW problem of droplet detachment.

Sunmewa and Mucelu (1985) in Japan have shown that the electrode wire
melting rate can also be increased by increasing the ambient pressure at
which the GMA operation is conducted. The basic phenomena accounting for this

increase have not been identified.

From experiments and simple analyses at Philips Research Laboratories,
Waszink and Piena [1985) concluded that, for covered electrodes, the melting
vate is controlled by electromagnetically-induced fluld flew in the elactrode
tip. However, they estimated that for the conditions of their experiments
surface tension forces and buoyancy forces wera of the same order-of-magnitude
a5 electromagnetic forces, i.e., 1:1:3. Therefore, since they consider
convection in the droplet to de important in the detachment process, we have
proposed to conduct an analytical and numerical study of the transient
thermalfluidmechanic behavior of this process in GHA and to examine the
validity of the results by comparison to measurements at DIRC and NIT. Both

“steady” and pulsed operation would dbe studied.

1.2 Goal and Objective

Our general goal is to develop sufficient fundamental uhderstanding of
generic GMA welding to enable prediction of the weld quélity to be made in
terme of the material properiles and control parameters for metals and alloys
important in practical situations. Accomplichment of this gosl ultimately

requires understanding of the weld pool, plasma and droplet regions and their

interactions.
DMM/14/70%59m




8
"
3 ﬁ
iy
o

i
[
I
;; Il
b
'
:
!

¥ g

T~ immediate objective of the proposed work is to develop the necessary
basic knowledge of the thermalfluidmechanical behavior of the solid moving

electrode and its droplet region (or electrode tip).

Potential consequences of this knowledge are controllable increases in
melting or welding rate, understanding of the mechanism of transition from
subthreshold to '"normal mode" of droplet detachment, reduction of spatter,
guantitative evaluation of present qualitative hypotheses, reduction of smoke

or fume formation, etc. 1In addition, if the mechanism of enhanced electrode

-melting rate experienced by Cameron and Baeslack (and others since then) could

be understood and controlled, it would permit up to 20 or 30 percent increases

in GMA weld productivity. If this is accomplished at essentially the same

'welding heat input, it would permit welding of higher strength materials which

are ordinarily degraded by current arc welding processes. Such gains in

productivity and weldability of advanced materials would have t{remendous

economic impact.
1.3 Tasks

To develop basi: understanding and predictive procedures for the thermal-

" fluidmechanical behevior of the detachment phase for metal transfer in GMA

welding, pfeliminary aprroximate studics and time/length scale enalyses are
being applied, and numerical prediction techniques are being developed.

Results will be cohpared to the related measurements of Prof. T.W. Eagar, MIT,

and of R.A. Mo-ris at DIRC.

The general goal and objective hav~ been described above. The initial

problem attacked is the transient behavior of the molten and solid regions for

DMM/1d/0559m
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a vertical configuration under an axisymmetric idealization. Specific tasks

being attacked may be summarized as follows.
a. Conduct approximate analyses to identify the dominant phenomena in metal
transfer in GMAW, for ranges of control parameters important in the

automated welding of steel, super alloys, aluminum and titanium.

b. Analyze the governing equations to deduce the significant time and

length scales in the problem.

c. Simplify the mathematical statement ¢ the problem, as appropriate.

d. Develop & numerical code to predict the time-dependent thermal behavior

with axial symmetry.

&. Conduct numerical predictions for conditions of experiments conducted at

David Tayler Research Center, with flow visualization equipment from

Idaho dational Engineering Laboratory, and at MIT.

1.4 Prior studies at Westinphouse Naval Systems Division/Newport, RI

The initial attack on the tasks above was conducted on this project
primacily during Winter 1988 at Gould Ocean Systems Division and then
westinghouse Oceanic Division, Newport, (RI) Facility (same group as present,
but earlier “owaarship"). Results and status were presented in a repoert by
McEligot ond Uhlman {1988) which included a discussion of droplet phenomens and
the geheral problem, 8 review of related work, preliminary tiwme scales analyses

and approximate aralysvs and an introductory discussion of the anticipated

DMN/14/055¢m
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numerical technique. Essentially, tasks (a), (b) and (¢) were attacked and

task (d) was initiated.

A combined analytical and numerical study of droplet detachment in gas
metal arc welding was initiated. Globular and spray modes were considered,
concentrating on 1.6 mm (1/16 in) diameter steel wires as in the classic
experimental papers of Lesnewich [1858). Previous investigations had shown
thet gravitational forces and surface tension forces dominate in the globular

mode with electromagnetic forces also becoming important for spray transfer.

For practical GMAW conditions, approximate analyses have been conducted,
appropriate non-dimensional parameters have been calculated and time scales
have been estimated [McEligot and Uhlman, 1988; aslso Teble 2.1, Appendix A, of
present report}. These efforts have been aimed at determining which simplica-
tions can be wmade to reduce the general governing equations (Figure 1.1) to more
tractable form. Vertical alignment has been considered so the idealized problem
is two-dimensional and unsteady rather than three-dimensional and unsteady.

Typical time scales estimates for 1/16 inch diameter steel are about (in

milliseconds):
Globular sSpray

Droplet detachment period 50-70 2-3
Current oscillations (360, 120, 60 Hz) 3, 8, 16 3, 8, 16
Thermal conduction 300 20
Thermal surface layer 50 3
Viscous diffusion 2500 400
Thermocapillary (Marangoni) 2-60 0.3-20
Electrical conduction (10-12 <10_12

DMK/ 1d70559m
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The tinre scales estimates showed that viscous effects are expected to be
unimportant unless Marangoni (thermocapillary) convention is significant. As
shown in the table above, the estimate for Marangoni convection is highly
uncertain in this application. As a consequence of these studies, none of the
thermalfluid phenumena could he eliﬁlnated immediately, but a one-dimensional
approximation should give reasonable results if the surface layer aspects are

treated adequately (or if they are negligible).

Approximate values of non-dimensional parameters showed surface tension to
be imporiant - as wes kwown. Time scales ana’! ses indicated that convection
induced by thermocapillary action (“"Marangoni convection") may be significant,
but that natural convection within the dr-p was not likely to be. Surface
oscillations and power supply frequencies were seer. to be comparuble to the
fraquencies of droplet detachment; if their related aﬁplitudes are large
enough, these phenomena could contribvte to scatter in droplet volumes and
periods measured in experiments. Convective heat transfer to the shielding
gas was found tc be a quasi-steady situatlion for globular transfer b : non-
steady for the spray mode. The time scales analyses and approximate analyses
did not reveal any significant gimplifications to the partial differential

thermofluid equations describing the general problem.

Development of a numerical code was started to treat the geuneral problen
of axisymmetric droplet detachment. The approach is comparable to the
versatile TEAM code of UMIST with the additional complexities of free suvfaces
end continuously varying grids, phase change and transient phenumena. The
TEAM [Huang and Leschziner, 1983) and VADUCT-E [McEligot and Colec, 1987;

Loizou and Launder, 1987; McEligot et al., 1988) codes were used for guidance.

DMM/1d/055%m
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The numerical representation uses a finite control volume technique with
finite time steps to apyroximate the non-steady governing equations.
Axisymmetric orthogonal coordinates are employed, but a non-orthogonal mesh
scheme is to be used to follow the development of the draplet and its free
surface {Uhlman, 1988]. Yhe code is being developed in stages so its com-
ponents can be verified by comparison to classical annlyses and experiments.
The current stage treats the solution of the coupled momentum and continuity
equations for liquid droplet flow as from a tube (which corresponds to the
solid wire); this stage includes the complications of a variably-spaced
non-orthogonal grid, transient flow and the free surface, with gravitatioal
and surface tension forces corresponding to globular transfer. Geometric
variables and parameters have been coded and the line-by-line, TDMA solution
algorithm has been programmed. Convection terms for the momentum equations
have been derived and coded; derivation of diffusion terms and diffusion

source terms was initiated.

1.5 Conspectus

The present report summarizes the highlights of the studies under the
current one year contract. Completed work is presented in detail primarily in
the Appendices while ongoing efforts, mostly on droplet formation, are

included in the body of the report.

The next section describes the current approach (very) briefly and then
results for thermal conduction in the moving solid electrode are summarized in
section 3. Section 4 treats the numerical prediction of droplet formation and
detachment in moderate detail. A few concluding remarks complete the body of

the report. Two appendices cover numerical and anslytical treatment,

DMM/1d/0559m
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respectively, for the moving solid electrode; the first combines the work of
Xim and Eagar with our results from the previous half-year contract [McEligot

and Uhlman, 1988]) and the thermal conduction studies of the present year.

2. CURRENT APPROACH

A two-pronged approach is in process. Studies concentrate separately on
(1) steady thermal conduction in the moving solid electrode and (2) transient
droplet formation. Work continues on literature review, approximate analyses
and time scale analyses as appropriate, and investigations treating moving
deformable control volumes in conjunction with free surfaces for two-
dimensional, transient numerical analyses. The question whether a moving grid
treatment is necessary or whether an Eulerian V-0-F approach [Hirt and
Nichols, 1981] would be adequate was examined briefly; it was perceived that,
if Marangoni convection is important, the length scales near the free surface
would be so small that a V-O-F method could miss important details. However,
we have split the complicated, general problem into two idealized regions to

ease physical insight into the overall problem.

Simple transient analyses show that the solid electrode can be approxi-
mated reasonably as a steady flow, steady state, thermal conduction problem
except in immediate vicinity of the growing and detaching drop. Dr. J.S.
Uhlman (formerly with Westinghouse Oceanic Division) has developed a classical
analysis to complement the numerical predictions of Kim and Eagar (Appendix A);
details are presented in Appendix B. This treatment simulates the heating due
to electron condensation on the side surface of the electrode as in argon

shielding of steel electrodes [Kim, 1989).

DMM/11/0559m
-11-




The droplet formation and detachment problem has been reduced to a

one-dimensional transient treatment. It is being attacked in the following

stages:

o Momentum and continuity equations for liquid droplet flow as from a
tube (simulating melting at the end of a cylindrical electrode).
Includes gravity, surface tension, motion, time-varying grid and
free surface deformation.

o] Thermal energy equation with resistive heat sources and boundary
heating. Includes phase change simulation at x = 0 (interface).

o Thermocapillary (Marangoni) convection at surface.

s} Maxwell's equations. Adds electromotive forces for body force plus

electrical current distribution.

The first stage is a substantial thermofluid mechanic problem in its own
right, covering the range from static, pendent drops to steady jets. Studies
of the limiting cases are found in the literature, but solutions are not
readily available for the intermediate problem involving transition from
slowly dripping drops to sireaming jets. Our work in progress is primarily

attacking this problem,

5. AT TRANSFER IN SOLID ELECTRODE

The process of heating the metal to the melting temperature occurs in the

moving solid electrode. With the exception of disturbances in the material
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properties or the surroundings or in the immediate vicinity of the transient
drop, the process can be idealized as axisymmetric. Therefore, the governing

equation can be written

a4 3 (3T 13 aT th
PV ax  ox (kax) *roar (kr'a';) t 9 (3.1

tee
where the volumetric energy source term 9 depends on the electrical

resistivity Pe:

The primary heating to Tm is by resistive heating and by thermal conduc-
tion from the molten interface itself. 1If the electron condensation [Kim,
1989] occurs mainly at the tip and there is no significant heat transfer from
the sides, then the problem can be reduced to one dimension with the governing

equation as

ovaH 4 far), v
dx - dx("dx)* g (3.2)

With the properties held constant at some appropriate average values and with
boundary conditions set at the end temperstues, this equation can be solved in

closed form. The result is given as equation (4.6) in Appendix A.

Kim's data [1989] indicated that, as electrical current is increased in
steel electrodes shielded by argon gas, there is apparently insufficient
surface area at the molten tip to accomodate the rate of electron condensation
needed. Consequently, the arc attaches to the cylindrical side of the
electrode (Figure 3.4 in Appendix A), causing additional heating there, and
converts the mathematical description to a two-dimensional problem as in
equation (3.1). Kim suggests approximating this phenomenon with a surface

heating source which varies in the axial direction,

" aiV, ! (L - x)z
q(x) = —= o exp (- atr = r (3.3)
8 w, ovIT 20 w
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The effect of axial thermal conduction (second term in equation (3.1)) decreases
as electrode velocity, and therefore Peclet number, increases as can be seen
from equation 4.6 of Appendix A. With the idealization that axial conduction

is neglected and again using constant, averaged properties, the governing

equation (3.1) can be reduced to

aT _ 13 [ =
ax - T or ("3?) * 9 (3.4)

where the non-dimensional quantities are as defined in Appendix B.

tere

Equation (3.4) is linear with respect to T if 96 is approximated as
spatially constant (or if Pe is a linear function of T). Therefore, one can
superpose solutions for specific boundary conditions to obtain additional
solutions for other (desired) boundary conditions. It is also analogous to
one-dimensional, transient conduction in a cylindrical rod for which a wide
variety of solutions exists [Carslaw and Jaeger, 1959; Boelter et al., 1965;
Ozisik, 1980)}. Further, techniques have been developed to handle the com-
parable thermal entry problem for internal forced convection in flow inside a
circular tube. Kays [1966), Reynolds [1968], Bankston and McEligot [1969]
and others have demonstrated how the solution for a constant wall heat flux
can be used with superposition (Duhamel's theorem) to yield predictions for a

specified variation of wall heat flux.

Superposition techniques have been used by Dr. J.S. Uhlman to obtain
exact closed form solutions for idealized application to moving electrodes
with electron condensation on the side surfaces. The treatment is explained
in detail in Appendix B. For a uniform velocity, the general solution for

the radial temperature distribution is a series of Bessel functions; eigen-
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values are obtained from the zeroes of the Bessel function corresponding to
the surface boundary condition (ts or (at/ar)s specified). To obtain

the basic solution for a specified surface heat flux with internal energy
generation as well, he separated the temperature distribution into three
components; Arpaci [1966) has described a comparable approach for the slsb
geometry. Uhlman applied this solution then to form the integral relation
which determines the temperature distribution when the surface heating varies
in the axial direction. Suitable functions should be chosen to approximate

the distribution of electron condensation in order to permit easy integration.

Since electrical resistivity and thermal conductivity vary significantly
with temperature for steel (see Figure 5.1 in Appendix A), numerical methods
become necessary to handle the non-linear problem. Kim [1989], therefore,
applied the commercial PHOENICS code for the conditions of his experiments.
Examples of solutions are given in Appendix A which combines the results of
his study with ours. He concluded that his numerlical simulations of steel
electrodes shielded by argon gas were quantitatively consistent with his
hypothesis that electron condensation on the cylindrical side surface
provides an additional energy source leading to formation of a taper at high

electric currents (as in Figure 3.3 of Appendix A).

4. FLUID MECHANiCS OF DROPLET FORMATION AND DETACHMENT

4.1 Background

The present study concentrates on a one-dimensional, approximate
treatment of droplet formation and detachment for a varioty of reasons. The

development provides fundamental physical insight into the droplet processes
DMM/1d4/0559m
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without the complicated presentation of two- and three-dimensional
descriptions and still can include considerastion of all the major phenomena
involved. 7Tt can provide an approximate framework to investigate whether
thermocapillary convection may have a significant effect. It provides a
means to establish the grid for the two-dimensional problem. Since computer
time for a numerical solution varies approximately as N® or more (where N

is the number of nodes), substantial savings in computer time are possible
[Uhlman, 1989], particularly where the time steps must be extremely short to
resolve capillary waves. And the limiting cases are approximated reasonably
well by one-dimensional analyses [Boucher and Evans, 1375; Lienhard, 1968;

Adams and Roy, 1986].

4.2 General appreach

The technique attempted is patterned after the philosophy of Adams angd
Roy [1988) for a one-dimensional numerical model of a drop-on-demand ink
jet. Essentlally, the continuity and momentum equations are cast in
Lagrengian form coupled to one another vis the interface condition at the
surface of the drop, i.e., the pressure difference across the interface (in

this case, the internal pressure) is given by

p=cK=og R (4.1)

where K represents the mean curvature of the surface. Atmospheric pressure
outside the droplet is taken as the datum. Dependent variables ara the
instantaneous local drop radius r(x,t) and instantaneous local one-dimensional
velocity V(x,t). The two equations are solved for the new values of these

varisbles after each time step and then the locations (corresponding to the
DMM/ 1470559
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elemental control masses) are advanced as predicted by the local velocities.
The new radii and their new node locations permit determination of the
internal pressure distribution P(x,t) for the momentum equation via the

interface condition above.

Boundary conditions are the inlet radius and velocity which correspond to
the electrode radius at the melting front and the electrode feed speed,
respectively. 1Initial conditions require values of instantaneous droplet

shape r(x,0) and pointwise velocity V(x,0).

4.3 Governing equations (Prof. J.F. Foss)

Spatial variation is taken as one-dimensional in the axial ¢r vertical
direction. The LaGranglan continuity equstion is derived by considering am
plemental control mass which is moving relative to the “entiry" position which
serves as a references point. The discance X identifies its instzntaneous
location, r is its local radius 3nd 3x its thickness es shown in Figute

4.1. Conservation of mass requires

; b4
. (er &%) = 0 4.2)
at
or
2 2
v d(ax) L M dE. - 0 (4.3)
dat L

Since an elemantal mase, whose thickntss is dx(t) and whose center is at
x At time t, can be dascrided by the displscemant of ite forward (x ¢ &x/2)
and aft (x - Ax/2) faces during the time stop At, the thickness of the mass
at (t + 4t) can be axpressed as

Ax(L + At) = Ax(L) + [Vi{x + Ax. 2) - V¥{x - &ax/2) at
DMN/1¢/70559m
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or
d_ (ax) & V(x + DMx/2) - V(x - 8x/2)
dat

and
1 4 (4x) | V{x + 8x/2) - V(x - dx/2) _ @V
Ax dt h Ax -

Hence, from equation (4.3) one can write

1 dri(x,t) , V(x,t) - ¢ (4.4)

—

r? dt ax
Since the viscous time scales for the droplet are long relative to its
period, we treat the flow as inviscid for a first approximation. A lLaGrangian
version of the momentum equation can be derived for a one-dimensional flow by
treating the motion of an elemental control mass along the axis. 1In addition te
its rate of change of momantum we consider gravity forces, body forces to allow
for electromegnetic forces and pressure (or normal stresses). The resulting

governing aquation becomes

4 B 3 g f
mVa-.S;.,...p*gﬁ-..&..Q (4.5)
i p AN P

where fb reprosents the body foree poer unit volume.

In both of these equations the derivative 4( )74t applies to fluild particles
(o elemontal magses) which ary identified by their instantancous distence x from
the origin. In sclving the vqustions {for example, numerically) one must keep in
sind that the posiilon ¥ of the particle is generally moving with time. On the
other hand the spatial partial derivatives 3( )/3x apply only to the distri-
butions as furctions of <he instantanecus values of % Jas implied in the

definition of 8 partial derivative).

When V is zero and there are no additionsl body forces {fb = 0), this

wolentum equation reduces to the hydcrostatic equation

DN/ 14/0553m
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8 33
ax P 7 g (4.6)
c

For a static droplet, introduction of the interface condition gives the

"Laplace equation" {Boucher and Evans, 1975}

R R

o8 (h - 2) = g old- + L (4.7%
A R A

Here z is measured vertically upward from an origin at the bottom tip of the
droplet and h is the hydrostatic head or equivalent depth of fluid at the
origin. In the limit of slow motion withoui other body forces the instaneous
droplet shape should satisfy this equation; it has been used by a number of
suthors to represent g limiting case of globular transfer [Greene, 1960;

Ueguri, Hars and Komura, 1985].

4.4 Scales and nen-dimensiong] parametsrs
/ vE. B _

The governing momentum ond continuity equatisng can be conveniently
non-dinensionalizad in terms of the liquid properties. In order to be
consistent with the low velocity {statle) formuliation in the limit, the

length scaling of Boucher and Evans is chosen

2= fzsco/(ps) ' {4.8)

A capillary velocity scale is defined as

v ng X sgco]x/¢
¢ oa “;;‘J (4.9}

which leads to a capillary Lime scaie
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(4.10)

For liquid steel these capillary scales have values of the order of 1/2 inch,

400 in/min and 30 ms, respectively.

Non-dimensional variables may be defined as

"1
H
]

va=VY and t =t (4.11)
v t
c c

Thus the typical boundary conditions at : = 0 become * = rw/a or rin/a
and qin = vw/vc' For 1/16 in (1.6 mm) diameter steel wire moving at 200 in/min
ihese values become ;w & 0.14 and vin = 1/2.

Additional familiar non-dimensional parumeters are employed to describe ve;tical

liquid jets subjected to gravity [Lienhard, 1968). The Froude and Weber numbers can

be written
2 -;2
Fr = Yin = i;n_ (4.12)
8dw Arw
2
Vin %y e V2
We = B 5 = win (4.13)
c

One expects that if the inlet or wire velocity is much greater than the
characteristic capillary velocity scale, droplets will not form and a liquid
jet will evolve instead. Pimbley [1976] used this reasoning to derive a

criterion for the formation of a (streaming) liquid jet. 1In his terms, if

DMM/14/0559m
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e > 1/2 no jet would form and with e’ < 1/2 one could; ¢’ is defined as

g ©
2 _ ¢

A T (4.14)
v 0

Convertad to our definitions abcwe, his criterion becomes

el . oo -~ .
Jin T, = (We/2) > 1 (for jet) (4.15)

The jet may then break down into droplets at a greater distance from the
inlet by capillary or Rayleigh instability ss in ink jet printing (Rayleigh,

1878; McCarthy and Molloy, 1974; Pimbley, 1976; Heinzl and Hertz, 1985).

In GMA Welding typical ranges of parameters include wire diameters from
1/32 to 3/32 in. (0.8 to 2 mm) in diameter and electrode feed speeds of the
order 100 to 400 in/min {0.04 to 0.2 m/sec) for globular and spray transfer
modes [Eagar, 1987). However, speeds of the order of 900 in/min may be

employed for high current welding in a rotating, streaming mode [Morris,

1989}. The lower values give V;n ;w # 0.1, corresponding to the formation of
individual drops before detachment. On the other hand, Kim and Eagar [Gatlinburg,
1989) report observations of steel electrodes in argon shielding where a sharp
taper and molten liquid film formed above the solid tip at high electrical
currents. 1In their case, the apprupriate inlet velocity would be higher than the
wire feed speed as illustrated in Figure 4.2b. Using the equation for conservation

of mass for steady flow, one obtains

2 3

2
V. r, = (Vwrw)

., T, e (r /r,
in in (W 1)

golid n

That is, a reduction in diameter by a factor of two will lead to an eight-
fold increase in V;n;in’ In Figure 4.4(e) of Kim's thesis [1989) one can

estimate a reduction by a factor of eight for a 1/16 in. steei electrode,
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so that vinEin would be well above unity and a streaming liquid jet would be

expected.

Thus, the thermofluidmechanic range of interest for metal transfer is
expected to range from quasi-statie liquid droplets (Vwr; << 1) to "steady"
jets (Vinrin >> 1). It is desireable that the numerical analysis be capable
of treating this entire range. The general approach c¢f Adams and Roy shows

promise of accomplishing this objective and so it is attempted here.

4.5 Non-dimensional problem statement

Substitution of the scales defined in the previous section allows writing

the governing equations as

Continuity

1 dr? +3 -

f2at ox =0 (4.16)
Momentum

av _(p) - 20+ E) =0

&t + PY P b (4.17)

where non-dimensional pressure is defined as p = af)/or and S, is the

surface tensicn evaluated at en appropriate reference temperature (e.g., Tmelt)'
The auxiliary condition relating p(x) to r(x) at an instant becomes
p=o %— + L (4.18)

where ¢ = o/a, and R, and ﬁN are the non-dimensional transverse (profile) and

T
and normal (circumferential) radii of curvature of r(x). The surface tension
o is permitted to vary spatially for later coupling to the solution of a
thermal energy equation. At the lower tip of the drop (z = 0), rotational

symmetry requires RT = RN'
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As presented, both governing equations are first order partial differential
equations with x and t as independent variables . The location x(t) of an
individual fluid particle may be described by the cumulative steps which have
occurred since the initiation of the motion. Specifically, from time j to j + 1,
the fluid mass translates as

x(t, = x(t,) + V(x{t.), t.) &t,
J+1) J) J) J J

where A8t is the time step used to describe the problem and the Eulerian
description of the velocity, Vi{x.,t), is used to define the transport of the
identified mass. For unique solutions, boundary and initial conditions must
be prescribed. Appropriaste boundary conditions are (1) V(0,t) = constant or

specified fn(t) and (2) r(0,t) = r_ or ;in' Initial conditions should be some

W
realizable spatial functions V(ii.O) and ?(xi.O). For the first attempts at
solution the initial shape is taken as an arc of a circle with r(0,9) = ;w
and the initial velocity distribution is taken as uniform at V(X.O) = ﬁln =

constant.

4.6 Method of solution

In the rest of this chapter the overbars denoting non-dimensional
varigbles are suppressed except where required for clarity, i.e., the

quantities are considered as non-dimensional.

Numerical methods are applied to solve the mathematical problem stated in
the previous section. In general, the approach of Adams and Roy [1986) is
followed where applicable. Since our first attempt is treated as inviscid,
the techniques are not exactly identical; differences in detail also exist
since their computer code is considered proprietary and is not available to

the general public.
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After setting the initial profiles of r(x,0) and V(x,0), a marching
solution is conducted in time. Input control parameters are material
properties, electrode feed speed and electrode diameter as well as normalized
values for the acceleration of gravity and other body forces (fy = 0
usually). These quantities are applied to calculate the non-dimensional
variables and control parameters. Additional input includes a value of
H = h/a for setting the initial profile plus various numerical and printing

control parameters.

To se. initial conditions, the initial profile r(x,0) is taken as the arc
of a circle which passes through rw, corresponding to a spherical segment
of one base [Burington, 1948). For a constant radius of curvature (as in a

circle) the height of that segment is given as
z, = [1 - cos(8/2)/H (4.19)

where 6 = 2 sin(ru * H). The height z, is divided into M-1 elements
Axi, uniform except for a couple near the tip of the drop. Locations
%, and z, =z, - X, ere calculated in the process and the radii at

these nodes are determined from

ry = (1/H) vi- (1~ zim’ (4.20)

since the radius of curvature of the circle is Ro =z 1/H. Initial
velocities are set at Vi or V(xi) = vin and for now % is taken as

unity.

Initial (and later) time steps are taken as a factor (called TCONTR)
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times the lesser of the Courent-Friedrich-Loewy criterion [Roache, 1982]
At < Bx,/V,
i i

or a criterion for resolution of capillary waves [Foote, 1973; Adams and Roy,

1986)

2 Ax3/2

A s

Typical values of z were about rw/3 so0, even with a coarse grid (M = 10),
the latter criterion generally dominated for conditions of interest in GMA

welding.

As done by Adams and Roy, the continuity equation is rephrased as

2
dinr + v 0

dat ox
or

d (2 1nr) + v
dt ax

The two governing equations are then written in vector form as

0 (4.21)

au oF

at t g Y E=0 (4.22)
with components

Up =21nr , Fp = V, G = O
and

Uy = V, Fy = 9, Gy = -2(1 + fp)

A crude finite difference approximation to the change during a time step would

then be AU = - At[AF/Ax) + G).
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In order to determine the curvature terms in the auxiliary interface
relation for the pressure, the surface profile is parameterized in terms of
arc length s along the surface from the tip at 1 = M (z = 0) [Brazier-Smith,
Jennings and Latham, 1971]. This procedure is employed to constrain the
necessary spatial derivatives to reasonable values [Uhlman, 1989]., A group of

spline and differentiation subroutines were developed by Uhlman earlier [1982].

In terms of axial position z(s) and radius y(s), the required curvature

terms for p(x) can be written

1. _d6 _ dy | dz dz |, dy

Ry T ds  ds ds?2 =~ ds ds? (4.23)
and

1 sin ¢ 1 dz

Ry y =y ' 8s (4.24) .

where ¢ is the sngle measured from the horizontal as done by Boucher and
Evans [1975). (Uhlman {1989) has provided a derivation of 1/RT in terms of
8, the complement of ¢ so his result differs by a change of sign.)

Atz =0, Ry =Ry = 1/(d°z/ds*)by symmetry.

The procedure for determining p(x) follows. The radius r is calculated
from gr = 2 1ln r and is identified (also) as y for y(z). Subroutine AXIDK
calculates 8y by spline fitting via the pairs Yiv 240 starting at the
nose where dy/ds = 1 and dz/ds = 0. The coefficients for the spline function
representations of y(s) and z(s) are also stored. Subroutine DRIVDK is
applied at 8 to determine dy/ds and day/dsz at theseilocations

from the stored coefficients. It is then applied again to odbtain dz/ds and
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daz/ds2 from z(s). The derivatives are substituted in the relations
above for 1/RT and l/RN and p(xi) is determined from

P = o[(l/RT) + (llRN)] (4.25)

At each time step a predictor-corrector calculation, patterned after the
MacCormack approach [Roache, 1982; Adams and Roy, 19861, is applied to
determine the new radii and velocities corresponding to the locations Xg at

the start of the time step. The sequence is
a) Apply spline fit and differentiation to r(xi) to determine p(xi)

b) Apply forward spatial differencing from i = 2 to i = M-1 to obtain
predicted values of ln r(xi) and V(xi) for the new time (but still

related to old xi)
¢) Determine values for end point (tip) at i = M

d) Obtain predicted values of p(xi) from predicted r(xi) via spline

fit and differentiation.

e) Apply backward spatial differencing from i = M-1 to 1 = 2 to calculate
“"corrected" estimates of ln r(xi) and V(xi) for the new time still
related to old xi)

f) (Sometimes) recalculate the tip estimates at i = M
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The new locations of the nodes (elemental masses) are then determined by

translation
k+1 k k k+l
xi = % + (1/2) (Vi— + Vi )] At

and the sequence can start again for the following time step.

Several approaches have been used for calculation of conditions at the
last node corresponding to the elemental mass for the tip (z = 0O or i = M),

Adams and Roy apparently simply assign V, = to advance this point

M VH—I

and recognize that Ty = 0. In their case (without gravity) this treatment

probably infers negligible viscous effects and "plug flow" in that region,

which in turn implies uniform pressure and a spherical shape with constant

M-1" "M
should modify p(x) between M and M-1 even if VM = V

radius of curvature (r = 1/RT = 1/RN). In our situation, F g(and/or Fb)

H—l; the difference would

appear in Fo which will often dominate.

Our current attempt for the tip treatment applies the momentum equation

for the predictor calculation and relocates x, temporarily. The pressure is

M
calculated as Py © Zon(daz/dsa)H and the predicted Ty is reset to zero. Then the

predicted value of V, is calculated directly from the momentum equation with

M
forward spatial differencing; the interpretation is that this equation applies
within the droplet up to the infinitesmal interface. To correspond to the

i for all other nodes a predicted new value of xH is estimated
relative to xu_lby applying conservation of mass to a spherical segment of one

prediction of r

base. The relationship derived is

DMN/1d/0559%m
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. 2(v, . - V,) At
A(xM XM~1) o M-1 M (4.26)

2
1+ (xM - xM_l)/t'M__1 /s

which is added to Xy to give a value corresponding to Ty that is comparable to

the revised values of ri. The new xH is used to relocate the values zi (i.e.,
Xy - xi) before repeating the spline fitting of r(z) to determine p(xi) for the
corrector sweep. (There is an operational question here on what is the best
way of evaluating 9p/ox relative to the timing of time step, e.g., should

P, be recalculated for the corrector sweep without resetting all X, as well as ri?)

After completion of the backward-differencing corrector sweep, the tip

velocity VH is recalculated from the predicted p(xi) but by forward spatlal
differencing, since there is no location M+l to use in a backward difference.

As with the other quantities, the corrected value is taken as the average of

the two calculations. The process for calculating a revised Axuis repeated

and it, too, is averaged with the previous prediction to give a corrected Xy
This calculation completes the process for a time step before the locations xi
are translated for the next step. The location of the tip Xy is then translated

by its estimated velocity as are the rest.

- gz A a

An additional node is added when the distance x: - xl becomes too large;

then a regridding procedure is applied to redistribute the nodes more evenly.

,
3

Regridding is also accomplished at fixed time intervals in an attempt to avoid
difficulties caused by excessively short or large distances between nodes
[Daly, 1969). A subroutine REGRID is called to reapportion the locations X
with the spline fitting routines as follows. Subroutine AXIDK is applied again
to determine the coefficients for y(s) and z(s) from the results of r(x ) of

the last step. New approximate locations x, are chosen. End points xi and Xy
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(z1 and ZM) remain fixed. Subroutine UGLYDK forms the coefficients for s(z)
and subroutine EVALDK then is used to pick si from the approximate new z,.
These values s, are used with EVALDK applied to the coefficients for y(s) and
z(g) to obtain the new interpolated values of r, and Xs that are actually
adopted. The function V(s) is also deduced via subroutine UGLYDK from the
original vi and G it is then employed with EVALDK to yield interpolated

values of Vi at the new s.1 (and, therefore, at the new z,).

i
The criterion for adding a node is that the elapsed time (since adding

the last node) corresponds to axial displacement of inlet particles by a

specified fraction of the inlet radius. Any regridding is accomplished after

the translation of the nodes to new locations X, . After the regridding, the time

interval for the next step is calculated from the criteria mentioned above and

the sequence returns to the next predictor step with caleulation of p(r (xi))

i
for the new X The procedure is terminated when the total elapsed time or the
number of time steps exceeds a value which may be specified in the input file

(or when a run time error occurs}.

4,7 Initial results

The first calculstions have been conducted with properties approximating
steel, p = 500 lbtm/ft?® and o = 0.08 1bf/ft, at earth's gravity and no additionsl
body forces. Thus globular transfer would be simulated. “Electrode" diameter
has been 1716 in. with feed spseds of 100 and 200 in/min, plus a few at
$200 in/min to correspond tec the non-dimensional parameters of the ink jets of
Adams and Roy [1986]). These properties give scales of 8 = 0.21 in, V, = 390 in/min
and t, = 33 ms. For V, = 200 in/min and these properties and dismeter, the

non-dimensional parameters dbecome ry, = 0.14, Vi, @ 0.52, We = 0.075, Fr = 0.48

and ¢? = 13, corresponding to drop formation rather than a jet.

The initial profile has been derived for H = 5 which gives ze g 0.057 with
DMH/1d/055%m
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this value of T, A cosrse initial grid of M = 10 or 20 has been employed for

debugging to reduce computer run time. At =&rly time, the (non-dimensional)

time step criteria give constraints of the o~der of At < 1 x 1073 from Courant,

Friedrich and Loewy and 8t < 3 x 10”4 for capillary waves. By comparison the non-

dimensional period is P = 2 for globular transfer. The resulting initial shape

is as shown in Figure 4.3a. An example of the pressure profile after a few

steps is given as Figure 4.4,

Calculations to date have been hamperad by problems which might lnosely be
termed numerical instabilities of which Figure 4.3 is an example. This sequence
was done with TUONTR = 0.33 so the time steps were held to one-third of the
applicahble eriterion (capillary waves) but no redistributin of nodes was
employed. At time step ¥ = 201 (t = 0.007) a slight oscillation is evidently
superposed on the general shape r{x). During the next 200 steps the minimum
value of Ax becomes successively zmaller so the time step criterion baegomes
more constraining, reducing to At = 107® by N = 400. Consequently, time
advances only from ¢t = 0.007 to t = 0.008 on dotbling the numoer of steps.
Meanwhile, the oscillation becomes much more exaggersted snd the appearance at
the tip bucomes unrealistic. Regridding every 10 or 50 time steps eases the
problem of small time steps but significant osclillations still appear as the
droplet forms (particularly near the tip) and evolve intc negative radii, over-

lapping nodes and comparable numerical difficulties which halt the calculastion.

4.B Next steps

Bfforts continue to develop a more “robust™ calculation procedure without
adopting the full two-dimensional confined two-fluid technique of Daly (1969)
which =night be considered to be an epprosch held in reserve. As implied in
gection 4.6 other options exist for treating the tip element and the sequence

of the pressure calculation.
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Flows with free surfaces and significant surface tension are known to have
a wide variety of interesting and beautiful behavior (as is evidenced by many
of the transient drops, jets and related patterns appearing in television
commerciais), partly due to sensitivity to instabilities. For example, Taylor
[1964) recounted how a slight variation in the aspect ratio or vertex angle of
an ellipsoidal drop in an electric field can lead to issuing a very narrow
axial jet from the drop. Therefore, it is sppropriate to re-examine and
perhaps revise the initial profile. Another logical starting point would be a
profile based on the shape of the pendent drop [Boucher and Evans, 1975) of
depth z, and radius r, instead of a spherical segment through these

points. A more gradual initiation to V, may be desireable as well, perhaps

in

a linear increase from zero velocity to the desired value.

It is known that viscous diffusion terms can help stadilize numerical
calculations [Richtmyer, 1957). While the time scales estimates indicate that
the current problem is approximately inviscid, it may be useful to add viscosity
to the simulation. Professor Foss of Hichigon State is presenily developing a
one-dimensional treatment of the viscous effegts for inciusion in the viscous
momentutn equation as by Adams and Roy [1885]). It will be added {to equation
(4.5) and Fv) if these cther approaches 46 not satisfactorily resolve the
difficulties. For a general treatment viscous effects are necessary to provide
a danping mechanism so that an ultimate steady state iu possible {or a

disturbed pendent drop (not netassaril) in GHA weiding).

4.9 Two-dimensicnal computational medelling of hydcodypanic droplet processes
{Prof. B.E. Launder and Dr. M.A. Leschziner, UMIST)

A analysit designhed to yield information on local racher than global
DMK/ 18/0559m ‘
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droplet properties must necessarily be based on the partial differential
equations governing mass, momentum and energy conservation. Even for laminar
conditions, the equations are non-linear and coupled in a way which demands,

for non-trivial geometries, a numerical approach to be adopted.

With heat/species transfer and electro-magnetic features left aside, a

general hydrodynamic simulation of droplet formation and growth involves two

main issues:

o0 motion within a given droplet/elactrode surface;

0 temporal a4jusment of droplet surface

4.9.1 In-droplet motion On the assumption that the droplet and the

processes within it are axisymmetric, the dropletl must be covered by a two-
dimensional numerical mesh. The type of mesh chosen is of considerable importi-
ance to ihe accuracy, econcmy, flexibility and algorithmic complexity of the
numerical solution procedure. In present circumstances, the number of sensible
mesh- type options is small. Clearly, a surface-adapted, hence curvilinear,
mesh is tvequired if near-surface processes are to be captured accurately and
boundary conditions are to be imposed properly. Such a grid may be orthogonal
or non-orthogensl. The former is preferadble on grounds of mesh smoothness,
level of solution errvor arising from grid skewness and simplicity of the
discretised transport equations. However, an orthogonal mesh offers little
flexibility in respect of mesh control and demands a numerical solution of a
set of Poisson equations governing the mesh-line coordinates within the
solution domsin. Ordinarily, the cost of the mesh-generation process is

marginal, for the mesh is only generated once. Here, however, the mesh is to

be adapted to a time-varying solution domain, and CPU costs rise rapidly.
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Thus, an algebraically generated non-orthogonal grid is a clearly preferable
alternative. Such a mesh is easily adapted to a8 moving surface at low cost,
and allows a high degree of mesh control to be exercised. The penalties paid
are loss of grid smouothness, grid skewness and a considerable complication of
the discretisation process which must start from the differential egquations

expressed in terms of general non-orthczonal coordinates.

Within the above non-orthogonal framework, the equations may be expressed
in a varity of forms: in strongiy-, weakly- or non-conservative form, in terms
of co-variant, contra-variant or Cartesian velocity components, etc. Here
again, the choice will have s considerable impact on the properties of the
numerical algorithm, Current trends ar- towards adopting, particularly for
complex 3D internal flows, a "middle-of-the-road” approach involving a
Cartesian velocity decomposition within a conservative finite-volume framework
(see the review by Leschziaer [1989])). A distinct advantage arising from a
retention of the Cartesian dezomposition is that all transport equations,
whether governing a scalar property or any component of a vectorial or

tensorial flow property, are of the same form.

Given the typical range of Reynclds number encountered in droplets arisung
in GMA welding is seems highly probable that the flow within the droplet will
be non-turbulent. This view is reinforced by the fact that envisioned
circulation patterns of the liquid metal within the droplet will tend to
stabilize flow disturbances. Thus, assuming diffusion processes (if
significant) to be viscous and Newtonian and referring to the quantities
defined in Figure 4.5, the governing equation for any two-dimensional

(axisymmetric) flow may be written:
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at PT® * g (C ¢ + D )+ (C,

1 2

¢¢ + D2¢) = JrS¢

where C, D and S relate, respectively, to convection and diffusion and source;

all are defined in Table 4.1, as is the Jacobian J.

Discretisation is most frequently and conveniently performed by integrating
the above equations over finite-volumes of the type shown in Figure 4.6. Con-
ventional algorithms, mainly for Cartesian grids, involve 3 sets of mutually
staggered volumes, two pertaining to the momentum components and the third used
to satisfy conservation of mass and scalar properties. This appreach avoids
numerially destabilising chequerboard oscillations but is complex, particu-
larly for 3D situations. However, a recent proposal by Rhie and Chow [1983]
now allows a collocatéd (non-staggered) arrangemnt to be adopted without
stability problems, and most non-orthogonal-mesh schemes have adopted this

route.

Examples of 2D flows computed by Lien and Leschziner [1989] at UMIST are
shown in Figure 4.7. We draw attention to the fact that, in the computations
displayed (and despite the fine mesh employed in certain regions) no 4iffi-
culties were encountered in zolving equations for velocity components not
aligned with the rigid boundary provided by a wall. There is no reason to
suppose that, in handling free surface boundaries, such as .ire present with
droplets, the new factors present would create major obstacles to the use of
non-aligned velocity components. An accurate resolution of the pressure
difference across the gas/liquid interface of the droplet is, of course,
essential. This pressure difference is in turn intimately connected with the
surface topography of the drop, a featurs that may require a highly refined

mesh near the droplet surface, especially in the vicinity of the solid/liquid
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boundary where spatial changes in surface curvature are likely to be rapid.
Given that the model chosen is an axisymmetric one, such mesh refinement poses

no insurmountable problems.
The above considerations should suffice to indicate that a hydrodynamic
caleulation within a defined, invariant droplet shape pouses no particular

problems with currently available general software.

4,.9.2 Adjustment of droplet surface This might proceed on the basis of the

balance of forces due to the internal pressure close to the droplet surface and

the surface-tension force in the locally curved droplet surface.

Given a surface shape at an initial time level (n), one may assume that the
pressure at the computational node closest to the surface, Figure 4.8, is known.
It is assumed that the gas surrounding the droplet is effectively stagnant,
implying negligible surface shear stress except when Marangoni convection is
significant, (Alternatively, a gas stream symmetric with respect to the
vertical axis of the bubble could also be gtcommodated within the proposed

framework.)

During the computational interval At, i.e., (n) to (n+l), boih near-
surface pressure and the entire cross-droplet grid would be held temporarily
invariant. A hydrodynamic cycle (iteration) would then yield a new velocity
and internal pressure field, the latter via a pressure-correction algorithm.
One outcome of this cycle would be an apparant cross-surface velocity, Vs,
resulting from the supply of molten metal into the droplet from the electrode,
Figure 4.9, The adjustment of the droplet would result as an outward shift of

the surface by V At, and the new surface curvature distribution would give
8
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a corrected near-surface pressure. In-step iteration could be performed to
take coupling inte account though this may not be necessary except, pogssibly,
in the vicinity of drop detachment. A tangential motion within the droplet, at
its surface, could in general be expected to contribute to the behaviour of the

surface. This could be accommodated without difficulty.

4.9.3 Further considerations Although attention has focused on the

liquid-gas interface another significant problem-determined boundary is that
between the solid and liquid weld material. While in initial computations it
may be convenient to take that boundary as a prescribed uniform temperature
horizontal plane surface, a serious study of the droplet dynamics (at the same
level as implied by the discussion under §4.9.2 demands that the interface
location be determined as the computation proceeds by including the appropriate
latent heat terms in the energy balance for the specially formulated set of
difference equations for the conﬁrol volumes contiguous with the liquid-solid

interface.

Within the solid material a simple heat conduction equation (or rather the
very simple convection equation involving a uniform convection velocity equal
to the electrode feed speed) must be solved. Either a truncated version of the

same solver used for the droplet or & separate, simpler program can be adopted.

2. CONCLUDING REMARKS

A combined analytical and numerical study of metal transfer in gas metal
arc welding was continued. Globular and spray modes were considered, mostly
concentrating on 1.6 mm (1/16 in) diameter steel wires as in the classic

experimental papers of Lesnewich [1958). Previous investigations have shown
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that gravitational forces and surface tension forces dominate in the globular
mede with electromagnetic forces also becoming important for spray transfer.
Approximate analyses and time scale estimates were continued to guide the
development of a general numerical technique for examining the problem and for
obtaining predictions for appropriate ranges of parameters. Work also
continues on the treatment of deformable control volumes in conjunction with

free surfaces for two-dimensional, transient analyses.

A two-pronged approach is in process. Studies concentrate separately on
(1) steady thermal conduction in the moving solid electrode and (2) transient
droplet formation. Thus we have split the complicated, general problem into

two idealized regions to ease physical insight into the overall process.

Simple transient analyses showed that the solid electrode can be
approximated reasonably as a steady flow, steady state, thermal conduction
problem except in the immediate vicinity of the growing and detaching drop.
Results of the first half year study were combined with those of Kim and Eagar

at M.I1I.T. for heat transfer in the solid electrode (Appendix A).

Axial thermal conduction in the solid electrode is primarily important only
for a distance of the order of 5D/Pe from the tip where it supplies the energy
necessary to supplement resistive (Joule) heating and brings the temperature to
the melting point; With argon shielding of steel at high electrical currents,
Kim showed that there is apparent heating of the c¢ylindrical side surfaces due
to electron condensation. Dr. J.S. Uhlman developed a closed form analysis for
an idealized description of this problem. To account for the spatially-varying

surface heating, he applied the method of superposition to his basic solution

for uniform internal energy generation with a step change in surface heat flux
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for a moving solid electrode. The approach is analogous to transient thermal
conduction in an infinite cylindrical rod and to thermal entry convection
problems for flow inside tubes. Though the results are only approximate, due
to the idealizations necessary to set up an exact solution, they should be¢
useful to estimate the initial loca£ion of side surface heating and to provide

a means for validating most features of more general numerical analyses.

The time scales analyses identified several phenomena with thermal response
of the same order-of-magnitude as the droplet period. Also, the appropriate
time scales for Marangoni (thermocapillary) convection were uncertain.
Therefore, in order to investigate the effects of Marangoni convection on
droplet formation and detachment, one must employ a transient analysis with
provision for temporal surface deformation. A steady state calculation for
flow in a spherical geometry (which could be attempted with some existing

general purpose programs) would be inappropriate.

For liquid steel, length, velocity and time scales were estimated to be of
the order of 1/2 inch, 400 in/min and 30 ms, respectively. Appropriate non-

dimensional parameters can be formed as velocity Vi =V /V __, radius r_ =
n_ W cap w

2

r /1 detachment period P = P/t . The Weber number becomes zvain. if

w “cap’
- =2

Win << 1, capillary velocities can be expected to cause the formation of

droplets, while if ;wvzn 5> 1, a "steady" jet should form (it may break up into
droplets by Rayleigh instability later). The former corresponds to globular
and spray conditions while the later may explain streaming transfer. The
limiting situations of static pendent drops and of steady jets have been
treated in the literature, but there is a paucity of information on the

intermediate case--the transition from drops to jet with vazn near unity,
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Transient numerical analyses are under development to predict the droplet
formation and detachment process. With surface tension forces included, it is

2 s .
which is

necessary to constrain non-dimensional time steps to 4t < (2/3lu)bx3/
of the order of 10°* for coarse grids and typical conditions. Thus, one
expects more than 1000 time steps between detachments for spray transfer and

20-30,000 for the globular mede. This provides an incentive for using a limited

number of nodes (N) since computer time typically varies as N° or more.

To provide initial physical insight without the complications (and computer
time) of a two-dimensional treatment, a one-dimensional transient technique is
in process to describe the droplet formation and detschment. LaGrangian
representations of the continuity and momentum equation have been derived for
the liquid leaving the molten interface. Spline representations are used to
determine surface curvature terms necessary for the liquid-gas interfcce
condition which provides the internal pressure distribution. A predictor-
corrector technique, like that of MacCormack, is applied al each iime step to
determine the new values of the radil and velocities of tne defurming contzol
masses to which the LaGrangian formulation applies. After revising radii and
velocities, the nodes (locations of masses) are translated furwuids or
backwards for the start of the next time step. Several apj .ozches have been
applied for the tip of the drop but apparent numerical instsbilities continue;
a more robust treatment is sought. As the drop grows, additionsl noudes are
added and the locations are redistributed; rad i and velocities at the new
sites are determined via spline subroutines. Once this program is calculating
liquid flow reliably, from droplet to jet, plans call for addition of the
energy equation to predict temperstutves and a surface shear representation to

treat Marvangoni convection.
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Governing Equations

Momentum

—

Du - - - > -
P or «-Vp+pg+ (VxH) +p H+qE+uVau

Thermal Energy
e 2y (KVT) + —— (VU + VO )2
— =V + —(Vu +
P% "o 2

Speciles (additives)
DC =K V¢ C
ot
Continuity
Veu=0
Maxwell's Equations

a‘

-l L -
VxH =o(E +UX K, H)

and Property Relations

plus Interface/Boundary Conditions

FIGURE 1.1 Ceneral system of partial differential equations
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Typical Boundary Conditions

Liquid Metal Surtace
Energy Balance between

» Conduction

» Convection

» Radiation

« Energy Absorbed from Plasma Arc

» Energy Required for Vaporization
Force Balances accounting for

» Surface Tension with Surface Curvature

» Pressure Differences

 Drag of Shielding Gases

Specified distributions of magnetic and
electric fields
Belance of mass fluxes of individual gspecies

FIGURE 1.1 Continued.
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Figure 4.1. Elemental control mass for derivation of
continuity equation.
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Figure 4.2. Limiting situations considered.
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Figure 4.4, Predicted instantaneous pressure profile p(x) during
early development, ¥ = 9, Hinjtial = 5.
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Figure 4.5. Co-ordinata systems and velocity decomposition
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Flgure 4.6. Finite volume representation
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Separated flows computed via a non-orthogonal finite-volume

algorithm.
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Figure 4.8. Near-surface volume
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Figure 4.9. Surface adjustment
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Appendix A. ANALYSES OF ELECTRODE HEAT TRANSFER IN
GAS METAL ARC WELDING

by

Y.-S. Kim,%+*2 T.W., Eagar? and D.M, McEligot?®

Abstract

Thermal processes occurring in electrodes in Gas Metal
Arc Welding are considered approximately, experimentally,
analytically and numerically for ranges of electrodes and
materials of practical importance. Estimation of the
governing non-dimensional parameters and pertinent time
scales provides insight into the complicated phenomena
involved in periodic droplet formation and detachment
while demonstrating that the behavior of the solid elec-
trode may be considered to be quasi-steady. Experimental
observaticns of the formation of a tapering tip, forming
as electrical current is increased in steel electrodes
shielded by argon gas, are found quantitatively consis-
tent with numerical simulations based on the hypothesis
that additional thermal energy is evolved along the
cylindrical side surface of the electrode due to socalled
electron condensation.
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ANALYSES OF ELECTRODE HEAT TRANSFER IN
GAS METAL ARC WELDING

Y.-S. Kim, T.W. Eagar and D.M. McEligot

1. INTRODUCTION

Gas Metal Arc (GMA) welding is the most common method for arc welding
steels, super-alloys and aluminum. About forty percent of the production
welding in this country is accomplished by this process in which the thermal
phenomena and melting of the solid electrode are coupled to the plasma arc and
the weld pool. Thus, the thermalfluid behavior of the electrode and detaching
drops can have significant effects on the subsequent weld quality and

production rate.

While a number of qualitative hypotheses concerning metal transfer have
been suggested and in some instances accepted, quantitative proof of their
validity is still lacking [Eagar, 1989]}. The purpose of the present paper is
to provide quantitative analyses, concentrating on the thermal behavior of the
electrode, to aid fundamental understanding of the process. Main emphasis is
on the commercially important application of spray transfer [Lesnewich, 1958)

from steel electrodes with argon shielding.

For a general review of recent work on metal transfer, the reader is
referred to Lancaster's chapter in the text by Study Group 212 of the Inter-
national Institute of Welding [Lancaster, 1984]. The pioneering study of
metal transfer by Lesnewich [1958a, b) has been recently summarized by him in

a letter [Lesnewich, 1987). Cooksey and Miller [1962) described six
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modes and Needham and Carter [1965] defined the ranges of metal transfer. Weld
quality depends on the mode occurring. The axial spray transfer mode is pre-
ferred for gas-shielded metal-arc welding to insure maximum arc stability and

minimum spatter.

Analyses and experiments have been conducted by Greene {1960}, Halmoy
[1980}, Woods [1980), Ueguri, Hara and Komura [1985], Allum [1985]) and by
Waszink and coworkers {1982, 1983, 1985, 1986). These studies have predomi-
nantly addressed steady or static conditions, although Lancaster and Allum did
consider transient instabilities for possible explanations of the final stage

of the droplet detachment process.

Possible thermal processes which may interact with the forces on the drop-
let to cause detachment are described schematically in Figure 1.1 for an ideal-
ized droplet. The process is transient, possibly periodic, proceeding from

detachment of one droplet through melting, formation and detachment of the
rext, so there is a change in the thermal energy storage S. Heating is caused

by electrical resistance heating (or possibly induction) G and by interaction
with the plasma qp. Heat losses occur via conduction in the solid rod Gy s
radiation exchange with the environment 9 convection to the shielding gas
q, and possible evaporation at the surface 9, Internal circulation e

may be induced by electromagnetic, surface tension, gravity and/or shear

forces.

The governing thermal energy equation for the wire and droplet can be

written in cylindrical coordinates as [Xays, 1966]

21 2H 8H _ 3 (kar) 12 [krar
ot +opu ax oy or ox \ X + r ar or + 9 (1.1)
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where the dependent variables are the enthalpy (H) and the specific internal
thermal energy (1). For steady motion of the solid wire, the radial velocity
(v) disappears and the axial velocity (u) is uniform at the wire feed speed Vw.

The volumetric thermal energy generation rate (qé") is a consequence of re-

sistive (or Joulean) heating. If the boundary conditions and other quantities
can also be idealized as steady in time, then the first term (representing

transient thermal energy storage) also disappears.

For the droplet these idealizations are not valid. The velocity field must
be determined from solution of the continuity and momentum equations after
solving Maxwell's electromagnetic field equations to obtain body force terms.
The droplet grows so the process is non-steady and the transient terms must be
retained (as they might be for the solid wire since the melting interface also
must be affected by the transient droplet). Boundary conditions for the
momentum equations include treatment of the surface tension forces which can be
dominant. Solution for the droplet fields is thus much more difficult than
analysis of the thermal behavior of the solid wire and is beyond the scope of

the present work.

The present study examines the thermal processes occurring in moving
electrodes for GMAW with the gbjectives of (1) determining which phenomena are
important in controlling the melting rate and (2) explaining the formation of
a tapering tip observed for some combinations of electrode materials and

shielding gases.

In section 2 the governing parameters are identified and related thermal-

fluid time scales are estimated. Pertinent experimental observations by Kim
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[1989) are presented next, followed by closed form analyses for thermal conduc-
tion in the moving solid electrode under the idealization of constant material
properties. To account for significant variation of the electrical resist-
ivity with temperature, an available numerical method is applied; section 5
describes the technique while section 6 presents simulations related to the
conditions of the experiments of section 2. We conclude with a summary of the

major observations deduced.

2. NON-DIMENSTIONAL PARAMETERS AND TIME SCALES

To quantify the typical orders-of-magnitude included, the approximate prop-
erties and welding parameters for steel are employed. 1In applications for
steel, typical wire diameters are in the range 0.8 to 2 mm (0.03 to 0.09 in.)
and wire speeds are of the order 0.04 to 0.2 m/sec (100 to 400 in./min). The
wire extension beyond the electrical contact tip is about 10 to 30 mm (1/2 to
1 in.) [Eagar, 1987). Typical thermofluid properties of steel (or iron) in
solid and liquid phases have been given by Greene [1960) and Waszink and Piena

[1985] and others.

The Reynolds number of the droplet, Re = pVd/u based on wire diameter
and feed rate and liquid metal viscosity, is of the order of 100 for steel.
Even if a no-slip condition were applied at the surface as in duct flow, one
would expect the flow in the droplet to be laminar. But, since the liquid
surface is not constrained, the shear stresses are expected to be much less,
g0 there is more reason to believe the circulation within the droplet to be

laminar, perhaps even so-called creep flow.

The Prandtl number of the liquid metal, Pr = ¢ yw/k, is a measure of the
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rate at which viscous effects propagate across the fluid relative to thermal
conduction [Kays, 1966], or the rate at which the flow field approaches steady

state compared to the temperature field. For steel and most liquid metals
Pr < 0.1, so the thermal field adjusts to the flow field much quicker than the

flow adjusts to its disturbances.

The importance of axial thermal conduction upstream in a fluid (or the

s0lid wire) relative to the motion can be estimated via the Peclet number,

Pes— = B = —— f = Re* Pr (1.2)

For Pe > 200, the axial conduction term may be neglected relative to the

other terms in the energy equation (1.1) [Kays, 1966]. On the other hand, a
low Peclet number corresponds to the situation where thermal conduction is
much more effective at transporting thermal energy axially than motion of the

medium, as will be seen later in Section 4.

A criterion for the appearance of approximately isothermal conditions is
given by the Biot number, Bi = h » Vol/(ksolid . As). where h 1is a heat loss
coefficient for convection and/or radiation. For the temperature distribution
radially across a cylindrical section, it becomes Bi = h » d/(bksolid)‘

If Bi << 1, the temperature variation across the medium is much less than the
difference between the surface and surroundings, i.e., isothermal. Conversely,
a large Biot number implies that thermal conduction resistance in the medium

dominates the problem establishing the temperature distribution.

Thermocapillary, or “Marangoni", convection has been shown by a number of
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investigators [Heiple and Roper, 1982; Oreper, Eagar and Szekely, 1983; etc.]
to have significant effects on the thermofluidmechanics of weld pools. For
droplet formation, its effects do not appear to have been considered in detail.
Surface tension generally depends on temperature, composition and electrical
potential. Lai, Ostrach and Kamotani [1985] have examined the role of free-
surface deformation in unsteady thermocapillary flow; while their geometries
differ from liquid droplets, their results should provide order-of-magnitude
estimates for the present problem. Further, for short times when the motion
is still confined to a thin region near the surface, the results for the
dissimilar geometries should approach each other; i.e., both cases should be

effectively one-dimensional, transient, semi-infinite situastions.

The importance of steady thermocapillary convection can be estimated from

a number of non-dimensional parameters:

1y "Static bond numbe:"

2 hydrostatic effects relative
Bd = B%Q. to surface curvature effects
on pressure

2) "“Elevation Bond number”

Bo = T3§§%TTEY hydrostatic pressura

thermocapillary dynamice pressure

3) “Dynamic Bond number™

Bo _pADR natural convection

d ° laosar) thermocapillary convection

The direction of flow due to thermociapillary convection depeuds-oa whather

the surface tension increases or decreases with temperature. In & sense, a
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region with higher o pulls fluid from regions with lower o. For very pure
steels 380/9T is negative so the flow tendency would be from warmer to

cooler. In the vertical geometry considered here, that would be from the warm
liquid drop towards the melting zone and might inhibit detachment. With small
amounts of contaminants, such as sulfur or oxygen as in the weld pool studies
of Heiple and Roper [1982], 30/8T can become positive so the tendency would

be towards enhancing detachment forces. In either case the thermal field near

the meiting interface would be medified to some extent.

To estimste values of the thermocapillary parameters for a liquid steel
droplet, we take the temperature range as being from the melting point to a
maximum about 500K below the boiling point [Block-Bolten and Eagar, 1984]}.
Following Waszink and Graat [1983), we took surface tension values
for mild steel to be dominated by the manganese constituent with o = 0.9 N/m

(0.005 1bf/in) and !80/3T| = 0.2 x 10-3 N/nK (6 x 10-7 1vf/in F).

Estimated ocvders-of-magnitude and ranges of these thermal parameters

become
Re Po Bi Bd Bo Bod
Globular 50 4 0.001 2 10 0.8
Spray 509 40 0.001 0.2 1 0.08

Kere the Biot number refers to vadial heat transfer (rather than axial trans-
fer from the liquid droplet to the melting interface). The values of the
Peclet number imply that wire motion ie more significant but that axial

tharmal conduction is not entirely negligidble.

With the exception of Bo for globular transfer and Bod for spray trans-

fetr, the thermocapillary parameters are all of order sne. For globular
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transfer hydrostatic pressure would be expected to be significantly greater
than the thermocapillary dynamic pressure. And for spray-sized droplets,
Marangoni convection would be significantly greater than natural convection.
The value of Bd =~ 0.2 for spray transfer would be an indication that a
force(s) other than gravity is invoived in droplet detachment in that mode,
since surface curvature would cause greater pressure (and restoring force)
than the weight of the drop. Greene {1960] and Waszink and Piena [1985]
have concluded from different arguments that the additional forces are
electromagnetic and, therefore, Maxwell's equations should be included in

the complete solution.

The discussion of the non-dimensicnal governing parameters above applies
primarily to steady processes. However, droplet formation and detachment is
a non-steady event so time scaleg or responss times of the phenomena must
also be considered to estimate whether steady-or guasi-steady conditions may

be approached during the process [McEligot and Uhlman, 1988]).

For 1.6 mm (1716 in.) diameter mild steel, Lesnewich {1958b] shows
droplet detachment frequencies to be of the order of 15 per second for
currents below 240 amp and 250-300 per second above 280 amp. These vslues
represent globular and spray metal transfer &nd correspond to periods of
about 70 ms snd 3 ms, respectively. For his experiments with 1.1 mm (0.045%
in.) diameter steel, Morris {(1989) reports typical values of SO ms for
globular and 4 ms for spray transfer but has seen up to 2000 drops/sec or

droplet periods as short as 1/2 ms.

The time for a thermal change to approach steady state (within about
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five per cent) by conduction in the radial direction [Kreith, 1973}, the

thermal conductive time scale, can be estimated as GT 2 0.6 rz/a.

The viscous time scale to approach steady state can be expected to be

analogous to the thermal conductive time scale, or ev = 0.6 r:/v = 0.6 eT/Pr.

(Allum [1985 a) quotes Sozou and Pickering [1975) as saying that for J x B
flows to approach steady state requires 6 ~ L’/v. i.e., snother

viscous time scale.) Temperature variation near the surface affects the
surface tension and, therefore, the droplet shape particularly near the neck
at detachment. Consequently, one must consider times to modify the surface
layers rather than only the approach to steady state. For radial conduction

in a cylinder, a 90% change in temperature is predicted at r/ro = 0.9 within

non-dimensional time (a e/r:) = 0.1, approximately. This time scale is

about 1/6 of that for full thermal penetration.

For their weld pool simulation Kou and Wang [1986) claim the character-
istic times associated with electrical conduction are of the order of 1077
sec. Since these time scales probably have an v? dependence and the weld
pool covers a larger region than the droplet, the corresponding times can be
expected to be less than 107° ms in the present problem. Typical power
supplies show a “ripple" of about five percent in the electric current (unless
they are stabilized) at 60, 120 or 360 Hz. This situation implies about a 10%
variation in i’ with a period of 16, B or 3 ms, respectively. Thus, this
process is usually slow vrelative to spray detachment and fas! relative to
globular detachment, but in either case it could be expected to affect a

periodic detachment process upon which it is superposed.

A time seale for the propagation of capillary waves can be formed from the
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fluid properties as @C = {80/(pg3)}1/4. For steel it is of the order 30 ms.

The natural freguency of the fundamental mode for surface oscillation of a sphere

of liquid surrounded by an infinite region of gas {Lamb, 1932, Sec. 275; Clift,
Grace and Weber, 1978] can be approximated as £2 = 160/(ﬂ2pd3). A time scsale to
correspond to a significant surface oscillation might be taken as 30/36C of

the peried of oscillation.

A variety of thermocapillary time scales can be deduced for this problem

[McEligot and Uhlman, 1988). Pimputkar and Ostrach [1980] analyzed transient
thermocapillary flow (“"Marangoni convection”) in thir liquid layers. They found
the appropriate time scale for small times to be DH = h¥/v (where h is the

height of the layer), i.e., yet another viscous time scale. The thermal tine

scale was GMT = b® Pr/v. The large time solution has a scale QHL = L/U

where L is a measure of the streamwise length and the characteristic velocity

of the thermocapillary driving force is U = {30/3T|2{T - T )/u. For their

problem there was a significant velocity change before 6 = 0.19M and a steady
Couette flow was approximately reached by € = GM; significant surface distortion

was predicted for 8 > 0.01 L/U or less. Other appropriate thermocapillary time
scales may be estimated from (1) the time necessary for the induced surface velocity

to become comparalle to the wire velocity, (2) the residence time for s fluid particle

to traverse half the circumference due to the axial temperature gradient,

20 16 |30/0T|d p;

and (J) thes predicted residence time corresponding tou the flow induced during
a typical droplet period using the analysis of Lal, Ostrach and Xamotani
{1985, Fig. 4). These four different approaches give a range greater than an

order-of-magnitude for the potential thermocapillary time scales.
DMM/1d/0559m
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The results of the time scale estimation for 1.6 mm (1/16 in.) diameter
steel are presented in Table 2.1. It must be emphasized that these are merely
order-of-magnitude estimates for guidance. IXn general, when the response for
one phenomenon is much quicker than another, the first can be treated as quasi-
steady relative to the second. When time scales are of the same order, both
phenomena must be considered i1 the transient analysis. From the comparison,
we see that viscous diffusion is too slow to be important except as involved
in the thermocapillary surface phenomena. The proper time scale for thermo-
capillary convection in this application has not been determined; due to the
range of values estimated, one ¢an only say it may be important for globular
and/or spray transfer. For gilobular and spray modes thermal conduction at the
surface and surface oscillations have time scales comparable to their periods.
Interaction with electric current oscillations depends on the power supply

frequency (and whether it is stabilized effectively).

In summary, for the gensral case of electrode melting and detachment the
order-of-magnitude estimates of poverning parameters and time scales reveal no
significent simplification excvept that buoyancy forces are likely to he negli-
gible in the droplet. Ultimately, it will prebably be necessary to solve the
transient, coup.ed thermofluldmechanic eguations for the droplet and wire in
conjunction with experimental observations to obtain predictions with reason-
able detsil. The presont study begins that process, concentrating on the

80114 electrode.

3. MELTING EXPRRIMENTS

Measuremonts werd oblained with resesitch welding equipment to observe the

electrode shape, arc attachrent, droplet size, transfer modes and their rela-
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tionships to typical welding control parameters. These experiments established

the conditions for which numerical simulations were later conducted.

3.1 Apparatus

Welding was by the Direct Current, Electrode Positive or "veversed
polarity™ technique. The welding equipment used in this study included two
Miller "Gold Star" power supplies, a Linde UEC-8 weld controller, a Linde
SHE-11 *low irertia' wire feed motor and a Linde ST-12 GMAW Torch. The two
Miller power supplies were operated in parallel and could provide a total
output current of over 1200 amperes. The UEC-B8 controller was operated in
constant current mode to match the transistorized current regulator which will
be described later. The Linde SHE-11 'low inertia' wire feed motor was used
since constant current and pulsed current welding were being used. The Linde
ST-12 torch was modified to ensure a relatively constant contact point between.
the contact tip and the consumable electrode; an alumina tube was inserted
into the contact tip leaving only 5 mm for electrical contact rather than the

nominal contact length of 24 mm.

In addition to this commercially available equipment, some laboratory-
bullt equipment was used as s part of the welding system. These included a
transversing table and the welding power regulator. The weld table moved the
weld specimen so that the weld torch could remain at a fixed position. The
table is powered by a DC motor and provides constant weld speed up to five

cm/sec.

The welding power regulator used in this study was of the constant current

type and can supply DC current with less than 1% ripple. The regulator is a
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transistorized current controller which was designed by Alexander Kusko, Inc.
of Needham, Massachusetts, and was constructed in the MIT Welding Laboratory
[Eickhoff, 1988). This system uses transistors to control the welding current
and is capﬁble of pulsing the DC current to a maximum of 5 kHz for small super-
imposed signals. This equipment is extremely flexible in providing pulsing
conditions; peak current, base current, peak time and base time can be con-
trolled independently from a Tektronix FG501A function generator included with

the controller.

Analysis of the metal transfer process was performed using high speed
videophotography. 1In contrast to the conventional high speed cinematography
which uses a light source with greater intensity than the arc and a strong
neutral density filter, in this study a laser backlighted shadowgraphic method
[Allemand et al., 1985] was used. This system excludes most of the intense
arc light and transmits most of the laser light by plscing a spatial filter at
the focal point of the objective lense. The system setup and the equipment

specifications are detailed by ¥im [1989).

The high speed video system consists of an Ektapro 1000 motion snalyzer
from Eastman Kodak Co., and is capable of producing inages at a maximum 1000
full frame pictures per second (pps) and at a maximum of 6000 pps with mplit
frames. After the picture is recorded at high speed on high density tape, the

images can be transferred to a normal VHS recorder for analysis.

3.2 Procedures and ranpges of varlables

Measurements emphasized mild steel (AWS E70s5-3) 8s the electrode material

but aluminum alloys (AA1100 and AA5356) and titanium alloy (Ti-6Al-4V) were
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also employed to include a wider range of physical properties. An electrode
diameter of 1/16 in (1.6 mm) was used throughout. The shielding gases employed
were pure argon, pure helium, their mixtures, argon-2% oxygen and carbkon
dioxide. The ranges of variation of welding parsmeters during this study are
given in Table 3.1; overall welding.current ranged from 80 to 420 amp and

electrode extension was set at 16, 26 or 36 mm.

After installing the electrode wire in the torch, measurement conditions
were adjusted as follows. The Linde UEC-8 weld controller was operated in the
constant current mode. The desired electrical current and weld table speed
were first set. During a preliminary run the electrode extension was set by
observing the distance via the video camera with laser back light illumination
while adjusting the open circuit voltage. The values obtained were then

employed for fresh welds during the actual measurements.

Electrode extension is defined in this study as the distance from the end
of the contact tip to the liquid-solid interface. With the video monitoring
technique it could be controlled within + 1 mm during welding. Electrical
current was measured by an exterual sﬁunt which is capable of measurement

within an uncertainty of & 1% of full scale.

Melting rates ware mrasured by reading the output voltage of a tachometer
which was in contact with the moving electrode. The output voltages of the
tachometer and of the current shunt were recorded with a Honeywell 1858

'‘Visicorder Oscillograph' in conjunction with a low band pass filter.

The tachometer was carefully calibrated by indenting the surface of the

electrode once every second with a solenoid indenter triggered by a rotating

DHM/14/0559m
A-15




cam. Afterwards the indented sections of the electrode were removed and the
actual mass of the electrode passing through the system per unit time was
measured. The mass of the electrode was weighed with a balance which has
accuracy of 0.0005 g. The calibrapion was performed by measuring the mass

which passed through the indentor for five seconds.

3.3 Experimental results

Typical data for melting rates (or wire feed speeds Vw) with steel and a
range of shielding gases are presented in Figure 3.1. The same trends were
seen at shorter and longer extensions [Kim, 1989). With argon, as well as
with A-zzoz. there is an apparent slight variation in the trend of the
curve, or a "transition", at intermediate currents. With helium and carbon
dioxide as shielding gases this effect was not evident; the slopes of the

curves were continuous and near constant.

For mixtures with an argon rich composition (75% A/25% He) there also is
an apparent transition in the melting rate curve. However, as the helium
content is increased (50% A/50% He), it disappears as with helium and carbon
dioxide. Aluminum and titanium revealed slight transitions in thelr curves
when shielded with pure argon. Thus it seems that the transition ls related

to the behavior with argon gas.

For the same variety of welding conditions, droplet sizes were determined.
The size was measured from the still image on the video screen once every ten
seconds, then these ten samples were averaged. Figure 3.2 compares the results
for steel with A—Z&Oz. helium and CO’ as the shielding gases. Again there

is a substantial difference in behavior depending on shielding gas, dbut no
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critical transition in size is observed. Calculations of the related droplet
detachment frequencies also failed to show any sharp transition. However, with

argon much snaller droplets are evident at high currents.

Visualization of the electrode and droplet detachment provides some insight
into the effects of argon on the metal transfer process. Figure 3.3 demon-
strates the effect of electrical current on the size of the detached droplets
and the shape of the solid electrode for steel and argon over the same range
as Figures 3.1 and 3.2, A continuous, gradual variation is seen. 1If one
defines the transition to spray transfer as occuring when the droplet diameter
is approximately equal to the wire diameter, it is seen in the middle sub-

figure for i = 253 amp; this value agrees with the observations of Figure 3.2.

At low currents the photographs show large subglcobular droplets and a rela-
tively blunt tip to the electrode. As the current is increased, (1) the drop-
lets become smaller, (2) the required wire speed increases and (3) the elec-

trode tip acquires a sharpening taper. The sequence is continuous and gradual.

No taper was observed with shielding by helium or Co:; instead visual-
ization showed a repelled form of detachment which led to large drop sizes.
With aluminum and argon shielding, a taper formed but was shorter (or blunter)
than for steel. None was seen for DC operation of titanium electrodes to 260
amperes (maximum used), but it did occur with pulsed currents at 500 amperes

g0 it 1is expected for higher DC currents with argon.

Consideration of the electron current path yields further understanding.

The distribution of current on the surface of the electrode is affected by

several factors, such as material, shielding gas and total welding current.
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Precise measurement of the distribution is not availsble. However, in Kim's
study [1989] an approximate method, considering the main current path to be
related to the bright spots on the photographs, gave useful indications. These
observations of anode spot behavior were made with a color video camera using
the laser back-light system. 1Instead of the narrow band filter used with the
high speed video, a neutral density filter was used to adjust the light input

to the camera.

Figure 3.4 shows observed bright spets or indicated current paths for
steel and titanium alloy in globular transfer and steel in streaming transfer,
all with argon. In steel there is no well-defined current path into the
consumable electrode. Rather, the arc root appears to be diffuse. Therefore,
it seems that the electrons condense not only on the liquid drop but also on
the solid side surface of the electrode. Comparable phenomena were observed
with aluminum, With the titanium alloy there is a sharp anode spot on the
liquid drop, with a strong plasma jet emanating from this spot, and most of

the electrons seem to condense on the liquid drop at this spot.

With C02 shielding, most of the electrons condense at the bottom of
the liquid drop. With helium, the electron condensation is confined to the

lower bottom but is less concentrated than with co2 [Rim, 1989].

As a consequence of the above observations, the following hypothesis of
taper formation is proposed [Kim, 1989): When the shielding gas is argon, a
portion of the electrons condense on the cylindrical side surface of the solid
electrode and liberate heat of condensation at this location. When this energy

generation rate is high enough on the surface, the electrode surface will melt

and the liquid metal film will be swept downward by gravitational and/or other
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forces. When this melting occurs over a sufficient length of the cylinder, a
taper will develcp at the end of the electrode. Whether this hypothesis is
quantitatively consistent with the thermal phenomena in the solid electrode is

a question which is examined analytically in the later sections.

4. PRELTMINARY ANALYSES FOR SOLID ELECTRODE

As an introduction to the next section, and to provide further insight,
this section provides discussion of two limiting closed form analyses: (1)
resistive heating of the electrode without heat transfer through the side
surface and (2) heating at the side surface without axial conduction. In both
cases material properties are treated as constant and the fields are

approximated as steady.

The steady idealization implies that the dimensions of interest are large
relative to the penetration depth for thermal conduction at the droplet detach-
ment frequencies and/or that the predictions represent effective temporal
averages. This penetration depth can be estimated from the transient
conduction solution for a cosinusoidally oscillating surface temperature on a
semi-infinite solid (Boelter et al., 1965, eqn 6.12a}. For the n-th harmonic

about the mean it takes the form

ny 1/2 2m ne /2
T - Tmean = TO exyp ~(;;> X | cosi=g" t —(;;) X (4.1)

The depth at which the amplitude is a fraction 1/v of the surface amplitude

is then

& = (&n v) * vaP/(nn) (4.2)

From the first harmonic and a five percent criterion, one may estimate this
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penetration depth to be about 0.1dw for spray transfer and 0.6dw for globular
transfer for steel in the present experiments. There may be a bit more varia-
tion due to the actual size of the drops but it would be countered by the

convective wire motion in the opposite direction to the thermal disturbance.
4.1 One-dimensional thermal conduction

The one-dimensional idealization corresponds to conditions where all the
heating by electron condensation occurs at the tip and there is no signifi-
cant heat loss (or gain) at the cylindrical surface of the electrode. 1In this
situation, the governing energy equation (1.1) may be reduced and non-dimension-

alized to the form
eI, a, N (4.3)
dz .

where 2z = L - x is measured from the molten tip sou = -Vw and the non-

dimensional varlabdles are

T = (Ip - DTy = Tp)
z = (Vy2/a) = zPe/D
and
tee

- % p* 16 i:pe

@# [ Sl
% k(T - Tr)Pe’ o ko’(rm ~Tr)99’ (4.4)

Appropriate boundary conditions are

? = 0 at z = O (4.5)
T

= 1 at 2 = L = LPe/D

The solution of this mathematical problem with EG taken constant may be
written

- - - 11 - er'“2
1l - = +
T(@ = (1 qGL) 3 G
l -e

(4.6)

O 1
.
(LB
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where the first term represenis contribution of the thermal conduction from
the molten interface, transported upstream agsinst the motion, and the second

is the consequence of resistive heating by the electrical current. 1In

section 2 we saw that for steel electrodes we can expect 4 < Pe < 40 and in

the experiments L/D was sbout 10 to 20 so the denominator is near unity,

giving the approximation

T(z) ~ (1 - §G£>[1 - exp —E” + QGE

ar

-Z

mnox - {1- ﬁci) 1~ exp
T - TP

} - qu (4.7)

which decreases from zero to -1 {(i.e., T(z) from Tm to Tr) as z increases
away from the tip.
The exponential term (or a plot of the solutieon) shows that the effect of

thermal conduction from the meiting interface becomes negligible beyond

255 or z/D > 5/Pe. For even the lowest Peclet number expected, this is ouly
of the otder of one diameter upstream. As vw (and therefore Pe) increases,
the distance becomes less yet.

The fraction of the total temperature rise from Yr to Tm due to conduction
from the interface is approximated by the term (1 - ﬁci)‘ The non-dimensional

quantity EG may be seen to be the asymptotic slope of the curve T(z) sway from

the molten tip; for i ~ 200 amp at 1000K with 1.6 mm Bteel, typical values

would be of the order qg ~ 0.5/Pe?. However, it must be re-emphasized that
these results can only considered to be qualitative. The quantity ic(ﬁ) varies
substantially since Pe increases by & factor of sbout eight for steel bdbetween Tr
angd Tm 50 the slope of the contribution by resistive heating will also increase

as Tm ig approached,
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4.2 "Electrode convection”

With axial thermal conduction neglected, the governing energy equation (1.1)

can be written for symmetrical conditions as
att 12 [fart),
axt = ¢t ot art G (4.8)
with x = 0 at the entry corresponding to the contact tip and increasing in the
direction of motion. The non-dimensional variables are defined as

&+ tee o *
Q. = 9 rs/(kT )

X = (2x/rs)/Pe and ry = (r/t )

x
where the definition of raference temperature T would be chosen by con-
venience, depending on the surface boundary condition. From symmetry, the

centerline boundary condition would be (ar+/ar+) = 0 st r+ = 0. And

the initial condition is TW = 0 at x* = 0.

Equation (4.8) may be seen to have the same form as for transient conduction
in an infinitely long circular rod with a heat source (e.g., equation 3.15 of
Boelter et al. with their diffusivity a = 1). Typically it may be solved by
separation of variables and superposition chosen depending on the surface
boundary condition. As shown by Boelter et al., the temperature field can be

separated into two components, T+ = '1‘1 + 'I‘2 where

aT oT
T satisfies **i = -%— Qﬁ;(“°~i)
2 X r v ar
and
L 3 + B‘I‘: +
T satisfles T r - + QG s 0
2 r or ar
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General solutions of these equations are

. R +
Tx,n AN L SR P NS (4.9)

and 2

T, = 4 g + C (.16

where the A are eigenvalues and Cn are their associated constants to be

determined from the boundary and initial conditions.

For electron condensation on the side surface of the electrode an appropri-

ate boundary condition would be a specified surface heat flux distribution

"

qs(x). giving

éIi _ qs(x) g
+

art et 1 KT
The usual approach to this problem would be to cbitain a solution for a step
change to a constant surface heat flux at x = 0 and to employ that solution
with Duhamel's superposition technique to evaluate the specified variation.
This approach has been demonstrated in the text by Kays [1966] and, in mere
detail, in a thesis by H.C. Reynolds [1968; Reynolds, Swearingen and McEligot,

1969). It is considered beyond the scope of the present work, but qualitative

simulations may be obtained by examining a related thermal enity problem.

The classical problem of a step change in surface tempersture at the inlet
{Schneider, 1957) provides a reverse situation compared tc the present problem.

The radial temperature difference is large at the inlet and then dacresses,

giving decreasing q;(x) as X increases. In contrast, we picture q;(x)
increasing with x due to the electron condensation near the moiten tip. That is,

the temperature profiles near the inlet in the classical problem may be pictured

(spproximately) as occurring in reverse sequence near the end in our probdblem; this
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effect is superposed upon the increase in wire température due to resistive
heating as in section 4.1. Figure 4.1 presents the qualitative simulation
resulting from this line of reasoning and provides a forecast of expectations for
more complete numerical predictions accounting for axial conduction, material

property variation and hypothesized distributions of the electron condensation.

S5. NUMERICAL PREDICTIONS FOR SOLID ELECTRODE

The purpose of the numerical analyses is to provide means of examining whether
the hypothesis of arc heating of the sides of the electrode is consistent with the
thermal observations of the experiments. Thus, calculations were conducted at

conditions corresponding to some of the individual experiments.

"he thermal problem was approximated as steady, with time-averaged values
.i<w the experiments used for boundary conditions where necessary. For steady
motion of the solid electrode, the govarning thermal energy eguation (1.1) may be

reduced and reartanged Lo

VM. 3 (koA ool fkea) gt (5.1)
ox ax ;p Ix ¢ I cp ar

The resistive heating term can be evaluated as

2 2 (5.2)

QP ''= Jp = ¥ stwr?)
G

provided the electrical current density is taken as uniform across the cross
section. Preliminary numerical solutions of the (electricsal) potential equation

demonstrated this assumption to be valid for the purposes of the present work

{Xim, 1987]).
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The temperature dependencies of the steel properties may be expressed as
piecewise-continuous polynomials over successive temperature ranges. For example,

electrical resistivity may be represented as

pe(T)

1]

a +bT+e¢c T° for T < T (5.3)
1 1 1 1

1]

a +bT+ec Tz for T <T < 7T
2 ] 2 1 ?
and so forth.

Appropriate steady thermal boundary conditions are:

i

Uniform inlet temperature, T=T at x = 0 (5.4)

Gaussian surface heat flux due to electron condensation,

" in 2
q. = RN | exp | - L= X) atr = r /8.5)

s 2 w
nrw ovir 20

where Vc = (3KkT/2e) + Va+ ¢

Uniform interface heat flux at electrode tip,

" -~ - - 2 -4
Q= (qtotal q qG)/.rw at x L (5.6)

Radiation and convection losses from the heated electrode can be accounted for
with q, or may be neglected. A measure of the length of the wire surface
heated by electron condensation is given by the Gaussian distribution paera-
meter, o, and o is the fraction which occurs on the side surface. The
quantities Va and ¢ represent anode voltage drop and work function, re-

spectively. The total energy transfer rate q is given by
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. 2
Yotal = T AH = pr v, AH (5.7)

where AH is the enthalpy increase above the reference temperature required

to melt unit mass of the material,

When there is electron condensation on the wire surface, the electric
current varies along the electrode so the resistive heating term would not be
constant even if the electrical resistivity were independent of temperature.
The assumed Gaussian distribution for electron condensation requires the elec-

trical current density to vary axially as

. 2
0 = =R exp—'('[":fl* (5.8)
JE;—_rwo 2a

This relation must be applied with po(T) in evaluating qé".

1f the material properiies could Lie approximated as constant with temper-
ature, the energy eruvation would become linear ané, conceptually, might be
solved analytically in closed form. As noted by Kays [1966]), if the Peclet
number is sufficiently high, the axial conduction term can be neglected and
the probiem would reduce to & convective thermal entry situation. The solid
electrode motion corresponds to a "plug flow" for which classical sclutions
are available [Stein, 1966) and the surface boundary condition could probably

be introduced by superpcsition.

Since the material properties do vary substantially with temperature
(Figure 5.1), particularly across the fusion zone, an iterative numerical
technique was applied via an axisymmetric version of the socalled PROENICS
code. This code is a general thermofluidmechanics computer program developed

by CHAM, Ltd., from the etrlier work of Patankar and Spalding (1972;
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Patankar, 1980]) to solve coupled sets of partial differential equations
governing heat, mass and momentum transfer [Rosten, Spalding and Tatchell,
1983]1. For the present work an axisymmetric version was applied to solve the
thermal energy equation (5.1) alone, employing the boundary conditions and
thermal properties described above.. The velocity was taken as uniform at

Vw throughout the field so it was not necessary to solve the momentum

equations.

Some aspects of the melting phenomena were simulated by employing the
"enthalpy method" [Shamsundar and Rooz, 1988; Hibbert, Markatos and Voller,
1988). Enthalpy is taken as the dependent variable as in equation (5.1) and
conversion to temperature via the property relation T(H) can account for the
heat of fusion and phase transformations (e.g., Y to «) in addition to
the varying specific heat of the solid. However, the velocity and boundaries
of the solution region were kept fixed so convection and free surface
phenomena in the molten liquid were not treated. Further, since the main
interest in the present study focussed on the solid region, most of the
simulations neglected the treatment of melting and phase transformation. The
effect of phase transformation was tested with comparative calculations and

was found negligible.

Calculations were essentially simulations of individual melting experi-
ments. Electrode diameter was taken as 1/16 in (1.6 mm) and properties were
for the material used, usually steel. The electrode extension L, wire feed
speed Vw and electrical current i were as measured in the specific ex-

periment. The quantities and q  were estimated from the experi-

Uotal

mental measurements via equations (5.7) and (5.5), respectively. The
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resistive energy generation rate q, was evaluated via integration and

equations (5.2), (5.3) and (5.8) during the iterative solution.

A fixed numerical grid was employed. Twenty nodes were distributed uni-
formly in the radizl direction between the centerline and the surface and
eighty in the axial direction, also equidistant. The solutions were obtained
via a transient approach to steady state. At each step, the enthalpy distri-
bution was determined via the energy equation and the local temperatures and
other properties were then determined from the property relationships.
Iterations continued until they converged within 0.001% of the tempetrature at

successive time steps.

Inlet temperature at the contact tip was taken as the measured room temp-
erature, abcut 300K. An approximate calculation by Kim [1983] demon-
strated that the convective and radiative heat losses from the electrode would
be less than one per cent of the energy rate required for melting. In other
preliminary calculations, numerical solutions with surface heating 4 set
to zero were compared to the one-dimensional analytic solution which applies
if pvoperties are constant; the axial temperature distribution predicted
numerically with allowance for property variation, agreed reasonably [Kim,

Fig. 5.5, 1989],

The effect of shielding gas waes introduced via the parameter o which is
the fraction of energy received via electron condensation on the electrode
side surface relative to the total electron condensation. Based on the
experimental observations of the arc and electrode the following values were

chosen:
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Electrode Gas a

Steel Helium, 002 0
Steel Argon—Z%Oz Varied
Titanium (Ti-6A1-4V) Argon 0
Aluminum Argon 0

Variation of the Gaussian distribution parameter was examined [Kim, Appendix
C, 1989] but a value o = 0.35 cm was employed unless stipulated otherwise.
This value was based on estimates of the radial distribution of current

density in a welding plasma [Tsai, 1983].

In the regions where predicted temperatures exceeded the melting temper-
ature the velocity was still taken as the wire feed speed Vw' Thus, possi-
ble relative motion of the molten liquid was neglected and no liquid film flow

was simulated along the tapering interface observed in some experiments.

Typical predictions are demonstrated in Figure 5.2. Steel is simulated

with argon shielding, electrode extension of 2.6 cm, wire feed speed of

6.6 cm/sec and electrical current of 280 amp. The nondimensional velocity
is Pe =~ 14. The value a = 0.3 is used for the electron condensation
parameter in this case. Selected isotherms are plotted across a vertical
ccnterplane of the electrode via an agssumption of symmetry. Motion is
vertically downward as in the experiment. The cross hatching represents the

region where the temperature is predicted to exceed the melting temperature,

It is evident that outer surface heating and thermal conduction in the

solid initisted the growth of a thermal boundary layer from the surface above
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the 600K isotherm. As a consequence of the increased temperature near the
surface, the electrical resistivity (and therefore qé") is increased there,
raising the temperature further. This thermal boundary appears to have pene-
trated almost to the centerline by the second isotherm at 1000K. For compar-
able laminar flow in tubes, fully established Nusselt numbers are expected to
require a non-dimensional distance L+ = (x/rw)/Pe = 0.1 or so without

axial conduction [Kays, 1966). For the conditions of this simulation that
criterion corresponds to 0.7 diameters, but the distance for the temperature

profile to become approximately invariant would be longer.

Below the melting isotherm (~ 1900K) the steel is predicted to be
molten. In practice the liquid motion would depend on gravity and electro-
magnetic forces (accelerating forces) in relation to the wire feed speed
(momentum). At low Vw one would expect a liquid film to form at the surface
when T(x.rw) = Tm and to run down the solid surface, forming s taper and
droplet as in the spray transfer experiments. At high Vw (therefore, high
current) there may be insufficient time for the liquid film to clear so the
molten region may continue to move in “solid body motion" as some cases of
streaming transfer appear. The present simulation does not discriminate
between these two cases; instead, it represents a form of average cylindrical
equivalent to the solid plus liquid reglons of the electrode with their inter-

face falling in the intecrior.

Figure 5.3 presents the axial temperature profile along the electrode
centerline for approximately the same situation (here a = 0.25 and i = 260 amp).
During the first half of the travel the temperature increases slowly due to

electrical resistance heating; there is a slight increase in slope as Pe

increases with temperature. Near x = 1.4 cm the hypothesized surface heating
DMM/14/0559m
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begins to affect the centerline temperature. This observation corresponds to the
propagation of the apparent thermal boundary layer as described above. As T
approaches Tmelt there is also a further increase due to thermal conduction
upstream from the melting interface, in accordance with equation (4.6) or (4.7)
evaluated near x = L (i.e., near z = 0). The upstream propagation could be
estimated to be the order of x/rw = 10/Pe or 0.6 mm. The near linear

increase of T(x) towards the end of the electrode is likely to be a fortuitous

consequence of countering effects of thermal boundary layer growth, the

Gaussian increase of q"s with x and upstream conduction.

6. DISCUSSION OF RESULTS

As noted earlier, the temperature distribution in the electrode is
primarily affected by the resistive heating, heat transfer via the liquid drop
and electron condensation on the cylindrical side of the electrode.
Measurement of these quantities is impractical, if not impossible, so indirect
methods become necessary to evaluate them. In this section the numerical
technique of section 5 is applied to deduce quantitatively whether electron
condensatlion is a reasonable explanation for the tapering of steel electrodes
in argon shielding, to estimate its rate and, then, to determine the relative
magnitudes of these thermal phenomena. Electron condensation on the side
surface is represented by a, the ratio at the side to the total condensation
on the liquid droplet plus side. In a sense, the numerical solution is used to

calidbrate a for the conditions of the experiments.

6.1 Effects of side electron condensation on temperature distribution

Examination of the visual observations led to the conclusion that there was
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no significant electron condensation on the electrode side for aluminum or
titanium alloys or for steel shielded by helium or carbon dioxide. Therefore,
in these cases, a = 0. The problem becomes one-dimensional in space with
uniform temperatures in the radial direction. The axial témperature distri-
bution could be predicted by equation 4.6 if the properties did not vary
significantly with temperature. To account for the property variation the

numerical solution was obtained.

Figure 6.1 presents the predicted results at typical experimental
conditions for these materials and shielding gases with a = 0. A typical
two-dimensional prediction for this case is included as Fig. 6.2a, demon-
strating the one-dimensional isotherms or uniform radial temperature profiles.
For aluminum, the low electrical resistivity yields very little resistive
heating and only a slight temperature increase along the electrode. Thus, the
increase to the melting point must be provided almost entirely by thermal
conduction from the melting interface, comparable to the bracketed term in
equation 4.6. On the other hand, the electrical resistivity of the titanium
alloy is high so most of the apprcach to melting is due to resistive heating

(Fig. 6.1b).

For steel electrodes the thermal variation of electrical resistivity is
more significant, as demonstrated by the non-linear temperature variation in
Fig. 6.1c with helium shielding. With carbon dioxide shielding comparable
results are predicted, but the temperature is a bit higher at a given current
because the wire velocity (melting rate) is less. An effect of electron
condensation on the cylindrical side can be seen by comparison to Fig. 5.3
which is for a = 0.25, simulating argon shielding. 1In the latter case the

induced temperature rise is substantial and spproaches the melting temperature
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near the end of the electrode.

The predicted effect of e on the internal temperature of the electrode is
demonstrated in Fig. 6.2 with variation from zero to unity (i.e., no electron
condensation on the side to all on £he side surface). These simulations
represent steel with argon shielding with an electrical current of 280 amp.
The length shown corresponds to the measured extension length. Witha > 0
the temperature profile shapes are approximately the same, appearing like the
results of the near analogous thermal entry problem for flow in a tube with a

heated side wall [Kays, 1966]).

The plotted 1800K isotherms are approximate indications of the predicted
locations of the melting interface. The extremes show that some electron
condensation must occur on the side purfaces. For o = § (Fig. 6.2a8) the
temperature does not even approach the melting point. On the other hand, for
a = 1 (Fig. 6.2d) the melting temperature is reached across the entire
electrode before three-quarters of the measured length, i.e., the electrode
would be much shorter than the simulation. A reasonable value predicting some
surface melting, and therefore tapering, appears to fall in the range of 0.2 to

0.3 for a.

6.2 Effects of side electron condensation on energy balance

For an asgumed fraction of electroa condensation occurring on the side
surface, the required heat transfer rate to the liquid-golid interface may be
deduced by an energy balance. The experimentally measuvred melting rate

determines the total power required. From pe(T) and the predicted T(x,r),

the energy generation rate by resistive heating may be calculated. And
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integration of equetion 5.5 for the specified value of o gives 9o
the total input due to electron condensation on the side surface. The
difference then is the required heat transfer rate through the liquid drop to

the liquid-solid interface at the tip,

Qg = MO - qg - qpe
where AH represents the energy per unit mass required to melt the electrode.
Fig 6.3 shows the predicted effects on these terms of varying a for an

experiment with steel at 260 amp and 2.% cm extension.

The side surface contribution U increases directly with a, as
expected. In addition g increases slightly at low values of a; since
the side heating increases the temperature locally, the electrical resistance

and G increase. The required heat transfer rate to the interface 9 s

drops. And for o > 0.4 it becomes negative. That is, in conjunction with
q; 8 value of a = 0.4 provides enocugh heating to melt the electrode
entirely. Any higher value is physically unrealistic for this case. Thus,
the value estimated in section 6.1, 0.2 < a < 0.3, is acceptable from the

: ,énergy balance viewpoint presented in Fig. 6.3.

6.3 Energy balsnces for differing materials

Energy balance analyses supplement the qualitative observations from examining
tempurature distributiong as in Fig. 6.1. Predictions were made for the ranges of
experimental conditions studied. Side surface electron condensation was taken as
negligible (a = 0) for each material and shielding ges except for steel with
argon (o = 0.25). Results are summarized in Fig. 6.4 and generally confirm the

expectations from the temperature tesults.
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the side heating increases the temperature locally, the electrical resistance

and 4 increase. The required heat transfer rate to the interface 9 s

drops. And for a > 0.4 it becomes negative. That is, in conjpnction with q 8
higher value of @ = 0.4 provides enough heating to melt the electrode entirely. Any
value is physically unrealistic for this case. Thus, the value estimated in

section 6.1, 0.2 < & < 0.3, is acceptable from the energy balance viewpoint presented

in Fig. 6.3.

6.3 Energy balances for differing materials

Energy balance snalyses supplement the qualitative oﬁservations from examining
temperature distributions és in Fig. 6.1. Predictions were made for the ranges of
experimental conditions studied, sidersurfacg electron condensation was taken as
- negligible (a = 0) for each material and shielding gas except for steel with
argon (e = 0.25). Results are summarized in Fig. 6.4 and generally confirm the

expectations from the tempersture results.

For the aluminum slloy the resistive heating q. is almost negligible and most
G

of the required thermal energy flow ls vie the droplet to the liquid-solid inter-

face 9. _s (Fig. 6.4a). For the titanium alloy the situation is partly reversed

with the majority of the required energy being provided by o (Fig. 6.4d). 1In
both cases the required value of 9 shows 8 break in its trend at intermediate
currents; this break corresponds to the trgnsition in melting rates and change
from globular to spray mode of droplet detachment (section 3.3). These pre-
dictions emphasize the importance of the droplet behavior in the energy rate

distribution as well as weld quality.
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With steel electrodes the balance depends strongly on the shielding gas due to
its effect on the electron condensation (Fig. 6.4c, d). With helium, predicted
energy balances are comparable to carbon dioxide with slight differences in the
magnitudes [Kim, 1989); about thirty percent of the required energy would be

provided by resistive heating and the rest via the liquid-solid interface. With
argon, predictions treating o as independent of electrical current show Ugc to
be comparable in magnitude to 9 while the required contribution of 9 _g is

reduced. Since a may vary with the surface area available to the arc at the tip

of the electrode, and therefore with the electrical current, the magnitudes in this
last simulation should be considered as illustrative rather than as an actual cali-
bration. However, this comparison again demonstrates the importance of the energy
contribution of electron condensation on the cylindrical side of the solid

electrode, consistent with the temperature predictions and the visual observations.

7. CONCLUDING REMARKS

Examinetion of typical time scales and governing parameters, experimental
observations and analyses and numerical simulations of tharmal conduction in
moving electrodes for GMAW have led to the following conclusions.

o Thermal conduction in the solid electrode may be approximated as a quasi~
steady process except in the immediate vicinity of the periodic molten droplet.

o Droplet formation and detachment involves a number of interacting transient
thermal phenomena. No significant analytical simplification was identified.

0 Axial thermal conduction is primarily important only for a distance of the
order of 5D/Pe from the tip where it supplies the energy necessary to supple-

ment resistive (Joule) heating and brings the temperature to the melting point.
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¢ Thermal conduction simulations, for steel electrodes shielded by argon gas,
are quantitatively consistent with the hypothesis that electron condensation
of the cylindrical side surface provides an additional energy source to form
a taper at high electric currents for this combination. At 260 amp the

required fraction is about twenty to thirty percent.
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Tahle 2.1, Orders-of-magnitude of electrode time scales,
steel, 1.6 mm (1/16 in) diameter

Globular Spray

(Values in millisecnnds)

Droplet period 50 - 70 2-3
Electrical conduction <10°° <10°*
Current oscillations (60, 120, 360 Hz) 16, 8, 3 16, 8, 3
Shielding gas residence time 4 1
Viscous diffusion 2500 40
Thermal conduction 300 20
Thermal surface layer 50 3
Capillary waves 30 30
Surface esclllsation 16 2

Thermocapitiary (Marangoni):

a) significant velocity change 60 4

b) surface velocity =~ vw 4 0.3

¢) residence time based on 4T/dx 2 0.4

d) residence time for induced flow 60 20
,
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Table 3.1. The combination of welding parameters used in experiments.

| | Shielding gas | Electrode | | Welding
| | | | | extension | Arc gap | current
| | Argon | Helium | cO, | | l

{ 44+ { } } (mm) % (mm) % (amp)
IMild steel i x | x | x | 16,26,36 | 14: Ar | 180-420
| | | l | | 6: He |

| | I I l | 8:c0, |

| B B —] | B
{Aluminium(1100, | X ] | | 16,26,36 | 14: Ar ! 80-220
|5356) l i | I l l

| i i | ! i |

| | ! | | | |
|Ti-6A1-4V | X | | x | 16,26,36 | 14: Ar | 120-260
| | ! L1 b |

— . ——— — —— — — —— — o — —— — —— . o —

% = welding was performed.
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Figure 1.1. Possible thermal processes in an idealized vertical droplet and electrode.
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Figure 3.2. Effect of shielding gas on droplet size, steel electrodes.
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BS2541084.11 Figure 3.4. Current path indications with argon shielding.
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Figure 5.2. Typical temperature distribution in the electrode as predicted by the
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Figure 6.1. Predicted axial temperature distribution with negligible electron
condensation on side surface (¢ = 0).
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Appendix B. CLASSICAL EIGENVALUE SOLUTION FOR
THERMAL CONDUCTION IN IDEALIZED MOVING ELECTRODE

by

J.S. Uhlman, Jr.® and D.M. McEligot

1. INTRODUCTION

Recent visualization studies of metal transfer by Kim [1989; Kim, McEligot
and Eagar, 1989) showed apparent current paths with the arc attaching on the
cylindrical side surface of steel electrodes with argon shielding. He hypothe-
sized that this indicated that a portion of the electrons condensed on the side
surface, liberating heat of condensation there which led to side surface melt-
ing, liquid film convection and taper formation. Kim modeled the process
approximately with the commercial PHOENICS code [Rosten, Spalding and Tatchell,
1983) with internal resistive heating plus heating from the outer cylindrial

surface and concluded that the results quantitatively supported his hypothesis.

With suitable idealizations, the problem can be analysed by classical
techniques and a useful closed form solution can evolve. The idealized
situation is snalogous to transient thermal conduction in an infinite

cylindrical rod [Carslaw and Jaeger, 1959] and thermal entry problems for

1. Naval Underwater Syscems Center, Newport, RI 02841. Formerly
Hydrothermodynamics Researzh Dept., Gould Ocean Systems Division (now

Westinghouse Naval Systems Division). Middletown, RI 02840
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internal convection to a "plug" flow inside a circular tube [Kays, 1966;
Stein, 1966). By applying the method of superposition [Hildebrand, 1962) one
can obtain the internal temperature distribution for arbitrary variation of
the surface heating on moving electrodes. The results can be applied to
estimate the distance from the contact tip to the start of surface melting as
well to test numerical analyses as by Kim to develop confidence in their

predictions.

The objective of the present work is to develop an exact solution for the
idealize” problem of thermal conduction in a moving electrode in order (1) to
predict the beginning of melting on the side surface and (2) to provide bases

for verifying most features of numerical predictions.

2. MATHEMATICAL STATEMENT OF THE PROBLEM

The governing thermal energy equation for steady motion of a solid

electrode can be written in cyl.adrical coordinates as {Kays 1966)

8H 3 [, 3T 12 T e
PV ax T ax <kax> *¢oer <krar) T 4 (2.1)

under the idealization of rotational symmetry. Here the axial -oordinate x
increases in the dirccticn of motion from contact tip towards the melting
interface and V is the uniform axial velocity. The quantity q;"represents
the volumetric energy source due to resistive heating by the electrical
current and H is the specific enthalpy. (If the specific heat can be approxi-
mated as constant, the first term may be written as chpaT/ax.)

Appropriate boundary conditions for an electrode with electron condensa-

tion occurring on the side surface as well as the end, but with no significant
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radiative or convective heat transfer to the surroundings, would be

Initial: T(O,r) = in (2.22)
Center line: %§(x’°) =0 (2.2p)
Side surface: q;(x) = -k%%(x'rw) = specified fn(x) (2.2¢)
End: 0 - -k%f;“"”) = specified fa(r) (2.2d)

This problem is essentially the one that Kim [1989; Kim, McEligot and Eager,
1989] solved numerically for q; = constant.

As an approximation, we consider the material properties p, cp' k and Pet
to be constant; some appropriate average values would be employed in appli-

cation of the results. Non-dimensional variables may be defined as

- vy

T, T 2, (kT
T = (T - in T, Q@ = %% Ty (kT )

X
4

(2x/rw)/Pe and r = (r/rw)

X
where Pe is the Peclet number, de/a. and T is a reference temperature to be
chosen for convenience. Using these definitions, one may rearrange the energy

equation to

g ]

— 2-— —-—

I 1a_(@I), -

ax “ pecoaxt Y ra <"'a_::>+ R (2.2)
For Pe > 100 the axial conduction term involving the Peclet number can be
neglected relative to the others [Schneider, 1957). Further, if one examines
the one~dimensional solution of the energy equation [Kim, McEligot and

Eagar, 1989]), one finds the upstream axial diffusion from the end becomes

negligible beyond a distance Ax/D = 5/Pe.

DMM/1d
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Typical values of the Peclet number for GMA Welding of steel are in the
range of 4 to 40 or so for globular to spray conditions or from low to high
electrical currents. The end heating consequently does not affect the region
of interest for the present work and, though not miniscule, the axial conduc-
tion from other sources can be expected to be small. Therefore, we simplify

the thermal energy equation to the form

T _ 13 (=T -
x - ;-a;<ar) * 9 (2.3)

This equation has the same form as the governing equation for transient,
one-dimensional thermal conduction which has been studied extensively
[Boelter et al., 1965; Ozisik, 1980], so in many cases existing solutions may
be adopted directly [Schneider, 1957].

To be unique, the solution to this equation must be constrained by an
inlet (initial) condition and two boundary conditions (and specification of

ic(i.Q)). In non-dimensional terms these may be written from equations (2.2) as
Initial: T€0,T) a 0

aT (x,0 = 0

a (2.4)

Centerline:

" "

2 - q (r q_(x) - -
AT (x,1) - 28 W o=~ 8 = g0

Side surface: Py *T Iqr|

"

where T* is defined as Iq;lrvlk and 9, is a reference value of the surface heat
flux. It should be noted that the positive direction for heat flux is in the
direction of increasing radius, i.e., outward, and is has been defined to be
positive when heating is from the outside. A peak or average wagnitude of
q;(x) could be appropriate for q;. with constant heat flux from cutside, Es

becomes unity and positive.

® -
Choosing T also establishes the definition of e the non-dimensional
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volumetric energy generation rate. It becomes

[ [N
2

Ry (2.5)

and thus its value is dependent on the choice of the reference value for the

surface heat flux. For resistive heating,

L

2 2 2.2
Q@ = J P, = i pe/(ntw)
provided the electrical current density is taken as uniform across the cross

section.

3. GENERAL SOLUTION

For this section the overbars representing non-dimensionalization
will be suppressed for convenience, unless needed for clarity. Thus, the

symtols T, r, X, and S will all represent their non-dimensional versions

1

as defined above.

3.1 Constant energy source on side surface
A basic solution for a constant surface heat flux is first required,
i.e., a step change to (3T/9r) = +1 at x = 0 and r = 1. We separate T(x,r)

into two components (one to accomodate the continuous increase in temperature

level due to qG). T(x,r) = Tx(x.r) + Ta(x). where their respective governing

equations become

PR N I L 3.1)

ax r ar\ ar ’
and

aT

-2 . (3.2)

ax % y
The solution of the second is T: = QX + C with C = 0 from the initial
condition st x = 0.
DMM/1d
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With a bit of experimentation, T1 is separated further to

T (1) = T(X,T) + 2% + -;* r? (3.3)

in order to develop a problem statement with homogeneous radial boundary
conditions. The second term on the right accounts for the increase in
average temperature level due to surface heating and the last term provides
the asvmptotic radial profile at large x. The appropriate partial derivative
of 1(x,v) is

ot(x,0) aTl(x.r)

ar T ar -r

s0 its boundary conditions become

a1(%,0) _ Ti(x,0) _

ar T ar °
) ik, D) 1 - o
ar = er -

Its governing equation is the same form,

and the initial condition becomes

N

1
{0, r) = Tl(o.r) -5r = -5r

The general solution to this problem via separation of variables is
-sz
(x,r) = Ao + AYe Jo(Yr) (3.4)

with the derivative

2

dx(x,r) - A vye [ xJl(Yr)

ar = Y
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The boundary conditions can be satisfied with eigenvalues Yy such that
Jl(Yk) = 0 for k = 1,2,....0.000..
Ozisik [1980] provides the first ten roots of J (z) =0 and they are

repeated here as Yy in Table 3.1. The initial condition implies that

Ao = 0, s0 the solution can be written

© 2
- =Y, X
1(x,r) = kgl Ake k Jo(Ykr) (3.5)

and further requires

° _
.2 _
-3 = kzl A I ()

Via equations (11.4.5) and (11.4.10) of Abramowitz and Stegun {1964) one can

show this condition leads to the evaluation

1 2 2
Mes oy R -y Jz(Yk)]/Jo(Yk)
or
2
s - 7T .
Ax ERCR (3.6)

since Jz(Yk) = 0. The values of these eigenconstants have been calcu-
lated with a subroutine AJO(X) buased on equations provided by Abramowitz and

Stegun and are also listed in Table 3.1.

The solution for the constant surface heat flux is then

2

® 2
- - o ~Y, X
Tl(x.r) = ch(x.r) 2x + r kzl Ake k Jo(ykr) 3.7)

where the subscript "cq" is a reminder that it applies to this basic

solution.
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3.2 Axial variation of surface energy source

For a variable surface heat flux qs(x). such that 9 = qs(x) rather than
unity, the method of superposition [Hildebrand, 1962, p. 452] gives the
the temperature distribution as

da (E)dt (3.8)
dE

An alternate representation may be obtained by integrating by parts and

X
Tl(x.r) = qS(O)ch(x.r) + J: q(x g.,r)_"s

noting that T(O0,r) = 0. It takes the form

X c (%~§,r)
Tl(x.r) = J: qs(E) 3;‘3 ag

However, it is anticipated that convergence of the series in this second form

would be slow [Bankston and McEligot, 1968].

Substitution of equation (3.7) into (3.8) and integration yields the overall
relationship needed for varying surface heat flux in terms of the eigenvalue

representation,

2 X
T(X,r) = §-qs(x) + 2qu(§)ag
[¢]

(3.9)

+ QGX

-y2x YEdq (%)
+ 2 Ake k" J (Ykr) g ) +J~ k at 13
°

The reader is reminded that the quantities shown are the non-dimensional
versions as defined above. Values of Ak and Jo(yk) are listed in

Table 3.1.

4, DISCUSSION AND APPLICATION

For treatment of electron condensation a.ong the cylindrical side surface
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of an electrode, an appropriate representation of q;(x) must be chosen and
equation (3.9) must then be integrated. The integration could be done
numerically, but for convenience of application and for physical insight it

is worth while to choose approximating functions which are easily integrable
50 a result may be obtained in closed form. One such function is the Gaussian

distribution chosen by Kim [1983]},

" aiVv 2
qs(x) = c . 1 exp |- L - X atr = r (4.1)

o ovlv 20
w

but, since its range extends to x = -=, it would be a bit awkward to apply
(e.g., one must account for the implied heating before the electrode reaches

the contact tip).

Typical functions which can be adjusted to approximate Kim's distribution,
with a maximum at a chosen location x = L and zero at a point where the

electron condensation can be considered negligible, are

a) linear, qS ) qon
b) polynomials
¢) sinusoids, q;(n) = q sin (mn)
d) exponentials [Reynolds, 1968)
" -mn
qs(n) = q, (1 -e )
The location n = 0 would be chosen at an appropriste value of x. For lesser

values of x, q, = 0 and the problem would be one-dimensional according to the

idealizations employed above.
In order to predict approximately the location where surface melting is
expected, one should evaluate equation (3.9) for non-dimensional r = 1 to

determine the distance to reach Tmelt' Then the first term becomes

DM/ 1d
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qs(x)/z. The coefficient in the last term is Ak Jo (Yk) = - 2/72 from
equation (3.6); this quantity is also listed in Table 3.1 for convenience.
One can perform this estimation as a two step process: (1) calculate the
value of the one-dimensional temperature '1‘2 = qQgX, at the location where
appreciable side heating starts X then (2) apply equation (3.9) with Tin
determined from Tz(xo) in defining non-dimensional T(x,l1). 7Two countering

effects serve to reduce the inaccuracy in this approximation. While pe(T)

increases with T for steel (instead of remaining constant s assumed in the

idealized solution), current density J(x) decreases with x as qs(x) increases.

Consequently their product

- . |'|r " . J: r [1]
b G Tw/%% * 7 Pefw/ %
varies less than it might. A linear relationship may provide a first approxi-

mation for qs(x) and will ease the integration required for equation (3.9).

The present solutions may be used to verify codes for thermal conduction in
electrodes. Although this closed form treatment cannot be extended easlily to
variable material propeities in order to test numerical prediction for the same
problem, computer codes can be constrained to constant properties for an exact
comparison. If the code includes treatment of axial thermal conduction, the
idealizations of the closed form result (equation (3.9)) will be approached by
performing the computer calculations for high electrode feed speods so the

Peclet number is large.

DN/ 14
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Table 3.1 Eigenvalues and eigenconstants for basic
solution for constant surface heat flux

K Y, A, I (v a3 () = -2/
1 3.8317 0.338221 -0.402759 -0.136221
2 7.0156 ~0.135397 0.300115 -0.0406350
3 10.1735 0.0773859 -0.249704 -0.0193236
4 13.3237 ~0.0515850 0.218359 ~0.0112662
S 16.4706 0.0375253 -0.196465 ~0.00737244
6 19.6159 -0.0288661 0.180063 -0.00519773
7 22.1601 0.0230932 -0.167184 ~0.00386084
8 25.9037 -0.0190181 0.156724 ~0.00298062
9 29.0468 0.0160154 -C.148011 -0.00237046
10 32.1897 -0.01372275 0.140605 ~0.00193012
Ds/1d
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