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A

ABSTRACT

Investigations of the use of optical for distributing the clock to a CMOS chip are reported.
Two chips were designed, the first incorporating a set of integrated detectors followed by
transimpedance amplifiers. The clock was distributed as an optical square wave. The
detected clock signals were then amplified, distributed on polysilicon, and applied to digital
logic. The chips were fabricated at the MOSIS facility. Testing of this family of chips
yielded a maximum clock rate of about 20 MHz. A second chip was designed in which the
optical clock was used only to synchronize a series of free-running electronic clocks
distributed about the chip. Again the fabrication was performed at MOSIS. While theory
and simulations predicted a maximum clock frequency of 100 MHz, it proved impossible to
actually lock the clocks, due to nonuniformities in the fabrication parameters across the
chip. Future work should aim at modifying the design for greater tolerance to fabrication

nonuniformities.
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L. Introduction and Qverview

This document represents the final report on Army Research Office Contract No.
DAAG29-85-K-0211, summarizing the work accomplished from August 1, 1985 through
June 30, 1989. The report is organized into five sections, the first being this introduction
and overview. Section II is a report on the most recent work on this contract, covering the
period September 1988 through the contract end. The work during this period was devoted
to testing the most recent chips, obtained from the DARPA MOSIS facility. This section of
the report was written by Karin Sperley and A. Tabibian, both Stanford students. Section

IIT summarizes certain administrative aspects of the grant.

Appendix A is a reproduction, in entirety, of the thesis of Bradley Clymer, who lead the
work on the design of the first optically clocked chip built under this program. Bradley
Clymer received his doctorate in Electrical Engineering, and is now an Assistant Professor
at the University of Ohio. Appendix B is a reproduction, again in entirety, of the thesis of
Richard Welch, who designed the second chip produced under this contract. Mr. Welch
received the degree Engineer and is currently a student in the MBA program at the

University of Illinois.

Thus to read the work in chronology, start with Appendix A, then read Appendix B, then

finish with Section II.




IL Testing of The Optical Clock Distribution II Chip

A. Introduction

This section describes the testing of Mr. Welch's Optical Clock Distribution II (OCD2)
chip. The testing was broken into two parts: testing without the optical clock signal

present, and testing with this signal present.
B. Testing Without The Optical Clock Signal

The pre-testing of the chips consisted of checking the signals at the output pins of the
powered chip to determine if the electrical circuitry was functioning properly. These
outputs include those from the skew detector, frequency divider, and shift register

circuitry. The pre-testing is described in section 3.2 of appendix B.

The results of the pre-testing, which was performed by Mr. Welch, indicated that nearly all
of the skew pins and error pins from the shift registers on the chips had the correct signals
present. However, most of the outputs from the frequency divider circuitry were incorrect.
The problem was twofold. No signal was present in many cases, and when the signal was
present the frequency was nearly half that predicted by the design. These problems are

described in more detail below.

Each of the nine optical receiver/clock amplifier (ORCA) units on a chip generate a clock
signal with a voltage controlled oscillator. From this signal two clock phases and their
complements are generated. The frequency of the four phases of the selected ORCA are

divided by 64 by the frequency divider circuitry and can be viewed on the four fou pins.

The problem was that the third and fourth phases of the clock were not present on the foutz
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and fout3 pins of any chip, while the other two clock phases were sometimes present on
foutg and four; . The diagram below shows the physical location of the ORCAs on a chip.
Each lccation is divided into four squares corresponding to the four clock phases generated
from that ORCA's oscillator. The number in the box is the percentage of chips on which

that particular phase of that particular ORCA was seen to be operational on an f oy pin.

Diagram of Operational Clock Phases and ORCAs

ORCA_ O ORCA 1 ORCA 2
o [ 0 1 0 1
Number of | 10| 10 10| 10 20| 20|
clock phase as [ 2 3 , 2 3 2 3 \
fee:;ez;\:ze fout 0 0 0 0 0 0 | Percentage of all
pin. chips with this
phase of this
ORCA 3 ORCA 4 ORCA 5  ORCA operational.
0 1 0 1 0 1
3 3 25| 20 10f 10
2 3 2 3 2 3
0 0 0 0 0 0
ORCA 6 ORCA 7 ORCA 8
0 1 0 1 0 1
10] 10 100 10 90| 25
2 3 2 3 2 3
0 0 0 0 0 0
Figure 1.

Furthermore, the frequencies seen on the f,,, pins correspond to oscillator frequencies of
50-65 MHZ, roughly one-half to two-thirds of the 100 MHz value predicted by SPICE
models.




An interesting characteristic of the chips' operation was observed after the chips had
warmed up. The signal output observed on an fqy; pin became noisy in amplitude and
phase. The signal became clear again if the supply voltage was lowered, but would again
become noisy at the lowered voltage after a time. Also, lowering the voltage lowered the

oscillator frequency.

The results of the pre-test indicated that Mr. Welch'’s design did not sufficiently account for
fabrication processing variations since some of the circuits functioned and other identically
designed circuits did not. In addition parts of the design do not work at all on any chip. It
also seems likely that the SPICE models that were used may not be accurate at predicting
the fabricated device performance since the designed operating frequency was nearly twice

that of the actual device.

A simple test to check the correct operation and measure the transfer functions of the
voltage controlled oscillators (VCOs) was performed in addition to the pre-tests. From the
circuit diagram in Figure 2.11 in appendix B, it can be seen that in the absence of light
input the output of the NAND gate (LF_Input) will always be high, i.e. equal to the supply
voltage VCC. Referring to the circuit diagram of the low-pass/lag-lead filter in Figure 2.4,
it can be seen that a DC LF_Input will result in a CNTR voltage equal to LF_Input. CNTR
is the coniroiling voltage of the VCO, and therefore the VCO frequency may be tuned by
adjusting VCC. This was done on ORCA2 of chip #4 and the resulting data appears in the
graph below.

Note that as expected, the VCO responds linearly to changes in CNTR. The VCO ceased
to operate at voltages below about 2 volts. Also note that the VCO can indeed achieve
operating frequencies of 100 MHz and above, but this requires high VCC values at which

the chips begins to overheat.
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C. Testing With The Optical Clock Signal

The optical clock signal was generated with a 4mW laser diode at 750 nm wavelength. The
laser was internally biased in its linear region and was directly modulated with a signal

generator. The laser beam was delivered to the detector as shown in figure 3.
CONTR Voltage vs. VCO Frequency
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Figure 2.

Efforts to make the chip respond to the optical clock signal were fruitless. The
photodetectors were exposed to laser light modulated at a few MHz below the natural
operating frequency of the ORCA oscillators (50-65 MHz) and the frequeacy was then
swept up in increments of 100KHz. The foy pins were observed for signs of capture and
lock of the Phase Locked Loop by direct observation of the oscilloscope trace and by
externally triggering the scope with the modulation signal and watching for triggering of the
fout signal. However no change in output frequency or triggering were detected. The
ORCAs' oscillators did not lock onto the modulating frequency of the laser. Different
ORCAs on the various chips were tried with various laser power settings ; however, no

PLL capture was detected. The only response to the laser observed on the foy pins was a
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small frequency shift corresponding to about a IMHz drop in VCO operating frequency.
This phenomenon is probably due to changes in device parameters caused by the heat of the
incident laser. Since no ORCA locked onto the optical clock signal, the rest of the work

consisted of testing the optical system for a possible source of this failure.

Video
Camera
7 f=49 cm CRT Monitor
/ IC under
test
<O
L1
f=7cm
Extemnally modulate
Mi BSC2 semiconductor laser
750 nm

BSC1 -4

W

LED for chip
illumination

Figure 3

There are several possible causes for the failure of the ORCA's that deal with the external
optical test equipment: The laser not modulating or not modulating at a frequency in the
capture range of the phase-locked loop; the small, focused laser spot not hitting the
detector; not enough or too much laser power on the detector; and the sinusoidal

modulation of the laser is not sufficient to switch the digital circuitry (square-wave




modulatio:. was assumed in the spice modeling of Mr. Welch). As many as possible of
these causes for failure were isolated, tested, and eliminated as reasons for the chips’

failure. The rest of this section describes this procedure.

The first concern was that the laser was not actually being modulated due to faulty circuitry
in the laser or an impedance mismatch between the signal generator and the laser. It was
found by utilizing a fast photodetector that impedance matching was required and that with
this matching the laser was indeed modulated. To make sure that the modulation
frequency was within the lock in range of the ORCA, the frequency was set as close to the
natural frequency of the ORCA as possible. The external triggering technique was

employed to detect the locking-on to the signal, but none was observed.

Alignment of the laser spot was a difficult procedure and very prone to error. This was due
to the small size of the detector (20 microns square) and focused laser spot, and also
because of the difficulty in viewing the 750 nm wavelength light focused onto a nearly
specularly reflecting surface. To aid in alignment a microscope with a video camera and
monitor was implemented. This was done by splitting off the light reflected from the
chip's surface and focusing it with magnification onto a video camera. In order to view
both the laser spot and the details of the chip's surface at the same tine, it was necessary to
both attenuate the laser light and to illuminate the chip's surface. In order to achieve the
illumination without blocking the laser it was necessary to disassemble the delayed beam
path (described by Mr. Welch in chapter 3 of appendix B) and insert a bright focusing LED
next to the beamsplitter (see figure 3). This path removai was done to avoid laser power
loss due to an additional beam splitter and because the delayed path was not needed until

we could get the ORCAs to lock on the signal.




When viewed on the monitor the detectors could be seen and the laser spot could be
approximately centered on the detector. It was difficult to estimate the spot size of the
laser, however, due to blooming of the video camera. Even with careful alignment utilizing

the monitor, the ORCA's still would not lock onto the laser signal.

Next the possibility of incorrect laser power was checked. Since no power meters were
available, all that was done was to vary the average power of the laser and to watch for the

ORCA to lock on. The ORCA was never observed to lock on at any laser power used.

The last possible cause of failure tested was the modulation signal. Initially a sinusoidal
signal generator was used to modulate the laser because of availability. It became clear
from reading Mr. Clymer's thesis (appendix A) that a square wave modulated clock signal
was necessary. A pulse generator with sufficient bandwidth was obtained. However, the
laser itself had a modulation bandwidth only extending to 500 MHz so that the laser limited
the rise and fall times of the clock signal. The signal generator provided only enough
power to modulate the laser about 60% which may or may not be sufficient (simulation on
SPICE would be necessary). This pulse generator was used with visual alignment of the
beam and various frequencies and powers were tried. Lock-on of the ORCA was never

observed.

Since there seemed to be no point in continuing experimentation with laser modulation,

testing with an unmodulated laser was attempted.
Sensitivity of the photodetector was tested by using different powers of laser light to the

detector and measuring the chip's response via tluctuations in its supply current. Four

different levels of incident light were used: 1) No incident light; 2) Room light; 3) Room
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light + 1mW laser light; and 4) Room light + 2mW laser light. When the amount of

incident light was changed a small but definite shift in the supply current was noticed.

However, moving the laser beam around in the vicinity of the photodetector showed that
the maximum change in power supply current occurred when the laser beam appeared to be
below and to the left of the photodetector. Therefore, these fluctuations in supply current
may be due to the heating effects of the laser rather than changes in the state of the circuitry

caused by current generated in the photodetector.

D. Theoretical Calculations And Simulations

Based on the expected component values of the low-pass/lag-lead filter a capture range of
about 4MHz can be predicted. The procedure used for this calculation is taken from the
Signetics 1985 "Linear Data Manual-Communications” pp. 4-236 to 4-256. Since Mr.
Welch expected filter performance to be essentially constant under process variations, this
number is expected to hold, at least theoretically. However, Mr. Welch's low-pass/lag-
lead filter is a second order filter while the Signetics formulae assume a simple first-order
filter. To a first approximation, however, the device values used in Welch's design are

theoreticallv reasonable.

As mentioned before, the crucial problem with the SPICE simulations may be that they are
not accurate enough at the 100 MHz frequencies used in this design. Validity of the diode
modeis at 100 MHz frequencies is especially under question. Also, note that
photor..... ~iors are most often fabricated as p-i-n structures whereas Welch's MOSIS
procc - «.d not allow the inclusion of an intrinsic layer thereby reducing the transport

efficienc.y .. we junction.
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E. Conclusions And Suggestions For Future Work On Testing

Testing of Mr. Welch's chip did allow verification or near-verification of the operation of

several of the designs components:

« By the mechanism described in the previous pages, it was possible to verify the correct

operation of the Voltage Controlled Oscillator.

« Ttis safe to assume the correct operation of the frequency divider circuitry. Note that

Figure 1 illustrates that none of the fourp or fout3 pins show an output frequency. This
cannot be due to flaws in the divide-by-64 circuitry design because the foutg and foutg

use similar circuitry to divide the frequency of their outputs.

« The functionality of the low-pass/lag-lead filter for DC LF_Input values is certain.

+ The design and operation of the phase generation circuitry has been verified despite the

lack of output on the foutp or fowm3. This can be said by considering that all the fout

frequencies are generated by the symmetric Phase Extraction Circuitry (Figure 2.15);
therefore, the failure of two frequencies to appear on the pins is probably due to

problems other than partially dysfunctional Phase Extraction Circuitry.

« As mentioned before the output of the Skew Detection and Error Detection pins was

verified as correct under testing without optical input.
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Despite these successes, perhaps the most instructive lesson of Mr. Welch's work has been
to underscore the extra difficulties involved in testing a chip with an optical interface to the

outside world.

A major cause of concern is that the current design affords no simple and ¢ffective method
for the experimenter to determine the exact amount of light incident on the photodetector of
each ORCA. The imaging techniques described in the Optical Testing section were used to
direct the laser beam to the photodetector; however, the blooming due to the local saturation
of the video camera's detector made it impossible to determine if the beam had indeed been
entirely focused on the 20im by 20pum photodetector. Hence, it was not possible to
ascertain the amount of power incident on the expcsed surface area of the photodetector.
No external pin connections were included in the design that could have allowed this
measurement. For future designs, it would be extremely prudent to provide pin
connections or some other mechanism for determining the exact location of the beam on the
chip. For instance, the main photodetector could be surrounded by other detectors with
connections to outside the chip. By measuring the percentage of total light incident on each

detector, it would then be possible to accurately calculate the position of the beam.

As far as Welch's chip is concerned, it would seem that the design philosophy of the chip
is too optimistic. Before an entire operational chip can be built, the design of the individual
sub-circuits must be understood and shown to be correct and reasonable. This is
something that, depending on the sub-circuit, could not be done or was done with extreme
difficulty on Welch's chip. Therefore, future designs must include far greater testing
capabilities designed onto the chip. Obviously, these test structures must be as independent
as possible from the other circuitry on the chip. Separate power supply connections, as
well as a separate clock is recommended. The current design uses the four phases

generated from a VCO to clock shift registers; failure to produce all four phases means that
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much of the testing circuitry, such as the shift registers, will not operate. Many other
testing schemes are possible, but in general a less aggressive, more modularized and

testable approach is required.

The lack of proper equipment also proved to be a hindrance in the efficient testing of
Welch's chip. In future research done at this or other universities, it might prove
productive to arrange for testing to be done at the usually better equipped industrial

laboratories.

II1. Administrative Matters

During the period of this contract, the following papers and oral reports were presented on

the work supported here:

B. Clymer and J.W. Goodman, "Optical clock distribution to silicon chips", Proc. SPIE,
Vol. 625, pp. 134-142 (1986).

B. Clymer and J.W. Goodman, "Optical clock distribution to VLSI chips", Optical
Engineering, Vol. 25, pp. 1103-1108 (1986).

B.D. Clymer and J.W. Goodman, "Timing uncertainty for receivers in optical clock
distribution for VLSI", Optical Engineering, Vol 27, No. 11, pp. 944-954 (1988).

In addition, the work supported by this contract led directly to another project, supported
by Digital Equipment Corporation, aimed at applying optical clock distribution to a higher

level of the interconnect hierarchy. This work resulted in the following publication:

Ragai Khalil, Larry R. McAdams, and Joseph W. Goodman, "Optical clock distribution
for high speed computers”, Proc. SPIE, Vol. 991, pp. 32-41 (1988).
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In addition, several oral papers on optical clock distribution were presented at annual

meetings of the Optical Society of America during the duration of this contract.

During the duration of this contract, a number of different students worked on the clock
distribution problem, including: Bradley Clymer, Richard Welch, Larry McAdams, Karin
Sperley, and Ali Tabibian. One of these students (A. Tabibian) is an undergraduate, the

others are or were graduate students.
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Abstract

Timing constraints for state-of-the-art very large scale integrated circuits (VLSI)
in silicon are rapidly approaching communication limits available with layered two-
dimensional metal and polysilicon wiring approaches. For such communication-
limited systems, reliable clock distribution is a key concern. The range of finite
differences in signal delays over clock wires of various lengths for large chips creates
a timing skew that is significant when compared to the switching time of tran-
sistors in the circuit. The high bandwidth and three-dimensionality of imaging
optical systems suggest that optical clock distribution systems have the potential
to overcome the timing barriers presented by planar wiring. Clock signals can be
holographically mapped to detector sites within small functional cells on a chip
surface. Within each functional cell, the clock is distributed via surface wires
with negligible delays. Since the difference in propagation time between optical
paths is negligible when compared to typical electronic response times, the timing
uncertainty for such a system is composed of two parts: the difference in response
times (skew) between identical receiver copies implemented on a given chip, and
the rms signal jitter at each receiver due to circuit rnoise. An overview of an opti-
cal distribution system is presented, along with system constraints and the désign
trade-offs these constraints represent. Two types of optical receivers for CMOS
implementation are presented: a transimpedance receiver similar to those used
in optical communication systems, and a phase-locked loop receiver which offers
substantial improvement in performance and layout requirements over the first
approach. Timing analysis for the two types of CMOS optical receivers is pre-

sented, showing that a 2-micron implementation of the transimpedance receiver

v




is limited to a maximum operating frequency of 50 MHz by fabrication-related
response skews of up to 3 ns, while a 2-micron phase-locked loop receiver can
operate in the 100 — 200 MHz range with steady-state response skews less than
55 ps and negligible signal jitter. A CMOS test chip to measure the performance
of a 3-micron implementation of the transimpedance receiver has been fabricated.
Laboratory measurements show that the maximum operating frequency of this
receiver is approximately 15 MHz when 150 uW of incident optical power is ap-
plied, while response skew ranges from 5 — 20 ns. Observation of storage times
for dynamic latch cells in proximity to photodiodes on the clip show that optical
power and device separation specifications can be reasonably applied to guarantee

minimum storage time.
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Chapter 1

Introduction

The large bandwidth, immunity to interference, and electrical isolation provided
by optical communication techniques have led to recent interest in optical inter-
connections for computer systems. Optics has become an appealing alternative to
wired interconnections on several levels of communication hierarchy within com-
puting systems([1,2,3,4,5]. As timing performance for on-chip processing becomes
communication limited, chip-wide clock signal distribution is rapidly becoming a

problem in which an optical interconnection solution may be appropriate[1,4].

The miniaturization of integrated circuit elements by layout design scaling in
very large scale integrated circuits (VLSI) has created a great deal of interest in
the development of new methods for reducing the timing skew associated with
transmitting signals via wires to remote locations on a chip[6,7]. As device sizes
decrease and chip sizes increase with technological advances, the speed of instruc-
tion execution on a VLSI chip becomes limited by signal transmission delay rather
than device switching dclays[8,9,10]. Communication delay is especially critical
in the distribution of the clock signal which is used to synchronize the operation
of various devices on a chip. Parasitic transmission line capacitance and resis-
tance over varying pathlengths for this widely distributed signal cause a skew in

waveform arrival times at different locations on the chip.
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For optical clock distribution, the clock signal is mapped at the speed of light
from an off-chip laser diode via an optical element to photodetectors integrated
on the surface of the silicon chip. In general, the optical approach could be three
dimensional, using a hologram or lenslet array, or it could use integrated or fiber
optics. The system presented here is three dimensional in that the space above
the integrated circuit chip is used to route the optical signals rather than confining
the light to fibers or waveguides in a planar or quasiplanar topology. In an optical
system, clock skew can be reduced to essentially the variation in response times

for the different receivers distributed over the chip surface.

1.1 Clock Distribution with Conventional Wire
Paths

There is a design tradeoff inherently associated with wired distribution of signals
on integrated circuit chips. This tradeoff on one hand involves the choice of
conductor for the wire path, and on the other the availability of the medium

chosen.

VLSI designers can route signals on three types of wires, each having a dif-
ferent resistivity and all having approximately the same capacitance per unit
area. Aluminum wires have a resistivity that is two orders of magnitude less than
polysilicon or diffusion paths, making aluminum a very desirable wiring medium,
especially for long paths[11]. Chipwide distribution of the clock signal is gener-
ally required in VLSI designs, requiring long paths and suggesting metal as an

appropriate medium.

Aluminum wires are also required for power and ground distribution because
the resistivity of other media causes excessive voltage level degradation{12]. In
addition, local connection between drain diffusions of p-channel and n-channel
transistors in CMOS logic designs is made with metal wiring rather than polysil-

icon, to avoid forming junctions between the highly doped polysilicon wire and
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one of the drain diffusions which is doped with the opposite type impurity. Since
many VLSI fabrication technologies support only one or two levels of metal in-
terconnection, the remaining metal available for global signal distribution can be
severely limited. Distribution of timing signals in alumimum adds to the overhead
requirements on the metal layers, and further reduces the space available for data
paths.

Two problems with signal distribution by means of wires of finite resistance
and capacitance become especially acute when the chipwide timing system is
taken as an example. The clock signal is used to synchronize the operations of
a very large number of devices on a VLSI chip. The number of devices that
a clock distribution system must accomodate and the wide range of distances
between devices create special manifestations of the general wired communication
problems. The finite capacitance and resistivity of the wires represent a very
large loading effect due to the extensive fanout of the clock distribution system.
The wires to individual devices are ultimately interconnected in some parallel
manner; therefore, the capacitanccs of the individual wires add to represent the
load capacitance at the clock driver. The transition time for the output voltage of
the clock driver is proportional to the ratio of the load capacitance to the driver
capacitance. In this manner, a large capacitive load causes a broadening of signal
pulses by increasing the transition time for the clock driver and slows the overall

system operation.

One design method for reducing the effect of capacitive loading is the cascading
of buffer stages with successively larger gate areas. This minimizes the total
throughput delay by allowing each buffer to charge an optimum capacitive load.
The optimum increase in gate area is by a factor of e; however, the scale by which
the inverter size is increased is usually four or five in order to make efficient use

of chip surface area[13].

Another clock distribution problem is associated with the finite resistance and
c..pacitance of the signal paths. The circuit lines can be modeled as distributed

RC paths, and as such, the waveform propagation is described by the diffusion
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Figure 1: An H-tree clock distribution system.

equation[14]. Each length of wire has an associated delay that is a function of
the resistance, capacitance and dimensions of the wire. Furthermore, as device
sizes become smaller with layout design scaling, this characteristic communication
delay increases quadratically for the same length of wire[9]. The large range of
characteristic communication delays for the wires connecting the clock driver to
the many clocked devices on a chip leads to a variation in the signal arrival time
from one device to another. This is commonly referred to as clock skew, and it is

a primary consideration in determining the system clock rate.

There have been several approaches suggested and implemented to reduce or
eliminate the clock skew effect. One such approach, suggested by Anceau, in-
volves distributing a lower frequency chipwide clock signal to several functional
blocks, and internally synthesizing a high frequency clock to synchronize opera-
tions within each block[6]. A second approach involves forcing all wire lengths to
be equal. One method for realizing this approach is an H-tree[7]. An example
is shown in Figure 1. Line length variation effects are eliminated by the novel
geometry of the layout. Remaining skew effects in such an H-tree structure are
due to variations in the threshold voltages of the load transistors and charac-
teristic capacitance and resistance between different paths(15]. Because the wire
lengths are equal with this approach and chipwide distribution of the clock signal
is required, H-tree distribution has the disadvantage of uniformly long wires, and

therefore transitions are very slow due to a very large capacitive load for the clock
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driver. In addition, the H-tree distribution requires a regular chip layout pattern,
in opposition to the very popular modular design approach in which the layouts
for individual functional cells are developed separately and incorporated in block
form at the chip design level. A third clock distribution approach eliminates a
chipwide synchronization signal by designing several functional blocks, each being
self-timed. This approach allows fast execution of operations in the functional
block, but at the expense of handshaking delays for communication and added
control lines between functional blocks[16]. All of the approaches have the unfor-
tunate characteristic of requiring massive use of metal wiring due to the lengths

of communication lines necessary for signal coverage of an entire chip.

1.2 Optical Interconnection for Computing

Optics can provide several advantages for interconnection in computing systems(4].
One major advantage for optical distribution approaches is the freedom from
mutual coupling between different signal paths. In Si-SiO, systems, there is a
trade-off between distributed capacitance of an interconnection wire and mutual
capacitive coupling of signals to adjacent wires. The capacitance between a wire
and the ground plane can be reduced by increasing the dielectric thickness of the
SiO2, but in taking this action, the isolation between parallel wires is rcduced, and
increased mutual coupling results. Optical distribution systems do not exhibit a

similar mutual coupling effect.

A second advantage of optics for computer interconnections is the ability of
light beams to pass through each other without interacting. This is primarily
due to the noninteraction of photons in linear media. This allows a more efficient
use of layout space; it is valid for waveguide systems with angles of intersection

greater than 10 degrees and virtually all free-space optical systems.

A third major advantage applicable to free-space optical interconnections is
the potential to use rewritable optical materials to allow real-time reconfiguration

of the interconnection pattern.
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Research activities are currently in progress to incorporate optical approaches
at nearly every level of computer interconnection hierarchy. Indeed, optical inter-
connections have already begun to appear for intercomputer local area networks[17,
18]. There is now activity to investigate optical interconnection between proces-
sors in a multiprocessor system(2]. Several programs have been applying optical
solutions to interchip communication problems[19,20,21}. In addition, special op-
tical distribution for signals with critical timing and large fan-out might be ad-
vantageous even though studies have shown that intrachip optical communication
is not power efficient[3,22]. Clock distribution to several functional areas on a

given VLSI chip represents this type of special signal distribution.

The implementations for optical interconnections that have been demonstrated
or recommended are widely varying. Fiber optic systems have been demonstrated
for local area networks between computers[17,18], and for lower levels of optical
interconnection as well[19,21,23]. Other systems are based on planar waveguide
optics[24] or three dimensional optics with holographic, grating or lenslet array
elements [1,3,4,20,21,25]. While most applications reported in the literature have
dealt with high speed data signals, several authors have suggested the use of optics
for clock distribution. Hartman has proposed a waveguide distribution system at
the board level, while Goodman, et al.[1,4], Fried[21], and Bergman, et al.[20] have
suggested free-space optical systems for clock distribution at the chip level. Fried
presents a phase-locked loop optical clock extraction circuit for CMOS based on

a voltage controlled ring oscillator.

The optical clock distribution system that is presented here is a three dimen-
sional design in which a clock signal is mapped from an off chip light source to
several photodetector locations on an integrated chip surface. The beam mapping
is performed by means of a holographic optical element or a lenslet array with
negligible skew for the optical signal. The optical signal can be used in one of two
manners. In one approach, the optical signal can simply be detected by means
of a photodiode and amplified to a digital signal level, converted to a standard

VLSI two-phase clock and distributed via short polysilicon wires to the individual
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devices within each functional cell. In an alternative approach, the optical signal
can be used to synchronize several local oscillators distributed on the VLSI chip.
In this approach, the output of each local oscillator provides the input square wave
for a two-phase clock synthesizer in each functional cell, and the two phases of the
clock are again distributed via short polysilicon wires to devices in the functional
cell. For either approach, clock signal skew is characterized by the variation in

photoreceiver response times for identical receivers implemented on a given chip.

1.3 Organization

The next chapter is a detailed description of the proposed optical clock distribution
system. An overview of the clock distribu’ “n system is presented first, followed
by a description of the goals for the system design and implementation and a
characterization of design trade-offs. The presentation includes two examples
for division of the chip surface area into functional blocks along with suggested
layout topologies within the cell for the optical receivers and the local polysilicon
distribution system. The optical receiver circuit for each functional cell is expected

to be one of those presented in Chapter 3 on Chapter 4.

A description and analysic of a standard transimpedance optical receiver is
given in Chapter 3. This receiver is composed of analog amplifer stages and a
digital phase divider circuit. Since a key source of clock skew for a multiple
receiver chip is the difference in response times of identical receivers on a given
chip, an extensive analysis is included which characterizes this variation as a
function of fabrication-related parameter variation in the transistors on the chip.
A second source of timing uncertainty is phase jitter. A noise analysis of the
transimpedance amplifier is presented along with an example using typical device

parameters for a 3-micron CMOS design.

Chapter 4 is a description and analysis of a phase-locked loop optical receiver.
The elements of the phase-locked loop are described, including a voltage con-

trolled ring oscillator and a novel biasing method for the photodiode to allow
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phase detection without requiring a separate multiplier. A phase jitter analysis is
also provided for the phase-locked loop receiver, followed by a comparison of the
incident optical power levels required for the transimpedance and phase-locked

loop receivers to achieve system timing uncertainty specifications.

The design of a CMOS chip to test receiver and photodiode performance pa-
rameters is presented in Chapter 5. Two tests involve measurement of the max-
imum operating frequency and response skew of a transimpedance amplifier re-
ceiver. A third test involves the measurement of leakage currents between the
substrate under a photodiode and nearby dynamic memory devices. The specific

circuit and measurement procedure are presented for each.

Finally, Chapter 6 contains a summary of contributions represented by the
work that has been presented. In this chapter, suggestions are made for future

investigation in the area of optical clock distribution systems.




Chapter 2

Optical Clock Distribution
System Design

In this chapter, the proposed optical clock system is presented. A system overview
is given first, followed by a description of the goals for the system design and
implementation, and a characterization of design trade-offs. The presentation
includes two examples for organization of the chip surface area into functional
cells along with suggested layout topologies within the cell for the optical receivers
and the local polysilicon distribution system. The optical receiver circuit for each
functional cell is expected to be one of those presented in Chapter 3 or Chapter
4.

2.1 System Overview

An overview of the proposed optical clock distribution system is shown in Figure 2.
The optical clock signal is generated by an off-chip light source, as shown at the top
of the figure. The light source might be a directly modulated laser diode or LED,
or an cxternally modulated continuous wave laser. The optical beam is mapped

through a focusing element to various photodetector sites on the chip surface.

9
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Figure 2: Optical clock distribution system overview.
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The focusing element is expected to be a hologram or lenslet array, depending on
the wavelength and coherence of the optical source chosen. The photodiodes in
Figure 2 are shown in a regular pattern for simplicity. In practice, the location of
the photodetectors is random, as determined by the modular design of the chip
layout.

One of the advantages of this optical clock distribution system is that it allows
for modular hierarchical layout design for the electronic circuits on the chip. In the
system, the layout design of the chip is such that surface area is divided into small
regions which we iefer to as functional cells. The dimensions of the functional
cell are determined by the maximum length of polysilicon wire for which signal
propagation delay is acceptable for the given system operation requirements. Each
such functional cell contains a photoreceiver for the detection of the optically
distributed clock signal. Each photoreceiver includes the necessary electronics to
create a digital two-phase clock from the single-phase optical input. The two-phase
electronic clock is distributed via polysilicon wires to clocked devices within each
functional cell. The use of polysilicon as a local distribution medium minimizes

the requirements for aluminum in clock signal routing.

The optical clock distribution system that is presented represents a two level
hierarchical distribution in which the top level of distribution is realized optically,
and the bottom level is implemented via polysilicon wires. The characteristic
communication delay for the optical path between the light source and the pho-
todetectors on the surface of the chip is negligible when compared to the switching
time of a typical electronic device on the chip. Since the length of the longest
polysilicon wire is required to represent a negligible transmission line delay, the
clock skew for the system is represented by the differences in response times for
the various photodiodes and amplifiers that are distributed over the surface of the
chip. If receiver designs can be found in which this type of skew is appreciably less
than that for a wired distribution system for the same size chip, then the optical

system represents an improvement over existing clock routing methods.




12 CHAPTER 2. OPTICAL CLOCK DISTRIBUTION SYSTEM DESIGN

Functional cell

Clocked device ——%:TTTTTTY

o

Optical receiver e

‘111

Chip surface

-~ - -
: X N
| 1 ’
[ ]
1 1
----- b mem—t
1 1 I
1 1 )
1 1 )
1 1 [ J
b = - - - pwmambdoacampos o
t 1 [
| 1 1
i [} ]

1 ] [}
----- P R R
1 ' 1
[ 1 [

1 | 1
1 [ [
ade. > o

Figure 3: Chip layout for centered local clock distribution.

The layout organization of the functional cell can be adapted for the applica-
tion expected. One organization involves placing the photoreceiver in the center
of the functional cell, and distributing the clock signals in all directions to the sur-
rounding devices. This approach is depicted in Figure 3. The inset shown in the
upper right corner illustrates the organization of the functional cell in which the
photoreceiver and clock driver are centered in the cell. The smaller squares sur-
rounding the clock driver represent typical clocked devices, such as shift register

stages.

A second organization might be more appropriate for dataflow layouts in which
the clocked devices are arranged in lines for bit slice operations. For this type of

application, the photoreceiver and clock driver can be designed to fit in a long




2.1. SYSTEM OVERVIEW 13

Functional cell
Clocked device .

€ o TTTITITITIIIL®

Optical receiver -

rTTT

Chip surface

Figure 4: Chip layout for dataflow organization.

rectangular box, with the clock signals being distributed perpendicular to the
length of the receiver. This design approach is shown in Figure 4. Again, the
division of the chip into functional cells is shown in the lower left corner, while
the organization of the functional cell is given in the inset at the upper right. The
long box represents the photoreceiver and clock driver circuit, while the small

squares represent the clocked elements in the dataflow path.

Two receiver designs have been developed which are compatible with optical
detection and MOS technology. One design is a transimpedance amplifier; a
detailed description of the design and operation of this receiver is presented in
Chapter 3. The second receiver design is based on a phase-locked loop with a

voltage controlled ring oscillator. A description of this circuit is given in Chapter
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2.2 Goals for system design and implementation

The design and implementation goals for the optical clock distribution system are
primarily concerned with using existing technology whenever possible. In many
cases there are conflicts that arise due to the difference in optical and electronic
technologies and materials. The trade-offs that result from such conflicts are

presented in the next section.

One of the principle design goals is to apply existing MOS technology for the
photoreceiver circuit elements. This excludes the possibility of p-i-n photodiodes,
because an intrinsic layer cannot be formed in standard MOS fabrication pro-
cesses. Customized non-silicon photodiodes are also excluded, because packaging

such devices would require hybrid mounting and bonding technology.

In standard MOS fabrication processes, the depth of the drain and source
junctions is approximately 0.5 microns or less. The junction depth can affect the
efficiency of a photodiode as well as the response time. Design trade-offs caused by

fabrication contraints on photodiodes are discussed in further detail in Section 2.3.

A second goal for the optical receiver design is to use a photodiode bias within
the range of supply voltages for the existing circuits on the chip. Since standard
VLSI designs have supply voltages of 0 and 5 volts, the photodiode bias must
lie in this range. This limits the width for the photodiode depletion layer, and
ultimately the efficiency and response time of the device. Again, the consequences

of this design choice are discussed in detail in the next section.

Another principle design goal is to use existing optical receiver designs if pos-
sible. Optical communications technology has developed good integrated receiver
designs, some being implemented in MOS technology. An example of a MOS op-
tical transimpedance receiver is given in [26]. The receiver described in Chapter 3

is based on this design. Other optical receivers based on phase-locked loops have




2.3. DESIGN TRADE-OFFS 15

been reported in the literature[21,27). The receiver described in Chapter 4 has
been adapted from these designs.

A fourth goal for the optical clock distribution system is to use existing optical
sources. A variety of sources are available from optical communication technol-
ogy. The sources commonly used in optical fiber systems range from infrared laser
diodes to visible LEDs. Many of the laser diode sources emit light at wavelength
longer than the bandgap for silicon and are unusable for clock distribution; how-
ever, several inexpensive laser diodes emitting at wavelengths near 0.8 microns
have been developed for optical disk storage systems. Another alternative could
be using a visible wavelength laser and an acousto-optical modulator as the op-
tical clock source. This approach seems applicable to large systems in which a

single optical clock is distributed to several VLSI chips.

2.3 Design Trade-Offs

The principle system design trade-offs involve the physics of photodetection, the
wavelength of the optical signal, the choice of optical source, and the choice of
focusing element for the mapping of the optical signal to the photodetectors. A
description of the relationship between these aspects of the optical clock distribu-

tion system is presented in this section.

In a reverse-biased p-n junction diode, an electric field is maintained across
the depletion layer. Carriers generated in the depletion layer drift in the presence
of this field across the diode junction to form a current, commonly called the
drift current. Carriers generated outside the depletion layer diffuse from higher
concentrations to lower concentrations. Since the depletion layer edge represents
a lower concentration of minority carriers, minority carriers generated outside
the depletion layer statistically tend to diffuse toward the depletion layer. If the
carriers reach the edge of the depletion layer before recombining, then they are
swept across the diode junction to form a current, commonly called the diffusion

current.
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The random nature of the diffusion process causes it to be a much slower mech-
anism than drift. For this reason, the drift current has a much faster response than
the diffusion current. For fas. photodetection, nearly all of the photons should be
absorbed in the depletion layer, with the resulting photocurrent being primarily
a dnift current. For high sensitivity without a fast response, simply requiring that
nearly all photons are absorbed with the characteristic recombination length of

the depletion edge is sufficient [28].

The designer of a photodetector generally has the option of applying a large
enough reverse bias to adjust the depletion layer width to match the photon
absorption length for the wavelength of light that is detected. This is where
a principle conflict between design”elements of the goals for the optical clock

distribution system is observed.

The photon absorption length in silicon for red light is around 2-3 microns. By
applying a reverse bias of 5 volts, the depletion layer width can maich this. If the
prefered source technology is a laser diode, emitting at a near infrared wavelength
of around 0.8 microns, then the photon absorption length in silicon is in the range
of 10-25 microns. The depletion layer thickness can no longer be increased to
match the absorption length because there is a maximum of 5 volts available for
biasing the diode. The result is slower response times for the photodiode and
poorer sensitivity. In addition, many of the photons that penetrate deep into the
silicon substrate can diffuse to the depletion regions of nearby transistors rather
than diffusing to the photodiode junction[29]. This not only represents a loss in
efficiency, but also a crosstalk current. If the nearby transistor is an element in
a dynamic storage device, the result could be a memory erasure with every clock

cycle.

The problems of leakage currents, poor sensitivity and response time can be
reduced by any of three methods. One choice involves using a laser diode source
emitting light at a near infrared wavelength, and modifying the recombination
characteristics of the silicon near the photodiode. This involves a non-standard

fabrication process, and one of the design goals is compromised.
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A second choice is to require a design rule specifying a minimum separation
length between a photodiode and any other active device. This approach requires
an increase in layout design constraints and overhead, and does not solve the poor

response time and sensitivity problems.

The remaining choices involve using visible light for the optical signal. The
designer can use a visible wavelength LED as the optical source, but light emitted
by an LED is temporally and spatially incoherent, and a holographic focusing
element requires coherent light for good resolution. A lenslet array can be used
with the LED source, eliminating the requirement for coherent light, but the
lenslet arrays that are commercially available are fabricated in regular patterns,
and the random mapping ability of the focusing element is lost. If the photodiode
locations are constrained to a regular pattern, the flexibility of the cellular layout

design for the chip is compromised.

A final choice is to use a visible wavelength coherent source such as a He-Ne
or argon ion laser. These lasers can be operated in a continuous wave mode, and
the beam can be modulated externally by means of an acousto-optic modulator.
In this approach, the packaging of the system becomes less attractive than with
semiconductor sources, but perhaps the higher optical output power of the larger
laser can be used to provide an optical clock signal to an entire system rather

than a single chip to compensate for the added complexity.

The options of coherence, wavelength and packaging of the optical source for
the clock distribution system presented allow the designer to choose the source
that best fits the specifications of the VLSI system with which it will be imple-
mented. The trade-offs that have been presented are characteristic of any optical
clock distribution system in which the design goals of Section 2.2 apply, regardless
of the optical recciver design. The specific receiver designs that are anticipated
for use in an optical clock distribution system are presented in Chapter 3 and
Chapter 4 and accomodate any of the optical source or focusing element choices

that have been presented here.
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Chapter 3

Transimpedance Receiver and
Clock Driver

This chapter is a presentation of the design and operating parameters of a simple
transimpedance optical receiver and clock driver. The receiver and two phase
clock drivers circuits are both CMOS adaptations of NMOS designs that have
appeared in the literature[26,30]. Descriptions of the receiver and clock driver

circuits are given in Section 3.1.

The timing uncertainty in a distribution system composed of several receiver
circuits consists of two parts. One type of uncertainty is static, i.e. it is fixed for
a given chip and varies for different issues of the chip. This is the skew due to
differences in receiver response times caused by fabrication-related variations in
transistor channel dimensions and threshold voltages on a given chip. A second
uncertainty is temporal and is characterized by phase variations due to noise in
the receiver circuit. A computer simulation of the static timing skew for the trans-
impedance receiver and clock driver is presented in Section 3.2, and an analysis

of the clock signal phase noise is given in Section 3.3.

19
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Figure 5: A transimpedance receiver and clock driver circuit.

3.1 Circuit Descriptions

A circuit diagram for a transimpedance optical receiver and clock driver is shown
in Figure 5. The devices shown to the left of A in the figure represent a trans-
impedance receiver with analog inverting buffer stages to amplify the detected
optical signal to voltage levels suitable for input to digital CMOS logic devices.
The design and operation of this receiver are presented in Section 3.1.1. This
design is very simple and is intended to demonstrate the performance nature of
this type of receiver, rather than reflect an optimized circuit. The circuit elements
to the right of A’ represent a standard VLSI two-phLase clock driver circuit. The
details of the driver circuit are presented in Section 3.1.2 with a brief introduction

to two-phase clock systems for VLSI.
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+ Vdd

Figure 6: Analog CMOS inverting voltage amplifier stage.
3.1.1 Transimpedance Receiver

The transimpedance receiver that is shown in Figure 5 has been adapted for
CMOS from a design published by Abidi[26]. The receiver circuit is composed of
analog amplifier stages. Each stage contains an NMOS pull-down transistor and a
passive PMOS pull-up resistor, as shown in Figure 6. The first stage has a resistive
feedback path, as shown in Figure 5, which allows the photocurrent to modulate
the gate voltage of the NMOS transistor of the first stage. The output of the first
stage 1s modulated accordingly, and is the input voltage for the next inverter. The
ratio of pull-up to pull-down channel length dimensions for all stages in the chain

is constant and determined by the biasing requirements of the receiver.

In addition to providing a transimpedance path, the resistive feedback also
serves to self-align the dark state operating points of the inverter stages in the
chain. When no photocurrent is present, each inverter stage rests at a steady state
operating point. Since there is no current flowing through the feedback resistor,
the output voltage of the first stage is equal to the input voltage, and the inverter

is held in equilibrium. Because the stages are designed to have similar dimensions
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and the gain per stage is small, this equilibrium point is identical for all stages in
the chain; therefore, when the input stage returns to equilibrium, all subsequent

stages foilow.

The photodetection and amplification can be described in terms of the mod-
ulation of the amplifier chain voltage between the dark state equilibrium and a
lighted state level. When a photocurrent is present, the output voltage of the first
stage is driven above the dark stage bias point, and the subsequent stages each
amplify and invert this signal. When the light is removed, the output voltage
of each stage returns to the dark state equilibrium point. Since the output of
the amplifier chain is required to provide reliable TTL input voltage levels for
the two-phase clock driver circuit. the dark state equilibrium voltage of the chain
must be small enough to be reliably detected as a low logic level, and the lighted
state output voltage of the last stage must be large enough to represent a high
TTL input level. The choice of TTL voltage levels is a consequence of the design
constraint to apply the optical clock distribution approach to standard CMOS
VLSI systems.

The bias voltage also determines the gain for each inverter stage in that it
determines the transconductance for each transistor. The open loop gain for a
CMOS inverting amplifier stage is given as

2In
A _ gml . [VGSI—VH _ VGS2 - ‘/t2
v = — - 4

gm2 [—“D———] Ves1 — Va
Vosa—Ve

(1)

where g,n; and g2 are the transconductances of the NMOS and PMOS transistors,
respectively, Ip is the drain current, Vgs; and Vg5, are the gate-to-source voltages,
and V; and V;; are the threshold voltages[31].

A third amplifier design parameter that is affected by the bias of the transistors
in the inverter stages is the maximum rate at which the output voltage of a given
stage can make a transition from one voltage level to another. The is commonly
called the slew rate, and often it determines the maximum operating frequency

of a receiver. The relationship between the slew rate and the bias voltage for a
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single inverter is given as

SR = (Vgs — Vi)un (2)

where Vgs and V, are the gate and threshold voltages of the pull-down transistor
and w, is the unity gain frequency of the amplifier{32].

A comparison of Equation 1 and Equation 2 shows that a trade-off exists in
determining the bias voltage. To maximize the open loop gain for each stage,
the designer prefers a bias in which the gate voltage of the pulldown transistor is
very near the threshold voltage. An amplifier stage with an optimum slew rate,
however, should be designed so that the gate voltage is much higher than the
threshold. For the circuit simulations presented in Section 3.2 and the circuits
used in the test chip described in Chapter 5, a bias voltage has been chosen which
permits a high slew rate at the expense of very low gain per stage. To some
extent, the low gain per stage can be compensated by an increase in the number
of stages in the amplifier chain. The gain per stage for these circuits is around 2,
while the receiver slew rate is sufficient to amplify 67 MHz input signals to TTL

voltage levels when transistor channel lengths are 2 microns.

3.1.2 Two-Phase Clock Driver

The output of the transimpedence receiver that is presented in the previous section
is a single square wave signal. While a single-phase clock can be used to synchro-
nize operations for computing, VLSI designers generally use two clock signals with
mutually exclusive active phases. An introduction to timing and synchronization
with two-phase clock signals and a simple circuit that can be used to synthesize
the two phases from a single square wave are presented in this section. A more
thorough description of timing for VLSI is found in Ref. [33].

In synchronous logic systems, the clock signal serves to maintain the order
of occurance of events as well as defining the time frame in which combinatorial
logic may be performed. During execution of a sequence of events, the clock signal

controls an instruction counter which determines which operations are performed
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Figure 7: A finite state machine with a single-phase clock.
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Figure 8: Timing for a single-phase clock.

on each clock pulse. In this manner, the execution speed of the processor is limited
by the clock signal frequency. In addition, the width of each clock signal pulse
defines the time frame in which a given set of instructions must be executed.
The clock period must be long enough to guarantee that all of the required logic

operations have settled to a steady state before the next pulse occurs.

The advantages of a two-phase clocking scheme are most easily demonstrated
by first considering the operation of a finite state machine with a single-phase
clock. Such a system is shown in Figure 7 and the corresponding clock signal is
shown in Figure 8. When a positive clock signal is applied to the pass transistor,
the next-state output voltage levels are transfered to the present-state inputs. The

combinatorial logic operations begin as soon as the input voltages are presented,
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Figure 9: A finite state machine with a two-phase clock.
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Figure 10: Timing for a two-phase clock.

and if the clock pulse is too wide, the output voltages due to the combinatorial
logic execution can be reapplied to the inputs via the pass transistor. Since the
next-state outputs become active inputs to the present state combinatorial logic
devices before they are expected, errors in processing occur. For reliable operation,
the combinatorial logic delay must be longer than the width of the clock pulse,

yet shorter than the clock period.

The two-sided design constraint that is present in single-phase clock systems
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can be reduced to a one-sided constraint by the use of two clock signals. This
approach is commonly called two-phase clocking, and an example of a finite state
system with a two-phase clock is shown in Figure 9. A timing diagram for the

two-phases of the clock is shown in Figure 10.

An important relationship between the two clock phases, ¢; and ¢,, shown in
Figure 10, is that when one is positive the other must be zero. In the timing of this
system, there are four time intervals: an interval in which only ¢, is positive; an
interval in which ¢, returns to zero, allowing ¢, to become positive; an interval in
which only ¢; is positive; and an interval in which ¢, returns to zero, allowing ¢,
to become positive. During the positive interval of ¢,, previously stored data are
transfered from intermediate buffers via pass transistors to present-state inputs.
#1 must remain positive long enough to charge the input capacitance through
the pass transistor. After charging the input capacitance, combinatorial logic is
executed and output voltage levels reach a steady state. The width of the pulse
for ¢, can be much longer than the execution time of the combinatorial logic,
because the feedback path is blocked by the zero value of ¢,. The transition of
$1 to zero can occur at any time after the inputs have been charged, because
the input voltage levels are maintained once the pass transistor is turned off.
$2 may become positive at anytime after ¢, has become zero, however it must
remain positive long enough for the combinatorial logic to be completed and the
output voltage levels for the next state to be transfered to the intermediate buffer
by means of the second pass transitor. Since ¢; and ¢, are not allowed to be
positive at the same time, there is no continuous feedback path; therefore, the
only timing constraint is that the clock period must be sufficiently long to allow
the combinatorial logic to be completed, along with a nominal delay for charging

the present-state inputs and a preset time to insure stable next-state outputs.

It should be noted that for CMOS circuits, the pass devices are generally
implemented as a PMOS and NMOS transistor connected in parallel, as shown in
Figure 11. In this configuration, the control signal for the PMOS transistor is the

complement of the control for the NMOS transistor. Four clock signals must be
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Figure 11: CMOS pass device.

Single-phase clock input

Figure 12: A two-phase clock synthesis circuit.

distributed for CMOS VLSI systems, eg. ¢, ¢, and the complements of ¢; and
¢2.

Circuits which synthesize two-phase clock signals from a single square wave
input are well understood. An example of such a circuit is shown in Figure 12.
This clock driver is modeled after those discussed in Ref. [33]. The condition
of mutually exclusive positive clock phases is achieved by using each clock phase
as an input to a nand gate to generate the other clock phase. In this manner,
the positive phase of one clock signal is dependent on the zero level of the other.
The buffers following the nand gates in Figure 12 provide the drive capability
to distribute the signal to the large capacitive load. The complementary clock

phases are present at the inputs to the last buffer stage for each clock signal.
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3.2 Static Receiver Response Skew Simulations

In a distribution system consisting of several receiver-driver circuits on a given
chip, the signal skew can be represented as the difference in response times for
the copies of these circuits on the chip. The designer can minimze the response
skew effect by using identical layouts for the receiver-drivers; however, the actual
transistor parameters can vary from one copy to another on a given chip due to the
nature of the fabrication process. The fabrication-induced parameter variations
cause differences in response times for identically drawn circuits and can be a
major component in signal skew, especially for analog MOS circuits. The circuit
simmulation study thet is presented in this section has been performed to determine
the typical receiver-driver response skew resulting from reasonable variations in

transistor channel dimensions and threshold voltages.

A SPICE simulation of the output signal for the simple optical clock detector
and driver presented in Section 3.1 is shown in Figure 13. Here, the two clock
phases are shown for an example with the nominal transistor threshold voltage
and channel dimension values. The simulation reflects a layout design in which
the nominal transistor channel dimension is 2 microns. The nominal width of each
output buffer stage is 320 microns. The width of the input pull-down transistor
for the transimpedance amplifier 1s 1380 microns and represents the largest device
dimension in the circuit. As noted in Section 3.1, this circuit is intentionally de-
signed to be simple and device dimensions have not been optimized with respect
to trade-offs between output response and layout overhead. The experiment is
intended to give an indication of operation of the general approach when pho-
todetection and clock driver circuitry are confined to a reasonably small area (less
than 0.003 cm?).

For all simulations, the photodetector is modeled as a reverse biased p-n junc-
tion diode in parallel with an independent current source. The current source
waveform is modeled as a 12.5 pA peak current square wave with linear transi-

tions of 10 ns. The equivalent peak optical power incident on the photodetector
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Figure 13: SPICE simulation of ¢, (solid) and ¢, (dashed) clock phases for trans-
impedance receiver and two-phase clock synthesizer.

(for a square wave with a 50 per cent duty-cycle) which is expected to achieve such
a current level is on the order of -10 dBm for visible wavelengths. The capacitive
load is 2.5 pF, and represents the fanout for a typical functional cell described in

Section 2.1.

Parameter variations between transistors which are closely spaced on a given
chip tend to be highly correlated. For example, if an NMOS transistor has a chan-
nel dimension that is 0.1 um longer than the ideal value, all NMOS transistors
in that general area of the chip surface tend to have the same error. Parameter
errors for devices separated by large distances on a given chip tend to be more
independent. For the simulation studies presented here, all of the transistor pa-

rameters for similar devices in a single circuit simulation were varied the same
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Figure 14: Worst case clock phase signal skew for transimpedance receiver and
clock driver.

amount. Transistor dimension variations were assumed to be £0.1pym and thresh-
old voltage variations to be £1 mV, reflecting parameter fluctuations that might
be expected on a given chip for a good 2-micron fabrication process. Channel
width variations in these ranges caused no noticeable changes in the response of
the receiver or clock driver output. The worst case output signal variations for

changes in channel length and threshold voltages are shown in Figure 14.

In Figure 14, the signals represent the minimum and maximum throughtput
delays for the output of the clock driver from point B in the circuit diagram of
Figure 5. This is the ¢; clock signal. The separation between curves represents the
receiver skew that is expected due to fabrication-related differences in transistor
parameters. The transition time for each signal is around 1 ns, and the maximum

response skew is around 3 ns. These values are representative of a very simple
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Figure 15: ¢, (solid) and ¢, (dashed) receiver-driver clock phases response for 67
MHz optical input signal.

photoreceiver and clock driver circuit which has not been optimized with reépect

to minimizing receiver skew.

In another series of simulations, the input optical clock frequency was varied
to determine a maximum operating frequency for the circuit. This simulation
assumes a circuit which is not limited by photodiode carrier diffusion delays, but
rather provides an indication of the maximum frequency of the amplifier and clock
driver electronics. The receiver and clock driver were found in the simulations
to produce valid digital output levels for the two clock phases up to around 67
MHz, as shown in Figure 15; however, for reliable clock distribution, the expected
receiver skew must be accounted for. This allows clock frequencies of up to 30
MHz, based on the simple circuit used in these simulations. A more sophisticated

circuit design might easily achieve a higher clock rate.
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3.3 Signal Jitter Analysis

The static receiver response skew that has been presented represents only one type
of timing uncertainty that is inherent in a synchronous system with distributed
clock receivers and drivers. For the static timing uncertainty, each receiver has a
specific response delay, and the variation of delays between receivers results in a
signal skew. A second type of timing uncertainty involves the temporal variation
in the transitions of the clock signal at each receiver due to noise in the system.
This type of timing uncertainty is commonly called phase jitter. This section is a
presentation of the phase noise analysis of the transimpedance receiver described

in Section 3.1.

Since phase noise is stochastic in nature, phase jitter is commonly expressed in
mean square units of radians? or degrees?. For purposes of comparing the stability
of clock signals, it is sometimes more helpful to express the jitter in terms of time
units rather than phase units. This is especially useful when comparing receivers
that have different operating frequencies, as is done in Chapter 4. The analysis
in this section will be first expressed in terms of phase units, then converted to

time units for a typical frequency of operation that is expected.

In order to characterize the phase noise present at the output of the receiver,
a signal-to-noise analysis technique for phase and frequency modulated systems
from communication theory is employed[34]. The input signal is approximated by
a sinusoidal waveform to simplify the analysis. The signal and noise currents at

the receiver input are given by
: ) Y
taig(t) = ?(1 + cos w,t) (3)
and
1n(t) = tnc(t) cosw t — i,,(2) sinw,t (4)

where I, is the amplitude of the clock signal at the input of the detector, i,
and i,, are the quadrature representations of the bandpass noise, and w, is the

frequency of the clock signal. From Equation 3 and Equation 4, the a-c portion
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of the current at the input to the receiver can be represented as

() = I%h oS Wet + 15.(t) coswet — 1,,(t) sinw,t (5)
= [(Ipn/2) + ine(t)] cOswet — ina(t) sinwet (6)
= R(t)cos|wt + 6(t)] (M

where R(t) is the time-varying envelope and 6(t) is the phase variation due to

noise, as determined by

R = I(Ioa/2) + ine(t)]2 + [ins(B)]? (8)

= arctan ins ()
o) = et )t in®) ©)

In the standard analysis, as is the case for the receiver that has been presented,
it is assumed that the received signal is eventually clipped; therefore, the time-
varying envelope can be approximated by the time invariant amplitude of the

signal after being limited, A;. The output of the limiter is then given as
ir(t) = AL cos[w.t + 6(2)] (10)

and the time variation is represented by the phase term, 8(¢). For cases when the
signal amplitude is much larger than the noise components, the phase noise can
be approximated as .

ins(2) tns(2)
0(t) = - ~ . 11
O G2y + i ™ T2 an
The total mean square noise is given by

- 12 2, —_

2 = 2?(1 + cos 2w.t) + —;—’-(1 — €08 2wet) + 2ipeln,(cos wet sinwet). (12)
Since the second harmonics are outside the passband of the circuit, and the
quadrature noise components are independent, Equation 12 becomes

= 1 — —
7= S+ ). (13)

Assuming that 2, = 173:, the mean square phase noise from Equation 11 is

— 12 4;2
62 = " — _n 14
"TIL/A T, (1)
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Figure 16: Noise circuit model for CMOS transimpedance amplifier

A circuit model for noise analysis of the first stage amplifier is shown in Fig-
ure 16. This model represents the small signal nature of the first stages of the
receiver amplifier chain. In this model, the noise sources are independent of each
other. ;g; is the mean square noise current at the photodetector. Noise due to
the optical source such as relative intensity laser noise can be included here, and

the combination of thermal diode junction noise and thc source noise is given as
npd = 4ICTB/7‘] + ’Li source (15)

where k is Boltzmann’'s constant, T is the temperature in Kelvin, B is the noise
bandwidth of the receiver, and r; is the reverse bias junction resistance of the
photodiode. The shot noise portion of E; is neglected, as is the 1/f noise. These
are good assumptions due to the reverse bias on the diode and the high frequency
operation, respectively. zig is the shot noise due to leakage in the gate of the
transistor, represented by

12 = 2¢I,B (16)

where q is the electron charge and I, is the gate leakage current. ;5 is the thermal
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noise due to the resistance of the feedback path, calculated as

i3, = 4kTB/Ry,.

: is the drain-source shot noise, represented by

2, = 4kT(2/3)gmB (18)

where g,, 18 the transconductance of the pull-down transistor for the first stage.
Again, 1/f noise has been neglected in the calculation of the channel noise current.

i—fz is the thermal noise due to the load resistance, given by
12, = 4kTB/Ry. (19)

The equivalent mean square noise voltage at the input to the second stage is
determined by a similar analysis for noise sources in that stage, and is given as

— _ BI2Rigl, + 46T(2/3g)[1 +w*RY(Car + C,)")
n 1+ wz(RLCd,)z

(20)

This calculation assumes that the second stage dimensions are identical to those
of the first stage; therefore, the load resistances, gate capacitances, and transcon-

ductances are equal.

For the noise analysis, the effects of each source on the output voltage of
the first stage are determined, and an equivalent input current source for each

is derived. Since zﬂ ; and 72 i2_ appear at the input, there is no need to calculate

ng
equivalent values for them. The equivalent input noise due to E is

2

Rp[(9mBRr — w?RLCo1L) + jw(gm R, — CoRp))
RL[(I — gm By — w2GTfTG) + jw(Tl + 7 — ngﬂ,TL)]

2 =2
neq,f nf

(21)

where 7, = R1Cy,, Ty = RppCouy, G = (1 + gnRy), and C, = (Cy + C,y + Cp).

The equivalent input noise due to :2,_ is

i?xcq,dr = (22)
RL{[I + 2ngL —Ww
RL[(1 — gmRypp — w?GTy76) + jw(Ty + T, — gmRps7L))]

L
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where 7¢ = 71/G. The equivalent input noise due to 2, is similar, and given as

2= (23)
neq,L
TlRL{[l + 2gmRr — w?(G1a1s + RpCatr)] + jw[G (76 + 71) + R Cal} 2-
nL Rr[(1 = gmRsp — w2GTprg) + jw(Ts + T, — gmRyps7L))

The input equivalent noise due to the next stage is

- _ _ WC(1+w'Tf)
fean T 1T ¥ (CaRys + 7702

vZ. (24)

The total input mean square noise current is the sum of the independent

equivalent input noise sources, or

2 .

—_ 52 .2 2 ;2 ;2 2
Yneq,t — zn.eq,pcl ' zneq,g + chq,f + 7‘neq,dr + zneq,L + zneq,pd' (25)

The total equivalent input noise can then be compared to the mean square pho-

tocurrent, and an equivalent input SNR can be determined.

An important parameter in the quantification of the receiver noise is the input
noise bandwidth of the transimpedance amplifier. In order to determine this
bandwidth, the output voltage characteristic transfer function has been developed

from circuit analysis. The transfer function is given as
Vo/im = N(s)/D(s) (26)
where
N(3) = R[(1 = gmRyp) + (17 + Gr6 — gmRps7L)8 + G1y165%] (27)
and

D(s) = G+[G(ry+1c+7L)+ (R + R.)C,]s +
[G(T]TG + TL(Tf + TG)) + 2Rﬂ,CaTL + RLCa(Tf + TL)].92 +
[GTLTJTG + ijCaTz + RLCanTL]SS. (28)

In order to determine typical noise performance for the transimpedance re-

ceiver, and to compare it with the performance of a phase-locked loop receiver
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| Symbol | Value [ Symbol | Value |

Ry 2k C; 66.3 nF'/cm?
Ry 20kQ2 C, 2 pF

T; 1IMQ Cos 0.52 pF
Im 0.0134 Q! Cyd 0.54 pF
Ty 10.8 ns Car 4.3 pf

TL 12.6 ns B 35 MHz

Table 1: Circuit element values.

found in Chapter 4, the input noise bandwidth and circuit model element values
have been calculated, based on measured parameters from the MQSIS fabrication
process for SPICE simulation input. These values are shown in Table 1, and rep-

resent a transimpedance amplifier implementation with 3 micron channel length

transistors.

For the example circuit parameters given in Table 1, the passbands of the
individual input equivalent noise sources are limited by the input noise passband.

The input equivalent noise currents for the example can therefore be approximated

as
2?wq,j' ~ E; (29)
2R .
ieq,dr ~ gtdr[ RL ] (30)
_[2Rp
2t~ 2 (31)
v2

200 N R%'b. (32)

The respective contributions of the individual noise sources and the corre-
sponding mean square equivalent input noise current for the circuit parameters
shown in the example are listed in Table 2. The total equivalent input mean
square noise current for this receiver can be approximated as 1.91x107'¢ (A?).
The estimatcd mean square phase jitter can be determined from Equation 14. For

the example given, this is 7.64x 107 °radians®. The rms phase jitter is 2.76x10~3

radians.
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Source | Mean Square | Mean Square Eq.
Noise Input Noise
(A? or V?) (A?)

2 4 5.76x10~1° 5.76x1071°
2, 1.12x10-%3 1.12x107%
2, 2.88x10°17 2.88x10°17
2, 5.15%x10°18 1.03x10°1¢
2, 2.88x10"16 5.77x10"Y7
v2 1.31x10"19 3.26x10728

Table 2: Individual noise source values and equivalent input roise values for 3-
micron example.

In order to compare the magnitude of the noise-induced timing uncertainty
for signals of different frequencie:, a conversion from rms phase jitter in units of
radians to rms time jitter in units of seconds can be performed. If the trans-
impedance amplifier frequency were not limited by slew rate, but rather by the
noise bandwidth of the receiver, maximum clock frequency for the example given
would be around 35 MHz. This corresponds to an rms signal jitter of 12.5 ps. In
reality, however, the maximum clock frequency is likely to be limited by the slew
rate of the amplifier. In Chapter 5, laboratory measurements for test receivers
implemented in 3-micron CMOS indicate that the maximum clock frequency for
reasonable optical input power i1s around 15 MHz. The phase jitter for a 15 MHz
clock signal based on the example circuit parameters corresponds to an rms signal

jitter of 29.3 ps.

For the purpose of estimating the noise performance of an implementation of
the transimpedance amplifier with 2 micron channel length transistors, the noise
bandwidth is scaled by a factor of 1.5 to 52.5 MHz. The equivalent mean square
noise current similarly scales to 2.86x107'® A% and the mean square phase noise
becomes 1.15x1073 radians?® with an rms value of 3.39x1072 radians. For an
operating frequency of 50 MHz, the skew-limited maximum operating frequency
for a 2-micron design as simulated in Section 3.2, the rms signal jitter is estimated

as 10 ps.
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The noise contribution to timing uncertainty for the transimpedance amplifier
that has been presented in this chapter is two orders of magnitude less than
the static skew that is expected for the same circuit. For this reason, the jitter
can be neglected in determining the maximum operating frequency for the clock.
The skew contribution, however, is quite large. This receiver design provides
no real synchronization improvement over metal wired distribution systems for
chip sizes less than 1 cm, while requiring an inhibitively large amount of layout
area for implementation of each receiver. While some application might exist
for wafer scale clock distribution using a transimpedance amplifier approach, a
receiver design with better performance and less layout overhead is required for
single chip optical clock distribution. A phase-locked loop receiver with picosecond

static response skew and sub-picosecond rms signal jitter is presented in Chapter 4

which is expected to require much less chip area and will operate for a 100-200
MHz clock signal.
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Chapter 4

Phase-Locked Loop Receiver

The limitations of the performance of the transimpedance MOS receiver make it
inappropriate for chip level optical clock distribution systems. The low gain, poor
response time, large response skew, and massive layout area requirements indicate
that an alternate receiver approach must be used if multiple receivers are to be
implemented on a single chip with performance superior to existing metal clock

distribution systems.

An attractive alternative receiver is the phase-locked loop receiver that is pre-
sented in this chapter. This receiver is based on a voltage controlled ring oscillator,
which allows implementation with significantly lower transistor size requirements,
while operating in the 100-200 MHz frequency range. A description of this circuit

and its operation is presented in Section 4.1.

As with the transimpedance amplifier, the phase-locked loop receiver is subject
to static and temporal signal transition uncertainties. Section 4.2 is a presenta-
tion of fabrication-related response skew, while Scction 4.3 is a description of the
signal jitter due to noise at each receiver. For each case, the phase-locked loop

with the same optical input power represents orders of magnitude improvement

over the transimpedance receiver, as is demonstrated by examples of a 2-micron |

41
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Figure 17: A phase-locked loop block diagram.

implementation of the phase-locked loop receiver and comparisons with the cor-
responding examples for the transimpedance receiver presented in Chapter 3. A
comparison of incident optical power levels required for the two receiver designs

to achieve an arbitrary minimum timing uncertainty is presented in Section 4.4.

4.1 Circuit Descriptions

Phase-locked loop receivers operate by matching the phase and frequency of a
locally generated signal with an external waveform. Traditionally, a phase-locking
circuit consists of a voltage controlled oscillator (VCO), a phase detector, and a

loop filter, as shown in Figure 17.

The phase detection and filtering produce a control voltage which is used as
an input to the voltage controlled oscillator and ultimately controls the output
frequency and phase of the loop. The phase detector measures the separation
of the input and VCO output signals. The phase error voltage is a function of
the time separation between the corresponding pulse edges of the two signals.
The two signals become phase-locked when the phase separation between the two

signals becomes a contant value. By adjusting the control voltage for the VCO,
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the output frequency and phase are adjusted until the separation between the
signals reaches a steady-state value, bringing the VCO output signal into lock
with the input signal.

There are typically three input frequency ranges that can be used to describe
the phase aquisition and tracking ability of phase locked loops. These ranges
are centered around the output frequency of the VCO. The first two ranges de-
scribe the dynamic capability of the loop to track or reacquire an input signal
with modulation. The third describes the ability of the loop to lock to a single
frequency.

The narrowest range, the lock-in range or Awy, describes the maximum input
frequency shift for which the loop can maintain phase-lock between the input
and VCO signals. Any frequency steps less than Awy for the input signal can
be followed by the VCO without losing phase lock. If the input frequency is
modulated outside this range, the phase locking between the two signals can slip
a few cycles, and perhaps be recovered. This is relevant to frequency or phase
modulation receivers, because it defines the bandwidth of the input modulation
frequency that can be tracked, but it has limited meaning for use with a single

frequency clock signal input.

The second range, the pull-in range or Awp, describes input frequencies x;rhich
can be pulled in to lock after slipping for a number of cycles. Any frequency steps
in this range between the input frequency and the VCO output can cause the
phase to slip several cycles, but the system will again return to a locked condition
eventually. The time required to return to lock is dependent on the dynamics of
the phase locked loop and the magnitude of the frequency step. Again, for clock
operation, this parameter has limited meaning, because the input frequency for

the clock signal will only be stepped when the clock signal is turned on.

The widest range, the hold range or Awy, describes the input frequency range
in which a steady-state phase error exists. It is primarily defined by the saturation
limits of the phase detector. Input frequencies that differ from the VCO free-

running signal by more than +Awy have an expected error voltage that excedes
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Tigure 18: A phase-locked loop for optical clock detection.

the output voltage available from the phase detector, and therefore, the loop will
not lock. The VCO can lock to a single frequency clock signal inside the hold
range, however changes in the input frequency could result in instability in which

the loop can become momentarily unlocked, if the changes are larger than Awp.

Phase-locking systems can be designed with either digital components, or as
analog circuits. Digital phase-locked loops have the advantage of programmability
and digital level output signals, but operate at relatively low frequencies. Analog
phase-locked loops can operate at higher frequencies, but typically require large
devices for implementing the VCO and loop filters, while usually delivering a

sinusoidal small signal output.

The receiver presented here is a hybrid of analog and digital approaches, mod-
eled after those recently reported in the literature{21,27]. Thown in Figure 18,
this circuit has analog RC low pass filters, an analog phase detector, and a volt-
age controlled ring oscillator. The ring oscillator provides a digital output level
signal which can then be used as an input for the two-phase clock synthesizing

circuit described in Section 3.1.2, while being implemented with minimnm size
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Figure 19: Timing diagram of input signal, VCO output signal, and photodiode
output for phase detection.

transistors.

The design reported by Fried [21] has been modified by actively biasing a
photodiode with the VCO output signal to allow photodetection and phase com-
parison together, eliminating the need for a separate signal multiplying device.
When the output voltage of the VCO is high, the photodiode is reverse biased,
and a photocurrent flows when light is present on the diode. When the output
voltage of the VCO is low, the photodiode is forward biased, and any photocur-
rent is negligible when compared to the forward diode current. In this manner,
Vi, the diode voltage indicated in Figure 18, is modulated between three states,
as shown in Figure 19. The voltage levels for the three states of Vy are: V;,4, the
forward biased junction voltage for the diode, V,, 4, the reverse biased junction

voltage with no illumination, and V;,u, the reverse biased junction voltage with

"
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Figure 20: Phase detector conversion characteristic as a function of signal sepa-
ration, 7.

illumination, where

kT

Viwd = Tln(ff/fo) (33)

VaaRpa
Vevdk = =———— 34
“* = B R (34)

and ViR ILwR,.R

Viwas = dddtdd + Lpp £t py pd (35)

Rpu+de

The phase error signal for the loop in this phase-locked loop is the DC term of
the output signal from the photodiode, and is produced by low pass filtering V.

The characteristic phase detector output voltage from the low pass filter is

shown in Figure 20, and is the time average of the voltage on the photodiode,

given as
1[ VaaBpa | IohBpuRpa J _ InRpuRpa T
2 | Rpu+Rpa + Rpu+Rpd + Viwd T(Rpu+t Rog) for0 <7< >
1/0141 = (36)

1 Vddde _ Ithle ] rl thu d T
2[Rpu+ﬂpa Feeiind + Viwd +_P—BLT(R,,.,+R,¢) for 2 <r<T

where 7 is the time separation between the VCO output pulse edge and the optical

input signal pulse edge. For a square wave optical input signal, the characteristic
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function of the phase detector is linear, as shown, and the conversion gain, Iy, is
given as the slope of this characteristic, or
Ipn( Rpu|| Rpa)
K, = e = I R: T 37
where R,, and Ry are the pull-up and pull-down resistors in a voltage divider,
R,, is the equivalent parallel resistance of R,y and Rpq, and T is the period of the

VCO output signal. The maximum and minimum values of ¥ are given as

1 ‘/ddde + 7. 7,,,‘de ]
Vi= = o + Viw 38
! 2 [ Rpu - . 4 fud ( )
and 1T VR
Vo = = dd4lpd v, w 39
’ Z[Rpu+de+ "‘J (39
respectively.

The operation of low order phase-locked loops is well understood [35,36]. In
general, the order of a phase-locked loop is determined by the Laplace transform
of the phase transfer function for the loop. Since the phase of the VCO output
signal can be represented as the integral of the frequency of that signal, the transfer

function for the VCO block in the loop can be represented as
H,.(3) = K,/s -(40)

where K, is the voltage-to-frequency conversion gain of the VCO. If the phase-
to-voltage conversion gain of the phase detector is Ky, as defined in Equation 37,
and the transfer function of the loop filter is F'(s), then the loop phase transfer
function can be represented as

OQueols) _  KoI(4F(s)

H) = 5.0 = s+ K, K4F(s) (41)

While simpler phase-locked loops could be used for clock receiver designs, per-
haps the best is a second order loop with a lag-lead low pass filter, shown in
Figure 21. This design allows a wide frequency range for operation, has indepen-
dent noise bandwidth and loop gain, is easily implemented with reasonable layout

requirements, and has a small steady-state phase error.
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R,

Figure 21: Lag-lead low pass loop filter.

The tranfer function of the lag-lead low pass loop filter is given as

sty +1
sty +1

F(s) = (42)

where 1y = (Ry + R2)C and r, = R,C. The transfer function for the phase-locked
loop with this type of filter can be represented as [37]

K, Kq(sm +1)/m
s? + S(l -4~ I{oKdTg/Tl) + KoKd/Tl .

H(s) = (43)

Typically the transfer function is represented in a canonical form for second

order circuits, or
s[20wn ~ Wi /(K. K4)] + w2
5% + 20wns + w?

where w, is the natural frequency of the second order system, and ( is a damping

H(s) =

(44)

factor. By matching the coefficients of Equation 43 and Equation 44, w, and ¢

can be expressed in terms of I, K,, 1, and 7;, yielding

wn =\ K, N4/ (45)

1 [K, K, (T . )
2\ \*T K.,/

Most of the interesting operating parameters of the phase-locked loop can be

¢ = (46)

expressed in terms of w,, (, and the conversion gains.
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For the noise analysis that is presented in Section 4.3, the loop bandwidth,

By, is of particular interest. The noise bandwidth is defined as [38]

By = [ [H(G2nf)df (47)

where H(j2n f) is the one-sided transfer function of the loop to be consistent with
Gardner’s phase-locked loop terminology [38]. For a second order loop with a
lag-lead passive low pass filter, is
KoK, 1
(Keklam 4+ 1)

: J Hz. (48)
’ 4(1 + Koflfdn) ’

The noise bandwidth has dimensions of hertz rather than radians/second to be

compatible with Gardner’s terminology in which noise power spectral density is

expressed in units of watts/hertz.

la addition to the noise bandwidth of the loop, the phase acquisition frequency
ranges that have been described be determined[39]. For the second order loop with

a passive lag-lead filter, the hold range is
Awy = KDI(dF(O) = Kol{d. (49)

This is the frequency parameter of primary concern for clock receiver deéigns;
however, for means of comparison, the pull-in range for the same system with

sinusoidal phase detector characteristics when I{,K; > w,, can be expressed as

8
Awp ~ ;\/cwnz(offd — w2/2. (50)

The lock-in range for second order loop with a sinusoidal phase detector can be

approximated as the natural frequency of the loop, or
Awp = why. (51)

Since the phase detector characteristic for the optical clock receiver is triangular,

rather than sinuscidal, the lock-in and pull-in ranges are extended by a factor of

7 /2 [40].
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l Parameter | Value |[ Parameter ] Value J

Ry 32.3 k2 C 0.5 pF
R2 31.4 kQ T1 31.4 ns
R., 31.4 kQ ™ 15.3 ns

Table 3: Typical phase-locked loop filter and phase detector parameters.

Two time parameters predicting the acquision process are Tp, the time to pull
the phase to within 27 of the input signal, and T}, the time for the phase to lock,
once the frequency is pulled into the lock range. As might be expected, the pull-in
time is generally much longer than the lock-in time. For second order loops [39]
Aw?
2(w}

where Aw, is the difference between the input frequency and the center frequency

Tr =~ (52)

of the VCO. The lock-in time for second order systems can be approximated as

TL ~ 1/@,,,. (53)

In order to estimate the operating parameters of a typical implementation of
the voltage controlled ring oscillator with minimum size inverter gates and 2 mi-
cron channel lengths, SPICE simulations have been performed to determine the
voltage-to-frequency conversion gain. In this study, the control voltage for the
pass transistors was varied and the simulated VCO frequency was determined.
The resulting VCO frequency characteristic is shown in Figure 22. For this inves-
tigation, NMOS pass transistors of minimum size were used, allowing the highest
operating frequencies for the VCO. The result was linearized io obtain a conver-
sion gain of K, = 27(128)x10° radians/V-s.

Parameters for the phase detector and loop low pass filter that might be con-
sidered typical for a 2-micron implementation of this phase-locked loop are shown
in Table 3. These estimates reflect the values that might be implemented with

reasonable layout area requirements.

Given the filter parameters shown in Table 3 and assuming a photocurrent of 10

pA, an estimate of typical operating parameters for the phase-locked loop can be
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Figure 22: VCO characteristic curve for implementation with 2-micron channel
length transistors.




52 CHAPTER 4. PHASE-LOCKED LOOP RECEIVER

l Parameter TSymbol_L Value J
VCO conversion gain K, 804x1G® r~dians/s-V !
Phase detector conversion gain I, 0.1 V/radian
Loop natural frequency Wy 50.6x10° radians/s
Loop damping factor ¢ 0.7
Noise bandwidth By, 14.4 MHz
Hold range Awy | 80.4x10° radians/s (12.8 MHz)
Pull-in range Awp | 80.4x10° radians/s (12.8 MHz)
Lock-in range Awr | 79.5%10° radians/s (12.7 MHz)
Pull-in time Tp 35.6 ns
Lock-in time Ty 19.8 ns

Table 4: Typical phase-locked loop parameter for a 2-micron CMOS implementa-
tion.

determined. These are shown in Table 4. The phase detector conversion gain, Ky,
given the expected photocurrent and equivalent input resistance, is 0.1 V/radian.
As indicated i.. :he table, the natural frequency of the second order leop, w,, is
50.6x 108 radians/s, and the dampinrg factor, ¢, is 0.7. In this design, ¢ has been
optimized by adjusting the pole and zero of the loop filter to allow minimum decay
time for the transient response of the loop. The noise bandwidth for the phase-
locked loop, from Equation 48, is 14.4 MHz. Using the estimat«i values of w, and
¢, the estimated hold range for the phase-locked loop is 80.4x 10° radians/s, or 12.7
MHz. Since the relationship K,K; > w, is not true for this example, Equation 50
is not valid, and the pull-in range is equal to the hold range. While the lock-in
range is not a critical parameter for clock syncronization, assuming a triangular
phase detector characteristic, it can be estimated as 79.5x10° radians/s, or 12.7
MHz. The pull-in time and lock-in time can be estimated as 35.6 ns and 19.8
ns, respectively, yielding a total expected acquisition time of 55.4 ns for an input

frequency of maximum separation from the free-running oscillator frequency.

The phase-locked loop receiver that has been given in this example demon-
strates two improvements over the transimpedance receiver design presented .
Chapter 3. The operating frequency of the phase-locked loop is much higher than

the maximum available with the transimpedance rcceiver with similar transistor
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channel lengths. The phase-locked loop can operate in the frequency range of 100
- 200 MHz, while the transirnpedance receiver is limited to aboant 50 MHz, In
addition, the digital nature of the voltage controlled ring oscillator in the phase-
locked loop allows implementation with minimum size transistors. The largest
devices in the phase-locked loop are the capacitors used for the low pass filters;
these can be realized using the gate capacitance of transistors, requiring 1/4 of the
area required for a single input inverter in the transimpedance design. Overall,
the phase-locked loop can be designed in a layout area much smaller than the

transimpedance receiver.

4.2 Static Response Skew

Just as has been shown for the transimpedance clock receiver presented in Chap-
ter 3, identically drawn circuit elements for the phase-locked loop receiver cannot
be fabricated without small variations in dimensional and threshold parameters.
These parameter variations between copies of phase-locked loops implemented on
a given VLSI chip can cause a variation in the steady-state phase error from one
receiver to another. This difference in steady-state phase error represents the clock
skew in the phase-locked loop receiver approach for optical clock distribution, and

1s discussed in this section.

When a p. ase-locked loop reaches a locked state, a steady-state difference
between the input a.d oscillator signal phases is maintained. This steady-state
phase error is determined by using the final value theorem of Laplace transforms

[41]. The Laplace transform of the phase error, ©.(s), can be represented as

$O,(s)
s+ K, KF(s)

Q.(s) = (54)

From the final value theorem, the steady-state time response can be determined

by the relationship
lim (1) = lim ¥ (5. (55
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Applying the final value theorem to the phase error, the steady-state phase error,

b,s, 1s given as

20).
8,, = lim s°0i(s)

. 6
s=0s + K, I(,F(s) (56)

To model the steady state error when a single frequency input is applied to an
unlocked loop, the input phase is represented as a step in frequency, Aw,/s?, where
Aw, is the frequency difference between the input signal and the free-running local
oscillator. Substituting this value of O;(s) in Equation 56. the steady state phase
error is represented as
" Aw, Aw,

“im = .
=05+ K, I(4F(s) K,K;F(0)

0,s = (57)
For phase-locked loops with passive loop filters, F(0) = 1, and Equation 57 be-

comes
Aw,

93.9 = .
K,Kq

(58)

Variations in the device dimensions and thresholds due to the fabrication pro-
cess cause the conversion gains of the VCO and the phase detector to vary from
one receiver to another on a chip, and consequently cause differences in steady-
state phase error. The maximum difference in steady-state phase error due to

device parameter variations can be represented as

1 1
Abyy = bz — Oppin = Aw, ((Kof\’d)mm — (KoKd)m“) (59)
where 0,n0, and 0.n,, represent the steady-state phase errors for con’zs of the phase-
locked loop with the maximum and mimmum cases. For a wor * sa~¢  fnnte,
Aw, represents the maximum frequency difference between tt weal® » _pnal

and the free-running oscillator, or Awyy.

For comparison of the static synchronization uncertainty for the phase-lc~i od
loop receiver that has been presented in Section 4.1, SPICE simulations have been
performed to determine the range of conversion gains expected for a phase-locked
loop with 2 micron channel length transistors. The transistor channel dimensions

were varied £0.1um, and the threshold voltages were varied +1 mV, as was done
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(9]
4]

for the transimpedance receiver analysis in Section 3.2. The minimum combi-
nation of conversion gains, (K,Ky)min, "vas computed as 78x 105 the maximum
value, (KoKq)mazy was 82x10°. Using these values in Equation 59, along with
the estimate of the hold range, Awy =80.4x108, a typical value of the steady-
state phase error is 0.05 radians. For an operating frequency of :50 MHz, this
corresponds to a timing skew of 53 ps. When compared to the transimpedance
receiver skew of 3 ns, the phase-locked loop static timing uncertainty represents

an improvement of almost 2 orders of magnitude.

4.3 Signal Jitter Analysis

The phase-locked loop receiver approach has been shown in Section 4.1 to oper-
ate at a higher frequency than is possible with a transimpedance receiver, with
static receiver skew that is orders of magnitude less than that obtained with the
transimpedance approach, as shown in Section 4.2. In this section, a circuit noise
analysis is presented, followed by a timing jitter analysis for the phase-locked loop

with a comparison of clock jitter for the two receiver approaches.

The primary sources of noise in the phase-locked loop receiver are the pho-
todiode and the biasing resistors. The thermal noise of the pass transistors and
the inverter stages of the ring oscillator output signal is negligible due to the

conversion gains of the VCO and the phase detector.

Since the photodiode is alternately forward ar ~ arse biased by the output
signal of the ring oscillator, the noise characterisu. of the diode is not stationary.
By separating the analysis into four cases of biasing and optical input signal
levels, however, the noise characteristic for the photodiode can be approximated as
stationary, and linear analysis can be performed. The four cases are summarized
in Table 5. In general, a given cycle of the VCO output signal will cause the
photodiode characteristic to have time segments representing each case, depending

on the overlap between the optical input signal and the electronic VCO output

signal. Since the noise contributions from each case are different, the total noise
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[ Case ] Description |
Case I | VCO output LOW, optical input OFF
Case II | VCQ output LOW, optical input ON
Case III | VCO output HIGH, optical input OFF
Case IV | VCO output HIGH, optical input ON

Table 5: Photodiode/phase detector states for noise analysis.

Figure 23: Noise model for phase-locked loop photodiode.

energy in a given cycle is a function of the overlap of the two signals. In the
analysis presented here, the total noise energy for a given cycle is given first in
terms of the overlap between signals, then is shown to be a weakly varying function
of this overlap, so that the noise can be approximated as stationary Since 1/
noise is not considered for this analysis due to the high operating frequency of the

diode, the noise will also be assumed to have uniform spectral density.

The noise in the photodiode circuit can be modeled as a current source in
parallel with the diode junction resistance and capacitance, as shown in Figure 23.

In this model, 72 is given by [42]
i2 = 4kTB/R., — 2qB1, (60)

where R., is the parallel combination of r;, R,, and R4, and B is the bandwidth

of the circuit.

For cases I and II, the photodiode is forward biased. Since the photocurrent
in IT is much smaller than the forward current in the diode, I; for both cases is
approximately the forward current in the diode, I;. Because the junction resis-

tance for the forward biased diode is small, the equivalent resistance, Req' can be
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approximated as r;, where
kT

—;—5‘.

Substituting Equation 61 into Equation 60, the total noise current for the forward

T; (61)

biased cases is

i, = 4kTB/R., — 2kTB/R., = 2kTB/R.,. (62)

Assuming a square wave VCO output signal of approximately 50 per cent

duty-cycle, the duration of the forward biased cases for a given cycle is

tfwd = 1/(2fuco) (63)

where f,., is the frequency of the VCO output signal. Combining Equation 62
and Equation 63, the total noise energy in a given cycle due to the forward biased

cases is represented as

2kTB
zfvco ‘

The noise current for the reverse biased cases (III and IV), can also be rep-

En,fwd = (64)

resented in terms of Equation 60. For these cases, the diode current is given

as
Id.rcv = Z'ph + Ibg + Idk (65)

where I, and I are the photocurrent due to background light and the dark

leakage current of the diode, respectively, and

) 0 for Case II
iph = (66)

Ly for Case IV

Combining Equation 60 and Equation 65, the total mcan square noise current

for the reverse biased cases is
;3‘_’; = 4kTB/Req — 2qB(iph + Ibg + Idk)- (67)

Since the junction resistance for the reverse biased diode is very large, the equiv-

alent resistance for Equation 67 is the parallel combination of R,, and Rq.
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For photocurrent levels of 10 pA or less, the shot noise contribution of Equa-
tion 67 is several orders of magnitude less than the thermal noise contribution,
and the total equivalent mean square noise current for cases Ii and IV can be

represented as
i2 = 4kTB/R.,. (68)

The duration of the reverse biased cases for a given cycle of the VCO output
signal is
trev = 1/(2fuco) (69)

The total noise energy for a given cycle of the VCO output signal due to the

reverse biased cases can therefore be given as

4kTDB

En rev — -
' 2fuco

(70)
The total equivalent input noise power for phase-locked loop is the sum of the
noise energy contributions from the forward and reverse biased cases divided by

the period of the cycle, or

kTB veo B vco
P, = ¥IB/fueo + 2kTB/ fueo _ 51py (71)
1/f‘UCO
The noise power spectral density 1s
W, = 3kT (72)

Given the equivalent input noise power spectral density from Eq.ation 72 and
the noise bandwidth of the phase-locked loop from Secction 4.1, the mean square

phase noise on the output of the VCO can be represented as [38]

W.BL

07 = (73)
where P, is the photocurrent input signal power, or
P. = Igh(RPU”RPd) (74)

2
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where R,,||R,q represents the equivalent input resistance and is the parallel com-

bination of the pull-up and pull-down resistors in the voltage divider.

For the example set of device parameters presented in Section 4.1 including
an equivalent input resistance of 31.4 k{2, a noise bandwidth of 14.4 MHz, and an
input photocurrent of 10 A, the mean square phase noise is equal to 1.14x10~7
radians? and the rms phase noise is 3.37x10~* radians. For an operating frequency
of 150 MHz, this corresponds to an rms timing jitter of 0.36 ps. As is the case for
the transimpedance receiver presented in Chapter 3, the timing uncertainty due
to noise at each receiver is negligible when compared to the static response skew,
but the overall noise performance of the phase-locked loop is orders of magnitude

better than for the transimpedance receiver.

4.4 Optical Power Comparison

The difference between the timing uncertainy performance of the transimpedance
receiver and the phase-locked loop receiver can be viewed in terms of the inci-
dent optical power required to achieve a given level of performance. Since the
phase-locked loop receiver requires only that the optical signal synchronize ex-
isting electronic local oscillilators, the incident optical power for this receiver is
much less than that required by the transimpedance receiver to achieve the same
quality of timing performance. An analysis of the relationship between incident
optical power and steady state response skew for both receivers is presented in

this section, followed by a similar analysis for signal jitter.

The response skew for the transimpedance receiver is not related to the input
signal strength, but is entirely dependent on the differences in transistor channel
dimensions and threshold voltages between copies of the receiver on a given chip.
For this reason, the response skew of the transimpedance receiver is constant with

respect to input optical power.

The relationship between incident optical power and steady-state response




60 CHAPTER 4. PHASE-LOCKED LOOP RECEIVER

skew for the phase-locked loop receiver is a consequence of the input signal level
dependency of the phase detector gain. Using K, as defined by Equation 37 in
Section 4.1, with the receiver response skew described by Equation 59 in Sec-
tion 4.2, the relationship between the peak photocurrent and phase-locked loop

response skew for an operating frequency, f, is

; A 1 1 (75)
skl = 27rprh (KoReq)min (Koch)ma:c )
The photocurrent is given by [43]
Po neth
L = =222
ph hl/ (76)

where P, is the incident optical power, 7., is the external quantum efficiency, q
is the charge on a electron, and hv is the photon energy. Substituting Equation 76
for I, in Equation 75, the relationship between the response skew and incident

optical power is given by

Aw,mhyv 1 1

— . 77
27rf’7ethpopt (I{oReq)min (Koch)ma:r ( )

tsk,pll =

The external quantum efficiency includes reflection loss due to the difference

in dielectric constants between silicon and air and is given as
Next = T’int(l - R) (78)

where 7, is the internal quantum efficiency and R is the power reflection co-
efficient at the silicon surface. For photodetection in silicon with illumination
at a wavelength of 633 nm and a depletion layer width of 2 microns, the in-
ternal quantum efficiency is about 0.5 [44]. Assuming no antireflection coating,
the reflection coefficient for the silicon surface is about 0.3. The external quan-
tum efficiency, 7.z, is therefore approximately 0.35 for the photodiodes used in
the receiver design examples presented in Chapter 3 and this chapter. hv/q for
633 nm illumination is approximately 2 V-'. Based on the example presented
in Section 4.2, (K,Req)min = 2.52 x 10" s and (K,Req)mar = 2.57 x 10! 571,

Using these values in Equation 77, assuming the maximum input frequency step,
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Aw, = 80.4 x 108 radians/s and an operating frequency of 150 MHz, the response
skew for the example phase-locked loop receiver is

1.18 x 10715

o (5 (79)

takpll =
where P, is expressed in waitts.

Figure 24 is a comparison of the response skew for the transimpedance and
phase-locked loop receivers as a function of incident optical power. The response
skew for the transimpedance amplifier is constant with respect to optical signal
power, and is shown as the horizontal dashed line. The solid line represents the
phase-locked loop response skew as given by Equation 79. As shown in the figure,
the phase-locked loop can operate with much lower incident optical power to

achieve a maximum skew less than the transimpedance receiver value.

In addition to comparing the response skew for the two receiver examples, the
signal jitter due to noise can be compared. For each receiver, the rms signal jitter
is a function of the incident-optical power. The relationship of signal jitter to
incident optical power for the transimpedance receiver is presented first, followed

by a similar analysis for the phase-locked loop receiver.

From Equation 11, the transimpedance receiver rms signal jitter can be rep-
resented as ’
2/E

tti,rms =
2w f Iph

where 12 is the mean square noise current, f is the operating frequency, and I, is

(80)

the photocurrent. Substituting Equation 76 for I, in Equation 80, the rms signal
jitter as a function of optical input power becomes

2 ghu (81)
27rfPopt77c1't(I‘
Assuming an operating frequency of 50 MHz (the maximum frequency for a 2-

micron implementation), i2 = 2.86x107'® A2, n.., = 0.35 and hv/g =2 V™!, the

tti.rms =

rms signal jitter for a 2-micron implementation of the transimpedance receiver is

7.17 x 10718
tirms = ——p5—— (s) . (82)
opt
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Figure 24: Response skew for transimpedance (dashed) and phase-locked loop
(solid) receiver examples vs. peak incident optical power.

Using Equation 73 for the mean square phase noise for the phase-locked loop
receiver, Equation 48 for the noise bandwidth, and Equation 76 for the photocur-

rent, the rms signal jitter for the phase-locked loop receiver can be represented

as
W.(UertPoECQR'gKor‘Z + _l_) 1/2
1 ¢ hyrr ™
tp”,rms = 2 (83)
9 P.
...ﬂ'f q(ﬂe:: ogtq) R ( rhy + 1)
= hyv eq Koneqﬂc:tpoptq"'z

where TV, is the equivalent noise power spectral density, and 7 and , are the

time constants of the lead-lag low pass filter as defined in Section 4.1.

Using the example parameters given in Section 4.3 for the noise power spectral
density and the phase-locked loop example parameters from Section 4.1, the rms

signal jitter for a 2-micron implementation of the phase-locked loop receiver is

tyit.ems = 2.69 x 10721(6.85 x 10" Ppe + 6.33 x 107)'/? (s). (84
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Figure 25: Rms signal jitter for transimpedance (dashed) and phase-locked loop
(solid) receiver examples vs. peak incident optical power.

The rms signal jitter plots for the two receiver examples are shown in Figure 25
as a function of incident optical power. In the figure, the dashed line represents
the transimpedance amplifier example, while the solid line represents the phase-
locked loop receiver. Again, the phase-locked loop receiver can achieve a given rms

signal jitter specification with a much lower incident optical power requirement.

A comparison of optical power costs, and operating parameters for the two
receiver examples that have been presentad clearly indicates that a phase-locked
loop receiver is much more attractive for use in an optical clock distribution system
for a VLSI chip. The phase-locked loop can be implemented with considerably less
layout area and will operate at frequencies that represent a substantial improve-
ment over wired clock distribution systems, where the transimpedance amplifier

can offer at best marginal frequency improvement over wired distribution systems
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while requiring massive use of chip surface area for implementation. In addi-
tion, the fabrication-related response skew between phase-locked loop receivers
on a given chip is orders of magnitude less than the similar skew between trans-
impedance receivers for identical incident optical power levels. While the clock
signal jitter for each type of receiver is small compared tc the response skew, the
phase-locked loop receiver also offers orders of magnitude improvement for this pa-
rameter as well. Timing uncertainty specifications can be maintainted with much

lower optical power requirements for the phase-locked loop receiver example.




Chapter 5

Test Chip and Laboratory

Measurements

A test chip has been designed to measure various operating parameters of a simple
prototype trarsimpedance receiver and driver circuit for an optical clock distribu-
tion system. This chip contains circuits designed for measurement of the operating
frequer.cy and response skew for simple transimpedance optical receivers as well a

set of circuits for measurement of leakage currents due to photogenerated carriers.

Section 5.1 is a general description of the test chip. Descriptions of the cir-
cuits on the chip and procedures for measurement of the operating frequency of
a transimpedance receiver circuit are presented with laboratory results in Sec-
tion 5.2. The circuits, procedures and data for the response skew and leakage

current tests are presented in Secticn 5.3 and Section 5.4, respectively.
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5.1 General Chip Description

Figure 26 is a photograph of the CMOS optical clock receiver test chip. This
chip contains three separate sets of test circuits. The 18 vertical strips of devices
on the chip are individual optical receivers. The nine receivers in the upper half
have the two-phase clock driver circuits included, while the circuits in the lower
half do not. The receivers in the lower half are included to help align the optical
input beam to the photodiode window for the leakage current test; the outputs of
these receivers do not provide information regarding the data being measured for
the test. The photodiodes, shown circled in the photograph, are near the lower
parts of the receivers and are 20 x 20 microns in size. The area surrounding the
photodiode is masked by an aluminum sheet 100 x 100 microns with a window to
allow light to penetrate to the photodiode while protecting the surrounding silicon
from incidental illumination. This mask is part of the top metal interconnect layer,

and is electrically connected to the ground bus.

The leftmost vertical string of devices in the upper half of the layout com-
prises the test circuit for measuring the maximum clock rate. The eight similar
vertical strips to the right of this circuit are receivers used in the skew measure-
ment test, while the nine vertical blocks in the lower half of the layout contain
the leakage current measurement test. This chip has been fabricated with the
DARPA-sponsored MOSIS 3-micron CMOS process. The die size is 6900 x 6800
microns, using a standard 40 pin package. While a 1.5- or 2-micron fabrication
process could have produced device sizes with response times and parameter tol-
erances more indicative of the state-of-the-art in silicon CMOS technology, the
3-micron process was chosen because it represented an established technology
with reasonably good reliability. At the time of fabrication, the MOSIS 2-micron

fabrication process did not have an established delivery and reliability reputation.

The MOSIS facility returned 13 copies of the test chip, each with limited
performance reliability. The analog nature of the transimpedance amplifier makes

this design very sensitive to deviations of the transistor threshold voltages greater
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Ry

Figure 27: Transimpedance optical receiver and two-phase clock circuit for test
chip.

than 100 mV from the nominal design values. Since the MOSIS CMQOS process
is primarily a digital circuit fabrication service, the threshold voltage range is
larger than is generally acceptable for analog circuit implementation, and many
of the receiver circuits on the test chip did not work as a result. The location of
the receivers which failed varied from chip to chip, however, and enough working
receivers were available over the 13 copies of the chip to perform measurements

of the parameters under test.

The transimpedance receiver that has been presented in Chapter 3 is a princi-
pal element in each of the three test circuits on the chip presented in this chapter.
The design presented in Chapter 3 has been scaled to accomodate a 3-micron
fabrication process. A circuit diagram of the transimpedance receiver is shown in
Figure 27. Devices labeled A, are analog inverter stages, while those labeled B,
and N,, are digital logic gates. Table 6 contains device dimensions for the elements

of Figure 27.
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NAME | NMOS(zm) | PMOS(zm) || NAME | NMOS(zm) | PMOS(pm)
A 3070 720 B, 24 24
A, 3070 720 B, 74 24
A, 1035 360 B, 63 123
A, 552 192 B, 63 123
As 276 96 Bs 246 492
Ae 138 48 Be 546 492
Ar 69 24 B, 246 492

Bs 246 492
N, 63 123
N, 63 123

69

Table 6: Transistor sizes for amplifier and clock driver circuits.

The amplifier circuit in Figure 27 has a resistive feedback path to allow self-
biasing and tracking of quiescent operating voltages for the chain. The photodiode
for this particular chip design is a p*diffusion into the n substrate fabricated in
the same processes used to make sources and drains for the p-channel transistors
in the standard MOSIS 3-micron p-well technology. The capacitive loading that
is anticipated for distribution of each clock phase in the context of a practical
VLSI system is modeled on the test chip by driving a large inverter stage with

each clock output signal.

5.2 Operating Frequency Test

The output pads and pin connections for the dual inline package (DIP) in which
the test chip is mounted are limited to frequencies lower than around 12 MHz.
In order to measure on-chip clock frequencies higher than the bandwidth of the
output pads on the test chip, a frequency divider circuit has been included. This
circuit allows the indirect measurement of the on-chip clock signal frequency by

observing a test signal with a frequency less than 1 MHz.

The test circuit for measuring the clock rate of the optical receiver is composed

of an optical receiver and clock driver circuit described in the previous section and
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Figure 28: Frequency divider circuit for off-chip measurement of output frequency.
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Figure 29: Optical layout for frequency measurement.

a divide-by-128 circuit. A block diagram of the circuit is shown in Figure 28. The
output of one of the phases of the clock driver circuit is used as a clock input
to the divide-by-128 circuit. The divide-by-128 circuit is a ripple counter circuit
composed of successive master-slave JK flipflops that have been configured to
toggle the output state for each clock cycle. Each stage divides the frequency of
its clock input by a factor of 2[45].

A diagram of the optical layout used for the operating frequency measurement
is shown in Figure 29. Since only a single spot of light is required for the clock
input for the test, a hologram is not required. Instead, a single laser beam is

focused to a spot on the chip surface. In the test configuration, a continuous wave
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Ser. | Maximum Input || Ser. | Maximum Input
No. | Frequency (MHz) || No. | Frequency (Mhz)
1 16.8 7 18.0 )
3 14.7 9 13.2
4 18.5 11 16.0
5 12.2 12 14.1
6 15.2 13 12.0

Table 7: Maximum operating frequencies for sample of chips.

(CW) He-Ne laser beam is passed through an acousto-optic modulator (AOM).
L, is a lens used to focus the laser beam to a narrow waist for interaction with
the acousto-optic crystal, as recommended in the application notes for the device
[46]). By spatially bandpass filtering the 1st order beam out of the acousto-optic
modulator by means of a diaphram, the AOM can be used as a shutter. In this
manner, the light beam incident on the chip surface is modulated on and off. The
spot is imaged by lens L, onto the photodiode on the test chip. The frequency
and waveform of the optical signal can be controlled by an electronic input signal
to the acousto-optic modulator. For the tests in this section and Section 5.3, the

input signal was a square wave of 50 per cent duty-cycle.

The operating frequency tests were performed by applying an optical square
wave of 150 uW peak power to the photodiode corresponding to the transimped-
ance receiver which provides the input signal to the frequency divider circuit. The
frequency of the optical signal, fin, was increased until the low frequency output
signal of the JK flip-flop circuit was no longer a TTL level signal with a frequency
equal to fi,/128. The measured maximum operating frequencies for the copies of
the chip tested are shown in Table 7. The mean value of the maximum operating
frequency was 15.1 MHz, while the variance was 1.95 MHz?. The receivers for the
operating frequency test on serial numbers 2, 8 and 10 did not work. The total

sample included measurements on 10 chips.

While the operating frequency measurements are based on a sample size too
small to have statistical significance, the results give an indication of the typical

operating frequency that is possible with a transimpedance receiver implemented
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in 3-micron CMOS technology. The frequencies measured confirm that the trans-
impedance receiver approach for optical clock distribution cannot give the high
frequency performance required to represent an improvement over existing elec-

tronic systems using metal wire paths.

The measured results are also within a range of frequencies that might be
expected for a 3-micron implementation scaled from the 2-micron simulations
performed in Chapter 3. The 2-micron simulations showed operation up to 50 -
67 MHz for TTL-level output voltages. Scaling these frequencies down by a factor
of 1.5 to reflect the larger transistors in the 3-miron test circuits, the expected
maximum operating frequencies are 30 — 45 MHz. The measured values are lower

than simple scaling predicts, but are within a factor of 2 or 3.

5.3 Recelver Skew Test

The receiver skew test is a measurement of the difference in response times of
identical optical receiver and clock driver circuits that are fabricated on the same
chip. Since chip fabrication causes variation of transistor channel dimensions and
threshold voltages, the characteristics of identical circuits on a given chip vary
slightly. This variation is generally observed to be more severe as the separation
between the circuits increases. In this test, the clock driver output signals of eight
identical circuits are compared in pairs. The skew between receiver outputs is
measured by generating a pulse of width corresponding to the separation between
the rising (or falling) pulse edges for the two receiver output signals. This skew
pulse is created by using the two receiver outputs as inputs to an exclusive-OR

circuit.

A diagram of the circuit used to determine the skew between the output signals
of the clock driver pairs is shown in Figure 30. The four logic gates at the top of
the figure perform an exclusive-OR operation on the output signals of two optical
receiver and clock driver circuits. Since the exclusive-OR output is true when

one and only one input is true, two pulses of width corresponding to the time
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Figure 30: Receiver skew measurement circuit.

separation of the clock driver outputs are produced; the first pulse is formed by
the separation of the leading edges of the two input signals, while the second pulse
is formed by the separation of the trailing edges of the pulses. The exclusive-OR
output pulses are negative-true logic levels, while the inputs are positive-true.
The load capacitor, Cl, is charged by a PMOS pass transistor when the output
of the exclusive-OR circuit is low. If the pulse is short enough, the capacitor does
not charge entirely, and the final voltage across the capacitor is a measure of the
charging time, and therefore a measure of the skew pulse width and the skew
between the receiver output signals. A separate path is provided for calibration
of the system, and a discharge input allows residual charge on the load capacitor

to be removed to initialize the system for testing.

This system allows easy calibration of chip package and oscilloscope probe
parasitics, because the charging characteristics of the load capacitor include the
loading effects of the oscilloscope and probe. Since the exact RC value is not im-
portant, the added loading of the off-chip measurement equipment does not effect
the accuracy of the measurement. The measurement is calibrated by observing the

charging characteristic of the capacitor (including oscilloscope and probe) when a
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Figure 31: Optical layout for receiver response skew measurement.

step input is applied to the calibration input lead. The measured capacitor voltage
during the test is compared to the point on the calibration charging character-
istic, and the corresponding time to charge the load capacitance to that voltage
is recorded. This charging time corresponds to the width of the skew pulse, and
therefore to the skew between the receiver output signals. The resolution of the
exclusive-OR gate is about four times the propagation delay for a typical logic

gate.

The optical layout for the skew test is shown in Figure 31. This layout is
similar to that used for the operating frequency test shown in Figure 29 in that
an acousto-optic modulator is used as a shutter to modulate the CW laser input.
The first order output of the AOM is first collimated by lens L,, then split into
two beams. One beam is extended in length by means of mirrors, and both beams
are focused onto the chip surface by lenses L, and Lj;. Each spot is focused onto
the appropriate photodiode for the corresponding receiver and clock driver circuit

in the pair being compared.

The added optical pathlength of one of the beams allows verification of the
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Ser. | Receiver | Skew || Ser. | Receiver | Skew
No. pair (ns) || No. pair (ns)

1 0,4 10.0 3 0,4 15.0
3 1,5 20.0 3 2,6 15.0
3 3,7 20.0 4 0,4 20.0
4 1,5 15.0 ) 2,6 8.0
b 3,7 8.0 7 2,6 12.0
9 0,4 17.5 9 1,5 10.0
9 3,7 10.0 13 1,5 15.0

13 2,6 5.0

Table 8: Measured receiver response skew between transimpedance receiver and
clock driver pairs.

skew measurement. The difference in pathlengths corresponds to an external de-
lay of 5.5 ns for cne of the optical input signals. This artificially extends the skew
between the outputs of the two receivers by a known amount. The measured
skew is actually the sum of the external skew due to the difference in optical
pathlengths and the receiver skew due to fabrication process variation of transis-
tor parameters. An accurate measurement of the actual receiver response skew
can be performed by recording the skew time for the optical beams focused to
the two photodiodes in one configuration, then reversing the conﬁguration- and
observing the results. The actual receiver response skew is the average of the two
measurements. The accuracy can be confirmed by verifying that the difference
between the two measurements is twice the difference in the optical pathlengths,

or 11 ns.

The measured data are shown in Table 8. For these measurements, the peak
optical power of the spots received through the mask window was 120 W each.
The optical signal was a very low frequency square wave with 50 per cent duty-
cycle. This allowed a stable continuous trace on the oscilloscope with a period
between pulses which was long enough for the stored charge on the load capacitor

to decay without need for external discharge to reset the test. The average skew

between the receiver pairs sampled was 13.25 ns and the variance was 2.26 ns?.
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Figure 32: Test circuit to measure leakage current between photodiode and nearby
storage cell.

The range of measured skew values was 5 — 20 ns. The skew data between the
receiver pairs not listed in Table 8 were unavailable because of threshold failure
of one or both of the receivers in the pair. The mean skew measured is about four
times the expected propagation delay for a logic gate for the transistor sizes used

in the test circuit.

5.4 Leakage Current Test

The leakage current test is composed of nine optical receivers, each with a dynamic
latch cell positioned near the photodiode. A diagram of a typical test circuit for
determining leakage currents is shown in Figure 32. The separation between the
photodiode and the latch cell is varied from one receiver to the next. The receivers
in this test have been designed with guard rings around the photodiodes and the
associated latch cells. The photodiode is part of a transimpedance receiver as is

the case in the other test circuits on the chip; however, the output of the optical

|
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Figure 33: Optical layout for leakage current measurement.

receiver for this test is used only to aid in the alignment of the optical beam with

the photodiode mask window.

The optical layout for the leakage current test is shown in Figure 33. Since
no modulated signal is required for this test, the acousto-optic modulator is not
used. The beam is focused directly onto the photodiode mask window. The beam
can be blocked by an opaque screen to allow measurement of the dark storage
time of the latch cell on the chip.

In this test, the storage time of each dynamic latch is observed as the photo-
diode is illuminated, and compared to the dark storage time to give an indication
of the leakage currents caused by diffusion of carriers generated by deeply pene-
trating photons to transistors in the latch. The different spacings between latch
cells and photodiodes allow quantification of the relationship between the leakage
current strength and the distance carriers must diffuse from the substrate under
the photodiode to reach the depletion layer of the latch cell pass transistor source

region.

If the pass transistor is modeled as a perfeci capacitor and the leakage cur-
rents are modeled as independent current sources, then the discharging time of
the capacitor indicates the strength of the total current which transports charge
away from the transistor source area. For normal operation, the pass transis-
tor has a very small leakage current, and the charge remains on the source for
a number of milliseconds before decaying. An additional leakage current due to

carriers diffusing to the source area depletion region from the photodiode causes
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Separation (um)
18 [27 [37.5]60
0.4 1.24 126 |5.0
1.6 20 |325(7.LC
0.5 1.48 12.25 ( 5.7
0.5 0.7 |13.0 |50
0.45 | 1.2 (225145
0.55 1.2 [2.5 |65
0.175 0.9 |1.75 | 4.5
0.3 09 |18 [5.0
0.02510.55 | 1.5 | 3.6
042 |1.0 |2.0 |4.2
1.0 1.6 [3.0 |55
0.4 0.84 2.0 (5.2
0.15 |14 |2.25(5.5
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Table 9: Storage times in microseconds for latch cell with 2.2 mW optical power
incident on photodiode at various separations to latch cell.

the charge to dissipate from the pass transistor at a much higher rate. This rate
is proportional to the number of carriers present at the photodiode, and therefore
is a linear function of the optical power incident on the photodiode. If the sep-
aration between the photodiode and nearby transistor depletion regions is large
enough, many of the carriers which diffuse in the direction of these devices recom-
bine before reaching the nearby transistor. Increasing the separation allows more

carriers to recombine; therefore, the leakage current is reduced.

Table 9 lists the storage times in microseconds for the range of spacings be-
tween photodiodes and latch cells for the sample of test chips. A plot of these
values is shown in Figure 34. . 'h2se measurements were performed using an op-
tical wavelength of 633 nm. . ' storage times would be considerably shorter for
an incident optical wavelength 737 »m, since a much larger percentage of photons
would penetrate into the s1bstiu- beyond the depletion layer of the photodiode
and there would be therefore mo.e carriers to diffuse to the nearby latch cell. The

maximum available optical power, 2.2 mW, was used for the measurements in this
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Figure 34: Storage times for latch cell as a function of separation between photo-
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test. Since the leakage current increases linearly with the incident optical power,
the storage time is inversely proportional to the optical power, and the storage
time for a lower level of input light can be interpolated by

tl Popt.l

85
Popt.2 ( )

t2=

where t; is the known storage time corresponding to an incident optical power
Py, Popt is the new power level, and ¢; is the new storage time. Equation 85
is valid as long as the dark leakage current through the pass transistor is small
compared to the leakage current due to the illumination. Using the data from
serial number 1 in Table 9 and the relationship in Equation 85, an incident optical
power of 100 uW, has an expected storage time of around 9 us for a separation
of 18 microns, and a storage time of 0.1 ms for a separation of 60 microns. By
limiting the incident optical power and requiring a minimum spacing design rule,
the storage time for dynamic latch cells in the vicinity of a photodiode can be

maintained to within system specification.

The test chip and data that have been presented in this chapter demonstrate
some of the limits in the usability of a transimpedance optical receiver for clock
distribution that were anticipated based on the initial investigation presented in
Chapter 3. The layout area cost per receiver is very large, while the maximum
operating frequency for a 3-micron implementation has been shown to be limited
to a range of 10 — 20 MHz. While a 2-micron implementation would be expected
to operated at a higher frequency, the improvement would not be greater than a
factor of 2; therefore, a 2-micron design could be expected to have a maximum
operating frequency less than 40 MHz. In addition, the response skew was found
to be appreciable. The measured response skew range was 5 — 20 ns, with 20
ns representing about 6 times the average propagation delay for a logic gate on
the chip. Clock distribution systems based on metal wiring can provide coverage
for a VLSI chip with appreciably less skew, indicating that the transimpedance
receiver for optical clock distribution cannot provide improved skew performance.
These limits are not fundamental to the optical clock distribution approach, but

rather to the type of optical receiver that has been implemented for the test chip.
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A phase-locked loop receiver such as that presented in Chapter 4 allows improved

performance with less layout area cost.

The leakage current data presented in this section represent a limitation of
the optical clock distribution approach regardless of receiver type, when the con-
straints of implementing the photodiode as a vertical p-n junction with existing
CMOS fabrication steps and bias voltages are observed. The problem is increased
as the wavelength of illumination is increased, due to the larger absorption length
of photons for longer wavelengths of light. Based on the data presented in this
section, the storage time for dynamic latch cells can be preserved at a cost of
increased separation between devices or a reduction in optical power. This also
indicates that a phase-locked loop receiver is preferable since operation of this

type of receiver requires much lower optical input power.
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Chapter 6
Conclusions

A design and analysis of an optical clock distribution system have been presented.
A summary of contributions is given in Section 6.1, followed by suggestions for

future work in Section 6.2.

6.1 Summary of Contributions

This investigation has involved the design of an optical clock distribution system
for silicon VLSI computer chips. A general description of the clock distribution
system has been presented in Chapter 2 along with the goals and constraints for
the system design and the engineering trade-offs that are inherent in them. This
system uses a free-space three-dimensional approach in which the optical clock
signal is mapped from an off-chip light source via a holographic or lenslet array
element to several photodetectors integrated on the silicon chip surface. In the
analysis presented in this thesis, the effect of crosstalk from secondary reflections

is not considered.

In Chapter 3, the first of two receiver designs has been presented. The transim-
pedance receiver presented has been adapted from a well-established optical com-

munication approach. It has been shown by circuit simulation experiments and

83
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noise jitter analysis, however, that an implementation of this receiver in CMOS
for integrated detection of optical clock signals does not offer a substantial im-
provement in performance over existing metal wire clock distribution methods.
The maximum operating frequency for a 2-micron implementation of the trans-
impedance receiver and clock driver is approximately 50 MHz, and is limited by

the response skew between receivers implemented in different locations on a given

chip.

The poor performance of the transimpedance receiver has led to the develop-
ment of the phase-locked loop receiver presented in Chapter 4. Circuit simulations
presented show that this receiver can operate at frequencies of 100 — 200 MHz with
picosecond steady-state response skew. In addition, the noise analysis presented
shows that the phase-locked loop can operate with sub-picosecond signal jitter.
The comparison of optical power requirements for the two receiver examples pre-
sented shows that the phase-locked loop receiver can meet system timing speci-
fications with much lower incident optical power levels than the transimpedance

receiver.

A CMOS chip to measure three parameters of an integrated optical receiver
and photodiode have been presented in Chapter 5. This test chip includes tests to
quantify the maximum operating frequency and response skew for a typical trans-
impedance receiver with 3 micron channel length transistors, as well as measure
the leakage current between an integrated photodiode and nearby dynamic stor-
age devices. The maximum operating frequency of the transimpedance receiver
has been measured to be approximately 15 MHz for the 3-micron implementa-
tion, while the skew between output signals of paired receivers ranges from 5 -
20 ns. The leakage current between the carriers generated in the substrate under
the photodiode can be reduced by limiting the incident optical power or requiring
a minimum separation between the photodiode and sensitive devices. A storage
time for a nearby dynamic latch cell of at least 0.1 ms can be maintained with a

minimum spacing of 60 microns and a maximum optical input power of 100 uW.
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6.2 Suggestions for Future Work

The work presented here represents an initial effort in demonstrating the feasi-
bility of optical clock distribution for VLSI chips. The phase-locked loop receiver
presented in Chapter 4 should be implemented in a test chip and the operating
parameters of the receiver such as the conversion gains, the range of input fre-
quencies to which to loop will lock, and the difference in steady-state phase errors

between identical receiver copies should be measured.

In addition to measuring the phase-locked loop receiver parameters, a test con-
figuration in which the clock is distributed optically to several receiver sites on a
chip should be implemented. Such a configuration would require the development
of an optical mapping element, and would give an indication of the production
and alignment problems inherent in the incorporation of a hologram or lenslet ar-
ray into the optical distribution system. The electronic logic circuits on the chip
receiving the optical clock signal should be an existing CMOS system, adapted to
include phase-locked loop optical receivers and local polysilicon clock distribution

within functional cells.

A further investigation of the leakage current and response time for the pho-
todiode using near infrared illumination should be performed. Since a realistic
package configuration for the optical clock distribution system would probably in-
volve a semiconductor optical source, the detection parameters for illumination at
wavelengths available with laser diodes should be measured, so that the feasibility

of using coherent light and a holographic mapping element can be determined.

Finally, an investigation of the effects of secondary reflections of the light beam
should be performed. Since the analysis presented here neglects these effects, this
assumption should be verified or the effects should be characterized so that a more

detailed analysis can be performed.
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Chapter 1

Introduction

In conventional VLSI! design, the data path contains a combination of syn-
chronous and asynchronous logic. Typically, combinational logic is separated
by latches (registers) which hold intermediate results; and each latch is activated
by a global clock signal.2 Therefore, the clock signal is one of the most heavily
loaded and most widely distributed signals on the chip surface. With current de-
vice sizes and geometries. the delay associated with propagation down a length
of wire dominaces the delay associated with switching devices [6, pp. 200-231].
Hence. the delay from when the clock actuaily switches until when the gate of
interest switches is dominated by effects of the wire path connecting the gate to
the clock driver. This delay is proportional to the length of the wire path and
will therefore be different for gates located at different distances from the clock
driver. The difference in “arrival times” of the clock signals at the various gates
is referred to as clock skew, and the maximum clock skew is one limit on the
operating frequency of the clock.

In a free-space optically distributed clocking scheme, the clock signal is gen-

!Very Large Scale Integration
2 Actually, most clocking schemes feature muiti-phased clocks. Therefore, strictly speaking,
the latches are driven by phases of the clock.




erated (using an off-chip laser or LED) and mapped optically onto various sites
on the chip’s surface. Here, receivers convert the optical clock into an electrical
clock signal and distribute it locally on the silicon surface. Since the speed of
light is vastly greater than the speed of chip signal propagation. the optical por-
tion of this system is essentially skew-free. With the chip divided into regions
which are serviced by local clock receivers, the maximum distance a signal must
electrically propagate is reduced. Hence, the maximum difference in clock signal
arrival times is reduced and the system should be capable of operation at higher
clock frequencies, assuming that the skew introduced (between local clocks) by
the optical receivers is not excessive.

As detailed by Clymer [2], optically distributed clocking may indeed be a
feasible alternative to electrically distributed clocking in regard to VLSI cir-
cuits fabricated on silicon. To be feasible for such implementation, an optically
distributed clocking system should be able to match or exceed global system
clock rates attainable using conventioaal electrically distributed clocking. Fur-
thermore. to minimize the increased cost of such an optical clock scheme, it
is desirable to be able to fabricate the necessary receiving circuitry using a
standard silicon technology.® In addition. an optical clock scheme should avoid
necessitating the use of regularly spaced optical receiver circuits, since such a
requirement conflicts with standard VLSI design practice of laying out regular
functional blocks and then placing these blocks in locations which attempt to
optimize system performance but which are not necessarity arranged in a regular
grid. Finally, the silicon area occupied by the optical clock receivers should be
small enough that useful circuits can still be fabricated on the remaining silicon

surface.

Clymer has made two attempts to design optical clock systems which meet

the above criterion. The first design used an established transimpedance receiver

3Note that this preciudes the use of p-i-n photodiodes, hybrid photodetector/VLSI pack-
ages, and/or special implants to modify the photosensitivity of the silicon surface.

~




to detect the optical signal and then used a series of analog stages to amplify
the signal to TTL signal levels. A series of test chips were fabricated in the
DARPA-sponsored MOSIS 3um n-well CMOS technology. The test chips had
an average maximum operating frequency of 15MHz and an average receiver
skew of 13.25ns. Unfortunately, the transimpedance receiver circuits required a
large amount of silicon surface area and did not show marked improvement over
existing electrically distributed clocking approaches, and hence did not seem to

represent a viable alternative to electrically distributed clocking.

Clymer’s second design utilizes a phase-locked loop approach to the problem
of receiving an optically distributed signal. In this approach, local oscillators
located in various places on the chip surface are used to generate the clock signal:
and the optical signal is used to synchronize these local oscillators’ clocks via
pbase-locking. (See section 2.1 for details.) Since the optical signal is only
used to synchronize the local oscillators, it doesn’t need as much amplification
as it would to drive the circuitry associated with a transimpedance approach.
With less amplification. there is less of a chance of introduced skew (due to
cross-chip process variations) between local clocks. Hence, the phase-locked
loop approach should result in less skew and should therefore allow a higher
operating frequency. Clymer’s simulations indicate that. when fabricated in
2um CMOS, such a design should be capable of operation with a maximum
frequency in the range of 100-200MHz. It is the subject of this thesis to report
on an attempted implementation of a modification of Clymer’s design using the

DARPA sponsored MOSIS 2um n-well CMOS technology.

In summary, a phase-locked loop optical receiver has been designed subject
to the criteria of using standard silicon fabrication technology, allowing random
clock receiver locations, and of minimizing the use of silicon surface. This
design is a modification of Clymer’s proposed phase-locked loop design: such
modifications being necessary to allow implementation in the chosen technology.

Results of simulations of this circuit are provided. and test chips implementing
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this design are fabricated. F inally, ideas for future work are suggested.




Chapter 2

Design of Test Chip

To test the phase locked-loop design, it was not only necessary to fabricate tt
local Optical Receiver/Clock Amplifier (ORCA) cells, but it was also necessary
to provide diagnostic circuitry on the chip. This diagnostic circuitry is comprised

of skew detection units.! frequency division units,? and functional test units.3

The Optical Clock Distribution II (OCD2) chip as submitted to MOSIS
contains 9 ORCA units, 12 skewdetector circuit blocks. 1 multiplexer/frequency
divider unit, and 4 shift register/test units. The 9 ORCA units form a 3 by 3
array; and between each two horizontally or vertically adjacent ORCA's is a
skewdetector block. The other circuitry is located on the array’'s periphery.
(See figure 2.1.)

FEach circuit block will now be described in detail.

!'The skew detectors are designed to check for skew between two adjacent ORCA unius by
comparing corresponding non-overiapping clock phases.

2The frequency dividers are provided to permit measurement of the ~100MHz clock fre-
quency using output pins with a maximum operating frequency of approximately 12-20MHz.

3The functional test units are designed to insure that the clocks are capable of clocking
usefu) computational circuitry, as well as to place a “load” on seiected clocks.
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Figure 2.1: Block diagram layout of OCD2 chip.
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Figure 2.2: Block diagram of Clymer’s phase-locked loop design

2.1 The Optical Receiver/Clock Amplifier cells

Each Optical Receiver/Clock Amplifier unit incorporates a phase-locked loop
approach to the problem of receiving an optically distributed clock and dis-
tributing it locally on a silicon chip. The phase-locked loop used is a hybrid
approach in which analog circuits are used for phase detection and filtering,
while a digital circuit is used for the actual oscillator. A block diagram based
on Clymer’s work (2, pp. 44] is presented. (See figure 2.2.) However, due to re-
strictions imposed by the standard technology, several modifications to Clymer’s
design were necessary. These modifications will be noted as each subcircuit of
the ORCA is now detailed.

2.1.1 The Voltage Controlled Oscillator

The VCO is basically a digital ring oscillator comprised of five inverters with
one transmission gate in the loop. (See figure 2.3.) The transmission gate has
its NMOS gate fed with a control signal CONTR. and the PMOS gate is driven
by a signal CONTR~ generated by passing CONTR through a minimum size
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Figure 2.3: Basic digital voltage controlled oscillator

inverting amplifier. Hence, the signal CONTR acts as voltage control on the
equivalent resistance of the transmission gate. which in turn acts as a control
on the ring oscillator’s frequency. SPICE simulations indicate that this design
can provide an oscillator frequency in excess of 200MHz while insuring that
the oscillator will not reach a stable state under worst-case conditions of input
voltage and/or fabrication variations.*

The oscillator actually implemented has had its frequency adjusted® to be
approximately 100MHz when the control voltage CONTR is approximately 4.2
volts.®

Note that this VCO design is slightly modified from Clymer’s [2, page 44)
in that four of the pass transistors have been removed and the fifth has been

changed to a transmission gate. By changing the pass transistor to a transmis-

‘Note that there must be an odd number of inverters in the ring oscillator to prevent it
from settling to a steady-state. Furthermore, simmulations indicate that the feedback of a ring
oscillator with fewer than five inverters could resuit in its reaching a stable state (such as
2.5V) rather than the oscillation (between 0 and 5 V) which it desired.

$Adjustment is done via adjustment of the lengths and widths of the transistors in the
transmission gate to aflect its equivalent resistance.

8This is due to requirements imposed by the photodetector/amplifier block and will be
explained later (on page 19).




sion gate, we necessitate the generation of a second contrul signal CONTR~.7
However, we gain a significant speed advantage in the ring osciilator since the
pass transistor suffers the well-known “threshold drop™ problem, while the trans-
mission gate can pass signals over the entire voitage range. Also, a pass tran-
sistor would require that CONTR always be above approximately 3.5 volts in
order to keep the five inverters of the ring from becoming decoupled; but by
using a transmission gate, the range of voltages over which CONTR can vary
increases slightly.

Furthermore, removing four of the pass transistors increases the maximum
operating frequency of the oscillator at the expense of decreasing the range of
frequencies over which the loop can be operated. However, as we shall see, the
photodetection circuitry already imposes a limit on the range of frequencies over
which the oscillator can operate. Thus, we can increase the maximum operat-
ing frequency of the circuit without significant penalty (in terms of operating
frequency range.)

By modifying Clymer’s design as described above and by ratioing the inverter
dimensions to provide increased drive current to the transmission gate while
presenting it with a near minimal load.® the maximum frequency of the ring
can be increased from approximately 6TMHz® to over 200MHz, according to

SPICE simulations.

2.1.2 The Loop Filter and Low Pass Filter

As noted by Clymer(2, pp. 44-53] and detailed in Gardner (3], the use of a simple
lag-lead filter is well understood in phase-locked loop theory. Furthermore, it
has reasonable layout requirements and a small steady-state phase error. Hence,

Clymer’s choice of a loop filter design is used here. As for the low pass filter,

"CONTRA~ should be approximately V44~CONTR.
$Minimal in the sense of parasitic capacitance which must charge through the T-gate.
?Simulation of Clymer’s design using the SPICE models indicated in Appendix B.
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Figure 2.4: “Ideal” low-pass/lag-lead filter combination.

we are subject to three basic criteria: First, we need to filter out the 100MHz
signal from the phase detector’s comparison. for residual signal will result is
unwanted variation on the control voltage of the VCO causing jitter in the
VCO'’s output frequency. Second. we do not want to unduly increase the lock-in
time*? of the phase-locked loop by making the RC time constant of the low pass
filter too large. Finally, we must be able to implement the filter using standard
technology, which limits the range of component values which we may use.

In answer to these criteria, a simple RC low pass filter has been designed
with its breakpoint set at = 20MHz. This provides adequate filtering of
the 100MHz signal, and it can be implemented using a 100k resistor and a
0.5pF capacitor. A diagram of the “ideal”!! cascaded low pass/lag-lead filter is
provided in figure 2.4, and a irequency response plot for this filter is shown in
figure 2.3.

However, one must remember that we are working in a technology which
does not easily provide capacitors and resistors—instead we use transistors to
approximate the characteristics of these devices. (See figure 2.6 for transistor

implementation of circuit.) In doing so. the linear approximation (of modeling

19Time from when the circuit is switched on until the VCO “locks” to the optical signal.
11“Ideal” is used in the sense that the circuit shown assumes ideal resistors and capacitors.
rather than the transistors which must be used to implement them.

10
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Figure 2.6: Low-pass/lag-lead filter combination as actually implemented on
the OCD?2 chip.

these transistors as resistors and capacitors) is reasonably valid over only a
limited range of input voltages to the filter. Fortunately, we intend to operate
the filter in such a way that the output voltage (CONTR) is approximately
constant at 4.2 volts.!? [f we assume that the output is at a steady state
value of 4.2 volts, the “capacitor” C; has a constant gate bias of approximately
4.2 volts, which indicates that it stays iz the “linear” regime of operation and
therefore has a constant capacitance [11, 4]. Also, as long as the “capacitor” C3
has a gate voltage above its threshold voltage (approximately 0.8 volts), it too is
in the linear regime of operation. Therefore, it is valid to model the transistors
used to implement C; and C; as linear capacitors.

As for resistances, R hasa very small Vps and a | Vgs | of 4.2 volts.!? Thus,

12This neglects the “power on" charging of the capacitors of the filter. When the chip is
firsc powered on, the capacitors will be non-linear, but oace they reache a steady state, the
approximations mentioned above become valid.

13This is for the PMOS haif of the resistor. The NMOS half has a gate-source voltage of
about .8 volts, which means it is just barely “on” and has a high resistance. Hence the parallel

12




the “resistor” is in the ltnear regime, and has a nearly linear resistance over the
small range of Vps it experiences. Over the voltage range of interest, therefore,
Rj can be reasonably modeled as a linear resistor. R; is under conditions which
are similar to those of R3, and can reasonably be considered a linear resistor
for identical reasons. R, is a more complicated case. Both the source and
the drain of this resistor experience variations. However, the variations on the
LF Input side of the resistor are generally larger than those at the other side.
Hence, we shall assume the voltage on the capacitor/resistor junction side of R
is constant at 4.2 volts. Even with this assumption, however, the voltage Vps
has a worst-case range of approximately (-3.2V,+1.0V). Over this range, R,
exhibits non-linear characteristics. If one assumes that the loop locks to a value
where the input voitage range is smaller, one can make linearization arguments,
but this assumption is hardly valid in all cases. Furthermore. the voltage range
is lessened by the loading of the network,!* and this would tend to make the
resistance characteristics of R, more nearly linear. However, R, is still basically
non-linear in characteristic—we merely model it as linear to get an estimate of
the filter's performance and then check its actual performace at the frequencies
of interest using SPICE simulation.

Another factor to consider when designing the filter is that the SPICE mod-
els currently available from MOSIS appear to be off by a factor of two when
modeling resistance and capacitance, according to Burr (1]. Hence, we must
restrict the range of voltages entering the low pass filter to fall withing a range
in which the linear approximation is reasonably valid and we must be careful
that a “factor of two” error in capacitance/resiscaace values will not cause the

circuit to malfunction. The two worst-case!3 transfer curves for the ideaj!é fil-

PMOS transistor’'s resistance dominaces.

!4The (-3.2V.+1.0V) range comes from SPICE simulations from the unloaded outpus of the
NAND gate comparator described in the next section. It is reasonable to assume that this
voltage range would be decreased by the loading of the NAND.

!3subject to the constraint of keeping RC constant, since the charging time estimates pro~
vided by MOSIS appear to be accurate.

!8i e. comprised of capacitors and resistors rather than transistors.
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Figure 2.7: Transfer curve for low resistance/high capacitance values.

ter are shown in figures 2.7 and 2.3; and they appear identical to the nominal
ideal filter. As the linear approximation of the current design appears adequate,
SPICE simulations of the design’s response to sinusoidal inputs of 100MHz and
12.8MHz!7 were performed and the results are presented in figures 2.9 and 2.10.

In the SPICE simulation of the 12.8MHz signal, we can see that it is attenu-
ated somewhat by the filter. However, to keep the 100MHZ signal well filtered,
we cannot easily reduce the attenuation of the 12.8MHz signal. Thus, there is
some unavoidable increase in lock-in time of the loop (over that indicated by

Clymer’s simulations.) However, once the clock is locked to the optical signal.

'7Clymer (2, page 52| calculated a “pull in" range of 12.8MHz for his original design. The
12.8MHz signal plotted here is not severely attenuated by the impiemented low-pass/lag-lead
filter combination. Thus, the “puil in” time of the loop is not excessively increased by our
choice of low pass filter and by non-linear effects of the transistors used to implement said
filter combination.
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Figure 2.10: Spice simulation of filter driven by 12.8MHz sinusoid.

the “lock-in time” benchmark loses significance. Furthermore, in most applica-
tions, it is irrelevent how long the clock takes to lock to the optical signal as
long as it does so within a reasonable time.}3 Hence, the low pass/loop filter

combination presented here should be adequate for most applications.

2.1.3 The Photodetector and Phase Comparator.

The photodetector/phase comparator/amplifier shown in figure 2.11 represents
the most significant modification of the ORCA design presented by Clymer (2]
and shown in figure 2.12.

There are several reasons for modifying Clymer’s circuit. First, although
biasing the photodiode using the output of the VCO does simplify the problem
of phase detection, it has implementation problems. The p-n junction used for

photodetection in the circuit is comprised of a 20um by 20um p*-diffusion in an

18 perhaps a fraction of a second.
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on OCD2 chip.
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Figure 2.12: Clymer’s photodetection and phase comparator circuit
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n-well.}® Due to the size of this diffusion. it has significant capacitance., which
causes noticeable loading on the VCO, thereby lowering its operating frequency.
To correct this problem, increasing the VCO inverter’s sizes is a possibility,
but doing so markedly increases the power drawn by the VCO. Also, there is
still a problem with this design due to the reverse recovery transient exhibited
by the photodiode. In this phenomenon 8, pp. 170-173], the stored junction
charge in the p-n diode causes a large reverse current to flow when the VCO
output switches from low to high. As an example, for equal pullup and pulldown
resistor values of 63k{2, the reverse transient will have a peak amplitude of 68 A,
decaying as the stored junction charge is extracted. Since 68uA is almost seven
times as great as the photocurrent we intend to detect, the reverse recovery
transient poses a serious problem. Because of these problems we abandon the
use of the VCO output to bias the photodetector, instead biasing it with a
ratioed inverter with its input tied to its output. To replace the lost phase
detection ability of the VCO biased photodiode, we provide a simple digital
phase detector later in the circuit.

Another difference between the current design and Clymer’s design is the use
of an amplifier/inverter chain as opposed to a simple resistor biasing configura-
tion. This difference arises due to technology’s constraints. since the resistors
in Clymer’s design must be on the order of IM(} to get the desired range of
control voltages.?? Note one cannot normally get these resistances using biased
transistors.2! Therefore. we resort to detecting the small voltage difference??

produced by the photodiode, and then amplifying this voltage swing through

19To heip Limit the amount of injected current that reaches surrounding circuitry, a “p-plug”
ring is placed around the n-well, “tying” the substrate strongly to ground.

20The voltage range of interest is ~3.5~5.0 voits.

21 Special processes used for memory chips provide a highly resistive polysilicon layer, but
the resistances typical of such a layer are on the order of 1G? and have large variations in
resistance values. Hence, even these special processes are inadequate for this application.

22The voltage swing produced by the photodiode is approximately 300mV, according to
SPICE simuiations. This voltage swing is due to the photocurrent acting through the biasing
transistors and is limited by the resistances of the biasing transistors, the parasitic capacitance
it must charge, and the operating frequency of the clock.
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[ Photodiode | VCO output | error voitage t]

i Dark Low High '
Dark High High |
[lluminated Low High |
[lluminated High Low |

Table 2.1: Error voltage as a function of illumination and VCO output.

two analog stages. These identical linear amplifiers are ratioed in such a way
that their quiescent point?? lies in the center of their input voltage range at the
anticipated clock frequency, while they maintain a nearly linear voltage transfer
characteristic over the input voltage range. In this way, the amplifiers in the
chain maintain an average voltage equal to their quiescent voltage, and they are
prevented from entering the non-linear region of their voitage transfer charac-
teristics. Once we have amplified the signal sufficiently, we use two high-gain
inverters to extract the “logic threshold crossing”?? information from the signal
and to amplify the signal to CMOS logic levels. Finally, the resultant signal is
digitally NAND-ed with the VCO output to create an error voitage. The result
of the NAND operation is shown in table 2.1.

Spice simulations have been performed to determine what the transistor
dimensions for the amplifier chain should be in order to maintain a strong reverse
bias on the photodiode, to provide a reasonable gain per amplifier stage, and
to keep the voltages involved from leaving the linear region of the amplifier’s
transfer curve. The resuiting transistor dimensions are noted?3 on figure 2.11.

Since this part of the ORCA is mainly analog circuitry, one becomes con-

cerned with the effects of process variations on its functionality. SPICE simula-

23Here quiescent point is defined as that voitage to which the amplifier would settle if its
output were connected to its input.

i.e. the time when the amplified signal crosses the logic threshold of the first inverter.
The logic threshold of the first inverter is set to 2.5V.

33Nocation is in the form W/L, where WV is the drawn gate width in um and L is the drawn
gate length in um.
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tions were done to determine how worst-case-5 uniform variations in transistor
geometries>’ and threshold variations®® would affect the output of the phase
comparator at varying values of skew between optical signal and VCO output.
Results indicate that at 100MHz, the worst-case?® “average”’ output value from
the NAND gate occurs for a short and wide channel at 2ns of skew, and this
value is approximately 3.4 volts. In order to accomodate this worst case, the
VCO is adjusted to run at 100MHz when the control voitage CONTR is approx-
imately 4.2 volts—midway between the 3.4 voits of worst-case NAND output
and the 3 volts of “perfect lock” NAND output.

In addition to being concerned over the effect of process variations on the
functionality of this circuit. one is also concerned about the limits that this
photodetector/amplifier circuit may impose on the phase-locked loop’s operat-
ing frequency range. SPICE simulations also indicate that if the optical clock
frequency is too high, the parasitic capacitance at the input to the first analog
amplifier will not charge to a high enough voltage to cause the inverters in the
chain to switch fully. Hence, the output signal of the NAND gate will no longer
function as a valid error signal. On the other hand, if the optical clock fre-
quency is too low, the parasitic capacitance will charge too much. This causes
the analog amplifier stages to saturate and effectively lengthens the pulse seen
by the NAND gate, since the inverters detect threshold crossings. Beyond a
point, this pulse-widening causes too much loss of skew information between
the optical signal and the VCO output, resulting in uncertainty of lock in the

loop. (See figure 2.13.) Hence, the ORCA no longer functions properly.3® Since

28 Worst case variations are determined by using data acquired from a typical MOSIS 2.0um
CMOS run. See Appendix C.

37 A reasonable model of the effects of misaligned fabrication masks.

28 Modelling doping/process varation effects, to firse order.

39The worst-case is the highest low voitage produced by the unloaded NAND gate, as this
is the worst-case bottom of the control voltage range. Five volts is assumed to be the top of
the voltage range.

39With continued decrease in frequency, the voitages “walk off” the linear portion of the
transfer curve. At this point, theinput to the NAND gate shows only smail ( <1 volt) variations
and these variations are not near the logic threshold of the NAND. Hence. the NAND loses
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Figure 2.13: Iilustration of how too low an optical clock frequency can cause
loss of skew information.

too short or too long a pulse width causes unreliable operation of the loop, we
see that the this photodetector/amplifier/phase-comparator circuit imposes a
limit on the frequency range over which the ORCA can lock to an optical input
signal. Thus, the loss in frequency range imposed by removing four of the pass
transistors in the VCO, as mentioned on page 9, is not a serious limitation.3!
One final difference between the current design and Clymer’s design should
be mentioned. In Clymer’'s design, the output of the phase detector was high
iff*? both the VCO output was high and the photodiode was illuminated. In the
current design, the output of the phase detector is low iff these same VCO and
photodiode conditions exist. Hence, whereas Clymer’s circuit tended to “pull”
the VCO into lock at 0° + § (where § is a small steady-state phase error), the

current design “pushes” the VCO into lock at 180° + é. This should pose no

all information from the photodetector.

31SPICE simulations reveal that the dominart limitation of frequency range of operation
arises from the photodetector/amplifier circuit. rather than the VCO.

32411 is used in the mathematical convention meaning “if and only if."




problem, since the skew between the optical clock and the VCO is unimportant;
it is the skew between VCO'’s of different ORCAs on the same chip that concerns
us. Furthermore, the average output of the NAND ranges from ~3.0-5.0 volts.
which is ideal for controlling the VCO. Hence, the NAND output, once filtered,
should serve well as the control voltage for the ring oscillator.

Now that the photodetector/amplifier/phase comparator has been described,
we examine the cirruitry necessary to convert the output signal of the VCO into

a useable system clock signal.




Chapter 3

Testing of Chip

One possible optical setup for testing the OCD2 chip, along with appropriate

test procedures, is now detailed.

3.1 Optical Test Setup

To facilitate easier testing, only one optical setup should be used for all of the
suggested tests. Note that this would help to maintain consistency between
tests, since different setups might cause variations in optical power incident on
the photodiode, and such variations could affect the operation of the ORCAs.!
The suggested optical setup in shown in figure 3.1.

As Clymer noted (2, pp. 15-17], a visible (i.e. He-Ne) laser source would
have higher efficiency since shorter wavelength light results in capture of more
photons in the photodiode’s depletion layer. However, most visible lasers must
be externally modulated by an acousto-optic light modulator (AOLM). Since
our circuit expects 508 pulses (100MHz square wave), we cannot afford a rise or

fall time of more than about 1ns. Thus, we would require an AOLM with about

}This is due to the previously mentioned sensitivity of the photodiode's amplifier chain.
See page 20.
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Figure 3.1: Optical setup used in all chip tests.

1GHz of bandwidth. Such AOLMs are extremely expensive’ and are not very
efficient. As an alternative, a laser diode svstem can be directly modulaied, but
most laser diodes operate in the infrared (at approximately 820nm) where the
p-n photodiode is not very efficient. However, one laser diode system was found
which features a 750nm beam, a modulation input, and colliminating optics.
Thus, the capture efficiency is better than for most laser diode systems, and we
needn’t worry about aligning the diode to collimating optics. Furthermore, its
specifications (which are included in Appendix D) indicate that the modulation
input has a range of 100kH2-500MHz. Since 500MHz corresponds to lns each
of rise and fall times, this laser diode system could serve our purposes very well.

In one possible setup, the laser beam emitted from this system would fol-
low the path indicated in figure 3.1. Note that each beam is reflected once
and transmitted once, so each should have the same optical power (neglecting

mirror losses} even if the beamsplitters are slightly anomalous in their trans-

“on the order of $20.000.




mittance/reflectance characteristics at this wavelength. (Sample beamsplitter

specification sheets are aiso provided in Appendix D.)

After leaving the beamsplitter cubes, the beams would then be focused by
the lens into two small spots on the chip. The chip can be transiated in all three
dimensions and can be rotated in order to position the two beams so that they
would impinge on two adjacent ORCAs’ photodetectors while allowing control
of the spot size. The separation of the two beams could be controiled using the

1-D translator on the second mirror.

Optical power considerations for this suggested setup are as follows: the
suggested laser emits up to 4mW of optical power. Each sample beamsplitter
is 45% transmitting/45% reflecting. Hence. each beam of light has 310uW of
power exiting the second beamsplitter. {We neglect losses due to the mirrors.)
With a suggested lens® we could focus the 4.5mm x 2.0mm spot down to a 27um
x 12um spot. However, to make sure the photodetector is fully illuminated, we
would defocus the beams so that the smallest dimension is 30um. At this point,
the optical power incident on each detector is approximately 324uVW.* Since the
responsivity of the p-n junction is approximately 0.12-0.15 A/W (neglecting
reflection losses at the chip), (3. 9, pp. 743-756), this corresponds to a photocur-
rent of at least 39.2uA. We adjust the power and/or focusing of the beam to
scale this photocurrent down to 10uA, since this is the value we used in the
SPICE simulations.

We now proceed to detail suggested tests, utilizing this suggested optical

setup.

3The lens has a focal length of T0mm and a diameter of 60mm.
$Since the photodetector is square and che incident beam in eiliptical in nature. the rest
of the optical power wouid be lost on the shielding around the photodetector.
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3.2 Pre-testing

Before attempting to test any given chip using the previously described optical
test, one should verify the functionality of as much of the chip as possible without
the optics.

To test the skewdetector blocks, the clocks should be allowed to run at
whatever natural frequency they settle to in the absence of an optical signal.
An oscilloscope should be used to monitor the charging characteristics of the
skew pins (Skew(-Skewl1) while periodically activating the discharge line. Also,
the same pins should be monitored while the calibrate line is active. In this way,
“stuck at zero” and “stuck at one” faults on the skew pads and the discharge
pad couid be detected.

For the frequency divider testing, the four frequency output pins (FreqOut0-
FreqOut3) should be monitored while the various select lines (Select3—Select0)
are set in turn to each hexadecimal value from Q to 8. An oscillation on the
output pins with a frequency in the “reasonable” range indicates that the cor-
responding phase of the corresponding clock is oscillating correctly and that
the multiplexor/frequency divider circuit is operational at the natural clock fre-
quency. Note that the “Init” line needs to be pulsed before the frequency divider
is guaranteed to function properly.

For the shift register testing, one should monitor the four error pins (Error3-
Error0). The Init line should be pulsed to set the T flip-flop to a guaranteed
operational state, and after a short while (roughly 100 clock cycles) the shift
register should have loaded with alternating ones and zeros. From this point
on, there should be no toggling of the error lines. Observation of the turn-on
transient of this line would verify the lack of “stuck at” faults in the shift register
circuit. and observation of this line after the shifter is loaded would verify that
the shift register test is operating correctly.

This completes the testing which can be done without the use of the optical

setup. We now proceed to the suggested tests which can be performed using
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the optics.

3.3 Testing with Optics

Those chips which pass the suggested pre-testing should then be inserted in the
optical test setup. After adjusting the beams so that approximately 10uA of
photocurrent is generated in each of two adjacent photodetectors, the following

measurements should be made.

3.3.1 Skew Testing

With the calibrate line inactive, a square wave should be applied to the initial-
ization line to provide for periodic discharging of the skew lines. By studying
the charging characteristics of the output line responsible for measurement of
skew between the two ORCAs of interest and comparing these characteristics
to those generated by the same output line when the calibrate line is active, a
skew measurement could be obtained. This same measurement should then be
made with the introduced path length difference affecting the second ORCA's

photodetector. An average skew should then be computed.

3.3.2 Frequency Output

Unfortunately, to drive the output pins reliably, one must frequency divide the
oscillator before outputting it. This results in a loss of frequency resolution.
However. in this application. we merely wish to verify that the oscillator has
locked to the optical clock frequency and not some harmonic of it. To do this,
we set the select lines (Select3-SelectQ) to the hex value of the oscillator under

consideration and observe the output on the frequency output pins (FreqQutd~

FreqOut0).

(&
b |
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3.3.3 Shift Register Test

In this test, the “Error” lines are observed and an estimate of how many tran-
sitions it makes in a ten second interval® is taken. Note that each transistion
(excluding those involved in the start-up transient) indicates that an error oc-

curred.

5Note: the start-up transient should not included in the ten-second interval of test. In this
way, there should ideally be no transistions during testing.
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Chapter 4

Conclusions

Here we present a summary of the work done and suggestions for future work.

4.1 Summary of Contribution

This work demonstrates that a reasonably modular circuit can be designed to
implement a phase-locked loop approach to optical clock distribution. Simula-
tions indicate that said circuit can be operated at a clock frequency of 100 MHz,
and a test chip featuring this circuit along with appropriate diagnostic circuitry
has been fabricated. Finally, suggested test setups and procedures have been
detailed.

4.2 Future Work

The most obvious suggestion for future work is to perform the indicated tests.
Assuming that said tests confirm the functionality of the circuit, a more elabo-
rate circuit should be designed—perhaps implementing a non-trivial high speed
function such as a discrete Fourier transform—using this optical clock distri-

bution circuit. Such a device would require a far more sophisticated optical
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system including a hologram to focus the optical clock onto the receptors. a
higher power laser to drive more than two receptors at a time, and a high speed
optical modulator.

On the other hand, should the fabricated chips fail their diagnostic tests,
it would be necessary to determine why. Perhaps current SPICE models are
simply not adequately accurate for this process. Perhaps skew introduced by
detection of the light is excessive and non-standard processes would need to be
utilized. There are indeed a number of directions to explore given a failure of

the test chips to perform.
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Appendix A

Pad Assignments

A summary of the pad assignment on the OCD2 chip.
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Appendix B

SPICE parameters

A summary of SPICE3 parameters used in simulating the analog portions of

the OCD2 chip.
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SPICE parameter | NMOS value | PMOS value |
e ]

T level r 2
vto (V) 0.812464 0.747301
tox (mi 413E-10 413E-10
nsub (cm™*) 8.644E+15 1.774E+16
XJj () 0.4 0.4
Id (u) 0.065 0.071
ug (cm-/V-s) 535.36 240.17
uerit (V/em) 39202.4 10000
uexp 7.6987E-2 0.10088
vmax (m/s) 3.1E+4 3.5067E+4
delta 0.36 1.0E-6
rsh (2/sq) 34.37 129.5
cgso (F/m) 1E-10 1.3E-10
cgao (F/m) 1E-10 1.3E-10
¢) (F/m-) 1.518E-4 2.535E-4
c)sw (F/m) 3.87E-10 3.33E-10
m) 0.6744 0.5213
mjsw 0.3087 0.2801
Po (V) 0T 071
kp (A/V?) 4.476e-3 2.008E-5
lambda {V=1) 3.13E-2 2.46E-2
gamma (Vi/?) 0.3698 0.5298
ph (V) 0.6 0.6
nis (cm™ =) 5.05E12 3.19697E12
Js (A/m-) 1E-14 1E-14
netf 1.001E-2 1.001E-2
nss (em~+) 0 0
tpg 1 -1
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Appendix C

Process variations

Selected measured process variations for the 2.0um n-weil CMOS MOSIS run
MT71K are presented. These are the worst case variations and were used in the

cimulations of the amplifier chain on page 19.

l process parameter worst case low l worst case high

| NMQOS threshold voltage (V) 0.6424 1.265 1
PMOS threshold voltage (V) -0.7038 -1.354
NMOS delta length (um) -.352 +.352
PMOQOS deita length (um) -.216 +.216
NMOS delta width (um) =377 +.377
PMOS delta width (um) -732 +.732

Note that the delta length and delta width are the variations with respect
to some nominal length or width. For example, a3 2um NMOS drawn channel

length may actually vary from 1.648um to 2.352um.
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Appendix D

Specifications

Copies of the specification sheets for the following test equipment used are

provided on the following pages.

1. Laser Diode specifications taken from Oriel Lasers & Accessories Catalog,

7© 1988 by Oriel Corporation, Stratford, CT.

2. Beamsplitter specifications taken from Melles Griot Optics Guide 4, © 1988

by Melles Griot. Used with permission.
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Fig. 2 The laser and monitor photodiode.

LASER CONTROLS

Operating any Oriel Diode Laser System is straightfor-
ward. Simply plug the DC power supply into the rear of the
laser head and into the line, wire the safety interiock
appropnately, and turn the key switch. A green warning light
is activated and a few seconds later the iaser comes on. A
control knob on top of the laser changes the output power
from a2bout 20 10 more than 100 % of rated power. The safety
shuttZ - may be used to stop the beam.

A BNC jack at the rear of the laser accepts modulation
nput,

MODULATION INPUT

You can maoduiate Oriel Diode Laser Systems at frequen-
cies from 100 kHz to 500 MHz by using the BNC connector
on the rear of the iaser. The input is AC coupied. Lower
frequency moduiation is not possible except 10 special
order. Typically 3-5 volts into the 50 chms input results in 50
-0 % modutation. Up to 90% moduilation is possible with 17
dBm RF power. The power control circuit automaticaily
adjusts OC bias power tc xeep the average output power
constant.

LIFETIME

Diode tasers usually fail for one of two reasons.

* Thermal stress on the semiconductor.
* Damage 10 the laser output facet.

Thermal stress from running the diode (or from soldering

. itin place) can resultin the growth of tiny flaws in the crystat

Structure. When crystal defects become large. the diode
cannot lase.

As defect develooment and propaqgation is temperature
tependant. the lifetime is dramatically shortened by running
at higher than design temperatures. MTBF drops from
20.000 hours for a case temperature of 30 degrees to 20,000
hours (2.5 years) for a case temperature of 65 degrees. The
MNgher power lasers have shorter lifetimes.

The laser power density at the output facet of the chip is
Yery high. This leads to gradual darkening of the facet from
Photochemicat changes. The MTBF figures indicate thatthis
8 not a senous problem. However, static, power surges, or
Ngh turn on currents can resuit in momentary high power
%peration of the laser. At 25 mW on a 1 by 5 micron typical
utput facet. the continuous power density in normal
Seration exceeds several MW/cmz2, Much higher power
Gnsity from transients causes catastrophic damage to the

ip surfaces which act as the laser reflectors, destroying
laser,

A a A mm oA
3.3 38AC 300 P SCK AT AATELAS ST L0

Lem A s mma— aw -~
: A

SAFETY

Approonate sq =i measures snould be used when work-
ing with any laser ~"e nigh outout power from the tiny diode
laser package, arc :re fact that most are invisible, demancas
spectai precautions ‘or the operator and controt of access {0
the working area. Scme of our diode laser beams are barely
visible. This can te misieading. A 25 mW laser producing a
faint red spot i1s as gangerous as a bright 25 mW argon 1on
laser, and potentially more so because of the natural
association of danger with the bright beam and the protec-
tion from the "blink response’.

Qur lasers incluge a shutter, key switch, labels and
intertock as required. Safety eyewear is listed on pages 30 to
31 ana door signs on page 32.

Fg. 3




— DIODE LASER SYSTEMS

BEAM C:-. SACTERISTICS

Oicce .22z -5 ao not nave the tamiliar circular beam shape
with Gauzz:in intensity distnbution of a TEMoo Helium
| Neon Laszr. The beam s eiliptical. does not have a true
| Gaussian profile. but aoes have the high brightness and low
divergence necessary for focussing to small areas or coup-
; ling to optical fibers.
! Qur lasers are all fundamental transverse mode TEoa. The
assymetry 1n the vertical and horizontal lasing region
appears in the collimated eliiptical beam which has low but
different divergences parallei and transverse to the lasing
stripe.

The beam is also astigmatic like most diode laser sources.
The minor and major axes of the ellipses appear to have
originated in different spots a few microns apart.
Refocussed beams have the minima of the major and minor
axes in difterent positions. This is unimportant except for
cnitical tight focussing applications.

Fig. 6 shows actual beam shapes of our 79426 Laser
System. This is typical for our devices with larger beams.
The beam characteristics of the smaller beam systems are
more complex. The source wavefrorits and abberations of
the very high F/# lens used to collimate the laser light from
this source resuit in unusual beam patterns up to 500 mm
from the source. (See page 49 for more beam profiles).
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LASER OUTPUT (mwW)
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Fig. 4 Output of the Model 79426 over a 4 hour period.

Fig. 5 Typicai short term power variation of the model 79426,

OUTPUT STABILITY

The :aser sutput 1S constantly monitored by the pho-
todicce wiich is not sensitive to temperature. The output is
temperature compensated. The siow DC loop stabilizes the
power :0 oetter than 2% (Fig. 4). The A.C. loop maximizes

sigre 22 ratio. (Fig 5).

Th 7 =W iasers can exhibit occasional power fluctua-
tior: . 2w percent due to longitudinal mode transitions.
Aliz=  _zrsare sensitive to reflection of the beam back into

the dic :2. This can cause completely unstable operation.
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Fig. 6 Horizontal (left) and vertical (right) intensity protiles
of the 79426 Laser System at 4m from the laser output.

SPECTRUM

Wae oftfer diode laser systems with a choice of wavelength
from 750 to 830 nm. The actual wavelength will be within +/-
5 nm of the nominal. When the laser is warmed up and
running at full power, the output spectrum is the sharp spike
characteristic of single longitudinal mode operation. The
width of this spike was measured as 0.6 G4z (1.2 pm) for our
780 nm 5 mW laser. The linewidth was measured usinga 7.5
Ghz FSR Scanning Interferometer. (Fig, 7) The narrow line
has a sensitivity to diode can temperature of about 0.25nm/
degree C. Significant variations in ambient will influence the
wavelength but not in a smooth monotonic fashion. Mode
hops of a fraction of a nanometer occur as the wavelength
increases with temperature.

The waveiength also changes with the power control. (Fig.
8, page 49) At low power, some lasers operate in many
longitudinal modes and the spectrum appears as the familiar
comb of modes. To ensure singie mode output, operate
these devices at maximum power.

POLARIZATION

The laser chips are polarized parallel to the minor axis of
the ellipse. The polarization of the beams from our systems
is nominally horizontal with the laser system supported
normally. When the power is measured, while rotating one of
our crystal potarizers in the beam, the ratio of maximum to
minimum is typically 75:1.

7.5 GHz

Fig. 7 Spectrum of the Model 79403 laser recorded with s scan-
ning Fabry Perot interferometer. The tree spectral range of the
Interterometer was 7.5 GHz and the isser was running at tull
power.
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"OUNTING

The laser can be easily rog mounted for use on optical
cies or bencnes. There are three tappeg 1/4-20 holes in the
ser pase. These holes are in a line parraliel ang under the
sucal axis. The hoies are spaced 1.5 inches (38 mm) apart.
.r extensive range of rogds. rod hoigers and accessones
~ pe used to hoid the laser In any onentation. See Voiume |
- these proaucts.

JUPLING THE OUTPUT TO OPTICAL FIBERS

“he output of the small beam lasers may be directly
Loled to an optical fiber using the coupling systems
scnbed on page 76. These fit directlty on the threaded
:out of our laser systems. These compact couplers can
.2 be mounted in the 77842 hoider for use after the beam
5 exited the laser system. in either case be sure that the
Joler chosen matches the beam and fiber sizes. For
2rnative coupling arrangements see page 76.

20DUCT LISTING AND

IDERING INFORMATION.

‘ogel | Wavelength m:]amsm Beam Div* | Price ‘
wo ! nm mW |[mmXmm | . mrd 18y !
X0 7% 4 [15x07 | <1 | 378500 |
Wz T8 | 4 | 45X20 pc<0S | STBSO0 |
4w ™™ 4 [89X40 |. <04 | $785.00
“408 780 -4 $15X07 | . <1 - | s87500
407 780 .4 1.45X20 |- <05 | $675.00
408 | - 70 4 | 89X40.{.<04 | $67500
4n 780 ©8 |15X07 | <1. | $98500
M2 | .70 8 |45X%20 | <05 | $985.00
413 780 8 }89X40 | <04 - | 398500
416+ 780 % {15%x07 | <1 $1325.00
307 780 ® |45X20 | <05 |$13z5.00
418 780 16 189X40 | <04 |$132500
@i s | o4 [1sx07 | <1 | smsm
2 80 4 | 45X20 | <05 | $78500
423 810 4 |89X40 | <04 | $78500
28 g0 1% [15X07 ) <1 $1625.00
4271 . 80 : X5 [ 45X20 ' <05 |$162500
28 80 | 5 [89x40 i <04 |$162500
= 50% intensity points are messured at 1 m and 5 m trom the
item output.

CIFICATIONS COMMON TO ALL ORIEL
‘DE LASER SYSTEMS

. 4t mode: Singie Transverse
Single Longituainal at full power
2 spacing: Approximatety 0.32nm
zauon Ratio: Better than 50:1
~3 Staoulity: Better than 0.1 mrad
-ed Ambient: «10t0 50°C

Laal

SYSTEMS

Dimensions of the C: =1 Diode Laser Systems

———

Ad

CORH waming logotypes, similar to that
shown above, appear on each laser 10 indl-
cate the CORH ciassification and to certity
that the ou. - .. cower of the laser will not
oxceed the ~ower ievel printed on the

- logotype.
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~out 10% . and reflection and aosorption are both approximately
.¢7. wup the s- and p-poiarized tomponents within 10% of
s otner. Over a2 wide range of wavelengths. the s- and p-
~uarizea companents stav within 10 of each other. The broad-
-and spectrai flatness of these beamspiitiers makes them ideal for
.avelength scanming instruments.

snotner advantage of these hyorid coaungs is that thev are
.y insensitive to changes 1n tne angle of incidence. Although
-2 :upe peamspiuter configuratuon usually causes the angle of
~;isence to be 45° this anguiar invanance in the performance
‘s ne aavantage of making these beamsplitters cnromaucaily
-:utral for convergent or divergent deams.

“feties Griot hyorid coatings cover the visible spectrum (400-
“enm or the vervy near-infrarea for laser diode use (700-

unmy Longer or shorter wave:engtn versions of this coating
- =0t possidle due o severe material limutations.

L T
VSUBAND PARTIAL REFLEZTION COATINGS

k Stare sartia reflection coaungs orovide a hign degree of
- L XS B s .

vt o.aers s negiigible aosortiion in the coating. and the
i Tt =70 ransmitted component- Are AImMOst 2qual over i

bt

“

broadband wavelength range. averaged vver plane s-polarization.
However, they are extremeiv polarization sensiuve. with the -
and p-components differing by as much as 70%. Great cure
should therefore be taken when using these broadband beamspiu-
ters to consider polarization impiicatuons for the optical system
into which they are to be integrated.

Melles Griot offers broadband partial retlection coaungs for
the visible spectrum (450-630nm). the laser diode short-
waveband (650-900nm). the neodvmium laser region (900-
1300nm). and the laser diode teiecommunications waveband
(1300-1600nm).

ALL-DIELECTRIC NON-POLARIZING COATINGS

This range of cube beamspiitter coatings is intended for those
applications where polanzaton effects must be kept to an abso-
lute mimmum. Uniike the hvborid coaungs. these dielectric coat-
ings are designed for high performance at specific waveiengths,
where thev easily exceed the performance of any other available
peamsplitters. Being totally dielectric. they have negligible
absorption.

At the design waveiength. each of these beamsplinters reflect
50 = 5% of incident light. The s- and p-components of the
reflected (and therefore transmitted) beam differ by less than
£%. (i.e. each 1s within =2.5% of the average polarization per-
formance).

The current range of these beamspiitters covers (wo 1mportant
laser waveiengths, but other wavelengths can be accommodated
on special request. The laser wavelengths are the red helium
neon line at 633am. and the 780nm laser diode wavelength.

All our cube beamspiitters are antiretlection coated on
ail four faces to minimuze ghost images and reflecion
losses. They are normally supplied with a muitilayer
HEBBAR™ anureflection coaung. There is no necu {0
append a Coaung Suffix.

ANTIREFLECTION COATINGS !
[




Cube beamsplitters have severui advantages over plate beam-
splitters and are wigdelv used for ine following reasons. These are
rugged beamsplitiers which are esasv (o mount and are ideal for
beam superposition appiications. This type of beamsplitter
deforms much less wnen suojected to mechanicai stress than does
a plate beamspiinter. Most of the unwanted reflections from a
cube beamsplitter are in the retro direction and do not contnbute
to ghost images. The coating 1s very resistant o degradation with
tume since it is seaied within the body of the cupe.

If cuoe beamspiinters are used in convergent or divergent por-
tions of an optical beam. thev will contnbute supstantiai amounts
of unwanted aberrauon. This can be avoided or munimized bv
oniv using these components with collimated. or nearly colli-
mated. beams. Conjugate distances which include cubes there-
fore snouid be long. Alternateily. other elements of the system
can be designed to compensate for any acerrations introduced by
the cuce in a non-collimated beam.

Cube beamspiitters consist of matched pairs of identical right-
angie pnisms. with their hypotenuse faces cemented together.
Prior to cementing, a partial retflection film is deposited onto one
of the hypotenuse faces. The pnsm which is coated 1s marked
with a small dot on one of the ground faces. For best results. the

CUBE BEAMSPLITTERS

incident beam shouid be on one of the faces of this pnsm

We currently offer three rypes of cube beamspiiter. class;
by the nature and performance of the parual reflection coy
used. The metai-dieiectric hybnid coatings reflec: and tram
equal poruons of incident light with 10% apsorpuion and .
farriv small differences in s- and p-polanzation over an exten
waveiength range. The broadband. ail-dielectnc coaungs ao.
negiigible amounts of the incident intensity, but the s- anc
polanzed pertormance charactenistics are quite different. In a
ton. Melles Griot now offers a range of non-polanz:
all-dielectnc. paruai reflection coaungs for these cube beamsr
ters wnich have aimost idenuical s- and p-reflectances at spec
laser waveiengths.

Eacn of the coating types has its parucular merits and ..
tations. so vour selecuon should depend on the intenc
application.

HYBRID PARTIAL REFLECTION COATINGS

Hyond. metai-dieiectric coaungs combine the benefits of b
metals and dielectrics to produce a moderate absorption be
splitter with litde polanzaton sensitvity. Typically. absorpuot

JET) MELLES GR:I~




_~eut 100, ang reflection and absorption are both approximatety
-#%. wun e s- and p-poiarized components within (0% of
;0 other. Over a wide range of wavetengths. the s- and p-
~Manzeo components stav witun 0% of sacn other. The broad-
-and spectrai flatness of these beamspiitters makes them ideal for
JJvelength scanning (nstruments.

Another advantage of these hvornid coatungs is that they are
:riv insensitive to changes :n the angie of incidence. Aithough
-~z :upe deamsplitter configuration usuaily causes the angle of

'3y 'ne agvanuage of making wese deamspiitters chromatically
-zuiral for convergent or divergent beams.
\Metles Griot hvorid coatings cover tne visible spectrum (400-
“Onmy or the very near-infrared for laser diode use (700-
20nm). Longer or shorter wavelengtn versions of this coatng
.2 not possible due to severe material limitations.

P
.

N ——

.

; *“CBAND PARTIAL REFLECTION COATINGS

v 778%ang sartiar reilecuon coaungs orovide a hugn gegree of

- " S There s Negligibie apsorpuon in the coaung. and the
S 4NQ fransmutled components Are LMOSt 2aual vver 4

‘

broadband wavelength range. averaged over plane s-polunization,
However, thev are extremely polarizaton sensiuve. with the -
and p-components differing by as much as 70%. Great care
shouid therefore be taken when using these broadband beamsplit-
ters (o consider polarization implicauons for the optical system
into which they are to be integrated.

Melles Griot offers broadband parual retlection coatings for
the visible spectrum (450-650nm), the laser diode short-
waveband (650-900nm). the neodvmium laser region (900-
1300nm;. and the laser diode telecommunications waveband
(1300-1600nm1.

ALL-DIELECTRIC NON-POLARIZING COATINGS

This range of cube beamspliner coaungs is intended for those
applications where poiarzation effects must be kept to an abso-
lute mintimum. Uniike the hybrid coatings. these dielectnic coat-
ings are designed for high performance at specific wavelengths,
where thev easilv exceed the performance of any other available
beamsplitters. Being (otally dielectric. they have negligible
absorption.

At the design waveiength. each of these beamspiitters reflect
SO = 5% of incident light. The s- and p-components of the
reflected (and therefore transmunted) beam differ by less than
$%. (i.e. each 1s wuhin =2.5% of the average polarization per-
formance).

The current range of these beamspiitters covers (wo impartant
laser wavelengths. but other wavelengths can be accommodated
on special request. The laser wavelengths are the red helium
neon line at 633nm. and the 780nm laser diode wavelength.

ANTIREFLECTION COATINGS

All our cube beamsplitters are antirerlection coated on
al four faces to munumuze ghost images and reflection
losses. They are normally supplied with a multilaver
HEBBAR™ anuretlecuon coating. There is no necd to
append a Coaung Suffix. '




Cube Beamspilitters: Visible Wavelength Range
PRODUCT NUME
A=B=C Hybnd Coaung Broac
' (mm) 400-700nm <5
5.0 03 BSC 001 03
10.0 03 BSC 003 02
12.7 03 BSC 00S 03
20.0 03 BSC 007 03
25.4 03 BSC 009 0z
30.0 03 BSC 0t! 0% =
40.0 03 BSC 013 03 ¢
50.8 03 BSC 015 02 =
03 8SC
Non-Polarizing Cube Beamsplitters
A=B=C PRODUCT NUME
SPECIFICATIONS: CUBE BEAMSPLITTERS
(mm) 633nm Coating 780
Dimensions: +0.3mm = =
Matenai: BK 7 grade A fine annealed 5.0 03 BSL 042 0:‘ ]
Face Flatness: 2\ per clear aperture at $46nm 10.9 03 BSL 043 0z 3
Transmlssion 200 03 BSL O‘u 03 -
Hybrid: 45 = 6% (+5% variation with waveleng*h) : 5.4 03 BSL 045 03 =

Broadband Dielectric: S0 + 5% (+3% variauon with wave-
length), for average polarization
Non-Polarizing Dielectric: 50 = 5% for any polanzation with
the s- and p-components matched to within 3%
Absorption
Hybrid: 10%
Broadband Dielectric: <0.5%
Non-Polarizing Dielectnic: <0.5%
Coatings: All 4 faces HEBBAR™ anureflection coated
Cosmeuc Surface Quality: 60-4Q scrach and dig

Melles Griot's prism iables and post-mounted prnsm !
holders are ideal for holding these cube beamsplirtere i»
an adjustable vet siable manner. See the Componen: == -

ers section of this guide for a complete descrp:::
listing of these useful mounts.
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camsplitters: Near-[R Waveiength Range

PRODUCT NUMBER

Hyvbrid Coatung Broadband Coaung
700-1100nm 650-900nm 900-1300nm 200-1600nm
03 BSC 023 03 BSD 042 03 BSD 062 -3 BSD 024
03 BSC 025 Q3 BSD 04 03 BSD 064 03 BSD 026
03 BSC 027 Q3 BSD 048 03 BSD 068 03 BSD 028
03 BSC 029 03 BSD 0s2 03 BSD O72 03 BSD 032
03 BSC 035 03 BSD 058 03 BSD 078 03 BSD 0338
Tyoca Transminance Curve . .
‘D~D‘.n. 100 Tvpeest Trangrmurtance Curve
................... - 2 90
"""""" c 80 \ Non-Palarizing
Ali-disiectric Parual Reflection Coaung (03 BSD) b 7 Beamsplitter
=
average . g 80 p-plane
\v,/ = 50
: 40 s-plane
Z2
s-plane g 2
g _ - o
T -— ~ —— - Q. 10
600 650 700
1300 1400 1500 1600 1700
-4
WAVELENGTH IN NANOMETERS WAVELENGTH IN NANOMETERS
Tvowca Trarmsrmrance Curve 100 Tvocal Tramamuinance Curve
2 0 ’
Hybnd Cube < 8 Naon-Poiarizing Ve
Beamspiitter 74 Cuoe Beamsputter R
2 70
: \
-plane ‘2 & J D-ptane
p-0 2
—— z
ane g - 4 s-plane
$-0 >
5 30
¥ 20
2 10
450 500 550 600 650 700 750 800 850
WAVELENGTH IN NANOMETERS WAVELENGTH IN NANOMETERS
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