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Abstract

This paper describes four APL-like primitives for manipulating dense matrices and vectors and describes their implementation on the Connection Machine hypercube multiprocessor. These primitives provide a natural way of specifying parallel matrix algorithms independently of machine size or architecture and can actually enhance efficiency by facilitating automatic load balancing. We illustrate their use in three numerical algorithms: a vector-matrix multiply, a Gaussian-elimination routine and a simplex algorithm for linear programming. We describe implementations of the primitives assuming load-balanced embeddings of matrices and vectors on a hypercube multiprocessor architecture. The primitives may indicate a change from one embedding to another. The implementations are efficient in the frequently occurring case where there are fewer processors than matrix elements. In particular if there are \( m > p \lg p \) matrix elements, where \( p \) is the number of processors, then the implementations of some of the primitives are asymptotically optimal in that the processor-time product is no more than a constant factor higher than the running time of the best serial algorithm. Furthermore, the parallel time required is optimal to within a constant factor.

We have implemented the primitives on the Connection Machine System, and this implementation improved the performance of the simplex implementation by almost an order of magnitude over a naive implementation, from 52 Mflops to 500 Mflops. We give Connection Machine timings for the primitives and the algorithms.
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This paper describes four APL-like primitives for manipulating dense matrices and vectors and describes their implementation on the Connection Machine hypercube multiprocessor. These primitives provide a natural way of specifying parallel matrix algorithms independently of machine size or architecture and can actually enhance efficiency by facilitating automatic load balancing. We illustrate their use in three numerical algorithms: a vector-matrix multiply, a Gaussian-elimination routine and a simplex algorithm for linear programming. We describe implementations of the primitives assuming load-balanced embeddings of matrices and vectors on a hypercube multiprocessor architecture. The primitives may indicate a change from one embedding to another. The implementations are efficient in the frequently occurring case where there are fewer processors than matrix elements. In particular if there are \( m > \log_2 p \) matrix elements, where \( p \) is the number of processors, then the implementations of some of the primitives are asymptotically optimal in that the processor-time product is no more than a constant factor higher than the running time of the best serial algorithm. Furthermore, the parallel time required is optimal to within a constant factor.

We have implemented the primitives on the Connection Machine System, and this implementation improved the performance of the simplex implementation by almost an order of magnitude over a naive implementation, from 52 MFlops to 500 MFlops. We give Connection Machine timings for the primitives and the algorithms.

1 Introduction

When implementing a parallel algorithm, it is convenient to have a high-level parallel language which provides the convenience one has come to expect from well-established serial languages. One wishes to concentrate on the details of the algorithm, allowing the language to abstract away details of the machine including the number of processors, the interconnection network, and the embedding of data elements into processors. However, since parallel machines are currently very expensive and used for huge, computationally intensive applications, users often will not give up performance for ease of programming and portability. Techniques for mapping high-level descriptions of algorithms onto efficient code for various parallel machines have therefore become very important and will probably consume a large portion of computer science research in the next decade.

This paper provides such a technique by showing how very high-level descriptions of a broad class of dense matrix algorithms can be mapped onto a real machine, the Connection Machine, with no performance loss over hand coded versions. It presents four high-level APL-like primitives and illustrates code for a vector-matrix multiply, a Gaussian-elimination routine and a simplex algorithm for linear programming based on these primitives. The algorithms are straightforward implementations of the classic algorithms. The code is high-level, it works for any sized matrices, and contains no information on how data is mapped onto processors nor on how the data should be communicated. Therefore it is concise: none of our routines contain more than 20 lines of code. The paper then discusses our implementation of the primitives on the Connection Machine and gives
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Figure 1: The instructions we use in the algorithms described in this paper. Global instructions compute a single value from all elements of a vector or matrix or broadcast a single value across a vector or matrix. Elementwise instructions perform an operation elementwise over corresponding elements of equal sized matrices or vectors.

actual timings for both the primitives and two of the algorithms. The simplex and vector-matrix multiply execute faster than any other code for these applications for the Connection Machine. With 256 matrix elements per processor, an iteration of simplex runs at 500 Mflops and Matrix-Vector multiply runs at over 1 Gflop on a 64K CM-2 (single precision). Versions of the primitives we implemented are now included in PARIS, the parallel instruction set of the Connection Machine.

The four primitives we consider extract a vector from a row or column of a matrix, insert a vector into a row or column, distribute a vector across the rows or columns, and reduce the rows or columns into a vector using a binary associative operator such as +, maximum, or minimum. It is convenient to also use an operation which spreads a row or column across its matrix (extract followed by distribute). We also assume the existence of various other simple primitives—these primitives are summarized in Figure 1.

Although the extract and insert primitives might seem trivial, their implementation is actually as complex as the implementation of the distribute and reduce primitives. They involve rearranging the data among the processors by communicating along trees embedded within subcubes occupied by the rows or columns of a matrix. This data transfer guarantees optimal load balancing of any row or column extracted from a matrix. Thus after extraction each processor holds (within one) the same number of vector elements (= [m/p] where m is the number of matrix elements and p is the number of processors). Load balancing the processors improved the performance of the simplex algorithm from under 100Mflops to over 500Mflops.

There has been considerable research on implementing dense matrix algorithms on hypercube based machines [14, 9, 12, 7, 3, 4]. This paper concentrates on how to get similar results without having to code for the particular machine. The final execution of the linear systems solver is similar to the algorithm suggested for a hypercube by Johnson [12]. Our implementations of the primitives are simple, clean subcases of the edge-disjoint spanning binomial trees (NSBT) algorithms due to Johnson and Ho [13]. Our extract implementation is a version of what they call one-to-all personalized communication within subcubes and our distribute implementation is an example of all-to-all broadcasting. Other related algorithms for hypercubes are discussed by Fox and Furmanki [8], Stout and Wager [17], and Deshpande and Jeevin [6].

To motivate some of the decisions we made in the selection and implementation of primitives, let us examine, as an example, the solution of linear programs using the Dantzig simplex method. The standard form of a linear programming problem is as follows:

minimize \[ c^T x \] subject to \begin{align*}
Ax &= b \\
\mathbf{x} &\geq 0
\end{align*}

where \( c \) is an \( m_2 \)-dimensional integer objective function vector, \( A \) is an \( m_1 \times m_2 \) integer constraint matrix, \( b \) is an \( m_1 \)-vector of integers, and \( \mathbf{x} \) is a real \( m_2 \)-vector of unknowns. All information needed to perform a step of the computation is kept in a tableau which is initially the constraint matrix \( A \) augmented by the column vector \( \mathbf{b} \) and the row vector \( \mathbf{c} \). A single step of the computation is then one step of Gaussian elimination on the entire tableau where the pivot column has the most negative value of \( \mathbf{c} \), and the pivot row has the smallest positive value of \( \mathbf{c}^T \mathbf{b} \) within the pivot column. Section 2 explains some of the ideas behind the method—for now, an understanding of the functionality suffices.

If we have as many processors as tableau elements, a straightforward implementation of one simplex step can be written as follows:

**Algorithm Simplex**

**;tableau T: \((m_1 + 1) \times (m_2 + 1)\)**
**;initially matrix A augmented by ;column vector B and row vector C**

repeat forever:
1. selecting processors that initially hold vector \( C \)
2. \( \text{pivotcolumn} = \text{column \# of processor holding g-min(T)} \)
   (if \( g\text{-min}(T) \geq 0 \), exit Simplex successfully)
3. selecting processors that initially hold vector \( B \)
4. send value of \( T \) to pivot column (store locally as \( B \))
5. selecting processors in Pivot column with \( T > 0 \)
   (if none, exit Simplex unsuccessfully)
6. \( \text{Ratio} = \text{p-+(B,T)} \)
7. \( \text{pivotrownum} = \text{row \# of processor holding g-min(Ratio)} \)
8. \( \text{pivotelement} = [\text{pivotrownum}][\text{pivotcolumn}] \)
9. selecting processors in the pivot row
10. \( T = \text{p-+(T,Broadcast(pivotelement))} \)
sor performs one operation. Furthermore, it may be

Figure 2 shows how we might map an $m_1 \times m_2$ matrix onto a machine where the processors can be logically configured as a grid. Each processor holds a $k_1 \times k_2$ submatrix which is as square as possible (an aspect ratio of at most 2). The runtime environment can keep track of how a matrix is mapped onto the processors, and can automatically loop over all the elements in each processor when operating on the matrix.

This embedding is load balanced with respect to the matrix since each processor holds an equal number of matrix elements. Any given row or column, however, when viewed as a vector is not well-balanced at all as shown in Figure 3. In particular, when performing the divisions in lines 6 and 10 and the minimums in lines 2 and 7 in the simplex algorithm above, a small subset of the processors must perform many computations while the rest of the processors are idle. When computing on a single column, as in line 6, it may be more efficient to use the underlying interconnection network to spread the work from the one active processor in each row to the idle processors in its row. For example, in computing on the column selected in Figure 3, the two active processors distribute one operation to each of the three idle processors in their rows so that each processor performs one operation. Furthermore, it may be beneficial to always leave the $B$ and $C$ vectors stored in this load-balanced fashion and to update them in place.

In our implementation on the Connection Machine System, a carefully coded implementation similar to the code above ran at 52 Mflops. After adding the load balancing, the loop ran at 500 Mflops.

In seeking to generalize from this experience, we found that the four classes of primitives provide expressive power and potentially automatic efficiency improvement. In the simplex example, our inefficiencies came from treating vectors and matrices. Distinguishing between vector and matrix computations is not only efficient, but also fits well into the way programmers think about computing on these objects.

Section 2 gives examples of the use of the primitives in several applications including the simplex method for linear programming. The four classes of primitives provide cues that computation is shifting from a full matrix to a vector related to that matrix (e.g., a row or column), indicating that it may be a proper time for load balancing. Bookkeeping related to the looping over matrix or vector elements within a processor is best executed at runtime rather than compile time because the binary code should be independent of the number of processors in a machine. A compiler, however, can frequently decide whether it is better to load balance during an extract or reduce operation or to leave the elements in place.

Section 3 discusses the implementations of the primitives for hypercube multiprocessors with $N = 2^p$ processors. Each processor has a unique address which is $\lg N = n$ bits long and each processor is directly connected to all processors whose address differs from its own in exactly one bit position. Two connected processors whose address differs in bit $i$ are called $i$-dimensional neighbors. The algorithms we present in this paper work on any hypercube multiprocessor, but they are simple enough to run on a data parallel architecture in which each processor executes the same instruction broadcast from a front end computer (also known as a single instruction multiple data architecture).
Section 4 gives timings for an implementation of our primitives on the Connection Machine System [10]. The current implementations are restricted in two ways. Firstly, the number of rows and columns in a matrix must be a power of two. Secondly, a vector extracted from a row of a matrix can only be distributed to or deposited in a row of a matrix of equal size as the matrix is was extracted from. In Section 3 we discuss techniques for avoiding the first restriction. The Connection Machine has a router for arbitrary interprocessor communication and its processors have the ability to indirectly address their memory; our algorithms, however, do not require the power of these features.

Remarkably, although our implementations are very simple, the reduce and distribute primitives are optimal for a hypercube in two senses: parallel time, and processor-time product (work), provided the matrix is sufficiently large relative to the number of processors and each processor is capable of sending only a constant number of messages in unit time.

2 Example Applications

In this section, we present CM implementations of matrix-vector multiplication, LU decomposition with partial pivoting, solution of a linear system from an LU decomposition and a vector, and a simplex method for linear programming. These have been implemented using the primitives we described and are competitive with all other CM implementations to date.

2.1 Matrix-Vector Multiply

The first example we present is a matrix-vector multiply. Using a distribute, we spread the input vector over all rows of the matrix, multiply the two element-wise, and reduce all rows of the result by summing across the rows, returning a column vector containing the matrix-vector product. Thus,

\[
\begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1n} \\
    a_{21} & a_{22} & \cdots & a_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix}
\times
\begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n
\end{bmatrix}
= 
\begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_m
\end{bmatrix}
\]

becomes

\[
\begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1n} \\
    a_{21} & a_{22} & \cdots & a_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{m1} & a_{m2} & \cdots & a_{mn}
\end{bmatrix}
\times
\begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n
\end{bmatrix}
= 
\begin{bmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n
\end{bmatrix}
\]

and the sums of the elementwise multiplications are taken along the rows to yield the final result.

One complication is that our algorithm accepts a row vector as input but returns a column vector. This condition causes less of a problem if we want to immediately use the vector in another matrix-vector multiplication, as we would if we were investigating a Markov process. At some cost in storage, we can store both the transition matrix and its transpose, then alternate which one we use. Alternatively, we can pay a time to transpose either the vector or the matrix.

**Algorithm Matrix-Vector Multiply (MVM)**

1. \( \text{Temp} = \text{distribute-row}(B) \)
2. \( \text{Temp} = p-s(A, \text{Temp}) \)
3. return(\(+\)-\text{reduce-to-column}(\text{Temp}))

2.2 Linear System Solution by LU Decomposition

The next example demonstrates solution of a linear system by LU decomposition with partial pivoting and back solving. Given an \( m \times m \) matrix \( A \), to compute upper triangular matrix \( U \) and lower triangular matrix \( L \) such that \( A = LU \), we perform \( m \) steps of Gaussian elimination. Moving left to right through the matrix, we extract the columns in sequence. We find the element with the greatest absolute value, and extract its row. We then divide the pivot column by the pivot element itself, and distribute the pivot row and column across the matrix. We replace the part of the pivot column below the pivot element, where it will serve as a column of \( L \). Finally, we perform Gaussian elimination on the square below and to the right of the pivot row and column. Rather than physically exchanging the two rows, which would yield a true lower and upper triangular matrix, we record in a separate vector which row was eliminated in which iteration and use this information to find the diagonal in the solution phase.

**Algorithm LU Decomposition (LUD)**

1. For \( i \) from 1 to \( m \) Do
2. selecting rows and columns of \( A \) that have not been pivoted on
3. \( \text{Col} = \text{extract-column}(A, i) \)
4. \( \text{pivotrow} = \text{row} \# \text{of g-max(p-abs)} \)
5. \( \text{Row} = \text{extract-row}(A, \text{pivotrow}) \)
6. \( P[\text{pivotrow}] = i \)
7. \( \text{pivotelement} = A[i, \text{pivotrow}] \)
8. \( \text{Col} = p-s(A[i, \text{pivotrow}]) \)
9. \( A = \text{deposit-column}(A, \text{Col}, i) \)
10. \( \text{Colmatix} = \text{distribute-column}(\text{Col}) \)
11. \( \text{Rowmatrix} = \text{distribute-row}(\text{Row}) \)
12. selecting positions in \( A \) that are not in the pivot row or column
The forward and back solution phase is also straightforward. Given a vector \( b \), we first solve \( Ly = b \), divide \( y \) and \( U \) through by the diagonal such that the system has a unit diagonal, and then solve \( Ux = y \). A solution step consists of extracting a column, multiplying it by the diagonal element, and subtracting from \( b \).

**Algorithm Solve Linear System from Decomposition**

```plaintext
; matrix \( LU \) (\( m \times m \))
; vector \( B \)
; permutation vector \( P \)
; Solve \( LUx = B \)

1 For \( i \) from 1 to \( m \) Do
2 \( Column = extract-column(LU, i) \)
3 pivot = \( B[i] \) such that \( i = p[k] \)
4 selecting the elements \( B[j] \) and \( Column[j] \)
    such that \( P[j] > i \)
5 \( B = p-(B, p=Column(pivot)) \)
6 send logical diagonal of \( LU \) to first col of \( Temp \)
7 \( Diag = extract-column(Temp, 1) \)
    ;At this point \( B \) contains \( y \) from \( Ly = b \)
    ;Divide \( U \) and \( B \) by the diagonal.
8 \( B = p+(B, Diag) \)
9 \( Temp = distribute-column(Diag) \)
10 Selecting positions in the logical upper triangle of \( LU \)
11 \( LU = p+(LU, Diag) \)
12 For \( i \) from \( m \) downto 1 Do
13 \( Column = extract-column(LU, i) \)
14 pivot = \( B[k] \) such that \( P[k] = i \)
15 selecting the elements \( B[j] \) and \( Column[j] \)
    such that \( P[j] \leq i \)
16 \( B = p+(B, p=Column(pivot)) \)
17 unpermute \( B \)
```

### 2.3 Simplex method for linear programming

Our final example illustrates the Simplex method for solving linear programming problems. The standard form of a linear programming problem is as follows:

\[
\begin{align*}
\text{minimize} & \quad c^T x \\
\text{subject to} & \quad Ax = b \\
& \quad x \geq 0
\end{align*}
\]

where \( c \) is an \( m_2 \)-dimensional integer objective function vector, \( A \) is an \( m_1 \times m_2 \) integer constraint matrix, \( b \) is an \( m_1 \)-vector of integers, and \( x \) is a real \( m_2 \)-vector of unknowns. Generally we have \( m_1 < m_2 \).

A vector \( x \) such that \( Ax = b \) and \( x \geq 0 \) is called a feasible solution because it satisfies all the constraints. If a linear program has an optimal solution, we can always find one such that \( m_1 \) of the entries in vector \( x \) are equal to 0 [15]. Such vectors, called basic feasible solutions, correspond geometrically to corners of the convex \((m_2-m_1)\)-dimensional polytope of all feasible solutions.

The simplex method for solving linear programs due to Dantzig [5] starts at a basic feasible solution and pivots to a new basic feasible solution which improves the objective function. Algebraically, we increase one of the zero-valued nonbasic variables (the entering variable) until one of the non-zero basic variables becomes zero.

In the Dantzig method of pivoting, the entering variable is the one that will decrease the objective function by the most (per unit increase in the variable).

All the information necessary to perform the pivoting is kept in a tableau where the objective function and all nonbasic variables are represented in terms of the basic variables. Since columns corresponding to the basic variables always form the identity matrix, we save space by not representing these columns (the code in Section 1 does not include this optimization). At the start, the tableau is the constraint matrix \( A \) augmented by the column vector \( b \) and the row vector \( c \). Vectors \( b \) and \( c \) are also maintained in vector representation.

We then use Gaussian elimination to eliminate all columns corresponding to basic variables. To form the tableau for which one basic variable is replaced by a nonbasic variable then involves one step of Gaussian elimination.

The implementation of Simplex with Dantzig's rule is fairly straightforward. We first find the index of the most negative coefficient of the objective function; pivoting on this variable will give us the most rapid improvement in the solution per unit increase in the entering nonbasic variable. If there are no negative coefficients, then we cannot make any improvement, and thus have finished successfully. We then extract the indexed column, and select the positions corresponding to real constraints, i.e., only positive coefficients correspond to basic variables that decrease as the entering variable increases. If there are no positive coefficients in the column, then the system is unbounded; we can increase the value of variable improving the objective function without limit and never violate a constraint. To find the limiting constraint, we divide the \( b \) vector by the positive elements of the pivot column elementwise and find the index of the smallest ratio. The two indices define the pivot element. We then perform a Gaussian elimination step.

**Algorithm Simplex (space-saving)**

```plaintext
; tableau \( A \) \((m_1 + 1) \times (m_2 + 1)\)
; constraint vector \( B \)
; objective function vector \( C \)

repeat forever:
1 pivotcolnum = col # of element holding g-min(C)
    (if g-min(C) \( \geq 0 \), exit Simplex successfully)
2 Pivotcol = extract-column(A, pivotcolnum)
```
3 Selecting positions in Pivotcol with values > 0
   (if none, exit Simplex unsuccessfully)
4 Ratio = p-×(B, Pivotcolumn)
5 pivotrownum = row # of element
   holding g-min(Ratio)
6 Pivotrow = extract-row(A, pivotrownum)
   ;update pivot row and column
7 pivotelement = A[pivotcolnum][pivotrownum]
8 Pivotrow = p-×(Pivotrow, Broadcast(pivotelement))
9 Rowmatrix = spread-row(Pivotrow)
10 Colmatrix = spread-column(Pivotcol)
   ;update constraint vector and objective function
   ;on their own, even though updated later
11 value = A[m, n]
12 B = p-×(B, p-×(Pivotcolumn, Broadcast(value)))
13 C = p-×(C, p-×(Pivotcolumn, value))
   ;Update the tableau
14 A = insert-row(A, Pivotrow, pivotrownum)
15 selecting positions of A that
   are not part of pivot row or column
16 A = p-×(A, p-×(Pivotrow, Pivotcolumn))

3 Implementation of Primitives

In this section we present efficient implementations for the four vector-matrix primitives on hypercube architectures and analyze the time and processor-time complexities of these implementations. The implementations are based on a particular embedding of matrices and vectors on the hypercube. We show that both the time complexity and the processor-time complexity of the reduce primitives are within a constant factor of optimal provided that the matrix is sufficiently large relative to the number of processors. Finally, we discuss generalizations to higher dimensional matrices, matrices whose dimensions are not powers of 2, and matrices where rows or columns are favored.

Figure 2 shows how we map an \(m_1 \times m_2\) matrix on an \(N\)-processor hypercube. Each processor holds a \(k_1 \times k_2\) submatrix which is as square as possible. The processors can themselves be viewed in a grid (perhaps in row-major order with respect to hypercube addresses), but we use the full power of the hypercube connections in our implementation. The processors holding a given row of the matrix form a \(\log_2 n\)-dimensional subcube of the \(n\)-dimensional hypercube and the given row is mapped to the same submatrix row in each processor. To map a length \(2^n\) vector onto an \(n\)-dimensional hypercube configured as a \(p_1 \times p_2\) grid, we map \(2^{n-1}\) vector elements to each processor with row vectors mapped in column-major order and column vectors in row-major order. Figure 4 illustrates how row vectors are mapped onto the virtual grid both when \(v > n\) and when \(v < n\). The embedding of vectors as described above is load balanced in that each processor holds an equal number of elements.

Based upon the matrix and vector embeddings described above, we describe the implementation of the row version of the extract primitive. The implementation of the other primitives are similar and are pictured in Figures 5, 6, and 7. The deposit primitive is basically the inverse of the extract primitive. The reduce primitive is similar to the extract primitive but as well as swapping data across the cube to load balance, the data is summed along the way. The distribute primitive is basically the inverse of the reduce primitive.

All of the primitives are implemented by stepping through the dimensions of the hypercube with each processor simultaneously communicating with its neighbor in that dimension. In the extract and reduce primitives, the number of data elements communicated typically halves on each dimension step (each step halves the complexity). In the deposit and distribute primitives, the number of data elements communicated typically doubles on each dimension step. For the extract and deposit primitives, only one processor from each pair of communicating processors sends data. For the reduce and distribute primitives, both neighbors generally send equal amounts of data. None of the primitives require indirect addressing on the processors, and the control is strictly data parallel.

3.1 Extract

The extract operation takes a matrix and an index \(r\) within the bounds of the matrix and extracts row \(r\) as a row vector (see Figure 4). In the extract procedure, we step through the dimensions, starting at the highest dimension, and each processor containing elements of \(r\) sends half of its elements to its empty neighbor in that dimension. The result of the extract is that the vector elements originally held in the processor at grid address \((r_p, j)\) are evenly distributed among the processors in column \(j\).

Algorithm Extract-Row

:matrix
:row number \(r\) (processor row \(r_p\), offset \(r_m\))

1 Let \(r_0, r_1, \ldots, r_{\log_2 n - 1}\) be the bit representation of processor row \(r_p\).
2 For \(i = 0\) to \(\log_2 n - 1\) Do
3 If no processor has > 1 element of row \(r\) then stop.
4 Selecting processors with elements of row \(r\)
5 If \(r_i = 0\) then send last \(k_2/2^{i+1}\) elements of row \(r\) to neighbor in dimension \(i\).
6 else send first \(k_2/2^{i+1}\) elements of row \(r\) to neighbor in dimension \(i\).

The second if statement guarantees that the row is kept in a fixed order. Figure 4a illustrates the case where the number of elements per row in each processor is greater
Figure 4: Examples of the algorithm extract-row. The grid indicates the grid of processors. Number ranges indicate elements of the row vector being extracted. At the start, all elements are in a single row of processors. In case (a), each processor ends up with more than one vector element. In case (b), some processor rows do not get any vector elements. In both cases, the final vector is in column-major order.

than the number of processors in each column of the processor grid. In this case the row elements are dispersed in column-major order with each processor getting the same number of matrix elements. Figure 4b illustrates the case where the number of row elements per processor is less than the number of processors in a column of the processor grid. In this case, each processor has at most one matrix element. Which rows are empty depends upon which row is extracted. If no exchanges are performed across the last \( j \) dimensions, then only processors that match the extracted row in the last \( j \) bits of column address will contain vector elements. A modified version can put the vector in canonical form with at most \( \lg p_1 \) extra steps.

We now count the number of messages sent where a message is the sending of one matrix value by each active processor. During the first communication phase, each active processor sends \( k_2/2 \) messages, then \( k_2/4 \) messages, then \( k_2/8 \) and so on. Each time a message is sent, each sending processor sends one element to a neighbor which has fewer elements. Thus, each message phase reduces the maximum number of elements per processor by one. Therefore, the total number of messages sent is equal to the reduction in maximum number of elements per processor. Since at most \( \lfloor k_2/p_1 \rfloor \) elements of \( r \) are left in any processor, the number of messages sent is \( k_2 - \lfloor k_2/p_1 \rfloor \).

Using similar arguments the message complexities of deposit and distribute are at most \( k_2 - \lfloor k_2/p_1 \rfloor + \lg p_1 \), \( k_2 - \lfloor k_2/p_1 \rfloor + \lg(p_1/k_2) \) respectively. The reduce primitive has the same message complexity as distribute and it has an operation complexity of \( k_2k_1 - \lfloor k_2/p_1 \rfloor + \)

Figure 5: The deposit-row primitive deposits a row vector into a row of a matrix. The algorithm is basically the inverse of the extract-row algorithm.

Figure 6: The reduce-to-row operation focusing on one column of processors. In the example we are reducing 7 columns. The ranges indicate the processors which contain the partial sums of the given indices. In each step of the reduce-to-row operation, each processor sends half its elements to its neighbor in the \( i \)th dimension and accumulates what it receives into the half it keeps. The process terminates when all dimensions are processed. (a) If processors contain > 1 final sum, then all processors have the same number of sums. (b) If all dimensions have not yet been crossed but processors have at most 1 partial sum, processors with higher addresses send their partial sum.
elements, the first steps replicate single values until all processors. Therefore, to accumulate the column requires a step.

lent amount of information, thus doubling data on each tains more than all information to its neighbor and receives an equiva- lower bound. Suppose, instead that no processor con-

cant bit to most significant bit. Each Processor sends of the elements to other processors, thus yielding the dimensions of the processor row address least signifi- mulate at least a vector across

Figure 7: The distribute-row primitive replicates a row vector across a matrix. Communication proceeds across dimensions of the processor row address least significant bit to most significant bit. Each Processor sends all information to its neighbor and receives an equivalent amount of information, thus doubling data on each step. In case (b) where not all processors hold vector elements, the first steps replicate single values until all processors have one vector element. Then the number of values sent doubles on each successive step.

\( \lg(p/k_2) \) since processors must accumulate a local subtotal before cube swapping.

3.2 Analysis

In this section we argue that our algorithms for the reduce-to-row operations is within a constant factor of optimal in two ways. First we show that the parallel time (messages plus computation) required to execute algorithms reduce-to-row is within a constant factor of optimal. This is also true of the distribute-row implementation provided the embedding is nontrivial. Then we argue that the total work which is the product of parallel time \( T \) and number of processors \( P \) is within a constant factor of the work required for any sequential implementation of the reduce operation provided \( k_1 k_2 \geq lg p_1 \). In other words, our algorithm is optimal if the number of matrix elements per processor is at least as large as the number of dimensions of the hypercube (in fact, a constant fraction smaller than \( \lg n \) is also sufficient). To argue optimality in terms of time, we state lower bounds for the number of messages and operations required by any parallel implementation of reduce-to-row and compare them to the operation counts argued earlier in this section. We then compare minimum number of operations with the \( PT \) product of our implementation of reduce-to-row. To achieve the lower bounds we use a model where each processor can only send out one message in unit time.

3.2.1 Parallel Operation Count

To prove that our implementation of reduce-to-row performs at most a constant factor more than the optimal number of parallel operations, we first prove that any parallel algorithm for reduce-to-row must send at least \( \Omega(lg p) \) messages regardless of how the matrix elements are embedded in the hypercube. To complete the optimality proof for reduce-to-row, we finally show a lower bound of \( k_1 k_2 \) parallel arithmetic operations on an \( N = p_1 p_2 \) processor machine.

We now argue that any algorithm that computes reduce-to-row must send \( \Omega(lg p) \) messages. Let us assume that we have \( m \geq p/2 \), because otherwise we could run our algorithm on a subcube of the machine. Also, let us assume without loss of generality that \( m_1 > m_2 \), so that \( m_1 > p/4 \). Suppose some processor contains \( \Omega(lg p) \) elements from some column. Then it must accumulate at least half of them locally or send at least \( \lfloor \lg p \rfloor \) elements to other processors, thus yielding the lower bound. Suppose, instead that no processor contains more than \( \lg p \) elements of any one column. Then some column must be embedded in at least \( m_1 / \lg p \) processors. Therefore, to accumulate the column requires \( \lg m_1 - \lg \lg p \geq \lg (p/4) - \lg \lg p \) messages. Therefore, we must send \( \Omega(lg p) \) messages.

We now count the minimum number of parallel arithmetic steps on machine with \( N = p_1 p_2 \) processors. The number of arithmetic operations that must be performed is \( m_1 (m_1 - 1) \). Since there are only \( p_1 p_2 \) processors to perform that operation, we must use at least \( (m_1 m_2 - m_1) / p_1 p_2 = \Omega(k_1 k_2) \) time.

Combining the separate lower bounds, we have that the minimum time to perform a reduce-to-row is \( \Omega(lg p + k_1 k_2) \). Since the number of messages plus operations executed by our implementation of reduce-to-row is \( O(lg p + k_1 k_2) \), our implementation is optimal in terms of asymptotic parallel execution time.

We can use arguments similar to those above to show an \( \Omega(k_2 + lg p) \) lower bound on message complexity for the distribute operation provided we require a processor holding \( e \) elements of a column to record \( e \) local copies. If the processors need only have one copy for each column of which it contains any elements, then we can show the lower bound provided the matrix is embedded nontrivially. By nontrivial, we mean that no one processor can contain more than \( (1 - 1/p)m \) of the \( m \) matrix elements. The basic idea is that if a processor contains all or most of a column, then distributing within that column is trivial. It then, however, costs that processor considerably to distribute along rows.

3.2.2 Processor-Time Product

In this section we show that the product of arithmetic operations times number of processors is within a constant factor of the number of operations required by any sequential reduce-to-row implementation. As argued above, any sequential algorithm must perform
m_2(m_1 - 1) arithmetic operations.

The \( PT \) product for reduce-to-row is:

\[
PT = p_1p_2(k_1 + k_2 + \log((p_1k_2)) - [k_2/p_2])
\]
\[
= m_1m_2 + p_1p_2 \log([p_1k_2]) - p_2p_2 [k_2/p_2]
\]
\[
\leq m_1m_2 + p_1p_2k_1 - p_2p_2 [k_2/p_2]
\]

because we assume that \( k_1, k_2 \geq \log p_1 \). Therefore we have that

\[
PT \leq 2m_1m_2 - p_1p_2 [k_2/p_2]
\]
\[
\leq 3m_1m_2 - 3m_2.
\]

This proves that the total work as indicated by the processor-time product is within a constant factor of optimal provided that \( k_1, k_2 \geq \log p_1 \).

### 3.3 Computing on a Single Row or Column

In this subsection we discuss the cost of computing on a single extracted row or column of a matrix. In particular we consider whether it is always worth load balancing rather than just moving the row, or column, locally within the processors that contain it. We consider four cases that might appear in practice:

1. We extract a row, operate on it, and distribute it across the other rows.
2. We extract a row, operate on it, and deposit it back in place.
3. We extract a row, operate on it, and deposit it back into another row.
4. We extract a row, operate on it, and throw the row away (for example, if we wanted to find the maximum in a row).

The load balancing advantage costs nothing in the first case. Since spreading a row across to all others is efficiently implemented as an extract followed by a distribute, we simply break the spread into its two pieces and operate on the load-balanced representation in the middle. The decision of whether or not to load balance the vector in the second and fourth cases should be a compile-time or run-time decision, and will depend on how many operations need to be performed, and the relative time of communication and computation. We have found in the applications we have studied that the first case occurs frequently, so it is therefore often worth load balancing when extracting a row. We analyse the second case to give an example of the considerations required for deciding whether it is worth load balancing or not.

In the second case we want to extract a row, operate on it, and put it back. Let \( s \) be the time it takes to perform a single arithmetic operation of interest (e.g. a divide) and let \( t \) be the time to send a matrix element over a hypercube wire. Let \( q = [k_3/p_1] \) be the maximum number of elements per processor after load balancing. Then the time it takes to compute without load balancing is \( k_3q \). If we extract first, compute and run extract in reverse, the cost of the entire computation is \( 2(k_3 - q)s \) for the messages plus \( qa \) for the computation. The load balancing is advantageous exactly when

\[
k_3a > 2(k_3 - q)s + qa
\]
\[
(k_3 - q)a > 2(k_3 - q)a
\]
\[
a > 2a.
\]

Thus a compiler need only estimate the amount of time to perform the arithmetic and the amount of time to send a matrix element over a cube wire. If the compiler determines that it is not advantageous to do load balancing in such a situation, it can do a lazy extract which simply copies the row to a local array. If we want to store the result vector back to another row of the matrix, the decision is not entirely configuration independent since we must figure the cost of sending a row directly (worst case \( \log p_1 \)) vs. the cost of an extract plus deposit (worst case \( 2k_2 + \log p_1 \)), making load balancing less favorable. In this analysis we assumed there is no pipeline startup cost for executing multiple arithmetic or communication steps. With a pipeline start up cost, the decision could not be made at compile time.

### 3.4 Extensions

In this subsection, we discuss extensions to higher dimensional matrices, matrices whose dimensions are not powers of 2, and matrices where rows or columns are favored. We also discuss ways to represent vectors in a canonical so that we no longer distinguish between row and column vectors.

If we have \( t \)-dimensional matrices, the address of each matrix element is now divided into \( t \) pieces corresponding to indices in each of the dimensions. All implementations will extend directly by operating on the appropriate set of address bits. For example, to extract in dimensions 1 and 2, use the concatenated bits of the processor addresses for these dimensions in place of the row address in algorithm extract.

For matrices where \( m_1 \) and \( m_2 \) are not powers of 2, we embed the matrix in a \( p_1 \times p_2 \) matrix such that each processor has at most \( k_1 = [m_1/p_1] \) rows and \( k_2 = [m_2/p_2] \) columns. If either \( k_1 \) or \( k_2 \) is not a power of 2, the first communication phase of an extract and the last communication phase of a deposit, etc, will have fewer messages than normal, namely \( [k_i/2] \). Otherwise, the implementations are unchanged.

If we wish to optimise operations on rows, taking a penalty for operations on columns, we can configure the processor grid such each processor holds a minimum number of elements from the same row (at most \( [m_2/p_2] \)).

Another possible extension is to store vectors in a canonical form. In our current implementation a vector...
extracted from a row of a matrix (a row vector) will be ordered on the processors differently from a vector extracted from a column of a matrix (a column vector). It is possible to store all vectors in the same ordering, a canonical form, with no additional cost to our primitives. This, however, requires that the rows and columns of a matrix are mapped onto the processors in an noncontiguous order—one row of a matrix will no longer be adjacent to the next. This will make nearest neighbor communication on a grid more expensive. We believe that the better choice is to keep the two representations and swap between them when necessary. This could be hidden from the user.

4 Timings

We present the timings for each of the primitives on the CM-2 along with the timings for the vector matrix multiply and Simplex algorithms. The timings are for a square matrix in a 16384 processor machine running at 6.7 MHz. Timings reflect the total time that the CM-2 was busy. Each element of the matrix is a single precision (32 bit) floating point number. Timings for the full 65,536 processor machine are extrapolated from the figures for the smaller machine. We give the timings for different values of \( k_1 \) and \( k_2 \), the intraprocessor matrix dimensions. The times for more than 1 element per processor scale sublinearly with the total number of elements in each processor. The times are presented in milliseconds, and the flop rate in MFlops.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Extract</th>
<th>16K</th>
<th>64K</th>
</tr>
</thead>
<tbody>
<tr>
<td>per proc</td>
<td>msec</td>
<td>Mflop</td>
<td>msec</td>
</tr>
<tr>
<td>1 x 1</td>
<td>0.69</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>2 x 2</td>
<td>0.88</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>4 x 4</td>
<td>1.21</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>8 x 8</td>
<td>1.95</td>
<td>2.11</td>
<td></td>
</tr>
<tr>
<td>16 x 16</td>
<td>3.46</td>
<td>3.65</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Elements</th>
<th>Vector-Mix Mpy</th>
<th>16K</th>
<th>64K</th>
</tr>
</thead>
<tbody>
<tr>
<td>per proc</td>
<td>msec</td>
<td>Mflop</td>
<td>msec</td>
</tr>
<tr>
<td>1 x 1</td>
<td>1.67</td>
<td>17</td>
<td>2.19</td>
</tr>
<tr>
<td>2 x 2</td>
<td>2.67</td>
<td>48</td>
<td>2.99</td>
</tr>
<tr>
<td>4 x 4</td>
<td>4.37</td>
<td>110</td>
<td>5.05</td>
</tr>
<tr>
<td>8 x 8</td>
<td>11.19</td>
<td>187</td>
<td>11.51</td>
</tr>
<tr>
<td>16 x 16</td>
<td>32.90</td>
<td>254</td>
<td>33.39</td>
</tr>
</tbody>
</table>

We now provide an example of performance improvement from use of these primitives. A carefully coded na"ive implementation of Simplex, using \( k_1 = 8 \) and \( k_2 = 8 \) ran at a speed of 190 milliseconds per iteration, which is equivalent to 44 MFlops. The version using the primitives discussed in this paper takes 17 ms per iteration, which is equivalent to about 500 MFlops. The distribute-row implementation used for the matrix-vector multiply timing propagated row values through the intraprocessor matrix. Performance can be improved by propagating only one copy of each value per processor. We estimate the time spent distributing the values across the intraprocessor matrix to be as high as 85% of the overhead for 16 x 16 intraprocessor matrices. Hence, we could gain considerable performance by implementing this optimization.

5 Conclusions

In this paper we discuss a set of powerful primitive matrix operations which allow easy specification of parallel matrix routines. We demonstrate via our hypercube implementation that the additional expressive power need not reduce performance and can, in fact, improve performance by providing automatic load balancing in the case where there are more matrix elements than processors. We describe some routines based on these primitives and other simple parallel operations and give some timings for the primitives and routines for our implementation on the Connection Machine.

In the future we hope to generalize our implementation of the primitives so they work on processor grids whose row and column sizes are not powers of two, and to allow a vector extracted from a row of a matrix to be distributed to or deposited in either a row or column of another matrix. We also hope to make our primitives available to higher level languages so that they can be easily used.
We hope that this paper spurs interest in developing a small set of simple matrix primitives which could then be efficiently implemented with a consistent interface on a large number of machines.
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