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< - Cont e,

We are fusipg iceas {rom teleroboties and from the Reacticn Planning subfield of
Artificial inteliigence. Lo deveiop a iechnology that permits vebicles to react
autonomously to expected circumstances, while also permitting the humar operator to
instruct vehicles about what to do and how to ao it” In 'this Phase ["study we have
srogrammed come exampies of behaviors for the vekicles to perform semi-autonomously,
and have tested those bebaviors by running them in the TeamWorks [ environmest., We
zave also desigaed and buiit an interface that allows the vehicie driver to comrunicate
with the intelligent software controlling any and all of the vehicles. In this way we have
been able to demonstrate that.a single person s capable of controllicg four simulated
vehicles at the same time. in Phase II we inlend to expand ‘the competence of the
cedicles, to give the operator aew ways of instructing the vehicies, and to push those
capabi'ities towa:d deployment iz the real worid.
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1. Introduction

This Final Report, p pared by Advanced Decision Systems (ADS) for the U.S. Army
Tank Comumand {TACOM) under Phase | SBIR Contract DAAEOQ7-88-C-R076, describes
progress made toward a robotic vehicle contrel scheme t! .t allows fc - the entire range
of possibilities between autonomous behavicr and teleopern.ion.

2. Objectives

The Army Tank Command has long term goals of increasing fighting pcwer and
protecting maupower. Those goals come together naturally in the Robotic Command
Center (RCC), which will utilize advanced technology in such a way that a small
number of personnel can control a larger number of vehicles from a distance. In its
present reaiization, a commander and two drivers will be equipped to control four
Wiesel vehicles as they engage in typical surveillance aul corabat maneuvers (greater
manpower leverage factors are also of interest). At issue is the degree of machine
independence. The RC? project has the charter to explere a spectrum of control
strategies, ranging f{rom teleoperation of vehicles, through telerobotic command for
guiding predefined vehicle tactics, to complete vehicle autonomy governed indirectly
through a set of goals. The desired result is a demonstration of robot vehicle
technology with clear practical application in 5-10 years.

This time {raine restricts the possible sclutions. In partizular, given the current state of

the art in artificial perception and intelligence systems, three approaches are possible:

1. build an autonomous system with very limited capabilitiesl ,
2. teleoperate the vehicle, or

3. design an interactive system which allows for the entire range of possibiiities
between autonomous bebavior and ieleoperation.

Our work addresses the third opticn. Utilizing a simulation as the execution
environment, we are developing an interactive system that supports man-in-the-loop
sensing and acting decisivas, while providing a command language for robot instruction
that can grow through time. We are demonstrating contro. >f multiple vehicles by a
single user (showing :canpower leverage), reactive execution, arbitration among rauny
behaviors, and use of the behavior vocabulary as a cominand language. In short, we are

IThe best current examples of autonomous vehicles pousess restricted road following algorithms, very
little crose country capability, aud almost no model of the environwent beyond "go® and "no go® terrain.
Their perceptual repertoire does not include (and cannot easily be made to include) recognition of
buildings, other vehicles, rivers, landmarks, people, trees, fences, threats, or cover, etc. Furthermore (and
probably because of suck percepinzl limitations), these vehicles have no vocabulary of intentions beyond
simple maneuver goals.




working towards a vechicle control interface usable in the RCC. Phase II goals are
discussed in more detall in Section 5.7.

3. Conclusions

Our Phase I effort was aimed at ci.rifying the issues and solutions required to achieve
the Phase II objectives. We did this with a demonstration of reactive behavior. Building
on the Teamworks simulator developed at ANS for the Army Tank Command 7], we
demonstrated that:

o vehicles can be instructed, and left to follow those instructions as best they
can, thus aliowing the controlling personnel to manage several vehicles in
parallel;

e a teamn of vdhicies can be managed either individually or as a team, so that
the commander can, with a single instruction, manage the entire team;

s vehicles can be programmed to recognize their own limitations, and to ask
for help when they are (for example) baving difficulty executing their
instructions, or whea they are incapabie or insufficiently informed to make
an approaching decision;

¢ various functions of the vehicles’ intelligence can be independently turned on
and off, thus allowing 2 human operato. to teieoperate parts of the vehicies

without also interrupting other autonomous functions.

This report describes a software demonstration of a contro! interface. The person
selected formations, pointed out destinations and waypoints, and determined the degree
of autonomy. The vehicles used onboard seusors and reactive artificiai intelligence to
navigate themselves through previcusly unknown terraic. This capability was achieved
two pew ideas known as Universal Plans and Behaviors. To demonstrate the vehicles’
reactive behavior the simulation allowed buman observers to modify the terrain at any
time and at any location by means of simulated bomb craters, which became surprise
obstacles for the vehicles. The human observer could also cause enemy aircraft to
appear overhead at any time. The demonstration showed that despite the vehicles’
having to move torough urfamiliar and dynamically changing terrain, the vehicles’
reactive intelligence made it possible for one person to direct the navigation of four
vehicles moving in formation at sitnulated speeds of up to 20 miles per hour. The
demonstration utilized the simulated environment of the TeamWorks (Phase I} testbed
for tank platoon strategizing.




1. Recommendations

Phase 1 hias demonstrated that there is significant manpower leverage to be had from
semi-autonomous reactive vehicles, but did =zo in o context of a small library of
behaviors, an incomplete language for expressing behaviors, a limited range of ways of
controiiing and combining behaviors, and an unrealistic simulation. To move our
concept to practical utility, all these factors will have to be reversed. That is, follow-orn
work shouid:

extend the behavior representation and execution languages:
¢ cniarge the competence of the robotic vehicles;
» engineer away certain technical problems like directional oscillation;

¢ sllow vehicles to commuunicate with and observe each other;

¢ discover principles that will streamline the control of concurrent activities
and detect conflicting instructions;

e develop the vehicle control interface for greater flexibility in robotic
ipstruction and reprogramming;

e test the work iz a simulation of more realistic vehicle physics;

e extend the simulation tc .ilow varietie: of surprise obstacles, threats. and

vehicle formations.
3. Discussion

5.1. Guide to Reading

The remainder of this report is divided into sections that discuss problems of the
application dornain, Section 5.2; our vision of how a team of semi-autonomous agents
might be controlled, Section 5.3; the approach we are taking, Section 5.4; the technolgy
we are employing in both Phase I and Phase II, Section 5.5; ‘ie demonstration we
produced and presented to the Army Tank Comman+}, Section 5.6.2; and suggestions for
future work, Section 5.7. An Appendix contains Minutes of the meeting where ADS
nresen.ed the final project demonstrati. 1.

5.2. The Technical Problem

The task of developing a rcbet command center (subject to the above objectives)
requires the following solution kernels:

e a software architecture that supports the desired range in vehicle autonomy,
inctruction, and teleoperation,

-
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e a user interface that provides effective control of multiple vehicles,
e a method of acquirit:  the necessary sensor data, and

e the ability to express anrd execute vehicle plans which can control semi-
autonomous vehicles.

This last item is key, because 1t stresses current robotics technology. To amplify, the
domain of contrelling semi-autonomoeus vehicles has the following features:

¢ the details of the environment ar: not completely understood in advance (for
example, the location of obstacles 1o movement),

o the situation can change because of the actions of independent agents
{enemy weapons), and

e one's own actions are not guaranteed to have the desired effect (for example,
the vehicle may slip when told to turn).

These statements are unremarkable in that they can be made about many doinains, but
work in robotics within Artificial Intelligence has almost exclusively relied on planners
that require absolute knowledge of their environment and absolutely reliable actions.
As a result, the a prior: prescriptions for action developed by classical planning systems
(in the model of Sirips {1]) caunot be utilitized in this domain. These domain
characierisiics essenilaily define reaciive execuilon probierns, which are the subjeci of
an emerging subfield of Al

The difference between classical and reactive plans can be uunderstood with a simple
example: the task of driving to work. In a non-reactive view, your path might be
planned as a dense sequence of coordinate points on a map. This approach requires an
extremely accurate model of the world, enough to allow you to execute your path wilh
your eyes closed while maintaining safety. Fverything must be planned out in advance,
including when to stop, and how Jlong. You drive by assuming that your actions are
having their desired effect.

Reactive plans explicitly encode the need for sensory information, as weil as responses to
the situatious that might arise. So, for example, you know to react to red traffic lights
by stopping, to police sirens by pulling over, and to road construction by carefully
execuiing detours. In uncontrolled environmerts, react:ve plans are required.

All of the technical approackes for building reactive execution systems (programs that
interpret and execute reactive plans) employ a tight sense-think-act loop as the agent’s
activity cycie. They vary, however, in the extent to which they expect the world state to
conform to the plan. The least reactive approaches are analogous to flow charts; a
specific test 13 applied at a specific time. The most reactive methcds execute a
continuous loop where the state of the environment is diagooved and the appropriate




nlan step retrieved (e, there is no expectation  concerning  the state of the
eevironment). This jatter »xtreme requires a great deal of sensory information.

Our werk attempts a middle ground between these extremes by allowing complete
reactivity within speeific activities, but with careful control over the activities beng
nerformed at any given time. Se, for example, the robot might be in “'drive to work™
tede, wich the attendant reactions and sensory needs, butl explictly not coneerned with
the details of “navigate detours™ That “mental context”™ becomes active on the
presence of particular cues.

The Robet Commnand Center has he additional advantage of the presence of a human
in the loop. This opens up *he possibility of sharing the planning effort between man
and machine. and makes the TACOM problem much more tractable. (We note in
Section 5.7 that the difficult sensor interpretation tasks can be shared as well).

5.3. A Scenario

As an overview, we think 1t appropriate for TACOM 10 envisage capabilities of the
following kind. A single commander is presented with the problem of controlline an
entire tank platoon. The platoon’s task is to clear a village of a pctentizl enemy threat.
In a testbed environment, the goal is to develop strategies for directing the tanks, while
in o live coamtert, the objeet is to ouccute anm existing strategy with o minimum of
required intervention on the part of the coramander. Assuming a testbed environment,
we imagine the commander first specifying a pian in terms of behaviors known to the
vehicles. He will do this by means of a computer console with a specialized control
interface. That interface will provide him with a list of relevapt commands, and will

alse display the vehicles’ answers and requests. The iuteraction might go as follows:

1. Commander issues a Move command, then points to a map, picks out the
South entrance of the village.

2. Commander issues a Then. followed by Newlommand, and types ‘‘Sniping"
(to 1indicate that once the vehicles reach the village they should conduct
spiping activities).

3. Commander issues an Until/Time, types in 1800 hrs.
4. Commander issues a Move fellowed by another point on tbe map (meaning

that at 6pm the vehicles should leave the village for the new point).

The system might respond that sniping s an unknown keyword, and request a
definition.  The commander could reply by selecting the follov ng sequence of
commands:

DefineAs Scurrying Shooting InParallei




Here, tae scurrying behavior is a predefined endless loop composed of movement to
cover followed by look for cover, and the shooting behavior in defined with two
conditionals: scan for target if no target is known, and shoot at target if a live target is
seen. For the sake of argument, we will assume that the vehicle must stop in order to
shoot at a target.

On receiving this defirition, the system would automatically identify a conflict baced on
its analysis of the predefined behaviors:
There 1s a conflict betweern scurrying and shootfing. When 2

target is available and I (the tank) am meving, would you 1like
me to stop and flre, or move to cover?

While the details of this illustration can change, the key poicts are that

* The commander communicates in very abstract terms such as ‘“mnove to the
South entrance of the village’. The commander does not have to tell the
venicle what detailed path to follow, how fast to go, or what collisions to
avoid .long the way. Those details are negotiated automatically by virtue of
the reactivity in the vehicle's behaviors.

o The cornmander composes plans by combining behavioral pieces. The vehicle
is not limited to the set of capabilities with which it was deployed, ard is
correspondingly less vulnerable to unforseen circumstances. Further, the
vehicle 1tseif 2aids in the instruction process, e.g. by Iinforming the
commander of previous instructions he misy have forgotten, or as in the
above example, by asking the commander to decide how the inconsistent
instructiors should be interpreted. These capabilities are provided by the
way behaviors are represented and organized.

"The piece of the above scenaric that is within reach of being demonstrated on the RCC
(as designed by FMC) at the end of our Phase II work is interactive navigation with
constraints. With a rudimentary navigation ability iu place it will become possible to
inform the robotic vehicles about various constraints such as the timing of their moves
and the environmental conditions under which various activities should take place.

Rather than a driver having to be fully engaged in controlling a vehicle, the driver wiil
instruct the vehicle about the point to be reached, and about points to be avoided along
the way, after which the vehicle drives itself either until it recognizes it needs help, at
which point it requests help, or until the driver decides to apply some preventive
medicine. MMeanwhile, uowever, the driver has been free to communicate with other
vehicles. Depending on how competent the vehicles can be made about driving
themselves, it may be possible to have one driver manage all four vehicles. Ultimately,
in the far-off future, it might be possible to dispense with drivers altogether, leaving
only the commander to delegate and coordinate.

10




When vehicles are informed about constraints on the timning of their moves, for
exampie, the vehicles will be able to take the initiative about what to do and when to
do 1t. and the drivers wili enforce navigational quality control.

5.4. Technical Approach

Ou: technical approach to the construction of the RCC prototype relies on the following
key ideas:

¢ simpiification of vision processing by use of user assisted scene interpretation
4.,

e providing reactivity by enccding vebicle actions in terms of Universal Plans,
which are highly reactive procedures that achieve agent goais over a wide
range of input siluattons,

e achieving erecution efficiency by packaging these Universal Plans into
contexts, calld Behaviors, which specify action options, persistent sensing
and resource -equirements, relevant events, active user commands, and
termination criteria,

» providing instructability by using the vocabulary cf vehicle behaviors as user
cornmands, and

LR . I . SLevege o0 fPa .. - .Yta__d...- il _a _WN___._ _1._.

L 4 Au\.cgrallug LIy c‘apa.uulwt:a Via @ OLIVWAIT allllveivule Ludadal allvyws plaud
steps znd reactions to be interleaved, and which provides surrounding
arbitration, and scheduling functions.

This architecture is shown in Figure 1. Its main feature 1s the current program
abstraction which is a constantly modified data str icture that contains ail the behaviors
(with associated Urniversal Plans, sensor tasks, event triggers, etc.) that are active on the
agen:’s mind. As ¢‘rcumstances, or steps in the plan are accomplished, the contents of
the current prograrm will change.

The use of a single abstraction containing the agent’s state of mind promises several
advantages for the future. In particular, it supports exhaustive run-time apprcaches to
arbitration between multiple hehaviors, and it suggests use of knowledge intensive
techniques for reasoning abcut actions, given this representation of the agent’s current
intentions.

5.5. The Technology
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Figure 1: A Reactive Execution Architecture

5.5.1. Universal Plan:

Until recently, Al work on planning was strongly in favor of the predictive planning
approach; hence the prominence of planners c evoted to solving problems in a world of
toy blocks, where nothing moved unless the planner willed it. But in real life, even such
toy worids might be inhabited by mischievous babies that occasionally overturned the
planner’'s block towers. For every such interference, traditicnal planners have to resort
to replanning, predicting a new future. Many of the old, incorrect predictions are no
longer reievant, and the planning that went into making those predictions was a waste
of time. By the same ‘oken the new predictions may also be wrong, and the replanning
itself largely a waste of time.

Clearly, the predictive approach becomes more and mnore inefficient as the environment
becomes more ‘ynamic. Indeed, the Blocks-and-Baby problem just mentioned can be
made mpossible for any predictive planner: suppose there is nothing the baby cannot
do to thwart the planner at every instant. Although extreme, this is actually closer to
reality than the predictability of the domains usually dealt with in AI. When driving a
car to work one does not decide ip advance how fast to go, and in what lane, at every
moment. Among other things, one never knows what lanes might be occupied by
Sunday drivers, nor when traffic ligbts will be red along the way. One simply responds
to whatever one finds at each moment.




In the last three vears, the principal inv.stigator for this work has devised a radically
new approach to automatic planning, an approach identified as “Universal Plans” 5..

Universal Plans revise the very concept of “‘plan”, on the grounds that any sequential
pian is inherently committed to a very specific future. Reliable prediction being
notoriously difficult, Universal Plans rely instead on reaction: what a Universal Plan
does depends entirely on which situ1ations actually ari:e. Hence Universal Plans are able
to cope not only with failures . actions to achieve intended effects, but also with
serendipity and sabo:.:ge. as when one robot unintentionally helps or hinders another
robot’s progress. In particular, this flexibility is obtainea without any need for
replanning.

A comparison betweer Universal Plans and process/servo control algorithms is quite
tenable. No matter what cther traffic does alcng the way to work, for example, a
Universal Plan will “"push’ the worid toward the goal of arriving at the office by doing
the appropriate thing at cach moment, like overtaking another car or stopping at a red
licht. A Universal Plat specifies not the order in which things are to be done, but what
1o do if a certain situation should arise. Whether the same situation (2 red light) arises
once or twice or thrice, the same response must occur. By contrasi, traditional planners
must know in advance exactlv how mary times that situation will arise. Thus, Universal
Plans encode adaptive behavior, not specific courses of action with beginnings and ends.

Universal Plans emerged from the principal investigator’s earlier experience with
programming a mobile robot for autonomous navigation (described in {3)): the code used
to drive that robot turned out te exhibit the structure now codified as Universal Plans.
But reactivity, while crucial for robotic applications, is not sufficient by itself: if
Universal Plans had to be programmed by hand they would amount to little more than
preccess controllers or highly conditional servo routines, which also react according to
the situation at each moment. Our goal was to build such programs automatically, i.e.
with Al planning software. That that is indeed possible has been established by the
principal investigator’'s PED work.

Consequently, Universal Plans are truly ‘plans” in the sense that they can be
automatically constructed, their robotic suitability and reactivity notwithstanding. Our
work might therefore be viewed as automating the synthesis of process controllers. More
generally, we have succeeded in eliminating the boundary between programs that can be
reaciively executed and programs that can be automatically constructed, and in that
respect Universal I’lans are unique.

The input to Universal Plans execution is sensory data such as forces and {orques on a
vehicle as a whole, the position ol and torques on a robot arm, and contact signale from
sen=ors in a vehicle's buraper or in a robot hand. On the basis of such information,
Universal Plans can determine whether




o the veh: le is moving as desired, and if not, how to correct it;
¢ the robot arm 1s carrying a light or heavy object, and is in the right place

o the vebhicle has bumped into something, or its hand has grasped the object o
be picked up.

Tha' is, senvory information of this kind can be used to create a feedback ioop for serve
control (as wiil be shown below).

When a vekicle is being remotely controlled, such reactive feedback servoing will allow
the remote operator to communicate in more convenient terms than would otherwise be
pessible. The operator may be able to initiate the procedure for ‘“‘make a 3-point tura’”
-~ aud thea think about something else — where otherwise s/he would have had to
supervise every part of the :rn. Similarly, instead of having to explicitly control ali
movements of the vehicle and its robot arm during a mine-detection search, the
operztor may be able to tell the vehicle to “‘probe for mines”, causing the vehicle to
deploy its robot arm and wmove both the arm and the vehicle so as to achieve a
continucus search pattern.  That is, Universai Plans facilitate the move from
teieoperation to telerobotics by reacting to sensory information, thus decreasing the
comumunication bandwidth required between the operator and the robot, and freeing the
operator to manage other vehicles simultaneously.

Universai Plans alone would be ery useful to TACOMN for their continuous rezctive
behavior, and f{or the burden they remove from operators. A capability for
autorratically constructing Universal Plans makes them further suited to TACOM’s
needs. Our intent is to put what we know about automatiz construction at the disposal
of the operator, both for pre-mission programming and during rnissions. An example of
the use of automatic sy ithesis techniques is the sniping behavi .r, deseribed ir Section 2
(“Problem Identificatioa’). The sniping behavior involves a composition of two
previously indep adent behaviors now to be executed in parallel. Other ways of
combining behaviors are readily imaginable. The point here is that Universal Plans
come with program synthesis support facilities largely worked out. This permits the
operator to invoke, combine, and arbitrate between desired behaviors, without always
hrving to reprogram the robot first.

Universal Plans are equally important for facilitating interactive supervision of an
intelligent roboi's reasoning processes. If human beings are to moniter a robot’s
behaviors and reasoning processes it follows that the robot chould be succinet. Previous
Al planners have heen anything but succincet, planning out the entire course of events
arbitrarily far into the future, even when there was no guarantee that the planner’s
expectations would ever be realized. ‘1iis made planning and replanning exceedingly
tedious for human observers. Universal Plans decide what should be done now, and caa
mal.e that decisicn without having to reason about a detailed future. “Planning only as
much as is necessary to choose the next action™ s precisely th  kind of succinctness that
human observers/operators can tolerate.




We now provide an example ~f Universal Plan interpretation. The plan described her= is
well below the level of abstraction adopted by previous AI work, but such low levels of
abstraction are essentizl to interfacing with real robots. The example is: moving a robot
arm horizontally from position T w © position zZ; in the shortest possib time {we

assume Cartesian coordinates).

Suppose the robot arm is equipped with sensors that return integer readings for the
horizontal position, speed and acceleration of the hand. The values (e.g. speed and
acceleration) sent to the robot motors are zlso ictegers. In between, the most primitive
actions are numeric functions. For example, we define a speed-up action as in Figure
2a. The functions for a slow-down stage are similar.

speed-up:

d = - arfnived
now = ¥ aew arrved = (d_, =0 A v, =C) E:F)
r 2 good-dirn = (d v > 0)

e e slow-down

[ ‘now limut-speed = (v >v )
Yiemat T 'JG.VA.X idului - T ] aow = limat //\
arnived . . . 0 L L . . no-ap —_—

{go0d-girn} [nmit-speed

~arrived  good-dirs  limit-apeed . slow-down

v = muiv v ]
oLT limas’ MAX' .
- ~ureived good-dirn ~limit-speed . epand-up
N 1)
ST = Saqax ~arrived —~good-dira . . . . . . . siow-down slow-down spesd-up
a b c

Figure 2: Implementing Arm Motions with Feedback.

Whenpever we get new values forz  orv__ ., the arm’s speed and acceleration can be
adjusted to suit. Of course, z and Vpow 2T€ constantly changing. Thus, computing

new arin motion parameiers from current sensor readings establishes a feedback loop.

We must also specify when each stage should be used (Figure 2b). There are three
relevant predicates: is the arm at its destination? moving in the right direction? moving
as fast as its destination will allow? Depending on the truth or falsity of these
predicates, one of slow-down and speed-up will be imposed between sensors and
effectors.

Notice that these primitive actions are very differeat from traditional plan primitives in
that they represent I/O conditions to b2 maintained for some unspecified length of time,
not conditions to be achieved in the world. How lcng a given constraint is in force
depends entirely on the environment.

Moreover, there is no particular order in which speed-up and slow-down must be
executed: that too is deterrnined by the environment. Indeed, if the arm was intended to




stop above some specific cbject and that object is being moved even as the arm is
approaching (:cf 1s changing), the arm will nevertheless do the right thing: by

accelerating and decelerating as necessary, the arm will track the moving object until
the object comes to rest.

By design, Figure 2b can be expressed as the “‘Universal Plan” of Figure 2¢c. This is only
a trivial example of a Universal Plan, however. Its purpose is to show that even the
most primitive sensori-motor feedback constraints can be controlled by Universal Plans.
The plan representation contains additional comstructs not detailed here, and is in fact
rick enougy to support sequential behavior of any desired complexity.

In summary, Universal Plans possess 2 number of features that make them well suited
to telerobotic control. First, Universal Plans are 2 way of expressing the dependence of
robotic response on the behavior of the robot's surroundings. By acknowledging and
usicg that dependence, Universal Plaus both release remote operators from the burden
of continuous monitoring and allow operator intervention. This potentially frees up the
operator to issue instructions to several vehicles at once. Second, Universal Plans are
amenable to automatic verification and synthesis techniques, providing a strong base on
which to erect interactive specification of behaviors as required for convenient
telerobotics. Third, Universal Plans have explicit goal structures ard a succinct planner,
making it much easier for an operator to inspect a robot’s reasoning processes.

5.5.2. Behavioral Planning

The following material presents an approach to the construction of reactive plans based
on the metaphor of planning as program generation. Ir particular, we hope to provide
users with a significant. online capability for modifying an agent's program/plan using a
vocabuiary of control primitives and bebavioral routines (beraviors are procedures of
the kind described in the scenario in Section 5.3). That is, we wish to support
instructability. (The benefits of this approach to wan-machine interaction should be
obvious.)

In order to support this style of interaction, we rely on machine understandable
representations for the structure of plans. Given this knowledge, we believe we can
design a limited program synthesis capability which is able to combine bebaviors/plans
(in interesting ways) as per a user’s request.

Figure 3 outlines an architecture for our appreoach to behavioral planning. This Figure
distinguishes several major components: a set of primitive behaviors and a library of
plans buii* {rom thein, an expression of the program for action, 2 behavior monitor, au
execution controller and a mechanism for performing all modifications to the
program; plan.
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Figure 3: An Architecture for Behavioral Planning

The program for action ic iniended to represent both the current plan (meaning the set
of active behaviors) as well as the decisions about how to act in the future to the extent
that they are known. This information may be present in the form of goals, or
anticipated behaviors (for example, we can preplan our commitment to a mevement
action before we have terminated a sniping bebavior). In the :ase of purely reactive
agents, the futur. plan may be completely absent.

The segregation of current and future plans provides a basis tor separating other control
functions. The ezecution cuntroller is responsible for merging applicable porticns of the
future plan into the current program for action (selecting behaviors to accomplish goals
as required), while the behavior monitor is responsible for determining if the current
piap is executing as desired. The monitor has several corrective .ctione: it can
terminate a running behavior that has successfully accomplished the goal to which it
was applied, it can terminate with failure, it can select a new behavior to substitute for
a failed one (e.g., replacing a foilow the road behavior with a cross country movement
behavior when the road edges become sufficiently obscure), or it can identify an
additional bekavior t respond to new environmental conu.iions (if conmunication is
failing, seek high ground).

The program rmodi fication component is the data abstraction for maripulating the
plan, and its options reflect the desired vocabulary for cembining program elements.
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These are aiso the primitives that support instructability. The complexity of this
vocabulary is limited both by the hum=an interface necd to keep instructions simple, and
by the technology of automatic prrgramming which will be required as support. To set
context, the expected scenarios revoive around taking advice in the context of larger
programs. For example, the user might instruct the system to “‘use a column
formation’” while executing the plan for exploring a forested area. This concept of man
machine interaction fits with our vnderstanding of the application domain. Given the
‘ime sensitivity of combat operations, it would make sense for plans to be precomputed
(and analyzed) to the extent possible. This suggests that advice taking and plan
modification will be common processes, while plan generation from goals and priors will
be comparatively rare. We expect to create a library of plans/programs which define
the tasks each agent common!y performs.

5.5.3. Combining Behaviors via Universal Plans

The task of combining behaviors can be viewed as a I'mited exercise in automatic
programming. The difficulty of this task depends in turn upon the control structures
allowed in the language for expressing programs/plans. Existing reactive planning
systems employ sequence, parallelism, conditionals, subsumption, and pattern cirected
invocation, as well as rigid prioritization to resolve conflicts among parallel actions.
Our choice for control primitives is driven by the desire to provide instructability, and
appears to match well with the ctroctures sunnlied by Tiniversal Plans:
conditionals, pattern directed invocation, and conflict resolution by sequencing
activities.

LaNence
e S e

With Ugiversal Plans as the language for expressing behaviors, certain combination
mechanisms are simple to define. Indeed, 1 e already have some idea of how parallel
execution and prioritizing can be achieved. The following example sketches the
Universal Plaus realization of the sniping behavior,

Scurrying means moviag from one area of cover to another, and requires k owing
where the next area of cover is. If that is not known, the vehicle must look for some
cover. Figure 4a shows a decisicn table that is equivalent to the uuniversal plan for
scurrying. Sniping means shooting at a target, and requires knowing where the target
is, and {for the sake of argument) being stationary. Figure 4b shows a decision table for
sniping. Running the two plans in parallel effectively generates a nLew decision table
(Figure 4c), which shows that under some conditions, move-to-cover and stop will be
executed at the same time. Detecting conflicts of this sort is trivial, and is already part
of tbe Universal Plans synthesis machinery. Once the conilict is discovered, it remains
only to decide which of scurrying and sniping should receive priority. We cheose te
stop and shoot. This may be encoded with a rule that records both the circumstances in
which the conflict arises, and what to do about it:

next-cover~known A target-known —» shooting
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Figure 4: An Example of Behavier Combination

Now 1t remains only to modify the interpreter so that this rule will be found when the

conflict situation arises.

While Universal I'lans permit a parallel representaticn of plans, they do not support !
o parallel execution;
¢ prioritizing one parallel activity over another;
¢ execution-time modification of numerical parameters; ;-;_"
e cliches (see below).

We expect to extend Universal Placs in these regards. »
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5.50.4. Cliches and Behavior Combination

Clichies capture frequently used wnowledge. and function as likely solutions tn» common
vroblems. It may bLe pessible to discover cliches in the robo: vehicie domain. In the
proorarmiming reaim thev have been employed by the Programmer's Apprentice Project
st MIT. with which the =authors are intimately familiar '6i. The Programme:t’s
Appreatice has cliches for useful modules and strategies such as list insertion modules,
sort routines, queue and process strategies, divide-and-conquer strategies, ete. Discovery
of such cliches permits faster solution of nove, problems, and also increases the scale of
solvable problems.

This abstraction process can be continued to another level. We can potentially define
domain cliches, not recognized in the Programmer’s Apprentice, which describe
catecories of velicle behaviors. Some reasonable exampies are as foliows:

s Define a physicul action. as a behavinr that requires a specific resource, has
necessary preconditiors, and expected postconditions.

e Define a careful action, as a behavior for sensing the precondition of an
arbitary action, invoking (in a pattern directed sense) a behkavior for
estabiishing the preconditicn of that action if it isn't already true, aad then
behaviors for performing the action and verifying the results.

e Define uefment ag an arbitration
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This line of reasoning is approximate, but it may support several interesting classes of
instruction. For example, the user could construct a move-in-direction behavior by
instantiating the action vpart of a coniinuously valued parameter adjustment with
move, and the arbitration part with estimates of the appropriate heading. Or, more
powerfully, he could instruct the system to mate the concept of a careful action with
the concept of moving through a narrow space. The resulting program would
repetitively check for clearance, move, and check for clearance again. If valuable, this
pian could be saved and employved as 2 component elsewhere.

5.5.5. The TeamWorks Operating Environment

We built our Phase | demonstration using the TeamWorks operating eavircnment,
implemented at ADS for the Army Tank Comumand. The TeamWorks system provided
a simulation base with muliiple vehicles, a town environment to operate within (the
town of Singling, France), and a control language for directing wvehicles. whicki we have
augmented to make it cont:in our primitive instruction set. The intereste{ reader is

ot

referred to 7 for more detail.




5.6. Work Performed

5.6.1. The Phase I Contract

When ADS and TACOM agreed on the work to be performed it was decided to
demonstrate the feasibility of our ideas by building a demonstration of what the Phase
II project might eventually produce. From our perspective, the implementation focus
gave the project a somewhat “bottom up' flavor. The budget con:traints (12 man-
weeks) were such that we were forced to work with available tools and techniques.
Within this framework, we demcnstrated a verticai slice through the capabilities
discussed in our propesal, i.e. we addressed a piece of each of the following problems:

s reactive execution -- slowing agents acting according to a plan but
responding to real world interruptiouns;

e universal plan control structure -- having a robust set of reactions which
sllow plan completion despite arbitrary intervention;

» behavioral propramming -- the use of programming primitives that
courdiuate sensing and action to provide ‘‘domain relevant’ behavior;

» instructability -- the ability to instruct robots/vehicles/agents in behavioral
terms, rather than kaving to teleoperate them;
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processing tasks that cannot be automated with current technology.
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Toward these ends, we took the following sequence of steps.

1. We identified a small number of example behaviors that provide opportunity
for telerobotic operators to instruct the vehicles, and that capture responses
to contingencies.

2. For lack of a Universal Plans iuterpreter we implemented the chosen
behaviors as a Lisp program behaviorally similar to a Universal Plan.

3. We augmented the TeamWorks environment (as produced by a Phase I
SBIR, i.c. a simple simulator for multiple robotic vehicles) so that it
provided

e the perception data required by the behaviors control'ing the vehicles;
e an interface permitting telerobotic instruction to individual vehicles;

¢ an interface permitting the 1ser to create coantingencies whenever and
wherever s/he saw fit.

4. Having gotten some behaviors up and running on ihe vehicles, we medified
the behaviors and the TeamWorks interface to extend the degree of
instructavility supported.




5. We built a demoenstration of the vehicles performing the chosen behaviors,
with contingencies and  some instructability, within the TeamWorks
cuvironment. This demonstration was the focal point of the final review
meeting.

6. We also delivered two interim progress reports.

5.6.2. The Demonstration Software

ADS demonstrated to TACOM an interface on the MAC I that allowed one person to
managze four vehicles concurrently, in a rparrow range of tasks that required navigation.
This was possible because the vehicles were endowed with a measure of reactive
intelligence -- they detected obstacles in their path, and centingencies that arose along
their way, and the vehicles not only took steps t¢ avoid collisions but (at the same time)
asked the human operator what to do about such things. As a result, it became
unnecessary for the operator to watch the vehicles closely.

Below we first describe how navigation worked, then show how it was possible to
navigate reactively in the service of a muiti-step plan.

To initiate navigation the human operator needed to specify only a peoint toward which
the vehicles should move, and s/he could then sit back and watch how the vehicles
behaved. Obstacles included trees and buildings (which could conceivably be marked on
a map) and alsc bomb craters, which could not be mapped in advance. To make that
point strong'v, the person commanding the vehicles in the software demonstration was
allowed to cr.ate bomb craters whenever and wherever s/he saw fit, and the vehicles
would still navigate around them (see Figure 5). In other words, reactive behavior
allowed the vehicles to navigate iu unfamiliar terrain. Furthermore, the response to o
new bomb crater was instantaneous: reactivity was much faster than route pianning.

Until the vehicles actually arrived at their target point, they required no further help
except in situations they could not handle by themselves. Such situations included being
confronted head-on by a large obstacle with no cbvious detour; being unable to reach
the designated point, or making inadequate progress; and detecting enemy aircraft
overhead. In such situations the operator needed to provide new instructions, but most
of the time the operator had nothing to do other than function as a quality controller
on the vehicles’ behavior. That was of course the point of our project.

When the vehicles needed help, the control interface would indicate this by opening a
small pop-up window that indicated the nature of the problem, and listed some options
for the operator to choose frem. For example, when confronted by an obstacle acd
seeing no obvicus detour, a vehicle would pop up a window that offered the options

¢ Continue (i.e. proceed through the obstacle, e.g. if it is only a small tree or a
shallow bomb crater); or
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e Detour (with sub-options to go right or left around the obstacle); or

o Approach (i.e. move up to the obstacle, with sub-options to end up touching

the ebstacle. or to ram it hard. or to stand off at ~ome distance, ete).

Fver 1f the operator was too busy to attead to the vebicle's question, or if the operator
chose not to select an option, the vehicle did something reasonable, such as stopping
rust ~hort of the obstacle.

If the operator thought that none of the options offered by the pop-up window were
appropriate. s ‘he could ture off parts of the navigation functious of the vehicles, and
could take over control of the vehicles’ speed and dicection (using the arrow keys on the
Apple Macintosh kevboard). In effect, the operator could resort to driving the vehicies
{teleoperation) if necessary. This demonstrated that our software would pot limit the
vehicles' capabilities in unexpected situations.

[t also happened that, after a vehicle thought it was in trouble, it occasienally
discovered a way to solve its own problem. This could happen in numerous ways, such
as having the aircraft cverhead going away again, or having the vehicle suddenly
discover an alley after it thought it wasn’t making any progress. In such cases, the
vekieles™ reactivity allowed them to retract the question -- the pop-up window would go
away by itself -- and the vehilcles would resume what they were doing before the

[ B P T TN
Prooslii 4rose.

For purposes of this demonstration, the communication between the operator and the
vehicles was set up so that the operator could only talk to one vehicle at a time.
Similarly, ouly one vehicle could ask for help at any time. This was done to provide for
the smalil screens of most Apple Macintosh [lIs, but could have been done differently.

For the demonstration, ADS had prepared a three-step plan of which navigation was
only a part. The plan, which we called '‘wild-ride”, required a vehicle to penetrate to
the center of an enemy-occupied village, shoot in all directions, and then leave the
village. The first and last steps required navi :ation. The demonstration showed how the
vehicle could be side-tracked on the way intu the village, without confusing the vehicle
about exactly when it should start shooting (enly when it had reached the center of the
village). That is, the sLooting task was initiated only waen the vehicle had achieved the
context specified for that task. If the vehicle had never made it to the village center it
would nevertheless have refused to start shooting prematurely (unless its instructions
were changed).

The demoanstration program also had some significant weaknesses. Due to the limited
time avatlable, the vehicles’ intelligence level was only rudimentary. When left to
themseives. the vehicles occasionally brushed against the corners of buildings. When the
vehicles were in column formation and the lead vehicle backed up, the vehicles behind it




did not know they had to move too. The iead vehicie did not know when it should have
waited for the rest of the team. The vehicies did not always take the best route to their
destination. In some situations the vehicles could be seen turning from side to side like a
penduium {because the code couldn't make up its mind which way to go). The
<imutation provided for only one kind of surprise opstacie (bomb crater), only one kind
of <urprise threat (aircraft overhead), and only one formation {column formation).
There was no canability whatsoever for a coordinated team maneuver. And most
imporianiiy, the demonstiztion avoided the problem of having the vehicles do
something sensibie when they were given cocflicting instructions. At one point Mr.
=~boppers told the vehicles to foliow two paths at the same time. The vehicles followed
neither path, crashing into a building instead. {f

5.6.3. Implementation of Demonstrated Behaviors

A behavior is a set of computations that can be activated on an agent. At the current
sime. each behavior can cortain a set of procedures to execute (in parallel), a set of
reactions to environmental cues, some termination criteria, a command vocabulary that
will oniy be active when that behavior is active, and a set of behavior transition triggers
which invoke other behaviors when various mental or physical conditions become true.
A <impie example is shown below:

The "wild-Ride" Bshavior

{rvpcata-*tack

‘({set3] pathplan (list town-center))
(watt~for ' (verv-near town-centar))
(have ‘'new-behavior (startbehavior ‘shoot—em-up agent-to-run-on))
(wait-for ' (ask new-behavior done?))
(setq pathplan (list east-of-town))
(walt-for ’(very-near east-of-town))))

TLkis ““Wild Ride’ behavior consists of a single task which specifies a sequential plan,
namely to go to the center of the village, enter shoot-« m-up mode, and go to a point
east of town once the shoot-em-up behavior terminates.

The shoot-em-up behavior contains twe parallel tasks and a reaction:

Contents of the Shoot--em—-up behavior

(create-task ' ((perform choose-random-directions)))
{create-task " ((perform shoot-at-random-times)))
(create-reaction :test-every-cycle °‘thraiatened?
*((yell-for-help)
(deactivate)))

When activated, the agent will fire his cannon in random directions continuously
(choose-random-directions and shoot-at-randori-times are tasks which lcop forever),
while actively testing 1o see if the “threatened?” condition becomes true. The shooting
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will continue indefinitely until either the vehicie is threatened, or its instructions are
chacged. The reaciion to being “‘threatened?’” wil) take piace above and beyond cther

reactlons to "threatened”’ that the agent may have acquired from other behaviors.

A behavior can also contain a Universal Plan, which encodes a coliection of responses to
a s'tuation Universal Plans are implemented as single step, repeating tasks, in order to
satisfy -he criterion that all possible reactions be considered at each time cycle {he
foundationa! principle of reaciive behavior).

Here foilows a translation of the Universal Plan that decides what direction the vehicles
should be pursuing at each moment. target-direction is the direction from the
vehicle to the next location it's been told to reach. current-direction is the
vehicie's actual direction. desired-direction is the output of this Universal Plan,
c1d is set to the directicn the vehicle decides to follow (for now). Note that this
exampie mmerely indicates how a Universal Plan works; the actual Universal Plaas
language is not shown here. Likewise, the demonstration software did not contain a
bona fide Universal Plan, but ran a Lisp function that behaved similarly.




if null(target-heading)
then desired-heading := current-heading
else if no-obstacle(target-heading)
then desired-heading := target~heading
; there’s an obstacle on the way to the targetl point
else 1f close-to(current-heading,target-heading)
then 1f got-instruction(obstacle-response)
then 1f obstacle-response == detour-left
then desired-heading := current-heading + 5
else 1f obstacle-recponse == detour-right
then desired-headling := currert-heading - &
. else desired-heading := current-heading
; no advice yet al-out avolding the cobstacle
else 1f head-on-approach-to-obstacle(target-heading)

then desired-heading := current-heading
notify-operator (obstacle-dialog)
alse desired-heading := obstacle-orientation

; now we're alreacdy well off the path to the target point,
; 8o should see about gstting back on the track
else 1f no-obstacle(current-heading)
then 1f current-heading > target-heading
then 1f no-obstacle{current-heading - &)
then desired-heading := current-heading - 5
. else desired-heading := current-heading
else 1f no-obstacle (current-heading + B)
then desirasd-heading := current-heading + 6
else desired-neading :- curreni-neading
; we're off track, and there’'s an obstacle straight ahead too
else 1f got-instruction(obstacle-responge)
then 1f obstacle-rasponss == detcur-left
then desired-heading := current-headlng + &
else 1{ obstacle-response == detour-right
then desired-heading := current-heading - b5
. else desired-heading := current-heading
; no advice yet. about avolding this obstacle
¢lge 1f head-on-approach-to-obstacle(current~heading)
then desired-heading := current-heading
notify-operator (obstacle-dialog)
else desired-hesding := obsticle-orilentation

On each reaction cycle, this ‘‘decision tree’’ is executed to reach a2 decision about a
suitable desired--heading. Clearly, there is no relationship between the outcomes of
successive decision cycles: No matter what decision was made on one cycle, every
possible outcome is again available on the next cycle.

Note that the sequential plan for Wild Ride {shewn above) has very little of the reactive
flavor which is evident in the Universal Flan above. The agent is restricted to setting a
goal, invoking a behavior, and waiting for a response, or in the case of the shoot-em-up
behavior, explicitly installing a single reaction. It would be possible in principle to
express Wild Ride as a Universal Plan, meaning a set of reacticna which would diagnose
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the current situation at each time step (e.g.. find the location of the agent in the plan)
and select the appropriate respornse (often. to do nothing). However, it is nct clear that

:ch flexibility is desired giver that Wild Ride is, in concept, a sequentiai task that is
2ry urlikely to unfold in a different order {rom the one specified. Nevertheless, certain
things might go wrong: the agent might exceed time or fue! constraints, or it might be
unable to reach the destination, etc. In nis recent thesis, Firby {2 has examined types
of reactivity that are desireable in sequential plans. We hope to builid sequential
behavior types which incorporate aspecte of this work in the future.

5.7. Future Work

The work done in Phase I was a quick, vertical cut on capabilities that need to be
vastly extended to build a useful system:. In particular, the demonstration software had
some significant weaknesses. Those weaknesses fall into categories:

¢ problemns that are sclvable with current tools and technology, and that
reguire only more time.

» problems that arose because our tools were inadequate, and that can be
solved only by rebuilding those tools.

e problems that require new technology.

Problems soivable with current tools and technology inciuded the [ollowing. These
problems will be dealt with on the larger Phase II effort.

1. There was no communication between vehicles, and only limmited concern for
where the other vehicles were. Thus, when the vehicles were in cclumn
formation and the lead vehicie backed up, the vehicles behind it were not
programmed to realize that they had to move too. Similarly, the lead vehicle
did not care whether it should have waited for the rest of the team.

2. The vehicles did not always take the best route to their destination.
Sometimes they moved straight past a turn that would clearly have gotten
them to their destination earlier. In general, the vehicles get by with a
minimum of sensory data (usually range measurements).

3. The vehicles occasionally brushed against the corners of buildings. This
happened because the navigation algorithm that controlled the vehicles was
quite rudimentary.

4. In some situations the vehicles could be seen turning from side te side like a
pendulum. The code was not engineered for the situation that led to this
bebavior: the vehicle wias heading into a wedge-shaped allev between two
buildings, and was trving to turn away from both walls, her  swung to the
left to 1void the wall on the right, then saw the wall on the left and swung
back to the right.




5. The simulation provided for only one kind of surprise obstacle (bomb
cra‘ers), only one kind of surprise threat (aircraft overhead), and only one
formation (column formation}. Aiternatives could be provided for each of
these, along with suitable responses.

Problems requiring the rebuilding of our tools center around the inadequacy of
TeamWorks T as a testbed environment. These problems will be rectified by the
TeamWorks II effort, not in this Phase II effort.

1. The simulated vehicles were devoid of dynamic realism -- they could change
their speed and direction by arbitrarily large amounts, izstantaneously.

()

. The only things to control were vehicle speed and direction. Vehicles did not
kave engines, gear-trains, brakes, ete.

3. There was no protoccl for communicating with the wvehicles, and no
bandwidth limitation between the vekicles and our software. Anything at all
could be communicated, instantaneously.

4. The only way to detect obstacles in the simulated environmernt was by
sampling the color of the picture pixels. However, the presence of other
vehicles could not be detected in the same way.

5. The simulated environment was flat, two-dimensional. There was no place
for exploiting the defensive utility of hille, for example.

6. Tke simulation provided only four tanks, and increasing that number was
exceedingly difficult ‘e.g. to simulate co ubat between two tank platoons, or
even, to introduce a single enemy tank).

7. The simulation was not real-time. That is, even if the vehicles did arbitrarily
large amounts of reasoning, the worid still onlv changed by one time step.

Problems requiring new techuology were entirely avoided during the Phase I work, but
wiil be central in the Phase II effort:

1. The Phase I software had no capability whatsoever for a coordinated tearn
maneuver. INot only was it impossible to communicate betweer: vehicles, but
the lapguage avallable for instructing the vebicles wa extremely limited.
Solving this problem requires an implementation of Shapiro’s Reactive
Architecture (see Section 5.5.2).

2. For the vehicles to achieve significant competence, we will not only have to
refine the few behaviors we have already implemented, but will have to
develop a large number of new behaviors, and will nlso have to endow the
vebicles with a capability for choosing intelligently fromn several alternative
behaviors.

3. We envisage a control interface in which a vehicle's activities and ‘‘mental
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state’’ are laid open to the operato:, who can then turn behaviors on and
off, start new behavicrs in parallel or as replacements for others, and even
change the vehicle's entire plan, at any moment. We have demonstrated this
in our ability to control some or all of a vehicle’s speed, direction,
communication, and progress :monitoring, turning these activiues on and off
as we saw fit. For Phase II we have not only to design a more general
inerface, but also to discover principles of concurrent activity that will
streamline the operator's instruction task.

4. Phase I avoilded the problem of having the vehicles do something sensible
wien they were given corflicting instructions. The problem is trivial if one
knows in advance what behaviors will be performed simultaneously -- one
simply engineers the interactions away - but this is an entirely new area
when one knows nothing about what might happen concurreatly. Not only
must the interactions be {etected, but then one must decide how to respond.
The detection can be done either at vehicle instruction time, or at behavior
execution time. Both are open problems. We expect the solution to involve
the automatic analysis of multiple Universal Plans so as to create a single
executable Behavior. The symbolic nature of Universal Plans will be a key
ingredient in this solution.

To summarize, where in Phase I we implemented a minimal set of intelligent functions
and proiotyped part of a suitable control interface, in Phase lI we intend to:

e enlarge the competence of the robotic vehicles by building up the library of
behavior options, and by equipping them to make sensible choices between
the options they know about,

e extend the behavior representation languages and component technologies so
that more complex behaviors can be assembled by vehicle operatcrs, with
automated help, for both individual vehicles and teams of vehicles;

e develop the vehicle control interface to provide a realistic display of the
environment and status of each vehicle, and so demonstrate tl:at telerobotic N
in.truction and teleoperation can be carried on concurrently and in near-real
time;

¢ cxperiment with achkieving greater than 3-on-4 manpower leverage, for
example by equipping the Wiesel vehicles with inexpensive additional
hardware that would significactly ease the burden of the remote driver.
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The Review Meeting -- Minutes

Mr. Schoppers, ADS Principal Investigator for this project, presented this work and its
Pkase II goals to Mr. Sieh (COTR), Mr. Schehr, an. approximately six others at
TACOM on February 27th 1989. The following report of the meeting serves as Lhe
meeting's Minutes. and is included nere as required by the Phase I contract.

Bef.ire the mecting began, Mr. Schoppers prepared the software for demonstration. The
Apple Macintosh II on which the software was to be run had a smaller memory than the
one on which ke sofiware had been created; to deal with this, Mr. Schoppers turned off
the MultiFinder application.

The meeticz began at approximately 10:30am. The agenda of the meeting was as
follows:
1. Presentation of Phase | effort:
a. Terms of the Phase I contract.
b. Revicw of the technologies and tools used. '
¢. Achievements and limitations of the work performed.
2. Demonstration of the software developed under Phase I.
3. Discussion of Phase II goals and constraints.
DOpportunity for TACOM personnel to experiment with the demonstration

oftware.

Mr. ochoppers moved quickly through the details of the contract and the relevant
technologies, focusing on how those technologies applied to TACOM's RCC work. Even
so there =<as sowne discussion about the ways in which ADS’s approach differed from
that of the ALV, for example. Mr. Schoppers pointed out three significant differences:

1. Where the ALV was autonomous, ADS is proposing an interactive approach
that allows for a spectrum of autonomy from teleoperation to telerobotics.

2. VWhere the ALV was a lone vehicle, ADS will provide for control of a team of
vehicles simultaneously.

w

. Where the ALV was an unachievable goal given currert technolegy, ADS,
through telerobotic contrel, will demonstrate manpower leverage in two
years.

Having explained what to look for in the demonstration, Mr. Schoppers ran the software
as described in Section 5.5.2.




After the demounstration Mr. Schehr, Mr. Sieh and Mr. Schoppers discussed Phase II
work. It emerge.i that, due to a tightening budget and LABCOM's infiuence on Phase 11
awards, ADS's proposed Phase Il work should te clearly relevant to the Rubotic
Command Center in the near term. This meant that where previously TACOM and
ADS had agreed to work only with technology that was feasible within a ten-vear time
horizon. we should now shorten our horizon. This would streamline TACOM’s approach
to LABCOM.

Since the present RCC design has one commander and two drivers controlling four
vehicles, with no computer power on the actual vehicles, ADS's demonstration was
abead of its time. While TACOM found our proposed one-person-four-vehicle approach
exciting, that force multiplication factor might be considered implausible and/or
irrelevant by LABCOM. A similar obstacle was the fact that the vehicles’ only sensors
are video cameras for the d.ivers’ benefit, where our approach required at least a
directional range finder. I suggested that we solve the problern by proposing that our
Phase Il software be able to rur on the RCC as currently coafigured, but that we also
use a simulation testbed to experiment with larger force multipliers. Thus the output of
our Phase II work would be immediately useful, and with some low-cost hardware
additions. would indicate directions for RCC evolution. This was deemed acceptable to
both TACOM ard LABCOM.

Since ADS did pot know the status of the TeamWorks II proposal and did not want to
make this TelCon II proposai contingenl on ihe faie of TeamWorks Ii, Mr. Schoppers
suggested a simulation testbed that utilized a Silicon Graphics machipe as graphical
interface for vehicle control, with reinote workstations for vehicle intelligence and
physics. ADS already has Silicon Graphics software for 3-d terrain with mobile vehicles
and ethernet hookup. They agreed that that was probably the most economical
approach under the circurustances, but wanted to economize on the other workstations.
If we made do with only one remote workstation, and if TACOM loaned u- that one,
we would save about $60K for labor rather than hardware costs. The intent was clearly
that ADS’s Phase II work should focus on developing the competence of the vehicie
team, by extending the library of behaviors, by making individual behaviors more
sohpisticated, and by building new functionality intc the control interface.

The meeting ended at approximately 2:30pm.
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