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INTRODUCTION

A research program of basic experimental and computational studies on the unsteady flow generated by a pitching airfoil was initiated in October 1986 under grant no. AFOSR-86-0243. This report is being written to describe the work carried out during the period October 1986 - October 1988. It is of interest to note that the work is being continued under a separate contract AFOSR F49620-89-C-0014.

The present study has the following objectives to the general problem of unsteady flow past a NACA 0012 airfoil undergoing large amplitude incidence variation.

1. Investigate the unsteady flow structure generated by an impulsively started airfoil from rest, at different angles of attack.
2. Investigate the transient flow characteristics of an NACA 0012 airfoil undergoing a stepwise varying angle of attack.
3. Investigate the unsteady flow structure of an accelerating NACA 0012 airfoil at different fixed angles of attack.
4. Investigate the transient flow characteristics of an accelerating airfoil undergoing a stepwise incidence variation.

In all these studies attention was directed to the basic understanding of the unsteady flow phenomena. A unique experimental technique, known as Particle Image Displacement Velocimetry, developed in our laboratory, is successfully implemented to study, in detail, the unsteady large scale vortical motions that occur in these flows. A parallel effort was devoted to study the experimentally observed features using numerical simulations. In an attempt to expand the parameter range, in consultation with AFOSR, a new larger towing tank facility has been designed and constructed.

In the following, the status of the research effort is given along with some of the most important conclusions arrived from this study. The details of various investigations are given in reports and papers, which are included here as appendices.
STATUS OF THE RESEARCH EFFORT

In the following, major conclusions on the various facets of the research program are given.

a) Impulsively stated airfoil.

A systematic investigation has been carried out to understand the basic flow structure generated by an impulsively started NACA 0012 airfoil, of finite aspect ratio, at different angles of attack, and at a fixed Reynolds number of 1400.

A novel experimental technique known as "Particle Image Displacement Velocimetry" was used to measure the instantaneous two dimensional velocity field. The velocity field was measured with sufficient accuracy and spatial resolution that the vorticity field and pressure field can be computed accurately, a unique capability of the technique. The detailed description of this technique is given in the Appendix I.

A parallel computational study was conducted to augment the above mentioned experimental study. In this study, a new algorithm was developed to solve the Navier-Stokes equations using the discrete vortex method. The new fast velocity summation algorithm enables the flow to be computed with much more resolution than previously possible in vortex methods. The details of the algorithm is given in Appendix II.

The main features of the unsteady large scale separated flow about an impulsively started airfoil are as follows:

The multiple exposure photographs of the flow field about the airfoil at 10° or less incidence showed that the flow is well behaved and attached to the airfoil over the period of observation. However, at large angles of attack \( \alpha \geq 20° \), the flow separates on the upper surface of the airfoil and generates large scale vortices. The following scenario develops in time on the upper surface of the airfoil. At the start of the airfoil, a starting vortex develops at the trailing edge and is carried away downstream of the airfoil. Concomitant with is the generation of a separation bubble at the leading edge of the airfoil. At a later time, the separation bubble grows into an isolated primary vortex with secondary vortices following behind it. This multiple vortex structure continues to grow together and move along the upper surface until it reaches the trailing edge. At this point, the primary vortex in duces a vortex at the trailing edge with the sense opposite to that of the primary vortex. Finally, the primary vortex and the induced trailing edge vortex interact and generate a complex flow field. However, for finite aspect ratio airfoils or wings, a different type of flow field seems to emerge at later stages of development. The various events described above
occur at different times, depending upon the angle of attack and free stream Reynolds number.

Typical PIDV measurements of the instantaneous velocity field, at different times, for an airfoil at $\alpha = 30^\circ$ are shown in figure 1. The aspect ratio of the wing was about 3. The airfoil travels from right to left. The data is presented in the body fixed reference frame. The length of the velocity vector corresponds to its magnitude. The dimensionless time $t^*$ is defined as $\frac{tU}{C}$, where $U$ is the free stream velocity and $C$ is the airfoil chord. The starting vortex (at the far right of the picture) and the initial separation bubble at the leading edge can be seen in the figure corresponding to $t^* = 0.68$. The primary vortex with secondary vortices following behind it can be seen in the figure at $t^* = 2.02$. The trailing edge vortex can be seen in the figure at $t^* = 3.02$. At $t^* > 3$, the primary vortex abruptly moves away from the upper surface leaving behind a vortex sheet type-like structure. Such a behavior is attributed to the interference of tip vortices which are generated due to the finite aspect ratio of the airfoil. At later times, for example at $t^* = 4.85$, the tip vortices interact with the separated flow on the upper surface and generate a complicated three-dimensional flow field. The nature of this interaction and parameters that govern such a flow field is not yet known. The current experiments with a larger aspect ratio (10) airfoil will help us in the interpretation of these results.

Typical two-dimensional computational results from random-walk vortex simulations of the full Navier-Stokes equations are shown in figure 2. The angle of attack and the Reynolds number are the same as those in the experiment; the results of which are shown in figure 1. The stream line pattern, along with vorticity, which is represented in bit-mapped graphics as half tones are shown in the figure. Except for the effect of the finite aspect ratio of the airfoil, the stream line pattern looks very much similar to those found in figure 1. To further evaluate these results, the locus of the primary vortex as it develops in time is shown in figure 3. The computational results agree well with the experiment for $t^* \leq 2$. Beyond $t^* = 2$, it is expected that the experimental flow field was influenced by the tip vortices making it to be three-dimensional. The coefficients of lift and drag as obtained from the computations are shown in figure 4. As expected, the coefficient of lift increases with $t^*$ up to a point where the primary vortex is attached to the upper surface. For later times, where the primary vortex leaves the upper surface, the coefficient of lift drops significantly. In order to have a proper comparisons, the experiment is being conducted at this time with a larger aspect ratio airfoil, where the flow can remain two-dimensional.
beyond $t^* > 2$.

Similar observations are also made for the airfoil at $\alpha = 20^\circ$, and the results are shown in figures 5 and 6. Figure 5 shows typical flow field measurements at four different times. The drop out regions are a result of the blockage of the laser light by the airfoil. The new optical set up explained later will avoid such regions. The various stages of the development of the separated flow, as explained above, can be seen in these instantaneous flow fields. The dynamics of these vortices and their role on the surface pressures are being investigated at this time. The corresponding computational results are shown in figure 6. From these results, it appears that the numerical simulation depicts clearly the various stages of the flow development observed in the experiment.

b) Pitching Airfoil.

The experimental facility to investigate the transient flow characteristics of an airfoil with stepwise varying angle of attack has been built and the details are given in the next section. However, numerical simulations have been carried out on a typical case of a NACA 0012 airfoil undergoing a rapid variation in its angle of attack as shown in figure 7. In the simulation, the airfoil initially translates at zero angle of attack during a time interval $0 < t^* < 1$; in the interval $1 < t^* < 2.3$ the angle of attack increases linearly from $0^\circ$ to $30^\circ$; beyond this time the angle of attack is held fixed at $30^\circ$. The numerical procedure is summarized in appendix III. The results of this numerical simulation are shown in figure 8. The results clearly shows the various stages of the transient flow development and associated vortical flow field. These results are still being analyzed.

c) Towing Tank Facility.

A computer controlled towing tank facility has been designed, and constructed. A schematic of the facility is shown in figure 9. The various components of the facility are indicated in the figure. The significant improvement in this facility, over other traditional towing tanks, is the ability to vary the velocity rapidly without encountering any vibration of the model. Which is accomplished by the use of "Anorail" linear motor system controlled by an intelligent axis controller with a speed range from 3mm/sec to 0.3m/sec. Impulsive or continuous airfoil pitching motion is controlled by "Klinger" stepping motor system. A new optical arrangement has been incorporated in to this facility, which has the capability of steering the laser sheet in several directions. This capability will enable us to illuminate the entire flow field around the airfoil.

The laser source and the camera are synchronously controlled by an electronic system.
which is activated by a computer. A schematic of the arrangement is shown in figure 10. The entire operation is monitored by DEC Vax Station II computer.
Figure 1. Time evolution of the instantaneous velocity field in the central plane of the wing obtained using PIDV. Re = 1400, angle of attack = 30 degrees.
Figure 2. Two-dimensional computational results of the flow field about an NACA 0012 airfoil. Re = 1400.
Figure 3. The variation of the primary vortex location with time.
Angle of attack =30 degrees, Re = 1400.
Figure 4. The variation of the computed lift and drag with time.

$C_l$ and $C_d$ are nondimensional lift and drag coefficients.

$Re = 1400$, angle of attack = 30 degrees.
Figure 5. Instantaneous velocity fields in the central plane; Re = 1400; angle of attack = 20°; a) $t^* = 1.5$; b) $t^* = 2.5$; c) $t^* = 3.5$; d) $t^* = 4.5$. 
Figure 6. Numerical simulation of the flow past an impulsively started airfoil at $\alpha = 20^\circ$; Re = 1400; a) $t^*=0.5$; b) $t^*=1.0$; c) $t^*=2.0$; d) $t^*=3.0$; e) $t^*=4.0$; f) $t^*=5.0$. 
Figure 7. The variation of the angle of attack with time for the computational study.
Figure 8. Time evolution of the flow past a NACA 0012 airfoil undergoing the motion shown in figure 7; a) $t^*=1.0$; b) $t^*=2.0$; c) $t^*=2.7$; d) $t^*=3.7$; e) $t^*=4.5$; f) $t^*=5.0$; $Re = 1400$. 

[Image: Six images showing the evolution of the flow past a NACA 0012 airfoil for different times $t^*$, indicating the flow characteristics at each stage.]
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Figure 9  A schematic of the towing tank arrangement
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Figure 10  A schematic of the Computer-interfaced control loop
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Abstract

A novel experimental technique, commonly referred to as Laser Speckle Velocimetry (LSV) or Particle Image Displacement Velocimetry (PIDV), is developed for the measurement of instantaneous velocity fields in unsteady and steady flows. The main advantage of this technique is that the velocity field is measured with sufficient accuracy so that the distribution of vorticity can be calculated with accuracy.

The PIDV technique, which is ideally suited for the study of unsteady separated flows, has been utilized to measure the development of the separated flow field generated by an airplane of attack (α=30°) NACA 0012 airfoil started impulsively from rest.

1. Introduction

For the solution of many problems that occur in high angle of attack aerodynamics, it is a necessary to have a thorough understanding of the behavior of unsteady separated flows. Although much progress has been made in predicting the steady flow phenomenon with the use of numerical methods, it is still difficult to predict unsteady flows which contain flow separation. The difficulty mainly arises from the fact that these flows are extremely complex and are not amenable to standard experimental and numerical techniques. In view of this, a novel experimental technique is being developed for the measurement of instantaneous velocity fields in unsteady and steady fluid flows. This paper provides a description of this technique along with its successful application to the study of an unsteady separated flow generated by a high angle of attack airfoil.

In an unsteady flow, a single photograph of the flow pattern at a given instant does not generally provide any meaningful information. In order to understand the unsteady flow phenomena, it is necessary to obtain both spatial and temporal information of the entire flow field. With this in mind, optical techniques have been widely used to observe and measure properties of flow fields such as velocities and densities. Many of these techniques are qualitative in nature, but of great value in guiding intuition and in suggesting ways to investigate the problem by quantitative means. An admirable review of the modern optical techniques in fluid mechanics is given by Lauterborn and Vogel, and the reader is referred to this article for details. A quantitative flow visualization technique would be very helpful in the study of these flow fields. Attempts to accomplish this task by tracing the streaklines of injected particles usually can not provide the spatial resolution that is required and a large amount of labor is necessary to reduce the data.

In unsteady separated flows, as will be shown later, it is often desirable to obtain the vorticity field, in addition to the velocity field. However, measurement of the vorticity exceed the present experimental capability. This difficulty arises from the fact that vorticity is a quantity defined in terms of local velocity gradients. In contrast, the currently available measurement techniques, such as hot-wire anemometry or laser velocimetry, are sensitive only to the local velocity. Hence, measurements must be made over several points and the resulting velocity components are then analyzed by finite difference schemes. However, the errors produced by the necessary differentiations limit the accuracy and spectral range. In addition, the spatial resolution of this method is often not sufficient to measure small-scale fluid motions or rapidly changing velocity gradients. As a consequence, the measured vorticity field is a type of spatially averaged estimate of the actual vorticity field. Finally, this method provides information at only a single point. If information on the entire flow field is required, measurements must be carried out sequentially one point at a time. This sequential method, although laborious, is straightforward in applications involving steady flows. However, the method becomes very difficult, if not impossible to implement, when studying unsteady flows. Direct measurement of vorticity has been tried, for instance, by injection of spherical particles which rotate in the flow with an angular velocity proportional to the local vorticity. Such methods suffer the same drawback of insufficient spatial resolution just mentioned and also can be quite complex.

Recently, a novel velocity measurement technique, commonly referred to as Laser Speckle Velocimetry (LSV) or Particle Image Displacement Velocimetry (PIDV) has become available. This technique provides the simultaneous visualization of the two-dimensional streamline pattern in unsteady flows as well as the quantification of the velocity field over an entire plane. The advantage of this technique is that the velocity field can be measured over an
entire plane of the flow field simultaneously, with accuracy and spatial resolution. From this the instantaneous vorticity field can be easily obtained. This constitutes a great asset for the study of a variety of flows that evolve stochastically in both space and time, such as unsteady vortical flows that occur in rotorcraft and high-single-attack aerodynamics. For the background of this present technique, the reader is referred to reference 5.

The principle of the technique is given in the next section followed by the description of the apparatus, instrumentation and procedures. Section 4 provide the results and their description for the flow over an high angle of attack NACA 0012 airfoil.

2. Principle of the Technique

The application of LSV or PIVD to fluid flow measurement involves several steps. First, it is necessary to "create" a selected plane or surface within the flow field. This is accomplished by seeding the flow with small tracer particles, similarly to LDV applications, and illuminating it with a sheet of coherent light, as shown in Figure 1. A pulsed laser such as a Ruby or a NdYAG laser or a CW laser with a shutter is normally used as the light source. The laser sheet is formed, for example, by focusing the laser beam first with a long focal length spherical lens to obtain minimum thickness, and then diverging the beam in one dimension with a cylindrical lens. The light scattered by the seeding particles in the illuminated plane provides a moving pattern. When the seeding concentration is low, the pattern consists of resolved diffraction limited images of the particles. When their concentration increases, the images overlap and interfere to produce a random speckle pattern. A multiple exposure photograph records this moving pattern. The lower particle concentration originates a mode of operation of the technique referred to as Particle Image Displacement Velocimetry, or PIVD, which consists of recording the flow field in a moving reference frame, with accuracy and spatial resolution. From this the instantaneous vorticity field can be easily obtained. This constitutes a great asset for the study of a variety of flows that evolve stochastically in both space and time, such as unsteady vortical flows that occur in rotorcraft and high-single-attack aerodynamics. For the background of this present technique, the reader is referred to reference 5.

The principle of the technique is given in the next section followed by the description of the apparatus, instrumentation and procedures. Section 4 provide the results and their description for the flow over an high angle of attack NACA 0012 airfoil.

The principle of the technique is given in the next section followed by the description of the apparatus, instrumentation and procedures. Section 4 provide the results and their description for the flow over an high angle of attack NACA 0012 airfoil.
The time-space development of the unsteady separated flow generated by an airfoil. For the multiple exposure, the time development of the flow field containing flow reversal and stagnation areas (a discussion of this flow field is given later).

3. Apparatus, Instrumentation and Procedures

The time-space development of the unsteady separated flow is examined using Particle Displacement Velocimetry. The flow is created by towing the airfoil in the reduced scale Fluid Mechanics Research Laboratory towing tank facility. The tank is 300 x 200 x 600 mm. A detailed examination showed that the motion of the towing carriage is smooth and vibration free. The towing carriage is driven by a variable D.C. motor and the towing velocity can vary from 0 to 100 mm/sec. For the photography, a 35mm camera (Nikon F-3) is used. To photograph the flow at regular time intervals, the photographic camera has an electric winding device. The photographic time interval available with this camera can be continuously varied up to a maximum of 6 frames per second. Two options are available to fix the camera; one by attaching it to the towing carriage, which means an observation point fixed in relation to the fluid, and the other by attaching it to the frame of the water tank, which means an observation point fixed in relation to the fluid. The selection of these two depends upon the flow field being photographed.

In this experiment the airfoil chord is 60 mm and is towed with a velocity of 22 mm/sec. The corresponding Reynolds number is 1400. The fluid used in this experiment was water seeded with 4 µm metallic coated particles (TSI model 10087). For the illumination, a laser beam from a 5 Watt Argon-ion Laser (Spectra-Physics series 2000) is used and focused to a diameter of 0.3 mm using an inverse telescope lens arrangement. A cylindrical lens, with a focal length of ~6.34 mm, is used to diverge the focused beam in one dimension, creating a light sheet. The laser sheet is 70 mm wide and illuminates the mid-span section of the airfoil. For the multiple exposure, the CW laser beam is modulated using a Bragg cell. In this experiment, the laser power density, I_p, of the sheet was ~27 W/mm². In order to record the time development of the flow field, the camera was attached to the towing carriage and the frequency of which the multiple exposures were taken was set at 2.0 Hz. The aperture of the lens with a focal length of 50 mm and a spacer of 12 mm, was set at F/8.5 and the resulting magnification factor was 0.40. For the multiple exposure, the time between exposures, T, and the exposure time, t, are chosen according to the criteria discussed in reference 6. The time between exposures was 10 ms. For optimum exposure, the exposure time was 1 ms, which corresponded roughly to (d/0.3 mm max), where D is the analyzing beam diameter, V is the maximum expected velocity plus the shift velocity in the field and d is the particle image diameter expressed in terms of

\[ d = (d_p + d_o)^{1/2} \]

with \( d \) the particle diameter and \( d_o \) the edge spread caused by the limited response of the recording optics (ref. 6).

Data Processing

The fringe images were acquired and analyzed using the digital image analysis system of the Florida State University FMRL (Fig. 5). This system consists of the following components: a DEC LSI-11/3 host computer, Gould IP-8500 Digital image processor which includes four memory tiles for storage of image data in a 512 x 512 format with a resolution of 8 bits per pixel, a frame digitizer, a pipeline processor and an output controller to convert digital to analog information for display on a color monitor. The system also includes a two-dimensional Klinger traversing mechanism with a controller for the purpose of automatically scanning the film transparencies. Two methods are available and used for fringe analysis (ref. 10). The first one is an interactive method in the sense that it requires the assistance of an operator.

The inconvenience of the one-dimensional averaging method is the need for an external adjustment of the angle of the fringes by an operator. This problem can be by passed by computing the velocity components along independent directions. Because each line of the fringe frame can be considered as a noisy periodic signal with variable phase, the automatic determination of a velocity component can be performed only by performing a discrete Fourier transform for the power spectrum of the phase. The autocorrelation for each line or its Fourier transform for the power spectrum satisfies this requirement. The m velocity component can be computed from:

\[
g(u) = \frac{1}{m} \sum_{n=0}^{511} \left[ \frac{I'(m,n)I'(m+u,n)}{I'(m,n)^2} \right] -511 \mbox{sec}^{-1} \]

This algorithm has been implemented using the pipeline processor of the Gould IP-8500 image processor to perform simultaneously the autocorrelation for all the lines of a frame. For an accurate estimate of the velocity magnitude and directions, four of such full image operations, yielding four autocorrelation functions, are required. From these the velocity vector is determined by selecting the values of the components which have been computed from autocorrelations having the
highest SNR, and visibility. (The computation, which includes the determination of the angle and position updating of the film transparency scanning mechanism, is completed in a few seconds, typically 4-5 sec, using the PDP 11-73 computer.)

The overall accuracy of the technique was evaluated using a method described in reference 10. A uniform flow field is created by producing a multiple exposure photograph in the still seeded water, in a water tank, with a camera moving at constant speed. For the multiple exposure photograph a number of time between exposures are used, thus resulting in photographs with particle pairs at different known distances.

In the absence of a systematic bias, the standard deviation of the obtained velocity distribution is an estimate of the mean measurement error. From the error analysis, it is believed that the velocity data is obtained with an accuracy of 2 percent or better.

4. Results and Discussion

Typical multiple exposure photographs of the flow generated by the impulsively started NACA 0012 from rest for different times are shown in figure 6. The photographic arrangement was purposely adjusted to enhance the view of the flow field on the upper surface of the airfoil rather than to show the entire flow around the airfoil. Consequently, the details of the flow under the airfoil can not be seen clearly in these photographs. The angle of attack of the airfoil is set at 30°.

These pictures display the flow field from the leading edge to a downstream location of about 1.5 chords. These pictures display the flow field from the leading edge to a downstream location of about 1.5 chords. The angle of attack of the airfoil is set at 30°.

Photographs were taken at a frequency of 2Hz. A total of 34 pictures were obtained, covering the range of t' from 0.1 to 5. The non-dimensional time, t' = Ut/c, where U is the free stream velocity, t is the time between two successive pictures, and c is the chord of the airfoil, is the range between successive pictures was 0.167. However, in figure 6, only a limited number of pictures are included. The quadruple exposed photographs shown here increase the SNR (signal to noise ratio), the fringe visibility, and provide an excellent flow visualization.

The added advantage of providing a good flow visualization is an asset of the PTDV technique.

From the flow visualization pictures shown in figure 6, the following observations are made. At the start of the airfoil a vortex, at the trailing edge, commonly known as "starting vortex", is generated and is carried away from the body. Concomitant with this is the generation of a separation bubble at the leading edge of the airfoil (figure 4a). At a later time, for example at t' = 1.2 (figure 4b), the separation bubble grows into an isolated bubble with "secondary vortices" following behind it. Similar type of vortex structure was also observed in the flow behind a circular cylinder. This multiple vortex structure continues to grow together until the t' reaches a value of 2.5 (figure 4c and 4d).

At t' = 2.5 (figure 4d), because of the close proximity of the primary vortex, a trailing edge vortex is generated. At t' = 2.75 the primary vortex abruptly moves away from the surface of the airfoil leaving behind a "vortex sheet" like structure (figure 4e). For t' > 3.0, this "vortex sheet" rolls up into distinct vortices and they grow in size with time as shown in figure 4f - 4g. During this process, the trailing edge vortex also grows and as a result the whole flow field becomes very complex. Close to the surface of the airfoil, a small vortex remains present for t' > 3.0. This vortex has the same sign of rotation as the trailing edge vortex. A similar vortex structure was observed by Hoit, who calls it an "induced vortex" and associates it with unsteady separation phenomenon.

The velocity data is acquired in a Cartesian mesh by digital processing of the Young's fringes, produced by point-by-point scanning of the positive contact copies of the photographs. The spatial size and the dimension of the analyzing beam are 0.5mm, which corresponds to a spatial resolution of about 1.25mm in the object plane or about 0.02c. The fringes were processed using the method described in the previous section. The resultant two-dimensional velocity fields, corresponding to figure 6a - 6h, are shown in figure 7. The length of each vector is proportional to the local velocity at that point. The color code superimposed on the velocity data represents the vorticity level, the magnitude of which is given by the color bar at the bottom of the picture. The red and green colors represent the peak positive and negative vorticity regions respectively. This type of display clearly depicts the various regions of vorticity and its strength. As discussed above, the presence of primary vortex, secondary vortices, vortex sheet, trailing edge vortex and vortex on the surface of the airfoil are clearly depicted along with their time-space development. The detailed analysis of this data is being conducted at this time and will be reported later.

5. Conclusions

A recently developed velocity measurement technique, known as Particle Image Displacement Velocimetry (PIDV), has been briefly described. Using this technique, the time-space evolution of the flow generated by an impulsively started high angle of attack (a=30°) NACA 0012 airfoil is presented. This experiment illustrated the technique's capability to record with accuracy the complex unsteady separated flow.

The technique has been shown to provide both flow visualization and quantitative measurements, which include the velocity and vorticity fields.
The unsteady separated flow field generated by an high angle of attack airfoil contains many large scale vortical structures such as: primary vortex generated at the leading edge with secondary vortices upstream of it, trailing edge vortex, vortex sheet and an induced vortex in the upper surface of the airfoil. The origins and time development of these are clearly depicted by the instantaneous velocity and vorticity fields obtained using PIDV.
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Direct summation of the velocity field introduced by point vortices tends to be time consuming since the velocity of each vortex is found as a sum over all other vortices. The resulting number of numerical operations is proportional to the square of the number of vortices. Here a relatively simple procedure is outlined which significantly reduces the number of operations by replacing selected partial sums by asymptotic series. The resulting number of operations appears to vary roughly in proportion to the number of unknowns, corresponding to a "fast" solver.

1. INTRODUCTION

Incompressible flow at high Reynolds number with large-scale separation can be difficult to compute since the vorticity tends to concentrate in limited parts of the flow field. Vortex methods [1] attempt to reduce the number of variables needed for the computation by describing only the vorticity, in its simplest form, by a series of delta-functions or point vortices:

\[ \omega = \sum_{j=1}^{N} I_j \cdot \delta(x - x_j) \]  

(1)

The flow velocity is related to the vorticity by the solution of a Poisson equation, with the vorticity as forcing function, resulting in the stream function. The flow velocity is found by taking the curl of the stream function. The solution for a series of point vortices is:

\[ \mathbf{u} = \nabla \times \mathbf{\psi} = \nabla \times \left( \sum_{j=1}^{N} I_j \cdot \delta(x - x_j) \right) \]  

The resulting number of operations appears to vary roughly in proportion to the number of unknowns, corresponding to a "fast" solver.

0021-9991/89 $3.00
Copyright © 1989 by Academic Press, Inc.
All rights of reproduction in any form reserved.
of delta functions can be found and leads to the following expression for the flow velocity:

$$V_j^* = \frac{\sqrt{-1}}{2\pi} \sum_{i \neq j} \Gamma_i \frac{1}{Z_j - Z_i}, \quad j = 1, 2, ..., N,$$

where $Z$ is the complex position $x + \sqrt{-1} y$ and $V^*$ the complex conjugate velocity $u - \sqrt{-1} v$. In general, it will be necessary to add to this flow velocity a solution of a Laplace problem to take care of the boundary conditions.

While the sum in Eq. (12) may easily be evaluated, the number of terms is proportional to the square of the number of vortices $N$. Thus, the computational effort increases rapidly when the number of vortices increases. In contrast, various mesh-based solution procedures for the Poisson equation are able to find the solution in a computational time roughly proportional to the number of mesh cells. As a result, a point vortex description seems most useful if (a) the number of vortices is much smaller than the number of mesh cells needed to describe the flow (i.e., the vorticity is restricted to a small part of the total domain); (b) the point-singularity description itself is of particular interest and the errors induced by a mesh-based representation must be avoided; or (c) the infinite domain implicit in Eq. (2) is to be preserved. Certainly discrete vortex representations have drawn and continue to draw considerable theoretical and numerical interest. In addition, the Poisson equation is not unique to fluid mechanics; it arises in other fields such as electromagnetism and gravitation. For these reasons, more efficient procedures to evaluate the solution under pointwise forcing are of considerable interest.

Various methods to reduce the computational effort have been proposed. Anderson [2] used a fast Fourier transform method, with corrections for the interactions between nearby vortices. However, some of the mentioned advantages of the vortex method are lost due to the presence of the mesh. In addition, for high accuracy the evaluation of the interactions between neighboring vortices can become computationally intensive.

An alternative approach followed in this paper is, to group the vortices spatially and to approximate the effects induced by each group at large distances. Appel [3] and Barnes and Hut [4] made approximations using a single replacement element. Yet, using such approximations, high accuracy is difficult to achieve while the algorithm tends to be scalar.

In contrast, the present study uses a Laurent series approximation for the velocity induced by each group. This approximation takes the form

$$V_j^* = \sum_{i \neq j} \frac{C_k}{(Z_j - Z_i)}, \quad (3a)$$

$$C_k = \frac{\sqrt{-1}}{2\pi} \sum_{i \neq j} \Gamma_i (Z_i - Z_0)^{i-1}, \quad (3b)$$
where \( Z_o \) is a suitably chosen origin point for the group of vortices and the sum in (3b) extends over all vortices in the considered group. The Laurent series allow the desired accuracy to be maintained by the choice of the truncation of the infinite sum. In addition, when the point \( j \) at which the velocity is to be evaluated is sufficiently far distant from the group of vortices, the series converges geometrically and only a limited number of terms is needed for given accuracy. Savings in computational effort result when the number of terms needed for the Laurent series is sufficiently small compared to the number of vortices in the group. For that reason, a minimum group size exists below which further savings are not made. Using the adaptive algorithm on a CYBER 205 computer, Van Dommelen and Rundensteiner [5] found that this group size is of the order of a 100 elements.

At about the same time, similar ideas were developed by Rokhlin [6] and Greengard and Rokhlin [7]. In fact, an adaptive algorithm developed by Carrier, Greengard, and Rokhlin [8] is quite similar to the present one in both the use of Laurent series and the grouping involved. An important difference between the procedures is how the adaptive group structure is addressed. While the procedure [8] is based on five topological sets expressing the relationships between groups, the present procedure is based on an unusual numbering system of the groups. The numbering system is generated simultaneously with the group structure; it leads to a relatively simple and streamlined program logic.

The procedure of Greengard and Rokhlin recasts the Laurent series as Taylor series to achieve further reductions in computational operations, an enhancement not yet incorporated in the present scheme. However, unless the number of vortices is sufficiently large, the possible savings seem limited. Furthermore, not recasting the series offers some compensating advantages, such as reduced storage (only a vanishingly small fraction of the Laurent series expansions need be stored), increase vector length, and less overhead.

In its present form, our procedure can be divided into two parts: generation of an adaptive panel structure, to group the vortices spatially, and determination of the velocity. The next two sections describe each of these steps in turn.

2. Generation and Numbering of the Panels

In order to use Laurent series effectively, the vortices must be spatially grouped together. Figure 1 illustrates a typical grouping for the example of flow about a circular cylinder. In this example, there are 16,479 vortices outside the cylinder (shown as dots) and an equal number of mirror vortices inside the cylinder (not shown).

The procedure for generating this panel structure is shown in Fig. 2. The first few steps are further illustrated in Fig. 3. The starting domain is taken as the smallest square that encloses all vortices. This square is subdivided into four squares, or subpanels, of equal size (indicated as A, B, C, and D in Fig. 3). The vortices are reordered so as to group the vortices in each of the four subpanels together (in the
Fig. 1. Example panel structure generated for flow about a circular cylinder. The 16,000 vortices outside the cylinder are shown as dots, an equal number of mirror vortices within the cylinder are not shown.

CYBER 205 implementation, the built-in vector function Q8VCMPS was used for this purpose.

Information about each of the panels is stored in memory. This information includes the position of the panel and the storage locations of the first and the last vortex within the panel. It also includes an identifying panel number defined later.

After subdivision, execution transfers to the first of the four subpanels generated, and a decision is made whether this panel should be further subdivided. The decision is based on the number of vortices in the panel; if sufficient vortices are present, for example, more than 100, the panel is further subdivided. Meanwhile the panel data for the remaining three subpanels is temporarily stored away in a last-in, first-out buffer. (The last part of the memory allocated for the panel information was used as buffer.)
If the considered panel does not contain sufficient vertices, the next panel will be retrieved from the buffer for possible further subdivisions. Proceeding in this manner, the entire domain is subdivided into panels containing a limited number of vertices.

Each of the panels is given a unique number to simplify identification of the panel and its place in the panel structure. Figure 3 illustrates that the storage is always kept in order of increasing panel number. The actual definition of the panel number is illustrated in Fig. 4: all panels which could be created by the subdivision process can be represented as a series of uniform divisions of the domain. For each of these uniform subdivisions, the x- and y-positions can be given a binary number. The four panels generated at the first level of subdivision can be numbered using a one-digit binary number (top of Fig. 4). Each additional level of subdivision requires one additional digit.

Therefore, the binary digits determine the position of the panel. The number of binary digits determines the subdivision level. It follows that the binary digits of the x- and y-positions describe the panels uniquely. The complete information is stored in a single panel number using the following procedure:
(a) Increment each digit in both the $x$- and $y$-position by one, so that binary zero becomes 1 and binary one becomes 2.

(b) "Interleave" the resulting digits of the $x$- and $y$-positions into a single number, so that the odd digits become the digits of the $x$-position and the even digits those of the $y$-position.

(c) Add trailing zeros to obtain a final panel number with a fixed and predetermined number of digits. The 205 procedure chooses a 28 digit panel number.

The procedure is illustrated in Fig. 4 for example panels. Since the highest value of the digits in the obtained panel number is 2, it can be considered as the representation of a number in a base-3 notation.

<table>
<thead>
<tr>
<th>Physical Domain</th>
<th>Vortex Storage</th>
<th>Panel Information</th>
<th>Panel Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>C</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>B</td>
<td>D</td>
<td></td>
<td>B</td>
</tr>
<tr>
<td>a</td>
<td>c</td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>b</td>
<td>d</td>
<td></td>
<td>c</td>
</tr>
<tr>
<td>BC</td>
<td>D</td>
<td></td>
<td>D</td>
</tr>
<tr>
<td>a</td>
<td>c</td>
<td></td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>d</td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>BC</td>
<td>D</td>
<td></td>
<td>c</td>
</tr>
<tr>
<td>B</td>
<td>D</td>
<td></td>
<td>d</td>
</tr>
</tbody>
</table>

Fig. 3. The first three steps in generating the panel structure of Fig. 1. Shown are: the subsequent divisions of the domain, the order in which the vortices are stored, the order in which the information about the panels is stored, and the numbering of the panels.
By construction, the panel number contains all the information about the panel: the non-zero digits determine the panel position and the number of pairs of non-zero digits the subdivision level. Particularly important properties are:

(i) For any given panel, the panel numbers of neighboring panels of the same size may be found by simply binary manipulations. (For example, to find the panel at the same y-position but the previous x-position, determine the odd non-zero digits of the panel number, giving the x-location, and do a binary subtraction of unity to find the digits of the sought panel number.)
(ii) For any given panel number, the panel number of the next larger "mother" panel containing the given panel is found by setting the last two non-zero digits to zero. (The last two non-zero digits were generated by the last panel subdivision.)

(iii) Subpanels of any panel have a panel number greater than the original panel, but less than the next panel of equal size. (The subpanels have the same leading digits as the original panel, but non-zero trailing digits.) This property implies that in order of increasing panel number, panels are arranged in "families," with the subpanels always immediately following the panels of which they are a part.

The algorithm for generating the panels described at the start of this section generates them in order of increasing panel number, subdividing the current lowest panel before moving on to the next panel.

Since each subdivision adds two more non-zero digits, the total number of digits in the panel number limits the smallest panel that can be defined. In the 205 implementation, this total number of digits was chosen to be 28, since 28-digit numbers are the largest base-3 numbers than can be stored in a single 205 memory location, saving storage and computational operations. In 28 digit representation, the smallest panel can be about 16,000 times smaller than the original domain, which would seem sufficient for most purposes.

3. Determination of the Velocity

The velocity is determined in a single pass over all panels in the order in which they were generated as described in the previous section. The procedure is outlined in Fig. 5.

For each panel, a "neighborhood" of vortices is established, consisting of the vortices both within the panel itself and in the panels, of at least equal size, sharing a boundary line or a corner point with the considered panel. The vortices in this neighborhood are not summed by the Laurent series expansion of the considered panel. This restriction ensures that the Laurent series converges exponentially. Instead, in evaluating the velocity induced on the neighborhood, the original sum in Eq. (2) is used. This sum is only performed for panels which are not further subdivided; for panels which are subdivided, the velocity is evaluated by means of the subpanels.

Laurent series can be used for all vortices outside the neighborhood of a panel. However, to reduce the computational effort, the Laurent series is only used for those vortices which cannot be evaluated by means of the Laurent series of the next larger "mother" panel: the single Laurent series of the mother panel is more efficient than the four Laurent series of its subpanels. Therefore, the Laurent series of any panel is used only for the vortices within the neighborhood of the mother, but outside the neighborhood of the panel itself.
In this scheme, at each stage the smallest possible number of Laurent series is used, for $N$ vortices resulting in the $O(N \ln N)$ operation counts of the next section. In the procedure of Greengard and Rokhlin [7] this operation count is further reduced to $O(N)$ by recasting the Laurent series as Taylor series; however, the present procedure has the advantage of being less complex and requires only a single sweep over the panel structure to evaluate the velocity.

To incorporate the Taylor series within the present procedure, the evaluation of the neighborhood of the mother would have to be modified. For each suitable panel within this neighborhood, the sum (3a) would be replaced by a recasting of the Laurent series into a Taylor series. Additional steps would be needed to transfer the Taylor series of the larger panels to the subpanels and to add the contributions of these series to the velocity.

Clearly, this will increase program complexity and scalar overhead. In addition, it requires that the neighborhood of the mother is described in terms of individual panels. The present procedure describes this neighborhood in terms of a small number of vectors of vortices, increasing vectorization. Furthermore, the present
procedure has a storage advantage: when the final subpanel of any group of 4 is reached, the four Laurent series of the subpanels can be combined into the Laurent series of the mother (bottom of Fig. 5). The four Laurent series of the subpanels can then be discarded; they are no longer needed. As a result, at any time only a small fraction of the Laurent series need be stored. On the other hand, using Taylor series, no obvious way to avoid storing the Taylor series coefficients for each panel is evident. This can be a disadvantage since each series represents a set of coefficients while, in addition, the total number of panels may be difficult to estimate precisely beforehand.

In the actual implementation of the procedure in Fig. 5, the first step is identification of the neighborhood of each panel. The present procedure starts out by identifying the individual digits of the binary $x$- and $y$-positions of the panel. By performing unit binary additions and subtractions, the panel numbers of the eight neighboring panels of the same size are found. For each of these eight panel numbers, the corresponding panel is located. In case any of the eight panels is undefined, the panel with the largest panel number less than or equal to the sought one is selected. On behalf of the properties of the panel number, the selected panel will always enclose the sought panel, ensuring the geometric convergence of the Laurent series. Since the panel numbers are ordered, an appropriate search on a scalar machine is binary; the CYBER 205 implementation switches to the vector function Q8SLT when the search interval extends over less than 500 panels.

After the neighboring panels have been located, the storage locations of the vortices in the neighborhood are simply the combination of the storage locations of the vortices in each of the nine panels. The subdivision process of the previous section reordered the vortices so as to group vortices in the same panel in contiguous storage locations or vectors. As a result, the neighborhood is described by at most nine vectors of vortices, and an additional check is made to identify contiguous vectors which can be described by a single vector. (In particular, the four subpanels of the larger panel containing the considered panel describe a single vector of vortices.) Since the number of vortices per panel is never small, the computations remain efficient on the 205.

The next step in the procedure in Fig. 5 is the evaluation of the original sum in Eq. (2) for panels which are not further subdivided. This sum was split into real and imaginary parts and modified to:

$$
\begin{align*}
\nu_z &= \sum_i g_i \frac{v_i - v_z}{(x_i - x_z)^2 + (y_i - y_z)^2 + d_z^2}; \\
\nu_i &= \sum_i g_i \frac{x_i - x_z}{(x_i - x_z)^2 + (y_i - y_z)^2 + d_z^2}; \\
\nu_z &= \frac{f_z}{2\pi}.
\end{align*}
$$

(4a) (4b) (4c)

These expressions are equivalent to the original sum in Eq. (2) when the value of
$d_i$ vanishes. They are equivalent to the sum in Eq. (2) to machine precision when the value of $d_i$ equals the machine epsilon. The addition of the $d_i$-term in (4a) and (4b) has the advantage of avoiding the singularity in the $i = i$ term while limiting the effect of numerical inaccuracy. For larger values of $d_i$, the velocity corresponds to vortices with finite core, which tend to improve the numerical properties of the vortex representation [9]. Expressions more elaborate than Eqs. (4a) through (4c) could be used [10]; since they increase the computational time for the original algorithm, they are likely to enhance the relative performance of the present algorithm.

The coefficients of the Laurent series follow from the sum (3b). The coefficients may be split into real and imaginary parts $A_k$ and $B_k$, leading to the following recursive relationships:

$$a_i^0 = 0, \quad b_i^0 = g_i,$$

$$a_{i+1}^k = a_i^k(x_i - x_0) - b_i^k(v_i - v_0),$$

$$b_{i+1}^k = a_i^k(v_i - v_0) + b_i^k(x_i - x_0),$$

$$A_k = \sum_i a_i^k, \quad B_k = \sum_i b_i^k.$$

In order to avoid possible inaccuracy caused by underflow of terms, the $x$- and $y$-positions were measured from the center of the panel and normalized with half the linear panel dimension.

For the evaluation of the neighborhood of the mother panels in Fig. 5, the Laurent series (3a) is used. Split into real and imaginary parts, the series can be written:

$$U_i^1 = \frac{x_i - x_0}{(x_i - x_0)^2 + (y_i - y_0)^2},$$

$$V_i^1 = \frac{y_i - y_0}{(x_i - x_0)^2 + (y_i - y_0)^2},$$

$$U_i^{k+1} = \frac{U_i^k(x_i - x_0) + V_i^k(y_i - y_0)}{(x_i - x_0)^2 + (y_i - y_0)^2},$$

$$V_i^{k+1} = \frac{V_i^k(x_i - x_0) - U_i^k(y_i - y_0)}{(x_i - x_0)^2 + (y_i - y_0)^2},$$

$$u_i = \sum_{k=1}^{\infty} A_k U_i^k - B_k V_i^k,$$

$$v_i = -\sum_{k=1}^{\infty} A_k V_i^k + B_k U_i^k.$$
It can readily be shown that the terms induced by any individual vortex $i$ converge geometrically with a convergence ratio

$$\frac{|r_{kl}|}{|r_{kl+1}|} = \frac{|Z - Z_0|}{|Z - Z_0|}$$

(7)

if $Z_0$ is the position of the center of the panel. Since the vortices in the eight neighboring panels are excluded from the Laurent series, simple geometry shows that the convergence ratio is at least $3/\sqrt{2}$. Therefore, truncating the Laurent series at 22 terms, each vortex would be summed to a relative error $6 \cdot 10^{-8}$, about the machine accuracy in half precision on the CYBER 205.

The last step in the procedure in Fig. 5 is the evaluation of the Laurent series of the current mother panel. While this Laurent series could be found using Eq. (3b), it can be found more efficiently from the Laurent series of the subpanels. The contribution of each of the subpanels to the Laurent series of the mother is given by

$$A C_k = m_k^i C_k + m_{k-1}^i C_{k-1} + \cdots + m_1^i C_1$$

(8a)

$$m_k^i = 2^k$$

(8b)

$$m_{k-1}^i = m_k^i \cdot \frac{k-1}{l} \cdot \frac{1}{\sqrt{2}}$$

(8c)

where

$$H = -1 + \sqrt{-1}$$

(8d)

$$H = -1 - \sqrt{-1}$$

(8e)

$$H = 1 + \sqrt{-1}$$

(8f)

$$H = 1 - \sqrt{-1}$$

(8g)

for the first through the fourth subpanels, respectively. (The factor $2^k$ in the above expressions reflects the scaling of Laurent series proportional to the panel size.) The coefficients $m_{k-1}^i$ can be evaluated a priori after which the evaluation of the coefficients vectorizes.

4. Performance

The numerical performance of the present algorithm is difficult to analyze in general. In the following, the analysis has been simplified by assuming that the $N$ vortices are homogeneously distributed over a square. In that case, the domain will be subdivided in panels containing the same number of vortices, $n$, each. The number of unsubdivided panels is $N/n$ and the number of levels of subdivisions needed is $\log_2(N/n)$.
The total computational time to find the velocity of the \( N \) vortices consists of a number of contributions. First of all, the vortices must be gathered into panels. The first subdivision of the total domain involves \( N \) vortices which are first examined on \( x \)-position, then on \( y \)-position, and correspondingly reordered. The time involved in this step will be written as

\[
N v_G f_{G,x}. 
\]

The factor \( v_G \) is the time needed to compare the \( x \)- and \( y \)-positions of a vortex with those of the center of the panel, pass the vortex 4 times through the vector function Q8VCMPRS (in the 205 implementation, otherwise to store the vortex twice), and add one to the number of vortices in first the right half of the panel and then to the number of vortices in the subpanel, using Q8SCNT.

The penalty factor \( f_{G,x} \) expresses the overhead performed which is independent of the number of vortices involved, such as computing and storing the panel information for the four panels and, on the 205, starting up the vector operations. For a large number of vortices, the operations for the individual vortices dominate the total time and \( f_{G,x} \) will approach unity. However, for vector processors such as the 205, the vector operations for the individual vortices are performed with such a speed that \( f_{G,x} \) becomes appreciable when the number of vortices becomes less than a few hundred. (For the simple vector operations in half precision on the FSU/DOE 205, the start-up overhead becomes equivalent to the time of execution when the number of vortices is 200). The subscript \( N \) in the penalty factor \( f_{G,N} \) expresses the representative number of elements or vector length.

In the next level of subdivision, four panels with each \( \frac{1}{4} N \) vortices are subdivided, requiring a computational time

\[
\frac{1}{4} N v_G f_{G,x} \cdot 4 = N v_G f_{G,x} \cdot \frac{4}{4} = N v_G f_{G,x} . 
\]

Since there are \( \log_4 (N/w) \) levels of subdivisions and the penalty factor increases with decreasing vector length, the total time for finding the panels may conservatively be written as:

\[
t_G = N v_G f_{G,x} \log_4 \left( \frac{N}{w} \right), \quad (9a)
\]

The logarithmic factor may be bounded by the maximum number of subdivisions allowed by the machine accuracy \([8]\), but such a bound depends on the particular coding techniques and machine accuracy available and will be avoided here.

In the present algorithm, the original sum in Eq. (2) is used to evaluate the velocity induced by the \( n \) vortices in each unsubdivided panel upon its neighborhood of nine panels. If \( v_z \) is the time needed to evaluate a single term in Eq. (2), the total time can be written, conservatively, as

\[
t_z = n \cdot 9 n \cdot v_z f_{G,z} \cdot \frac{N}{n}, \quad (9b)
\]
neglecting panels that may fall outside the domain, or

\[ t_z = 9n \left[ 1 - \frac{4}{3} \sqrt{\frac{n}{N}} + \frac{4}{9} \frac{n}{N} \right] u_z f_{L,n} N. \]

after correction. Since \( n \) will typically be sizably smaller than \( N \), Eq. (9b) will be used.

For each of the unsubdivided panels, \( K \) coefficients of the Laurent series (3b) must be determined, requiring a time

\[ t_c = n \cdot K \cdot v_r f_{C,n} \cdot \frac{N}{n}. \]  

These Laurent series are next used to determine the velocity induced on the \( 4 \cdot 9n \) vortices in the neighborhood of the larger panel containing the unsubdivided panel, excluding the \( 9n \) vortices in the neighborhood of the unsubdivided panel itself. The time needed for \( N/n \) unsubdivided panels is

\[ K \cdot 27n \cdot v_z f_{L,n} \cdot \frac{N}{n}. \]  

Similarly, the Laurent series for the \( N/4n \) larger panels are used to evaluate the velocity induced upon \( 27 \cdot 4n \) vortices, neglecting edge effects. With \( \log_4(N/4) \) levels of subdivision, the time can be written conservatively as:

\[ t_c = K \cdot 27n \cdot v_r f_{L,n} \cdot \frac{N}{n} \log_4 \left( \frac{N}{n} \right). \]  

The procedure of Greengard and Rokhlin [7] avoids the logarithmic factor, since the number of coefficients in the Taylor series does not increase with panel size. However, the logarithmic factor in (9a) would remain.

Time is further needed to combine the Laurent series of the unsubdivided panels into those of the larger panels. In the 205 implementation, each coefficient \( C_k \) of the larger panel was written as an inner product between the vector of \( 4K \) coefficients of the subpanels and a corresponding vector of coefficients \( m_\ell \), Eqs. (8a) through (8g). The time needed is:

\[ t_f = \frac{4}{3} \frac{K^2}{n} v_r f_{L,4K} N. \]  

The contribution most difficult to estimate is the overhead involved in addressing the panel structure. For each panel, the neighborhood needs to be established, as well as the neighborhood of the next larger panel. Most of the operations involved will roughly be proportional to the number of panels: \( N/n \) unsubdivided ones, \( N/4n \) next larger ones, and so on, a total of less than \( 4N/3n \) panels. However, the binary...
search to find the nine neighboring panels requires operations proportional to \(\log_2(4N/3n)\). The time for overhead will therefore be written as

\[
t_0 = \left[ \frac{4}{3} s_0 + \frac{8}{3} s_1 \log_2 \left( \frac{N}{n} \right) \right] \frac{N}{n},
\]

(9f)

where \(s_0\) and \(s_1\) are representative computational times for each panel and for each binary search, respectively, neglecting \(\log_2 4/3\). The symbol \(s\) was used here instead of \(u\) in order to indicate that the operations involved are largely scalar.

Using these various contributions to the computational time, the decision when to stop subdivision of the panels can be addressed. Collecting all contributions, the total time needed to find the velocity becomes:

\[
t = \left( v_{g, f_e, n} + 27 v_{f, f_e, n} K + \frac{8}{3} s_1 \right) N \log_4 \frac{N}{n} + \left( 9 v_{f, f_e, n} + v_{e, f_e, n} K + \frac{4}{3} v_{f_1, f_e, n} K^2 \frac{27K}{n} + \frac{4}{3} s_1 \right) N.
\]

(10)

In estimating the relative importance of the terms, it will be assumed that the number of vortices \(N\) is large. Indeed, the number of vortices must be sizably larger than the typical number of terms in the Laurent series in order for the algorithm to be useful.

Under the limiting process where both \(N\) and the number of vortices per panel \(n\) tend to infinity, corresponding to relatively few large panels, the dominant term in Eq. (10) is the time, Eq. (9b), for the original sum, as could be expected, since the number of terms per panel leads to corresponding reductions in computation time.

However, when decreasing the number of panels, adverse affects must eventually occur. The penalty factor \(f_{e, n}\) increases when the value of \(n\) decreases, since the start up time increases in relative importance. On a two pipe 205, the vector start up becomes dominating when the number of vortices becomes less than 200, limiting further reductions in the time needed for the original sum.

On the other hand, the time needed for other operations increases while \(n\) decreases. For example, the time for doing the Laurent series (9d) increases when \(n\) decreases below a certain limit, since the penalty factor increases. This term contains the relatively large numerical factor \(27K\), so that appreciable increases in the penalty factor tend to be important. In addition, the scalar times, which can be relatively large on a 205, are inversely proportional to \(n\).

It may be concluded that for sufficiently many vortices, the computational time first decreases with the number of vortices per panel and then increases. As a result, a number of vortices per panel exists for which the present algorithm performs optimally.

For that reason, in generating the panels, the present algorithm decides whether
to subdivide panels further based on the number of vortices in the panel. Further subdivisions are only made when the number of vortices is greater than some minimum value \( n \), chosen a priori.

Table I provides examples of the influence of the value of \( n \) on the computational time. In this case, the vortices were approximately homogeneously distributed over the interior of a circle, grouped in rings. It appears from Table I that the minimum number of vortices to subdivide a panel on a 205 should be roughly 200. Fortunately, the precise value used appears to have relatively little influence on the results.

In addition to the computational time, the numerical errors in the algorithm are important. For \( p \) vortices of strength \( \Gamma \) located on a ring of radius \( R \), the velocity induced is

\[
Vr^* = \sqrt{-1} \frac{\pi \Gamma}{2\pi R} \frac{Z^p}{Z^p_r - R^p}
\]

### Table I

**Computational Time and Numerical Errors for Vortices Homogeneously Distributed within a Circle Using 23 Term Asymptotic Expansions**

<table>
<thead>
<tr>
<th>Number of vortices</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>8000</th>
<th>16000</th>
<th>32000</th>
<th>64000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time for summation, CPU seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.10</td>
<td>0.36</td>
<td>1.78</td>
<td>5.39</td>
<td>21.35</td>
<td>86.32</td>
<td>356.78</td>
</tr>
<tr>
<td>100</td>
<td>0.11</td>
<td>0.54</td>
<td>0.71</td>
<td>1.95</td>
<td>2.55</td>
<td>4.35</td>
<td>17.17</td>
</tr>
<tr>
<td>200</td>
<td>0.11</td>
<td>0.77</td>
<td>0.67</td>
<td>1.61</td>
<td>1.95</td>
<td>8.12</td>
<td>17.10</td>
</tr>
<tr>
<td>400</td>
<td>0.10</td>
<td>0.82</td>
<td>1.61</td>
<td>4.58</td>
<td>8.12</td>
<td>2.53</td>
<td></td>
</tr>
<tr>
<td>Ratio of improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.9</td>
<td>15</td>
<td>3</td>
<td>60</td>
<td>106</td>
<td>209</td>
<td></td>
</tr>
<tr>
<td>Maximum error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.005</td>
<td>0.019</td>
<td>0.020</td>
<td>0.040</td>
<td>0.080</td>
<td>0.160</td>
<td>0.119</td>
</tr>
<tr>
<td>100</td>
<td>0.004</td>
<td>0.007</td>
<td>0.009</td>
<td>0.013</td>
<td>0.021</td>
<td>0.022</td>
<td>0.024</td>
</tr>
<tr>
<td>200</td>
<td>0.004</td>
<td>0.016</td>
<td>0.009</td>
<td>0.013</td>
<td>0.016</td>
<td>0.021</td>
<td>0.024</td>
</tr>
<tr>
<td>400</td>
<td>0.005</td>
<td>0.016</td>
<td>0.012</td>
<td>0.043</td>
<td>0.021</td>
<td>0.021</td>
<td>0.030</td>
</tr>
<tr>
<td>Mean square error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.003</td>
<td>0.006</td>
<td>0.012</td>
<td>0.023</td>
<td>0.046</td>
<td>0.093</td>
<td>0.187</td>
</tr>
<tr>
<td>200</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
<td>0.007</td>
<td>0.009</td>
<td>0.012</td>
<td>0.013</td>
</tr>
<tr>
<td>Average error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.003</td>
<td>0.005</td>
<td>0.010</td>
<td>0.020</td>
<td>0.041</td>
<td>0.082</td>
<td>0.164</td>
</tr>
<tr>
<td>200</td>
<td>0.002</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.008</td>
<td>0.010</td>
<td>0.012</td>
</tr>
</tbody>
</table>
or

\[ V_j = \sqrt{\frac{-1}{4\pi Z_j} (p - 1) \Gamma} \]

if the vortex \( j \) is located on the same ring. By summation over all rings the analytical solution can be found and compared to the obtained results.

Table I lists the maximum deviation in either velocity component from the analytical solution, expressed in a percentage of the velocity at the perimeter of the circle. The present algorithm shows considerably better accuracy than the original sum, which may be due to the summation of the terms in groups. In the original algorithm, the individual terms were added to an increasingly large total, leading to a loss of significant digits.

For random walk computations, the mean square or average errors may be more relevant than the maximum error, since only averaged quantities are relevant. Both these errors show behavior similar to the maximum error.

**TABLE II**
A: Table I, but Using 13 Term Expansions

<table>
<thead>
<tr>
<th>Number of vortices</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>8000</th>
<th>16,000</th>
<th>32,000</th>
<th>64,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time for summation, CPU seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original 0.10</td>
<td>0.36</td>
<td>1.38</td>
<td>5.39</td>
<td>21.36</td>
<td>86.35</td>
<td>356.72</td>
<td></td>
</tr>
<tr>
<td>100 0.09</td>
<td>0.26</td>
<td>0.57</td>
<td>1.40</td>
<td>2.39</td>
<td>6.61</td>
<td>13.03</td>
<td></td>
</tr>
<tr>
<td>200 0.09</td>
<td>0.25</td>
<td>0.55</td>
<td>1.07</td>
<td>2.79</td>
<td>6.91</td>
<td>13.08</td>
<td></td>
</tr>
<tr>
<td>400 0.10</td>
<td>0.25</td>
<td>0.79</td>
<td>1.43</td>
<td>4.27</td>
<td>6.92</td>
<td>20.40</td>
<td></td>
</tr>
<tr>
<td>Ratio of improvement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.1</td>
<td>1.4</td>
<td>2.4</td>
<td>3.9</td>
<td>7.7</td>
<td>13.1</td>
<td>27.4</td>
</tr>
<tr>
<td>Maximum error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original 0.005</td>
<td>0.010</td>
<td>0.020</td>
<td>0.040</td>
<td>0.080</td>
<td>0.160</td>
<td>0.319</td>
<td></td>
</tr>
<tr>
<td>100 0.003</td>
<td>0.005</td>
<td>0.007</td>
<td>0.009</td>
<td>0.011</td>
<td>0.013</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>200 0.003</td>
<td>0.006</td>
<td>0.007</td>
<td>0.011</td>
<td>0.011</td>
<td>0.016</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>400 0.005</td>
<td>0.006</td>
<td>0.011</td>
<td>0.012</td>
<td>0.019</td>
<td>0.016</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>Mean square error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original 0.003</td>
<td>0.006</td>
<td>0.012</td>
<td>0.023</td>
<td>0.046</td>
<td>0.093</td>
<td>0.187</td>
<td></td>
</tr>
<tr>
<td>100 0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.007</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td>Average error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original 0.003</td>
<td>0.005</td>
<td>0.010</td>
<td>0.020</td>
<td>0.041</td>
<td>0.082</td>
<td>0.164</td>
<td></td>
</tr>
<tr>
<td>100 0.002</td>
<td>0.002</td>
<td>0.003</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
<td>0.008</td>
<td></td>
</tr>
</tbody>
</table>
The results in Table I were obtained by expanding all Laurent series to machine precision, 23 terms. Yet in view of the final errors in the results, there appears little justification in demanding such accuracy, unless special provisions are made to avoid accumulation of the round-off errors. Results for 13 term Laurent series are presented in Table II. Remarkably, the resulting errors prove somewhat lower than those in the 23 term expansion. A good explanation of this effect cannot be given; however, the maximum possible error in truncating the Laurent series is only 0.006%, small compared to the final errors. On the other hand, the final terms in the Laurent series correspond to the fastest Fourier components: for that reason truncating the series may have some averaging effect on the round-off errors.

For the case of Tables I and II, the vorticity occupied most of the domain under consideration. A somewhat different case arises when the vortices are evenly spaced along the perimeter of a circle. Since the vorticity is now sparsely distributed, the present procedure will generate a considerable number of empty panels, and it

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational Time and Numerical Errors for Vortices Homogeneously Distributed on a Circle Using 13 Term Asymptotic Expansions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of vortices</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
<th>8000</th>
<th>16,000</th>
<th>32,000</th>
<th>64,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time for summation, CPU seconds</td>
<td>Original</td>
<td>0.10</td>
<td>0.36</td>
<td>1.38</td>
<td>5.41</td>
<td>21.38</td>
<td>86.32</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.08</td>
<td>0.17</td>
<td>0.36</td>
<td>0.78</td>
<td>1.65</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.06</td>
<td>0.14</td>
<td>0.31</td>
<td>0.65</td>
<td>1.42</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.06</td>
<td>0.17</td>
<td>0.34</td>
<td>0.75</td>
<td>1.51</td>
<td>3.36</td>
</tr>
<tr>
<td>Ratio of improvement</td>
<td>100</td>
<td>1.7</td>
<td>2.6</td>
<td>4.5</td>
<td>8.3</td>
<td>15.1</td>
<td>28.4</td>
</tr>
<tr>
<td>Maximum error in the velocity, percent</td>
<td>Original</td>
<td>0.024</td>
<td>0.061</td>
<td>0.128</td>
<td>0.271</td>
<td>0.547</td>
<td>1.100</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.012</td>
<td>0.023</td>
<td>0.046</td>
<td>0.093</td>
<td>0.180</td>
<td>0.360</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.012</td>
<td>0.024</td>
<td>0.046</td>
<td>0.094</td>
<td>0.181</td>
<td>0.361</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.013</td>
<td>0.026</td>
<td>0.049</td>
<td>0.098</td>
<td>0.184</td>
<td>0.363</td>
</tr>
<tr>
<td>Mean square error in the velocity, percent</td>
<td>Original</td>
<td>0.005</td>
<td>0.010</td>
<td>0.018</td>
<td>0.041</td>
<td>0.079</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.004</td>
<td>0.008</td>
<td>0.012</td>
<td>0.031</td>
<td>0.059</td>
<td>0.096</td>
</tr>
<tr>
<td>Average error in the velocity, percent</td>
<td>Original</td>
<td>0.001</td>
<td>0.002</td>
<td>0.003</td>
<td>0.006</td>
<td>0.012</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.000</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>
might seem that this would adversely affect computational time. However, the data in Table III shows that performance improves. This appears to agree with the observations of Carrier, Greengard, and Rokhlin [8].

The simplified case of vortices arranged on a single horizontal line can shed some light on this increase in efficiency. Repeating the previous analysis with suitable modifications, the total time becomes:

\[
t = \left[ 2v_c f_{C,A} + 6v_c f_{L,A} K + \frac{8}{n} \right] N \log_4 \frac{N}{n} \\
+ \left[ 3v_c f_{L,A} n + v_c f_{C,A} K + 4v_c f_{L,A} K \frac{K^2}{n} + 4 \frac{s_0}{n} \right] N.
\]

(12)

Comparison with Eq. (10) does show that the time for scalar panel overhead has increased. On the other hand, the time needed for the direct summation has improved, since the empty panels decrease the number of vortices in the neighborhood of unsubdivided panels from 9n to 3n. In addition, the time for the Laurent series has decreased, since 6n rather than 27n vortices need to be

**TABLE IV**
Computational Time and Numerical Errors for Vortices on the Perimeter of a Circle for a MicroVAX II

<table>
<thead>
<tr>
<th>Number of vortices</th>
<th>400</th>
<th>800</th>
<th>1600</th>
<th>3200</th>
<th>6400</th>
<th>12,800</th>
<th>25,600</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time for summation, CPU seconds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>9.1</td>
<td>36.3</td>
<td>151.9</td>
<td>614.2</td>
<td>2470.8</td>
<td>9867.3</td>
<td>39469.2</td>
</tr>
<tr>
<td>30</td>
<td>5.0</td>
<td>10.9</td>
<td>25.5</td>
<td>56.3</td>
<td>127.0</td>
<td>272.3</td>
<td>604.1</td>
</tr>
<tr>
<td>40</td>
<td>4.7</td>
<td>10.6</td>
<td>25.5</td>
<td>55.4</td>
<td>128.5</td>
<td>286.3</td>
<td>597.8</td>
</tr>
<tr>
<td>50</td>
<td>4.7</td>
<td>10.6</td>
<td>25.5</td>
<td>55.4</td>
<td>133.5</td>
<td>292.5</td>
<td>616.3</td>
</tr>
<tr>
<td>60</td>
<td>4.7</td>
<td>10.6</td>
<td>26.4</td>
<td>55.7</td>
<td>138.9</td>
<td>303.3</td>
<td>623.6</td>
</tr>
<tr>
<td>Mean square error in the velocity, percent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00001</td>
<td>0.00004</td>
<td>0.00007</td>
<td>0.00019</td>
<td>0.00036</td>
</tr>
<tr>
<td>40</td>
<td>0.00001</td>
<td>0.00001</td>
<td>0.00002</td>
<td>0.00004</td>
<td>0.00006</td>
<td>0.00010</td>
<td>0.00018</td>
</tr>
<tr>
<td>Additional array storage used, 4 byte words</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>496</td>
<td>3299</td>
<td>3907</td>
<td>5040</td>
<td>7281</td>
<td>11374</td>
<td>20827</td>
</tr>
<tr>
<td>Percentage CPU time for various steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( t_0 )</td>
<td>62</td>
<td>48</td>
<td>48</td>
<td>43</td>
<td>42</td>
<td>41</td>
<td>34</td>
</tr>
<tr>
<td>( t_{es} )</td>
<td>30</td>
<td>14</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>( t_{s} )</td>
<td>0</td>
<td>26</td>
<td>34</td>
<td>38</td>
<td>40</td>
<td>43</td>
<td>50</td>
</tr>
</tbody>
</table>
determined from the Laurent series of the unsubdivided panels; the remaining contributions are found using the combined Laurent series.

Next, while scalar operations are relatively slow on the 205, the corresponding total times are proportional to $1/n$, which is of order $10^{-2}$. On the other hand, the times for the direct sum and the Laurent series are proportional to $9u$ and $27K$, respectively, which are of order $10^2$. For that reason, the scalar times need not dominate even for quite slow scalar processing.

While the present algorithm still leads to reduced errors, the differences are not so pronounced as in Tables I and II. The reason may be that in this case the vortices in the immediate vicinity of each other dominate the errors (the sum approximates a singular integral). Those vortices are still summed in the same way as in the original algorithm.

Table IV shows computational times for a scalar version of the algorithm. As may be expected, the scalar version can address smaller groups of vortices more efficiently than the 205 version, resulting in some additional savings.

The total time CPU time used can be divided into contributions $t_0$ to perform the original sum (2), $t_{L_1}$ to perform the Laurent series of panels which are not further subdivided, and $t_{L_2}$ for the Laurent series of panels which are. Table IV shows those contributions for the case that $n = 40$. Recasting of Laurent series into Taylor series as used by Greengard and Rokhlin [7] could be used to reduce the required time $t_{L_2}$.

Comparison of Table IV with the data of Carrier, Greengard, and Rokhlin [8] does suggest a significant increase in storage due to such a recasting.

5. Concluding Remarks

The present algorithm is concerned with fast solution of the 2-dimensional Poisson equation under pointwise forcing. Since the actual application is not the true subject of this paper, or: a concise description of the one considered here will be given: Lagrangian flow computations using a random walk simulation of diffusion effects similar to [9]. A relatively simple removal of the singular behavior, Eq. (4), was used in computed examples such as Fig. 1. In most computations, the chosen vortex diameter was 0.675 times the random step size $a = \sqrt{2v_M}$. The normal boundary condition was satisfied by means of mirror vortices within the cylinder. To satisfy the tangential boundary condition, after each predictor-corrector step all vortices within a distance 1.27 $a$ from the wall, a thin sub-layer of the boundary layer, were removed. Next the slip velocity at the wall was evaluated and integrated to find the amount of circulation needed to satisfy the no-slip condition. This circulation was subsequently assigned to a ring of vortices a distance 0.675 $a$ away from the wall and spaced 1.27 $a$ apart. The procedure leads to the same flux of vortices through the cutoff at 1.27 $a$ as a homogeneous distribution of vortices within the cutoff. In order to reduce the random fluctuations introduced by strong vortices, the number of vortices placed at each location along the wall was chosen $\cdot$
to give an approximately uniform vortex strength. At least one vortex was placed at each location if the local circulation was non-zero. Some experiments varying the given numerical values, or using an exponential vortex core rather than Eq. (4), were performed, but results were ambiguous due to the random noise. The random step sizes were taken from a data base of 8000 random numbers, starting from a randomly chosen position.

The purpose of this paper was to show how the computational time can be greatly reduced using Laurent series, allowing a much larger number of vortices to be included. The use of Laurent series or replacement elements to save computational time is not a new notion [6]; however, the present method renders the application effective by gathering the point forces into an adaptive, ordered panel structure. The contribution of the present paper is therefore primarily a programming technique which allows an easily addressable adaptive description of irregular distributions of points. Moreover, it is quite suited for vector processing and requires little storage. It seems simpler and possibly more vectorizable than the procedure of Carrier, Greengard, and Rokhlin [8].

The evidence of the Tables I through IV shows that the present algorithm is "fast" in the sense that the computational time roughly doubles when the number of vortices doubles. For the original sum in Eq. (2), the computational time becomes larger by a factor four instead. For that reason the savings in computational time increase with the number of vortices.

In fact, the time estimates in Eqs. (10) and (12) show the computational time to be proportional to \( N \log N \), similar to the fast Fourier transform solutions of the Poisson equation such as Hockney's FACR algorithm, which needs \( N \log_2 (\log_2 N) \) operations. However, a closer study of Eqs. (10) and (12) shows that for typical values \( K \sim 20 \) and \( n \sim 100 \), the coefficient of the \( N \log N \) term in the present algorithm will be numerically quite large.

For that reason, one of the motivations mentioned in the Introduction should still be present in order to adopt an algorithm such as the present one.

An interesting question is whether the present algorithm is applicable to 3-dimensional Poisson problems. This would make it possible to address such problems as the motion of stars in galaxies and 3-dimensional flows with sparse vortex geometry. Most of the procedures in Sections 2 and 3 carry through immediately by the simple step of including the digits of the third coordinate in the panel numbers. However, the straightforward generalization of the Laurent series to spherical harmonics as applied by Greengard and Rokhlin [11] has the disadvantage that the number of terms added for each order of accuracy increases. A procedure based on fast Fourier transforms proposed by Greengard and Rokhlin [12] can significantly reduce the effort.

The present procedure of generating and addressing a complex panel structure does not need to be restricted to solution of the Poisson equation, but could be used for other problems involving groups of points in which the interaction between elements of different groups can be simplified when the distance between the groups is sufficient.
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APPENDIX III
Summary of the Computational Scheme.
Computations

Random-walk vortex simulations of the full Navier-Stokes equations were performed as comparison. In the computations, the flow field was represented by discrete vortex blobs of the form:

\[ u_j = \sum_i g_i \frac{y_j - y_i}{(x_j - x_i)^2 + (y_j - y_i)^2 + \delta_i^2} \]

\[ v_j = \sum_i g_i \frac{x_i - x_j}{(x_j - x_i)^2 + (y_j - y_i)^2 + \delta_i^2} \]

\[ g_i = \frac{\Gamma_i}{2\pi} \]

A recently developed fast procedure allowed the computations to be performed with sizably more vortex blobs than previously possible [see J. Comp. Phys. paper]. The vortices were advanced in time using a two-step Runge-Kutta scheme. To simulate diffusion effect, each time step the vortex motion was augmented with a random component of average magnitude \( \sqrt{2\nu\Delta t} \).

The normal wall boundary condition was satisfied by mirror vortices, after a mapping of the airfoil onto a circle. The mapping used was a generalized Von Mises transform which correctly reproduces the kinks in the contour at the trailing edge:

\[ \frac{dZ}{d\zeta} = C \prod_{k=1}^K (1 - \frac{\zeta_k}{\zeta})^{\gamma_k} \]

The constants \( C, \zeta_k \) and \( \gamma_k \) are determined from: the kinks in the NACA 0012 airfoil contour caused by the small but finite thickness at the trailing edge, the regularity of the mapping at infinity, and finally from least square minimization of the errors in airfoil shape elsewhere. The Von Mises type procedure was preferred above a Fast Fourier transform, since the transform is relatively inaccurate due to the singularities in contour. In addition, the transform would be quite inefficient during the actual flow computation.

The no-slip boundary condition was satisfied by addition of vortices at the wall during each time-step: First all vortices within a distance of \( 1.27\sqrt{2\nu\Delta t} \) were removed. Then a ring of new vortices was added at a distance \( 0.675\sqrt{2\nu\Delta t} \) to correct the wall velocity to zero. (The distance for adding vortices equals the diffusion distance of the vorticity generated by the wall during the time-step for the true Navier-Stokes equations; the removal distance...
was chosen based on a statistical study requiring that the scheme handles locally uniform vorticity distributions accurately, not unlike discretization techniques in finite difference procedures. The vortex diameter $d_v$ was rather arbitrarily chosen to be $0.675 \sqrt{2\nu \Delta t}$; testing showed that results depended little on the actual value used.

The CYBER 205 results were post-processed on the departmental MicroVAX II, using a fast Fourier transform to find the streamlines. The vorticity was represented in bit-mapped graphics as half tones.
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Abstract

Although unsteady, high-Reynolds-number, laminar boundary layers have conventionally been studied in terms of Eulerian coordinates, a Lagrangian approach may have significant analytical and computational advantages. In Lagrangian coordinates the classical boundary-layer equations decouple into a momentum equation for the motion parallel to the boundary, and a hyperbolic continuity equation (essentially a conserved Jacobian) for the motion normal to the boundary. The momentum equations, plus the energy equation if the flow is compressible, can be solved independently of the continuity equation. Unsteady separation occurs when the continuity equation becomes singular as a result of touching characteristics, the condition for which can be expressed in terms of the solution of the momentum equations. The solutions to the momentum and energy equations remain regular. Asymptotic structures for a number of unsteady three-dimensional separating flows follow and depend on the symmetry properties of the flow (e.g. line symmetry, axial symmetry). In the absence of any symmetry, the singularity structure just prior to separation is found to be quasi two-dimensional with a displacement thickness in the form of a crescent shaped ridge. Physically the singularities can be understood in terms of the behavior of a fluid element inside the boundary layer which contracts in a direction parallel to the boundary and expands normal to it, thus forcing the fluid above it to be ejected from the boundary layer.

1. Introduction

A major feature of unsteady large-Reynolds-number flow past a rigid body is the shedding of vortices from the surface of the body. Such vortices alter the forces exerted on the body dramatically (McCroskey & Pucci 1982). A more complete theoretical understanding of vortex shedding would be advantageous in the design of air, land and water transport. Theoretical models of vortex shedding also have application, inter alia, in the description of air flow over hills and water waves, water flow over sand ripples, and blood flow through curved and constricted arteries and veins.

A classical example of vortex shedding develops when a circular cylinder is set into motion in the direction normal to its axis. This example was first studied by Prandtl (1904), and the process by which an initially attached boundary layer develops into a separated flow
with detached free shear layers has been clearly illustrated by the experiments of Nagata, Minami & Murata (1979), and Bouard & Coutanceau (1980). The term 'separation' will in this paper be used to refer to the 'breakaway' of a thin layer of vorticity from the surface of a body. This definition of separation is close to that of both Prandtl (1904) and Sears & Telionis (1975). In particular, Sears & Telionis speak only of separation when the penetration of the boundary-layer vorticity away from the wall becomes too large to be described on the usual $O(Re^{-\frac{3}{4}})$ boundary-layer scale ($Re$ is the Reynolds number of the flow, and is assumed large). Therefore, once separation has developed the classical attached flow solution will, in general, no longer be valid.

The first theoretical advance in understanding the unsteady cylinder flow at high Reynolds numbers was made by Blasius (1908). He explained the occurrence of flow reversal inside the attached unsteady boundary layer which is set up immediately the cylinder starts to move. In the case of steady flow past a rigid surface, flow reversal is often accompanied by separation. However, Moore (1958), Rott (1956) and Sears (1956) all realized that zero wall shear is not necessarily related to separation in unsteady flow. Sears & Telionis (1975) noted subsequently that their definition of separation is consistent with the termination of the boundary-layer solution in a singularity. Such a singularity will be referred to as the separation singularity, and the time at which it develops as the separation time.

A considerable number of numerical computations have attempted to verify the existence of a singularity in the boundary-layer solution for the circular cylinder problem. The first convincing evidence that a singularity forms within a finite time was given by Van Dommelen & Shen (1977, 1980a, 1982). In a Lagrangian computation, with fluid particles as independent coordinates, they found that a separation singularity develops after the cylinder has moved approximately $\frac{3}{4}$ of a diameter. The existence of this singularity has been confirmed by the finite difference numerical calculations of Ingham (1984) and Cebeci (1982) (however see Cebeci, 1986), and the computer extended series solution of Cowley (1983). These calculations were all based on Eulerian formulations. A similar two-dimensional separation singularity has been observed using Lagrangian procedures on an impulsively started ellipse at several angles of attack (Van Dommelen, Wu, Chen & Shen, unpublished results), on airfoils (Wu 1988), in turbulence production (Walker 1988),
on an impulsively started sphere (Van Dommelen 1987), and using Eulerian schemes in leading edge stall (Cebeci, Khattab & Schimke, 1983) and about a rotating cylinder (Ece, Walker & Smith, 1984).

Excluding vortex methods, flows with free surfaces, and some more specialized compressible flow computations, Lagrangian coordinates have not been as widely used as their Eulerian counterparts in fluid mechanics, especially for boundary-layer flows. Yet for some flows, such as unsteady flows in which advection dominates diffusion, Lagrangian coordinates seem more appropriate (e.g. see the inviscid calculations of Stern & Paldor (1983), Russell & Landahl (1984) and Stuart (1987)). As far as unsteady separation is concerned, the advantage of a Lagrangian approach stems from the fact that in these coordinates the classical boundary-layer equations decouple into a momentum equation for the motion parallel to the boundary, and a continuity equation for the motion normal to the boundary (Shen 1978). The solution of the former equation can be found independently of the latter. Moreover, while the time that the separation singularity develops can be identified from the solution to the momentum equation, only the solution to the continuity equation is singular (see section 2).

An important consequence of the Lagrangian approach is that simple descriptions can be found to a wide variety of separations in one-, two- and three-dimensional unsteady flows. In this paper we consider unsteady flows in general, then in part 2, (Van Dommelen 1989), the separation process that occurs at the equatorial plane of a sphere which is set into a spinning motion is examined in detail.

In the next section we develop the simple analytic machinery needed to find self-consistent three-dimensional separation structures for both compressible and incompressible fluids. Some of the properties of the Lagrangian version of the boundary-layer equations are also discussed. In section 3 the Lagrangian structure for three-dimensional separation is derived under the assumption that the flow can be completely general, then in section 4 the changes in structure are discussed when various symmetries restrict the flow geometry.

2. Lagrangian Formulation

The Lagrangian description of boundary-layer flow uses fluid particles (i.e. infinites-
mal masses of fluid) as the basis of the coordinate system. A convenient coordinate system for the fluid particles \((\xi, \eta, \zeta)\) is given by the initial Eulerian position of the particles (see Lamb (1945) for example):

\[
\xi \equiv (\xi, \eta, \zeta) = (x, y, z) \quad \text{at} \quad t = 0 .
\]

The precise form of the Lagrangian solution depends on the particular reference time, defined here as the start of the motion, but the physical solution is independent of it.

Following Rosenhead (1963) we assume that the position coordinates \(x\) and \(z\) describe an orthogonal coordinate system on the surface of the body in question. The lengths of the line elements \(dx\) and \(dz\) are taken as \(h_1 dx\) and \(h_3 dz\) respectively. The coordinate normal to the surface is denoted by \(y\), which is scaled with the square root of the reference shear viscosity.

In Lagrangian coordinates, conservation of volume for a compressible fluid can be expressed in terms of a Jacobian determinant as follows (e.g. Hudson 1980):

\[
\rho H(x, z) J(x, y, z) = \rho_0 H_0 ,
\]

where

\[
J(x, y, z) = \begin{vmatrix}
x_x & x_y & x_z \\
y_x & y_y & y_z \\
z_x & z_y & z_z
\end{vmatrix} , \quad \rho_0(\xi, \eta, \zeta) = \rho(\xi, \eta, \zeta, 0) ,
\]

\[
H(x, z) = h_1(x, z) h_3(x, z) , \quad H_0 = H(\xi, \zeta) ,
\]

\(\rho(\xi, \eta, \zeta, t)\) is the density of the fluid, and a subscript comma denotes a Lagrangian derivative. The velocity components of the flow are related to the fluxions of position by

\[
u = h_1(x, z) \dot{x} , \quad w = h_3(x, z) \dot{z} ,
\]

where a dot represents a Lagrangian time derivative.

For compressible flow, the momentum and energy equations are (e.g. Rosenhead 1963):

\[
\rho(\dot{u} + (u h_{1x} - w h_{3x}) \frac{u}{H}) = -\frac{1}{h_1} p_x + D_y (\mu D_y u) + \rho g_x ,
\]

\[
\rho(\dot{w} + (w h_{3x} - u h_{1x}) \frac{w}{H}) = -\frac{1}{h_3} p_x + D_y (\mu D_y w) + \rho g_z ,
\]
\[
\rho \frac{\partial \dot{e}}{\partial \rho} \dot{\rho} + \rho \frac{\partial \dot{e}}{\partial p} \dot{p} - \frac{p}{\rho} \dot{\rho} = \mu ((D_y u)^2 + (D_y w)^2) + D_y (\frac{\mu}{\sigma} D_y T),
\]

(2.3e)

where \( \mu \) is the scaled shear viscosity, \( \sigma \) is the Prandtl number, and \( g_x \) and \( g_z \) are the components of the acceleration of gravity. The temperature, \( T \), and internal energy \( e \), are assumed to be functions of density and pressure, while the pressure, \( p \), is a known function of \( x, z \) and \( t \); thus

\[
\dot{p} = p_t + \frac{u}{h_1} p_x + \frac{w}{h_3} p_z.
\]

(2.3f)

For an incompressible flow \( \dot{\rho} = 0 \) and \( e \) is taken to be a function of \( T \) and \( p \).

Although the \( y \)-derivative \( D_y \) is Eulerian in nature, it can be written in the Lagrangian form (see also Shen 1978):

\[
D_y u = \frac{\rho(\xi, \eta, \zeta, t) H(x, z, t) J(x, u, z)}{\rho(\xi, \eta, \zeta) H(\xi, \zeta)}
\]

(2.4)

From (2.4) it follows that at a fixed wall the Eulerian \( D_y \) and Lagrangian \( \partial / \partial \eta \) operators differ only by the density ratio, which leads to simplifications in the calculation of the wall shear.

Allowing for a moving boundary, appropriate boundary conditions to (2.3) are:

\[
(u, w, p) = (u_b(x, z, t), w_b(x, z, t), \rho_b(x, z, t)) \quad \text{on} \quad y = 0 ,
\]

(2.5a)

\[
(u, w, p) \rightarrow (u_e(x, z, t), w_e(x, z, t), \rho_e(x, z, t)) \quad \text{as} \quad y \rightarrow \infty ,
\]

(2.5b)

where \( u_b \) and \( w_b \) specify the velocity of the boundary in the \( x \)- and \( z \)-directions respectively, \( u_e \) and \( w_e \) are the corresponding external slip-velocities, \( \rho_e \) is the external flow density, and the wall density \( \rho_b \) can be given implicitly as the temperature at the wall. Ordinarily, these boundary conditions translate immediately to the Lagrangian domain by means of (2.3a,b). In the case of suction or blowing through the wall, they must be applied at an \( \eta \)-boundary moving through the Lagrangian domain, however, the wall boundary conditions turn out to be of little importance for the local analysis of this paper.

The principle advantages of Lagrangian coordinates derive from the absence of both the normal particle position \( y \) and the normal velocity component \( v \) from (2.3) and (2.4). Consequently, the particles' motion, as projected onto the surface of the body \((x, z)\), can be found independently of the normal particle position \( y \). Subsequent integration of the
Jacobian (2.2) along lines of particles at constant projected position \((x, z)\) yields the normal particle position

\[
y = \int_0^s \frac{\rho_0 H_0 \, ds}{\rho H |\nabla x \wedge \nabla z|},
\]

where \(ds^2 = d\xi^2 + d\eta^2 + d\zeta^2\), \(\nabla x = (x_\xi, x_\eta, x_\zeta)\) is the Lagrangian gradient, and the integral is performed in the Lagrangian \((\xi, \eta, \zeta; t)\) coordinate system along the lines of constant \(x, z,\) and \(t\), i.e. lines which in physical space are vertical through the boundary layer.

The central issue of this paper can now be stated: we hypothesize that during the evolution toward separation, the projected position \((x, z)\) can remain regular, and commonly does remain regular. When true, such regularity strongly restricts the possible behavior of \(x\) and \(z\) near separation, and to characterize separation we need only identify the nature of solutions to the continuity equation (2.2) or (2.6) - an equation which is much simpler than the momentum equations. The remaining ambiguity in the behavior of \(x\) and \(z\) is resolved using arguments of symmetry.

Various arguments to justify our hypothesis can be given. One of them is self-consistency. If it is assumed that \(x, z, u, w,\) and \(\rho\) are non-singular at the separation time \(t_s\), then the solution to the Lagrangian momentum equations can be expanded in powers of \((t - t_s)\) to any algebraic order. In contrast, the usual Eulerian asymptotic expansions show only that the first few terms in the expansions are self-consistent.

As another argument, Van Dommelen (1981) showed analytically that the inviscid incompressible two-dimensional equations have solutions, \(x, z,\) which are regular functions of the Lagrangian variables, although \(y(\xi, t)\) is singular (this analysis can be further developed by expanding in powers of a small coefficient of viscosity). Yet this example is somewhat artificial; physically it would require that during the evolution of the boundary layer the coefficient of viscosity was changed significantly by some external means.

A more powerful argument is possibly the capability of the analysis in this paper to reproduce and extend several known separation processes previously analyzed in Eulerian coordinates. However, the most convincing argument is provided by actual numerical solutions of the Lagrangian boundary-layer equations. For example, Van Dommelen & Shen’s (1980a) computation of the boundary layer on an impulsively started circular cylinder
provided direct numerical evidence as to regularity of the momentum equation. Further, it is in remarkably close agreement with the results obtained by Cowley (1983) using a series extension technique. In particular, Cowley (1983) finds a singularity in the solution at the same time and position as the Lagrangian computations. Ingham (1984) performed an Eulerian Fourier series expansion of the solution in the direction along the cylinder. By carefully increasing the order of expansion as the spectrum expands due to the incipient singularity, he obtained results in close agreement with those of both Van Dommelen & Shen (1980a) and Cowley (1983). The fact that these three very different procedures were found to produce results in excellent agreement with one another until very close to the breakdown of the solution at separation is reassuring, since a number of more conventional finite difference computations (e.g. Telionis & Tsahalis (1974), Wang (1979), Cebeci (1986)) give significantly different results. Yet the results of Henkes & Veldman (1987) remain in agreement with the three unconventional methods until relatively close to the singularity, but disagree with Cebeci (1986) at a significantly earlier time. One of the difficulties with conventional finite difference procedures, as pointed out by Cebeci (1986), is the need to satisfy the CFL condition, a condition which is implicitly satisfied by the three procedures of Van Dommelen & Shen, Cowley and Ingham.

Clearly in any numerical Lagrangian computations, it is not possible to prove that the solution is regular, since the inevitable upper limit on resolution means that high order singularities are difficult to resolve. However, in the accompanying numerical study, part 2, the boundary layer at the equatorial plane of a spinning sphere is solved using up to 1000 mesh points across the boundary layer. Even at such high resolution, no trace of singular behavior was observed, and derivatives of high order could be evaluated precisely.

When the fact that solutions to the momentum equations are regular is accepted, (and for compressible flow in addition the density must be regular), the next question to arise is what implications such regularity has for the structure of the separation process. First, only the continuity equation can develop singular behavior, and from (2.2) or (2.6) it follows that this is only possible if the Lagrangian gradients of $x$ and $z$ become parallel, i.e. if at some point $s$

$$\nabla x = \lambda_s \nabla z \quad ,$$

(2.7a)

where $\lambda_s$ is a constant. Generally, the point $s$ of interest is the particle and time at which
(2.7a) is satisfied for the first time. The condition (2.7a) is a three-dimensional extension of the two-dimensional condition first pointed out by Van Dommelen & Shen (1980a); it requires that a Lagrangian stationary point, \( \nabla n = 0 \), exists for an oblique coordinate

\[ n = x - \lambda z \]  \hspace{1cm} (2.7b)

An alternate way to phrase the condition for singular \( y \) is to define a unit vector in \( n \)-direction tangential to the wall,

\[ n = (n_x, n_z) = \frac{(1, -\lambda_z)}{\sqrt{1 + \lambda_z^2}} \] \hspace{1cm} (2.7c)

in which case a singularity occurs when, for all infinitesimal changes \( \partial \xi \) in fluid particle,

\[ n \cdot \partial x = 0 \] \hspace{1cm} (2.7d, e)

This implies that an infinitesimal particle volume \( \partial \xi \partial \eta \partial \zeta \) around point 1 has been compressed to zero physical size in the \( n \)-direction. But since particle volume (or mass in compressible flow) is conserved, this compression in the \( n \)-direction along the wall is compensated for by a rapid expansion in the \( y \)-direction (see figure 1), which drives the fluid above the compressed region \( \partial \xi \partial \eta \partial \zeta \) ‘far’ from the wall to form a separating vorticity layer.

From (2.6) it can be shown that this process constitutes separation in the sense of Sears & Telionis (1975), since the particle distance from the wall becomes too large, ‘infinite’, to be described on the usual boundary-layer scale. Note that the assumed regularity of \( x \) and \( z \) does not allow an infinite expansion in the direction parallel to the wall but normal to \( n \); the particle can only expand strongly in the direction away from the wall. Similarly for a compressible fluid, the assumed regularity of \( \rho \) is inconsistent with an infinite compression of the particle volume. (At present there is no direct numerical evidence for the regularity assumption in the compressible case, although it is of course self-consistent).

From (2.7) we can derive generalized so-called Moore-Rott-Sears (MRS) conditions at the stationary point, similar to the conditions formulated by Sears & Telionis (1975) for two-dimensional flow. The form of the Eulerian \( D_y \) operator (2.4) implies using (2.2b) and (2.7a) that the vorticity vanishes at that point, i.e.

\[ D_y u = D_y w = 0 \] \hspace{1cm} \text{at} \hspace{1cm} \nabla n = 0 \] \hspace{1cm} (2.8a)
In fact, the $D_y$-operator vanishes for all quantities which remain regular in the Lagrangian domain.

The second Moore-Rott-Sears condition is more complicated. Since (2.7a) is equivalent to two conditions on the Lagrangian derivatives of $z$ and $z$, in three dimensional space we expect it to be satisfied on a curve of particles for times beyond the first occurrence of separation (c.f. section 3 and sub-section 4c). The Eulerian projection of the singular curve on the wall will be denoted by $x_{MRS} = (x_{MRS}, z_{MRS})$ and the Moore-Rott-Sears condition concerns the motion of this projected curve. To derive it, we focus attention on an arbitrary point $s$ on the singular curve (rather than our usual choice in which $s$ is the first point at which a singularity occurs). First we consider a Lagrangian differential $\partial \xi$ along the singular curve passing through point $s$, keeping time constant. Since $z$ and $z$ are functions of $\xi$ and $t$ only, $\partial \xi$ corresponds to a change in Eulerian position along the projected curve which satisfies (2.7d),

$$n \cdot \partial x_{MRS} = 0 \ , \ (2.8b)$$

so that the singular curve is normal to the local vector $n$. As for any curve, the propagation velocity of this curve is given by the component of the propagation velocity of points on the curve in the direction normal to the curve. To find an expression for it, we now consider a total differential in Lagrangian space-time at the point $s$, resulting in changes $dx_{MRS} = \partial x_{MRS} + \dot{z}_s dt$ and $dz_{MRS} = \partial z_{MRS} + \ddot{z}_s dt$. Since $(\partial x_{MRS}, \partial z_{MRS})$ satisfies (2.8b),

$$n \cdot \frac{dx_{MRS}}{dt} = n \cdot u_{MRS} \ , \ u_{MRS} = (\dot{z}_s, \ddot{z}_s) \ , \ (2.8c, d)$$

which shows that the propagation velocity of the singular curve equals the flow velocity of the singular particle $s$ at the considered position $(x_{MRS}, z_{MRS})$.

While this three-dimensional form of the MRS condition seems new, the general applicability of the two-dimensional case is fairly well established both theoretically (Moore 1958, Sears & Telionis 1975, Williams 1977, Shen 1978, Sychev 1979, 1980, Van Dommelen & Shen 1980b, 1982, 1983a,b, Van Dommelen 1981) and experimentally (Ludwig 1964, Didden & Ho 1985).

We can also verify the notion of Sears & Telionis (1975) that unsteady separation occurs in the middle of the boundary layer rather than at the wall. In the absence of a
transpiration velocity, the motion of points on the wall equals the motion of the boundary-layer particles at the wall, cf. (2.5) and (2.3a, b). Thus a fluid particle at the wall can only contract to vanishing size in the n-direction if the wall itself performs the same contraction, which is not possible for a solid wall.

In the next sections the nature of the separation process is analyzed. First we form local Taylor series expansions for the regular solutions to the momentum equations near the stationary point, and then we expand the solutions of the continuity equation in an asymptotic series. This procedure is similar to the one followed by Van Dommelen & Shen (1982) for two-dimensional separation. In contrast to the steady viscous singularities of Goldstein (1948) and Brown (1965), and the ideas of Sears & Telionis (1975), the unsteady singularity is essentially inviscid in character and consists of two vortex sheets separated by an increasingly large central inviscid region (as found by Ockendon (1972) for a rotating disc with suction, and by Sychev (1979, 1980), Van Dommelen & Shen (1980b, 1983a, b), Williams & Stewartson (1983) and Elliott, Cowley & Smith (1983) for steady separation over up- and down-stream moving walls). The leading order asymptotic structure of the unsteady singularity has also been recovered by Van Dommelen (1981) as a matched asymptotic solution to the Eulerian boundary-layer equations. More generally, Elliott et al. (1983) showed that there is a certain amount of arbitrariness in the Eulerian expansions. The Lagrangian expansion resolves such arbitrariness by the assumption, (supported by various numerical data, see Van Dommelen & Shen (1982), the closing remarks of subsection 4c, and part 2), that the leading order coefficients in the Taylor series expansion near the stationary point are non-zero.

3. Three-dimensional separation singularities

In this section we find the leading order term of an asymptotic analysis which describes the local structure of the flow as unsteady separation is approached. The time and position at which the separation singularity first develops will be denoted by the subscript s, thus for example

\[ (\nabla n)_s = 0 \quad , \quad (3.1a) \]

where n is the oblique coordinate corresponding to the initial separation, defined in (2.7b) as
\[ n = z - \lambda_s z \quad (3.1b) \]

Note that the definition of the \( x \)- and \( z \)-coordinates can simply be interchanged if \( n \) and \( z \) are not independent coordinates. In index notation, \((3.1a)\) can be written as \( n_i = 0 \), where we will adopt the convention to omit the subscripts comma (to indicate Lagrangian derivatives) and \( s \) (to indicate the separation particle at the separation time) if they occur together (i.e. \( n_i = (n,i)_s \)).

The solution of the continuity equation \((2.2)\) for \( y \) can be greatly simplified by a number of coordinate transformations for both the particle position coordinates \((x, z)\) and the Lagrangian coordinates \((\xi, \eta, \zeta)\). Here we will select transformations which preserve the Jacobian \( J \) \((2.2b)\), since these are algebraically more simple than transformations which preserve the physical volume \( HJ \), or mass \( \rho HJ \).

As a first transformation, we drop the position coordinate \( x \) in favor of \( n \), shift the Lagrangian coordinate system to the separation particle \( s \), and rotate it, resulting in the set of coordinates

\[ n = x - \lambda_s z \quad , \quad z \quad , \quad k_i = \sum_{j=1}^{3} a_{ij} (\xi_j - \xi_j) \quad , \quad (3.2a, b, c) \]

where \( a_{ij} \) is an orthonormal rotation matrix which is chosen to eliminate the mixed derivatives \( n_{12}, n_{13}, \) and \( n_{23} \). Therefore, expanding \( n \) and \( z \) in a Taylor series expansion about the separation point, we obtain

\[ n = n_s + \sum_{i=1}^{3} \frac{1}{2} n_{ii} k_i^2 + \ldots + \delta t \left( \dot{n}_s + \sum_{i=1}^{3} \dot{n}_i k_i + \ldots \right) + \ldots \quad , \quad (3.3a) \]

\[ z = z_s + \sum_{i=1}^{3} z_i k_i + \ldots + \delta t \dot{z}_s + \ldots \quad , \quad (3.3b) \]

where \( \delta t = t - t_s \).

However, if \( t_s \) is the first time that a stationary point occurs, the Taylor series coefficients in \((3.3)\) cannot be completely arbitrary: the singularity condition may not be satisfied anywhere for \( \delta t < 0 \). The condition for a singularity to exist for earlier times at some neighboring point is, in terms of \( n \) and \( z \),

\[ n_{,i} - (\lambda - \lambda_s) z_{,i} = 0 \quad , \quad (3.4a) \]
where $\lambda$ is the ratio between $\nabla z$ and $\nabla x$ at the neighboring singular point. Expanding (3.4a) in a Taylor series, we obtain

$$n_{ii}k_i - z_i\delta \lambda + \dot{n}_i \delta t + \ldots = 0 \quad \text{for} \quad i = 1, 2, 3,$$

(3.4b)

where $\delta \lambda = \lambda - \lambda_s$. If all three coefficients $n_{11}$, $n_{22}$, and $n_{33}$ were non-zero, a solution to (3.4b) could be found for $\delta t < 0$, contradicting our assumption that the singularity develops first at $\delta t = 0$. (Strictly, because of the higher order terms omitted in (3.4b), the solution must be found iteratively, however, the iterations converge because the higher order terms act as a contraction mapping sufficiently close to point $s$). Therefore at the first occurrence of separation, at least one of $n_{11}$, $n_{22}$, or $n_{33}$ must be zero, and we will reorder $(k_1, k_2, k_3)$ such that $n_{11}$ vanishes. In addition, the coefficients $n_{22}, n_{33}, z_1$ cannot all be non-zero, since by solving for $\delta \lambda$, $k_2$, and $k_3$, it again follows that a singularity exists for $\delta t < 0$. Without loss of generality, we assume that $z_1$ is zero, since if either $n_{22}$ or $n_{33}$ vanishes, the $(k_1, k_2, k_3)$ coordinate system can be rotated further to eliminate $z_1$.

It follows that in some suitably oriented Lagrangian coordinate system the conditions $n_{11} = z_1 = 0$ are necessary at the time when separation starts. This implies two additional conditions on $x(\xi, t)$ and $z(\xi, t)$, besides the two conditions implicit in (3.1a). Since Lagrangian space-time is four-dimensional, in general we do not expect that more than four conditions can be satisfied at any time. Hence, in the remainder of this section we will assume that the values of the remaining derivatives can be completely arbitrary and in general non-zero.

However, when the functions $x$ and $z$ are not arbitrary, but restricted by constraints of symmetry in the flow, the latter assumption needs to be reconsidered, since the symmetry requires that various derivatives must vanish. Examples are two-dimensional flow, and the flows discussed in the next section.

Under the assumption that the remaining coefficients in the Taylor series have arbitrary values, the transformation

$$\tilde{z} = z - z(\xi_s, t), \quad \tilde{n} = n - n(\xi_s, t) - \lambda_s^{(2)} \tilde{z}^2,$$

(3.5a, b)

$$\tilde{k}_1 = k_1, \quad \tilde{k}_2 = \frac{n_{22}x_2k_2 - n_{33}x_2k_3}{\sqrt{n_{22}^2z_2^2 + n_{33}^2z_2^2}}, \quad \tilde{k}_3 = \frac{n_{33}x_2k_2 + n_{22}x_3k_3}{\sqrt{n_{22}^2z_2^2 + n_{33}^2z_2^2}},$$

(3.5c, d, e)
where
\[ \lambda_s^{(2)} = \frac{n_{22}n_{33}}{2(n_{22}z_2^2 + n_{33}z_3^2)} , \] (3.5\(f\))
eliminates the \(\dot{n}_{33}\) term. The final coordinate transform
\[ l_1 = \bar{k}_1 + \frac{\bar{n}_{113}}{\bar{n}_{111}} \bar{k}_3 , \quad l_2 = \bar{k}_2 , \quad l_3 = \bar{k}_3 , \] (3.6\(a, b, c\))
\[ \bar{n} = \tilde{n} - \lambda_s^{(3)} \bar{z}^3 - \mu_\varepsilon \delta t \bar{z} \quad , \quad \bar{z} = \tilde{z} \] (3.6\(d, e\))
where
\[ \lambda_s^{(3)} = \frac{\bar{n}_{111}^2 \bar{n}_{333}^2 - 3\bar{n}_{111} \bar{n}_{113} \bar{n}_{133} + 2\bar{n}_{113}^3}{6\bar{n}_{111}^2 \bar{z}_3^3} , \quad \mu_\varepsilon = \frac{\bar{n}_{111} \dot{\bar{n}}_3 - \bar{n}_{113} \dot{\bar{n}}_1}{\bar{n}_{111} \dot{\bar{z}}_3} , \] (3.6\(f, g\))
eliminates the \(\bar{n}_{113}, \bar{n}_{333},\) and \(\dot{\bar{n}}_3\) derivatives.

The transformed position coordinate \(\bar{n}\) corresponds to an oblique coordinate measured from a moving, curved line through the separation particle, viz.
\[ \bar{n} = \bar{x} - \bar{x}_0(\bar{z}, t) \] (3.7\(a\))
where
\[ \bar{x} = x - x(\xi_\varepsilon, t) , \quad \bar{z} = z - z(\xi_\varepsilon, t) \] (3.7\(b, c\))
\[ \bar{x}_0(\bar{z}, t) = \lambda_\zeta \bar{z} + \lambda_s^{(2)} \bar{z}^2 + \lambda_s^{(3)} \bar{z}^3 + \mu_\varepsilon \delta t \bar{z} \] (3.7\(d\))
Note that the curved line \(\bar{x} = \bar{x}_0(\bar{z}, t)\), which can be viewed as the line along which the separation initially develops (see below), does not have a singular shape at the first occurrence of separation.

The Taylor series expansions for \(\bar{n}\) and \(\bar{z}\) near the separation point become
\[ \bar{n} = \frac{1}{2} \bar{n}_{22} l_2^2 + \sum_{ijk} \frac{1}{6} \bar{n}_{ijk} l_i l_j l_k + \ldots + \delta t \sum_i \dot{\bar{n}}_i l_i + \ldots \] (3.8\(a\))
\[ \bar{z} = \bar{z}_2 l_2 + \bar{z}_3 l_3 + \ldots \] (3.8\(b\))
The characteristics of the Jacobian equation (2.2) for \(y\) are, in terms of the new coordinates,
\[ \frac{dl_1}{dy} = \frac{\rho H}{\rho_0 H_0} \left\{ -\bar{z}_3 \bar{n}_{22} l_2 + \ldots \right\} \] (3.9\(a\))
\[
\frac{d\bar{l}_2}{dy} = \frac{\rho H}{\rho_0 H_0} \left\{ \bar{\alpha}_3 \left( \frac{1}{2} \bar{\alpha}_{111} \bar{l}_1^2 + \frac{1}{2} \bar{\alpha}_{133} \bar{l}_3^2 + \bar{\alpha}_1 \delta t \right) + \ldots \right\}, \tag{3.9b}
\]

\[
\frac{d\bar{l}_3}{dy} = \frac{\rho H}{\rho_0 H_0} \left\{ -\bar{\alpha}_2 \left( \frac{1}{2} \bar{\alpha}_{111} \bar{l}_1^2 + \frac{1}{2} \bar{\alpha}_{133} \bar{l}_3^2 + \bar{\alpha}_1 \delta t \right) + \ldots \right\}, \tag{3.9c}
\]

with a singularity occurring when all three right hand side expressions vanish (note that not all three are independent). Near the point \( s \), (3.9a) is zero on a surface approximating the \( \bar{l}_2 = 0 \) plane, while both (3.9b) and (3.9c) vanish at points depending on the nature of the quadratic expression \( \left( \frac{1}{2} \bar{\alpha}_{111} \bar{l}_1^2 + \frac{1}{2} \bar{\alpha}_{133} \bar{l}_3^2 \right) \). If this quadratic is hyperbolic, singular particles occur along hyperbolic lines regardless of the sign of \( \delta t \). Thus, if \( \delta t = 0 \) is to be the first time that separation occurs, the quadratic must be elliptic, and of the same sign as the constant term when \( \delta t < 0 \). This requires \( \bar{\alpha}_{111} \bar{\alpha}_{133} > 0 \) and \( \bar{\alpha}_{111} \bar{\alpha}_1 < 0 \); we will choose the positive \( \bar{l}_1 \)-direction such that

\[
\bar{\alpha}_{22} \bar{\alpha}_{111} > 0, \quad \bar{\alpha}_{22} \bar{\alpha}_{133} > 0, \quad \bar{\alpha}_{22} \bar{\alpha}_1 < 0. \tag{3.10a, b, c}
\]

The Lagrangian description of the separation process can now be completed by the determination of \( y \) at times shortly before the initial occurrence of separation. At \( t = t_s \), the boundary-layer approximation is obviously no longer valid because from the integral (2.6) it follows that \( y \) becomes infinite at the stationary point. However, the rate of growth near this point can be found by means of an asymptotic expansion. To find local scalings, we follow the guiding principles of Van Dyke (1975). In general, we attempt to scale the Lagrangian coordinates \( \bar{l}_i \) and the position coordinates \( \bar{z}, \bar{y} \) and \( y \) to variables \( L_i, N, Z, \) and \( Y \) such that in the inner region the Jacobian equation for \( Y \), i.e.

\[
J_L(N, Y, Z) = \begin{vmatrix} N_{L_1} & N_{L_2} & N_{L_3} \\ Y_{L_1} & Y_{L_2} & Y_{L_3} \\ Z_{L_1} & Z_{L_2} & Z_{L_3} \end{vmatrix} = \frac{\rho_0 H_0}{\rho H}, \tag{3.11}
\]

has non-singular leading order coefficients. This suggests that the \( \delta t \) term in (3.9b), which ensures the absence of singular points for \( \delta t < 0 \), should be retained. Further, for \( \delta t = 0 \) we want to match the solution close to the stationary particle to a solution for \( y \) which is regular away from this point. Thus we want to retain those terms which ensure the absence of singular points away from particle \( \xi \), at time \( \delta t = 0 \), i.e. the \( \bar{l}_1^2 \)- and \( \bar{l}_3^2 \)-terms in (3.9b) and the \( \bar{l}_3 \)-term in (3.9a). The appropriate scaling is therefore

\[
l_1 = |\delta t|^\frac{1}{3} L_1, \quad l_2 = |\delta t|^\frac{2}{3} L_2, \quad l_3 = |\delta t|^\frac{1}{3} L_3, \tag{3.12a, b, c}
\]
These scalings suggest that the separation process occurs in a relatively thin strip, \( \bar{n} \sim |\delta t|^{3/2} \) along a segment of the separation line \( \bar{x} = \bar{x}_0(\bar{z}, t) \) of length \( \bar{z} \sim |\delta t|^{1/2} \).

For the scaling (3.12), the solution for \( Y \) is most easily found by integration of (3.11) as in (3.9a), where \( L_2 \) and \( L_3 \) are eliminated in favor of \( N \) and \( Z \), which are constant along the lines of integration, using (3.8). The result is:

\[
Y \sim \frac{\rho_0 H_0}{\rho_0 H_4} \left( \int_{-\infty}^{L_0} \frac{dL}{\sqrt{P(L; N, Z)}} \pm \int_{L_1}^{L_0} \frac{dL}{\sqrt{P(L; N, Z)}} \right), \tag{3.13a}
\]

where

\[
P(L; N, Z) = -\frac{1}{3} \bar{n} \{ \bar{z}^2 \bar{n}_{111} L^3 + (3 \bar{n}_{133} Z^2 - 6 \bar{n}_1 \bar{z}^3) L - 6 \bar{z}^3 N \}, \tag{3.13b}
\]

and \( L_0(N, Z) \) is the real root of the cubic \( P \). This root is a unique and continuous function of \( N \) and \( Z \) since \( P \) is a monotonically decreasing function of \( L \) from (3.10).

The choice of sign of the square-root in (3.13a), and the limits of integration are determined by the topology of the lines of constant \( N \) and \( Z \). In physical space these lines are straight and pass vertically through the boundary layer; however, in Lagrangian space they are highly curved near the separation particle, as shown qualitatively in figure 2a. The lines can be divided into three segments corresponding to three asymptotic regions. The lower segments start at the wall and extend upward towards the vicinity of the separation particle. Because the Jacobian is nowhere singular along these segments, the \( y \)-positions of the fluid particles remain finite on the boundary-layer scale, i.e. the scaled coordinate \( Y \) is small. Hence, these lower segments give rise to a layer of particles at the wall with a thickness comparable to that of the original boundary layer, this is shown schematically in figure 1.

Along the central segments, the lines of constant \( N \) and \( Z \) pass through the vicinity of the separation particle. Here the \( y \)-position of the particles grows rapidly, and is given in scaled form by (3.13). Thus the central segments give rise to the intermediate, thicker, layer of particles shown in figure 1. The topology of the central segments in the Lagrangian domain, figure 2a, determines the choice of sign in (3.13a). From (3.8) and (3.9) it follows that on integrating upwards, \( L_1 \) increases from large negative values towards \( L_0(N, Z) \).
Since $Y$ is increasing along this part, the negative sign in (3.13a) applies. At position $L_0$, the lines of constant $N$ and $Z$ turn around in the Lagrangian domain and $L_1$ again tends to $-\infty$; along this second part the positive sign in (3.13a) applies.

Along the third segments, the lines of constant $N$ and $Z$ proceed upwards toward the external flow. As in the lower segments, the Jacobian is no longer small here. Thus the changes in $y$ are finite on boundary-layer scale, and the third segments give rise to a layer of particles with a boundary-layer scale thickness, atop the central region, as shown in figure 1.

Hence, the separation structure is one in which the boundary layer divides into a central layer of physical thickness proportional to $Re^{-\frac{1}{3}}|\delta t|^{-\frac{1}{3}}$ between two 'sandwich' layers of thickness proportional to $Re^{-\frac{1}{2}}$.

The structure (3.13) is identical to the one obtained by Van Dommelen & Shen (1982) for two-dimensional separation, except that the coefficients now depend on the position $Z$ along the describing line $x_0$. A convenient way to illustrate the influence of the position $Z$ is to scale out the coefficients using a procedure similar to Van Dommelen (1981):

\begin{equation}
L_1 = \beta_2 \tilde{L}_1 = \beta_2 (\tilde{Z}^2 + 1)^{\frac{1}{4}} L_1^*, \quad L_2 = \beta_0 \beta_2^\frac{3}{2} \tilde{L}_2 = \beta_0 \beta_2^\frac{3}{4} (\tilde{Z}^2 + 1)^{\frac{3}{4}} L_2^*,
\end{equation}

\begin{equation}
N = \alpha \beta_2^3 \tilde{N} = \alpha \beta_2^3 (\tilde{Z}^2 + 1)^{\frac{3}{2}} N^*, \quad Y = \frac{\tilde{Y}}{\gamma \beta_2^\frac{3}{2} (\tilde{Z}^2 + 1)^{\frac{3}{4}}} = \frac{Y^*}{\gamma \beta_2^\frac{1}{2} (\tilde{Z}^2 + 1)^{\frac{1}{4}}}, \quad Z = \frac{\tilde{Z}}{\beta_1},
\end{equation}

where the tilde-variables scale out the Taylor series coefficients, the starred variables scale out $Z$, and

\begin{equation}
\alpha = \frac{1}{3} \tilde{n}_{111}, \quad \gamma = \left(\frac{1}{2} \frac{\tilde{Z}^2 \tilde{n}_{22} \tilde{n}_{111}}{\tilde{n}^2_{111}}\right)^{\frac{1}{2}}, \quad \beta_0 = \frac{\tilde{Z} \tilde{n}_{111}}{(\tilde{Z}^2 \tilde{n}_{22} \tilde{n}_{111})^{\frac{1}{2}}}, \quad \beta_1 = \left(\frac{\tilde{n}_{133}}{\tilde{n}^2_{111}}\right)^{\frac{1}{2}}, \quad \beta_2 = \left(-\frac{2 \tilde{n}_{11}}{\tilde{n}_{111}}\right)^{\frac{1}{2}}.
\end{equation}

In terms of the starred variables (3.13) reduces to

\begin{equation}
Y^* \sim \int_{-\infty}^{L_0^*} \frac{dL^*}{\sqrt{2N^* - 3L^* - L^*^2}} \pm \int_{L_1^*}^{L_0^*} \frac{dL^*}{\sqrt{2N^* - 3L^* - L^*^2}},
\end{equation}

where

\begin{equation}
L_0^*(N^*) = I(N^*),
\end{equation}
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and the function $I$ is the inverse to the cubic $N^* = \frac{1}{2} I^3 + \frac{3}{2} I$, i.e.

$$I(N^*) = \left( N^* + (1 + N^*^2)^{\frac{1}{3}} \right)^{\frac{1}{3}} + \left( N^* - (1 + N^*^2)^{\frac{1}{3}} \right)^{\frac{1}{3}} . \quad (3.15b)$$

The values of $\beta_1/\beta_2$, $\alpha\beta_2^2$, and $\gamma\beta_2^2$ depend on the choice of the Eulerian coordinates $(x, z)$, but not on the definition of the Lagrangian coordinates.

An alternative expression for $Y^*$ can be found in terms of the incomplete elliptic integral of the first kind $F(\phi|m)$:

$$Y^*(L^*, N^*) \sim \frac{2}{\Lambda} F\left( \frac{\pi}{2} |m \right) \pm \frac{1}{\Lambda} F(\varphi|m) , \quad (3.16a)$$

where

$$\Lambda(N^*) = \left( 3(L_0^* - 1)^{\frac{1}{3}} \right) , \quad m(N^*) = \frac{1}{2} + \frac{3L_0^*}{4\Lambda^2} , \quad (3.16b,c)$$

$$\varphi(L_1^*, N^*) = 2 \arctan \left( \frac{L_0^* - L_1^*}{\Lambda} \right) . \quad (3.16d)$$

Elliptic integrals are distorted identity functions, (in particular $F(\varphi|0) = \varphi$ exactly), so that the arctan is responsible for the major variations in $Y$ along the characteristics.

Further terms in the asymptotic expansions (3.8) and (3.16) can be found in principle. We note that the next term in the expression for $Y$ does not involve a logarithmic correction, even though logarithmic second order terms do arise for the symmetric flows studied in the next section.

We now turn to the physical interpretation of these results. The boundary-layer thickness is asymptotically determined by the position of the upper particle layer in figure 1; letting $L_1^* \to -\infty$ along the positive branch of (3.16a), we obtain the scaled boundary-layer thickness as

$$Y^+(N^*) \sim \frac{4}{\Lambda} F\left( \frac{\pi}{2} |m \right) . \quad (3.17)$$

The function $Y^+(N^*)$ gives the general shape of the boundary-layer thickness in a cross-section of constant $z$. For large values of $N^*$ the boundary-layer thickness decays toward zero much more slowly than suggested by the sketch in figure 1. Nevertheless, at the outer edges of the thin separation region, the solution still matches with finite values of $y$; for from (3.12), (3.14), and (3.16)

$$y^+ \sim \frac{4\alpha^{\frac{1}{2}}}{3^{\frac{1}{2}} 2^{\frac{1}{2}} \gamma} F\left( \frac{\pi}{2} |m \right) \frac{1}{|\tau|^{\frac{1}{2}}} \quad \text{for } |\delta t|^{\frac{1}{2}} \ll |\tau| \ll 1 . \quad (3.18)$$
To show the dependence of the boundary-layer thickness on the coordinate $z$, contours of constant $\bar{Y}^+$ in the $\bar{N}, \bar{Z}$-plane are plotted in figure 2b. Note that the coordinate $\bar{N}$ is measured from the oblique, curved, separation line. Actual lines of constant boundary-layer thickness might, for example, appear as sketched in figure 2c, which has been drawn by taking $|\delta t| = 0.06$ and unit values for various coefficients in (3.7) and (3.14). Asymptotically, the boundary-layer thickness has the shape of a crescent shaped ridge. The crescent shape is long and thin, i.e. quasi-two-dimensional, because from (3.12) the $\bar{n}$ length scale is asymptotically shorter than the $\bar{z}$ length scale (note that for three-dimensional steady separation Smith (1978) has proposed a quasi-two-dimensional structure). In an Eulerian numerical calculation, the development of such a crescent-shaped ridge may be a possible diagnostic indicating the presence of a singularity.

Evidence of this type of singularity is provided by Ragab's (1986) calculations for impulsively started flow past a 4:1 prolate spheroid inclined at a 30° angle of attack. His results strongly suggest that the displacement thickness becomes unbounded away from the symmetry line. However, it is not possible to deduce the shape of the singularity from the results presented.

A point of interest is the decay of the boundary-layer thickness along the describing line for large $\bar{Z}$. From (3.12), (3.14), and (3.16),

$$y^+ \sim \frac{1}{\gamma \beta_1^\frac{1}{2}} Y^+ \left( \frac{\bar{n}}{\alpha \beta_1^\frac{1}{2} |\bar{z}|^3} \right) \frac{1}{|z|^\frac{1}{2}} \quad \text{for } |\delta t|^\frac{1}{2} \ll |\bar{z}| \ll 1 . \quad (3.19)$$

Hence for increasing $\bar{z}$, the separation structure expands in $\bar{n}$-direction, while the thickness of the boundary-layer decreases.

The particle propagation velocity $\dot{\bar{n}}$ which gives rise to the accumulation of particles at the separation line is, according to (3.8a), given to leading order by

$$\dot{\bar{n}} \sim |\delta t|^\frac{1}{2} \bar{n} L_1 . \quad (3.20)$$

To describe this in the more familiar Eulerian coordinates, the transcendental relationship (3.16) must be inverted to the form

$$L_1^* = L_1^*(N^*, Y^*) . \quad (3.21)$$
The inversion has been performed numerically, and in figure 2d we present contours of $L_1^*$ in the $(N^*, Y^*)$ plane. From (3.14),

$$\hat{n} \sim -|\delta t|^{\frac{1}{2}} \alpha \beta_2^2 \hat{N} \left( \frac{\hat{N}}{(\hat{Z}^2 + 1)^{\frac{3}{2}}} \right).$$

(3.22)

It follows that the lines of constant $L_1^*$ shown in figure 2d describe the shape of the lines of constant $\hat{n}$ in cross-sections of constant $\hat{z}$ through the separation structure. They also give the asymptotic shape of the lines of constant velocity components $\hat{z}$ and $\hat{z}$ and density $\rho$ in these cross-sections, since

$$(\hat{x}, \hat{z}, \rho) = (\hat{x}_*, \hat{z}_*, \rho_*) + |\delta t|^{\frac{1}{2}} \left( (\hat{x}_1, \hat{z}_1, \rho_1) \beta_2 (\hat{Z}^2 + 1)^{\frac{3}{2}} L_1^* + (\hat{x}_3, \hat{z}_3, \rho_3) \frac{\beta_2}{\beta_1} \hat{Z} \right) + \ldots \right).$$

(3.23)

We note that the topology of figure 2d for $|\delta t| \approx 0$ seems quite close to the computed lines of constant velocity presented by Van Dommelen (1981) for finite $|\delta t|$, and thus lines of constant velocity might be a useful indication of an incipient unsteady separation.

The next point of interest is the shape of the velocity profiles. According to (3.23), in Eulerian space the velocity profiles must develop a large flat region of nearly constant velocity as separation is approached. However, accepting the numerical results of Van Dommelen (1981), this flat region is only evident extremely close to the singularity, so that resolution problems or finite Reynolds number effects tend to obscure the phenomenon. From (3.23) and figure 2d, the velocity profiles near an incipient three-dimensional separation must have a local maximum or minimum in velocity. However, this is not necessarily a precise indication of incipient separation. For example, in the case of the circular cylinder, a minimum in the velocity profiles develops relatively quickly, after $\frac{1}{6}$ diameter motion, yet separation occurs much later, after $\frac{3}{4}$ diameter motion. Figure 2e shows the shape of the velocity profiles near the interior extrema. The shapes of the velocity profiles in the sandwich layers at the edges of figure 2e cannot be found from asymptotic analysis since they depend on the precise details of the earlier evolution (cf. the remarks below (3.24) and part 2).

A more significant sign of the start of separation might be a transverse expansion of the lines of constant vorticity near the velocity minimum/maximum; since the above analysis is inviscid to leading order, the vorticity lines closely follow the motion of the
boundary-layer particles. In the boundary-layer approximation, the vorticity is the \( y \)-
derivative of the velocity distribution. The corresponding asymptotic topology of contours
of \( \partial U^*/\partial Y^* \) is shown in figure 2f. This topology seems close to the computed vorticity
lines presented by Van Dommelen (1981) for a time near separation.

The asymptotic structures of the upper and lower vorticity layers are similar to the
two-dimensional case (Van Dommelen 1981). Expressed in terms of Eulerian coordinates,
they take the form of regular Taylor expansions:

\[
\begin{align*}
\left( \hat{x}, \hat{y}, \hat{z}, \hat{\rho} \right) &= \sum_{mnr \geq 0} \bar{x}^m \bar{z}^n \hat{\delta}^r \left( u^+_{mnr}(y), v^+_{mnr}(y), w^+_{mnr}(y), \rho^+_{mnr}(y) \right), \quad (3.24a)
\end{align*}
\]

and

\[
\begin{align*}
\left( \hat{x}, \hat{y}, \hat{z}, \hat{\rho} \right) &= \sum_{mnr \geq 0} \bar{x}^m \bar{z}^n \hat{\delta}^r \left( u^-_{mnr}(y), v^-_{mnr}(y), w^-_{mnr}(y), \rho^-_{mnr}(y) \right), \quad (3.24b)
\end{align*}
\]
respectively, where the sums run over the non-negative integers, and the Prandtl transfor-
mation \( \hat{y} = y - y^+(\bar{x}, \bar{z}, \hat{\delta}) \), describes the motion of the upper layer.

Substituting (3.24) into the boundary-layer equations, we find that the \( u^+_{mnr}, w^+_{mnr}, \rho^+_{mnr} \), \( m, n \geq 0, r \geq 1 \) and the \( v^-_{mnr}, (m, n, r \geq 0) \) are determined in terms of the
\( (u^0_{mn0}, w^0_{mn0}, \rho^0_{mn0}) \), but that these latter functions are indeterminate due to the depen-
dence of the solution on earlier times. The \( (u^\pm_{mn0}, w^\pm_{mn0}, \rho^\pm_{mn0}) \) must, however, satisfy the
boundary conditions (2.5a) at the wall, and match both at the outer edge of the boundary
layer (see (2.5b)), and with the central inviscid low-vorticity region. At fixed \( N \) and \( Z \),
the latter matching conditions yield from inverting (3.16) and using (3.23),

\[
\begin{align*}
(u^-_{000}, w_{000}, \rho^-_{000}) &\to (\hat{x}_s, \hat{z}_s, \hat{\rho}_s) - (\bar{x}_1, \bar{z}_1, \hat{\rho}_1) \frac{1}{\gamma^2} \frac{1}{y^2} \quad \text{as} \ y \to +\infty, \quad (3.25a)
\end{align*}
\]

\[
\begin{align*}
(u^+_{000}, w^+_{000}, \rho^+_{000}) &\to (\hat{x}_s, \hat{z}_s, \hat{\rho}_s) - (\bar{x}_1, \bar{z}_1, \hat{\rho}_1) \frac{1}{\gamma^2} \frac{1}{\tilde{y}^2} \quad \text{as} \ \tilde{y} \to -\infty. \quad (3.25b)
\end{align*}
\]

Asymptotic matching conditions can also be derived as \(|N|, |Z| \to \infty\), as Van Dommelen
(1981) has done for two-dimensional flows.

A final point of interest is the ‘accessibility’ of the region of flow beyond the time
of initial separation. In a steady Eulerian computation, Cebeci, Khattab & Stewartson
(1981) took the accessible region to be the domain where a boundary-layer solution can be
found, (whether it is still an asymptotically correct solution of the Navier-Stokes equations in the presence of interaction or not). In the Lagrangian case, some care is needed, because the singular continuity equation is integrated separately. Numerical experiments such as the one in part 2 do in fact suggest that the non-singular momentum equations can be integrated past the separation singularity without apparent difficulty. When that is done, the vertical lines through the boundary layer appear in Lagrangian space as shown in figure 2g rather than figure 2a. For the shaded particles, $y$ is indeterminate; these particles may be thought of as having disappeared at infinite $y$. Yet the continuity equation can still be integrated along all lines of constant $\bar{n}$ and $\bar{z}$ which start at the wall. A singularity develops only on the line passing through the saddle point in figure 2g, which for $0 < \delta t \ll 1$ corresponds to a singular line segment

$$\bar{N} \sim + \left(1 - \bar{Z}^2\right)^{\frac{1}{2}}.$$  \hspace{1cm} (3.26)

However, the solution so obtained must be considered meaningless at least for all particles which have at some previous time passed through the singular curve. For that reason, we define the region of inaccessibility as those stations $(x, z)$ which contain particles which have at any time been on the singular curve. Initially, the region of inaccessibility will primarily expand in the $z$-direction through the scaling (3.12e). In the $n$-direction it will expand by means of the motion of the describing line (3.7) and additionally through the motion of the particles which propagate downstream away from the singular curve. Thus, the region of inaccessibility extends over a finite surface area, rather than just the curve (3.26), in agreement with the steady Eulerian definition of Cebeci et al. (1981).

Naturally, the singularity structure derived here will not remain asymptotically correct arbitrarily close to $t = t_s$, because the normal velocity above the central inviscid region becomes infinite at $t = t_s$. From a study of the Navier-Stokes equations it is found that the singularity is smoothed out when a ‘triple-deck’ interaction comes into operation for $\delta t = O(Re^{-\frac{1}{4}})$, at which point the scaled boundary-layer thickness is $O(Re^{\frac{3}{4}})$. Because the singularity is quasi-two-dimensional, the scalings and governing equations are essentially those derived by Elliott et al. (1983) for two-dimensional flows, but with the addition of a passive $z$-momentum equation. In the central interaction problem, the coordinate $z$, which has an interaction length scale $O(Re^{-\frac{1}{4}})$, only appears as a parameter. However, it is not clear whether the singularity will be completely removed by the interaction (Smith 1987).
4. Three-dimensional symmetric separation

In the previous section a separation singularity structure was derived assuming that the flow was arbitrary, an assumption that might be appropriate for flow past an asymmetric body. However, in the case of a spheroid at relatively small angles of attack it is likely that separation first occurs on one of the symmetry lines; indeed numerical calculations confined to the symmetry line have been performed on this basis (Wang & Fan (1982) Cebeci, Stewartson & Schimke (1984)). In sub-section (a) below we derive the form of the singularity appropriate for separating flows where the separation line crosses a symmetry line normally.

However, this is not the only type of symmetric separation of interest. When a sphere is impulsively rotated about a diameter, centripetal effects generate a boundary-layer flow towards the equator. After a finite time an equatorial singularity develops as a result of a boundary-layer collision. The structure of this singularity on the symmetry line has been determined by Banks & Zatorska (1979), and Simpson & Stewartson (1982a). In this case the separation line coincides with the symmetry line. Similar singularities occur after a finite time at the apex of a horizontal circular cylinder which is impulsively heated (Simpson & Stewartson 1982b), at the inner bend of a uniformly curved pipe through which flow is impulsively started (Lam 1988), and at the stagnation points on a two-dimensional cylinder in oscillating flow as a result of steady streaming effects (Vasantha & Riley 1988).

A more general form of the singularity generated by two symmetric colliding boundary layers on a smooth wall would first develop at a point rather than along the entire symmetry line. For example, such a singularity might develop on the equator of an ellipsoid which is rotated about one of its principal axes, or in starting flow through a curved pipe with non-uniform curvature, or at the apex of a heated ellipsoid. In sub-section (b) the three-dimensional structure of such a singularity is derived. The results on the symmetry line agree with previous authors, but the simplicity of the Lagrangian approach allows us to determine additionally the singularity structure off this line. The latter is a necessary preliminary in order to formulate subsequent asymptotic stages in the separation process.

Another class of separation singularities are rotationally symmetric about the separation point, so that the separation line degenerates to a point. For example, singularities develop after a finite time on the axis of a spinning disc or sphere whose direction of
rotation is impulsively reversed (Bodonyi & Stewartson 1977, Banks & Zaturska 1981, Stewartson, Simpson & Bodonyi 1982, Van Dommelen 1987), and at the apex of a sphere which is impulsively heated (Brown & Simpson 1982, Awang & Riley 1983). The structures of these singularities, which differ due to the presence and absence of swirl, are derived in sub-sections (c) and (d) respectively. The results on the axis agree with those of previous authors, while the singularity structures off the axis are new.

(a) Lateral symmetry

When the boundary-layer flow is symmetrical about a line along the surface of the body, the describing line of separation must either cross the symmetry line normally or coincide with it. In this sub-section we will address the case of normal crossing, leaving the second possibility to the next sub-section.

For consistency with section 3, we identify the compressed coordinate \( n \) with \( z \) and take the \( \xi, \eta \)-plane as the symmetry plane so that \( z \) is an even function of \( \zeta \) and \( z \) an odd function. Then the analysis is a simpler version of the one in the previous section. The only transformation of the Lagrangian coordinate system needed is a rotation around the \( \zeta \)-axis to eliminate the \( x_{12} \) derivative. Also, the discussion concerning which derivatives must be zero if \( t_s \) is the first separation time (see (3.4) and following) can be restricted to the symmetry plane to show that the second order derivative which is forced to be zero must lie within the symmetry plane.

Hence the structure of the separation process remains basically unchanged, although the describing line of separation simplifies, and is now symmetric about the symmetry line \( z = 0 \) (cf. (3.7)):

\[
\bar{n} = x - x(\xi, t) - \frac{x_{33}}{2z^2} z^2
\]  

A degenerate case is two-dimensional flow, where \( z \) is totally independent of \( \zeta \), and the separation line becomes a straight generator in the \( z \)-direction. In addition, the coefficient \( \beta_1 \) vanishes, which suppresses the decay of the boundary-layer thickness with \( z \). The resulting structure is described in detail by Van Dommelen (1981).

Thus lateral symmetry, or more strongly two-dimensionality, does not fundamentally alter the separation process. This conclusion is consistent with the symmetry line calculations of Cebeci, Stewartson & Schimke (1984).
(b) Symmetric boundary-layer collision

When the describing line coincides with the symmetry line, significant changes in structure are unavoidable, since the flow is symmetric while the separation structure illustrated in figure 2 is asymmetrical.

We identify the compressed coordinate \( n \) again with \( x \), but now we assume that the \( \eta, \zeta \)-plane is the symmetry plane, so that \( x \) is an odd function of \( \xi \) while \( z \) is an even function. A singularity occurs when \( x, \xi \) first vanishes at the symmetry plane, since the derivatives \( x,\eta \) and \( x,\zeta \) are zero by symmetry. Since the first occurrence of a zero value must occur where \( x, \xi \) is a minimum, the second order derivatives \( x,\eta \) and \( x,\zeta \) must vanish, while the other second order derivatives are zero by symmetry.

The fact that all the second order derivatives are zero invalidates the scalings for \( \eta \) and \( y \) made in the previous section (e.g. (3.12), (3.14)), hence a separate analysis with significant modifications is needed. Proceeding along similar lines as in the previous section, a local Lagrangian coordinate system \( k_1, k_2, k_3 \) is introduced with origin at the separation particle, but with the same orientation as the original axis system. A rotation of this coordinate system around the \( k_1 \)-axis,

\[
\tilde{k}_1 = \xi \quad , \quad \tilde{k}_2 = \frac{z_3 k_2 - z_2 k_3}{\sqrt{z_2^2 + z_3^2}} \quad , \quad \tilde{k}_3 = \frac{z_2 k_2 + z_3 k_3}{\sqrt{z_2^2 + z_3^2}} \quad ,
\]

\[
\tilde{x} = x \quad , \quad \tilde{z} = z - z(\xi_3, t) \quad ,
\]

(4.2a, b, c)

(4.2d, e)

can be made to eliminate the \( \tilde{z}_2 \)-derivative. The shearing transformation

\[
l_1 = \xi \quad , \quad l_2 = \tilde{k}_2 + \frac{\tilde{x}_{123}}{\tilde{x}_{122}} \tilde{k}_3 \quad , \quad l_3 = \tilde{k}_3 \quad ,
\]

\[
\tilde{x} = x \quad , \quad \tilde{z} = z - z(\xi_3, t) \quad ,
\]

(4.3a, b, c)

(4.3d, e)

eliminates the \( \tilde{x}_{123} \) derivative, resulting in the Taylor series expansions

\[
x \sim \frac{1}{6} \tilde{x}_{111} l_1^3 + \frac{1}{2} \tilde{x}_{112} l_1^2 l_2 + \frac{1}{2} \tilde{x}_{133} l_1^2 l_3^2 + \ldots + \delta t \tilde{\dot{x}}_1 l_1 + \ldots \quad ,
\]

\[
\tilde{z} \sim \tilde{z}_3 l_3 + \ldots \quad .
\]

(4.4a)

(4.4b)

The expressions for the characteristics of the Jacobian equation for \( y \) become

\[
\frac{dl_1}{dy} = \frac{\rho H}{\rho_0 H_0} l_1 \{- \tilde{z}_3 \tilde{x}_{122} l_2 + \ldots \} \quad ,
\]

(4.5a)
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\[
\frac{dl_2}{dy} = \frac{\rho H}{\rho_0 H_0} \left\{ \bar{x}_3 \left( \frac{1}{2} \bar{x}_{111} l_1^2 + \frac{1}{2} \bar{x}_{122} l_2^2 + \frac{1}{2} \bar{x}_{133} l_3^2 + \delta t \bar{x}_1 \right) + \ldots \right\}. \tag{4.5b}
\]

In order to avoid singularities for \( \delta t < 0 \), the quadratic in (4.5b) must be elliptic and of opposite sign to \( \dot{x}_1 \). Since \( x_n \) is initially positive, cf. (2.1), it follows from (4.4a) and (4.5b) that at a first zero

\[
\bar{x}_{111} > 0 \ , \ \bar{x}_{122} > 0 \ , \ \bar{x}_{133} > 0 \ , \ \dot{x}_1 < 0. \tag{4.6a, b, c, d}
\]

The topology of the characteristics (4.5), shown in figure 3a, can be compared to the asymmetric case figure 2a, where the separation characteristic develops a cusp at \( \delta t = 0 \). In this case, the separation characteristic is constrained by symmetry to remain straight.

Appropriate local scalings near separation can be found using arguments similar to those of the previous section:

\[
l_1 = |\delta t|^{1/2} \beta_2 L_1 = |\delta t|^{1/2} \beta_2 (\bar{z}^2 + 1)^{1/2} L_1^*, \tag{4.7a}
\]

\[
l_2 = |\delta t|^{1/2} \beta_0 \beta_2 L_2 = |\delta t|^{1/2} \beta_0 \beta_2 (\bar{z}^2 + 1)^{1/2} L_2^*, \tag{4.7b}
\]

\[
x = |\delta t|^{3/2} \alpha \beta_2^3 \bar{X} = |\delta t|^{3/2} \alpha \beta_2^3 (\bar{z}^2 + 1)^{3/2} X^*, \tag{4.7c}
\]

\[
y = \frac{\dot{Y}}{|\delta t|^{1/2} \gamma \beta_2} = \frac{Y^*}{|\delta t|^{1/2} \gamma \beta_2 (\bar{z}^2 + 1)^{1/2}} , \quad \bar{z} = |\delta t|^{1/2} \frac{\beta_2}{\beta_1} \bar{Z} \tag{4.7d, e}
\]

\[
\alpha = \frac{1}{3} \bar{x}_{111} \, , \quad \gamma = \left( \frac{1}{3} \bar{x}_3 \bar{x}_{122} \bar{x}_{111} \right)^{1/3} \frac{\rho_s H_s}{\rho_0 H_0} \tag{4.7f, g}
\]

\[
\beta_0 = \frac{\bar{x}_3 \bar{x}_{111}}{\left( \bar{x}_3 \bar{x}_{122} \bar{x}_{111} \right)^{1/3}} \, , \quad \beta_1 = \left( \frac{\bar{x}_{133}}{\bar{x}_3 \bar{x}_{111}} \right)^{1/3} \, , \quad \beta_2 = \left( -\frac{2 \bar{x}_1}{\bar{x}_{111}} \right)^{1/3} \tag{4.7h, i, j}
\]

The continuity integral becomes

\[
Y^* = \int_0^{L_0^*} \frac{dL^*}{\sqrt{L^*(2X^* - 3L^* - L^3)}}, \quad \int_0^{L_1^*} \frac{dL^*}{\sqrt{L^*(2X^* - 3L^* - L^3)}}, \tag{4.8a}
\]

where

\[
L_0^*(X^*) = I(X^*) \tag{4.8b}
\]

This can be written as an elliptic integral similar to (3.16),

\[
Y^*(L_2^*, X^*) \sim \frac{2}{\Lambda} F(\frac{\pi}{2} |m|) \pm \frac{1}{\Lambda} F(\varphi |m) \tag{4.9a}
\]
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where

\[ \Lambda(X^*) = (3(L_0^* + 1)(L_0^* + 3))^{\frac{1}{4}} \quad m(X^*) = \frac{1}{2} - \frac{3L_0^* + 6}{4\Lambda^2} , \quad (4.9b, c) \]

\[ \varphi(L_2^*, X^*) = 2 \arctan \left( \frac{1}{\Lambda} \sqrt{\left( L_0^* + 3 \right) \left( \frac{L_0^*}{L_2^*} - 1 \right)} \right) . \quad (4.9d) \]

Note that instead of using \( L_1^* \) as the independent variable, there is an advantage in using \( L_2^* \), as given implicitly by the relation

\[ L_1^*(L_2^*, X^*) = (L_2^* + 1)^\frac{1}{2} I(X^*/(L_2^* + 1)^\frac{3}{2}) \quad , \quad (4.9e) \]

since at the symmetry line the solution is regular in terms of \( L_2^* \):

\[ Y^*(L_2^*, 0) \sim \frac{2}{\sqrt{3}} \left( \frac{\pi}{2} + \arctan L_2^* \right) . \quad (4.10) \]

Contours of the boundary-layer thickness \( Y^+ \) in the \( \tilde{X}, \tilde{Z} \) plane are shown in figure 3b. The asymptotic relations for large \( |\tilde{X}| \) and \( |\tilde{Z}| \), corresponding to (3.18) and (3.19), are

\[ y^+ \sim \frac{4\alpha^{\frac{1}{2}}}{3^{\frac{1}{2}}2^{\frac{3}{4}}\gamma} F \left( \frac{\pi}{2}, 1 - \frac{\sqrt{3}}{4} \right) \frac{1}{|z|^{\frac{1}{2}}} \quad \text{for} \quad |\delta t|^{\frac{1}{2}} \ll |z| \ll 1 , \quad (4.11) \]

\[ y^+ \sim \frac{1}{\gamma \beta_1} Y^+ \left( \frac{x}{\alpha \beta_1 |z|^3} \right) \frac{1}{|\tilde{z}|} \quad \text{for} \quad |\delta t|^{\frac{1}{2}} \ll |\tilde{z}| \ll 1 . \quad (4.12) \]

The velocity components and density in the neighbourhood of the stationary point are given by

\[ \hat{z} \sim -|\delta t|^{\frac{3}{2}} \alpha \beta_2 (\tilde{Z}^2 + 1)^{\frac{1}{2}} L_1^* \quad , \quad (4.13a) \]

\[ (\hat{z}, \rho) \sim (\tilde{z}, \rho^*) + |\delta t|^{\frac{1}{2}} \left( \frac{\tilde{z}_2, \rho_2}{\beta_2} \right) \frac{\beta_2}{\beta_1} \tilde{Z} \quad . \quad (4.13b) \]

Hence \( L_1^* \) can be interpreted as the velocity component towards the symmetry plane. The scaled velocity profile, \(-L_1^*\), is illustrated in figure 3c at a number of \( X^* \) stations, while contours of \( L_1^* \), and the corresponding vorticity component, \( dL_1^*/dY^* \), are illustrated in figures 3d and 3e respectively. In cross-sections of constant \( z \), the variations in velocity parallel to the symmetry plane are proportional to \( L_2^* \). \( L_2^* \) velocity-profiles are given in figure 3f, while figures 3g and 3h illustrate contours of \( L_2^* \) and the vorticity \( dL_2^*/dY^* \).
Close to the wall, i.e. as $Y \to 0$,

$$\dot{z} \sim -\frac{3}{4} \gamma^2 \beta_z^2 xy^2, \quad (\dot{z}, \rho) \sim (\dot{z}, \rho) - (\tilde{x}_2, \tilde{\rho}_2) \frac{2 \beta_0 1}{\sqrt{3} \gamma y}, \quad (4.14a, b)$$

which match to a regular vorticity layer of similar form to (3.24). Similarly a match can be achieved with a separating layer governed by a Prandtl transformation above the central inviscid region.

Figure 3i shows the characteristics, i.e. lines of constant $z$ and $x$, for $\delta t > 0$. Integration of the continuity equation yields a singularity over a segment $-1 < \tilde{Z} < 1$ of the symmetry line $\tilde{X} = 0$. Since neither the singularity nor any particles on the symmetry line leave the symmetry line, the region of inaccessibility remains restricted to the symmetry line.

A special case occurs for separation at the intersection of two symmetry lines, such as at the apex of an ellipsoid. In that case, in addition to the symmetry in $\zeta$, $z$ is an even function of $\zeta$ and $z$ an odd one, and the transformations of the Lagrangian coordinate system (4.2) and (4.3) become trivial. No changes in the leading order singularity structure occur, since it was already symmetric in $z$-direction, even though this condition was not imposed. However, the velocity parallel to the symmetry plane must be antisymmetric, and the density symmetric (cf. (4.13b):

$$\dot{z} \sim |\delta t|^\frac{1}{2} \frac{\beta_2}{\beta_1 \hat{z}_3} \tilde{Z}, \quad \rho \sim \rho + |\delta t|^\frac{1}{2} \rho_2 \beta_2 (\tilde{Z}^2 + 1)^{\frac{1}{2}} L_z^2. \quad (4.15a, b)$$

In the case of two-dimensionality, where $z$ is independent of $\zeta$, the coefficient $\beta_1$ vanishes as in the previous subsection, suppressing the decay of the boundary-layer thickness with $z$. The flow on the symmetry line can then be written as a one-dimensional problem, and was studied from an Eulerian standpoint by Banks and Zaturska (1979) and Simpson & Stewartson (1982a,b). In part 2, Van Dommelen (1989) uses this flow to verify the Lagrangian analysis numerically to high accuracy. Favourable numerical comparisons with the singularity structure away from the symmetry line have been obtained by Lam (1988) for starting flow through a circular pipe.

The existence of this singularity has also been reported by Stern & Paldor (1983), Russell & Landahl (1984) and Stuart (1987) while studying inviscid models for the growth of large amplitude disturbances in boundary layers. In fact, because unsteady separation is
primarily inviscid in its final stages, an alternative approach to that above would be to solve
the inviscid version of (2.3) exactly, and then to examine the possible singularities of the
solutions (see also Van Dommelen (1981) for the two-dimensional singularity). Note that
although Stuart's (1987) exact, inviscid, symmetry line solutions do not include a parallel
flow in the $z$-direction, our results are in agreement since the details of the singularity
structure are independent of $\dot{z}(\xi, t)$.

As in section 3 the above singular solution will not remain valid for sufficiently small
$|\delta t|$ because previously neglected pressure gradients will become important (cf. the inter-
active problem for the two-dimensional singularity formulated by Elliott et al. (1983)).
Further, because the velocity towards the separation line is much smaller in the upper and
lower vorticity layers than in the central layer, it is in the vorticity layers that the effect of
the pressure gradient will be felt first. However, it is the central layer which is responsible
for the growth in boundary-layer thickness; thus it appears that the first asymptotic rescal-
ing does not lead to an 'interactive' effect to smooth out the above singularity. Instead, the
singularity continues to be driven by the flow in the central layer, while significant changes
occur in the upper and lower layers. Similar arguments seem to hold for the singularities
in (c) and (d) below.

(c) Axisymmetric boundary-layer flow with swirl

In axi-symmetric flow, the flow geometry does not depend on $\xi$ and $\zeta$ individually, but only on the Lagrangian distance,

$$\vartheta = \sqrt{\xi^2 + \zeta^2}$$

from the axis $\xi = \zeta = 0$. The displacement of rings of particles $\vartheta = \eta = t = \text{constant}$ from
their original position must remain restricted to a change in physical distance,

$$r = \sqrt{x^2 + z^2}$$

from the axis, a rotation around the axis, and a shift in vertical position. Hence according
to the theory of orthogonal matrices, the solution must be of the form

$$x = c(\vartheta^2, \eta, t)\xi + s(\vartheta^2, \eta, t)\zeta$$

$$z = -s(\vartheta^2, \eta, t)\xi + c(\vartheta^2, \eta, t)\zeta$$
where, because of the assumption of regular \( z \) and \( z', \)

\[
c \sim x_\zeta(0, \eta, 0, t) + \frac{1}{6} x_{z\zeta\zeta}(0, \eta, 0, t) \zeta^2 + \ldots ,
\]

\[
s \sim x_\zeta(0, \eta, 0, t) + \frac{1}{6} x_{z\zeta\zeta\zeta}(0, \eta, 0, t) \zeta^2 + \ldots .
\]

In terms of \( c \) and \( s \) the physical distance from the axis is given by

\[
r^2 = (c^2 + s^2) \zeta^2 .
\]

The Jacobian \( J \) in (2.2) can be written in terms of \( \varrho \) and \( \tau \) as

\[
J = (\tau^2, \varrho) y_{1, \eta} - (\tau^2, \eta) y_{\varrho} .
\]

Thus separation occurs at a stationary point for \( \tau^2(\varrho^2, \eta, t) \), and from (4.20) and (4.21) it occurs on the axis when

\[
c(0, \eta_s, t_s) = s(0, \eta_s, t_s) = 0 .
\]

A rotation of the Lagrangian coordinate system to diagonalize the second order derivatives of \( x \) is not advantageous here, since the axial symmetry would be lost. Instead we rotate the coordinate system around the symmetry axis,

\[
\tilde{k}_1 = \frac{x_{23} \zeta - x_{12} \zeta}{\sqrt{x_{12}^2 + x_{23}^2}} , \quad \tilde{k}_2 = \eta - \eta_s , \quad \tilde{k}_3 = \frac{x_{12} \zeta + x_{23} \zeta}{\sqrt{x_{12}^2 + x_{23}^2}} ,
\]

(4.23a, b, c)

to eliminate the \( \tilde{x}_{12} \)-derivative, followed by the shearing transformation

\[
l_1 = \tilde{k}_1 , \quad l_2 = \tilde{k}_2 + \frac{\tilde{x}_{333}}{6 \tilde{x}_{23}} (\tilde{k}_1^2 + \tilde{k}_3^2) + \delta t \frac{\dot{x}_3}{\tilde{x}_{23}} , \quad l_3 = \tilde{k}_3 ,
\]

(4.24a, b, c)

to eliminate \( \tilde{x}_{333} \) and \( \dot{x}_3 \).

The characteristics of the Jacobian are lines of constant distance \( r \) from the axis. If \( t_s \) is the first time that a singularity forms then \( \tilde{x}_{111} \dot{x}_1 \) must be negative, or for a suitable choice of the positive \( l_1 \)-direction

\[
\tilde{x}_{111} > 0 , \quad \dot{x}_1 < 0 .
\]

(4.25a, b)

The characteristic lines of constant \( r \) in the \( \varrho, l_2 \)-plane appear as sketched in figure 4a.
Appropriate local scalings are

\[ \varepsilon = |\delta t| \frac{1}{3} \beta P^* \, , \, l_2 = |\delta t| \beta_0 \beta^2 L_2^* \, , \, r = |\delta t| \frac{1}{3} \alpha \beta^3 R^* \, , \, y = \frac{Y^*}{|\delta t| \gamma} \]  

\[ \alpha = \frac{1}{3} \tilde{x}_{111} \, , \, \gamma = \frac{1}{3} \tilde{x}_{111} (\tilde{x}_{23}^2) \frac{1}{3} \rho_s H_s \rho_0 H_0 \, , \, \beta_0 = \frac{\tilde{x}_{111}}{2(\tilde{x}_{23}^2)^{\frac{1}{3}}} \, , \, \beta = \left( -\frac{2\tilde{x}_1}{\tilde{x}_{111}} \right)^{\frac{1}{3}} \]  

leading to a continuity integral

\[ Y^* \sim \int_{P_0^*}^{P} \frac{2dP^*}{\sqrt{4R^*^2 - (3P^* + P^*^3)^2}} \pm \int_{P}^{P_0^*} \frac{2dP^*}{\sqrt{4R^*^2 - (3P^* + P^*^3)^2}} \]  

where

\[ P_0^*(R^*) = I(R^*) \]  

This can be written as the elliptic integral

\[ Y^*(L_2^*, R^*) = \frac{2}{\Lambda} F\left( \frac{\pi}{2} |m| \right) \pm \frac{1}{\Lambda} F\left( \varphi |m| \right) \]  

where

\[ \Lambda(R^*) = (3(P_0^* + 1)(P_0^* + 3)^{\frac{1}{3}} \, , \, m(R^*) = \frac{1}{2} - \frac{3P_0^* + 18P_0^* + 18}{4\Lambda^2} \]  

\[ \varphi(L_2^*, R^*) = 2 \arctan \left( \frac{1}{\Lambda} \left( \frac{P_0^* + 3}{\left( \frac{P_0^*}{P_0^* + 3} - 1 \right)} \right)^2 \right) \]  

and \( P^* \) is related to \( L_2^* \) and \( R^* \) through the solution of the cubic equation

\[ 4R^*^2 = 9L_2^*^2 P^*^2 + (P^*^2 + 3)^2 P^*^2 \]  

On the axis, (4.28a) simplifies to

\[ Y^*(L_2^*, 0) = \frac{2}{3} \left( \frac{\pi}{2} + \arctan L_2^* \right) \]  

while for large \( R^* \), the boundary-layer thickness asymptotes to

\[ y^* \sim \left( \frac{4\alpha \frac{1}{3}}{3\frac{1}{2} \frac{3}{2}} \right) \frac{1}{\gamma} \left( \frac{\pi}{2} - \frac{\sqrt{3}}{4} \right) \frac{1}{r^{\frac{1}{3}}} \]  

for \( |\delta t| \frac{1}{3} \ll r \ll 1 \).
The velocity components in the radial and azimuthal directions, and the density, are

\[ \dot{r} \sim -|\delta t|^{3/2} \alpha \beta^3 (U_0^* + \chi W_0^*) , \quad r\dot{\theta} \sim |\delta t|^{3/2} \alpha \beta^3 \zeta (W_0^* - \chi U_0^*) , \quad \chi = \frac{x_3}{x_1} , \quad (4.31a, b, c) \]

\[ \rho = \rho_s + |\delta t| (\bar{p}_2 \beta^2 L_2^* + \frac{1}{2} \bar{p}_{11} \beta^2 \rho^2 - \dot{\rho}) , \quad (4.31d) \]

where \( \zeta = \text{sgn}(\bar{x}_{23}) \), and

\[ U_0^* = \frac{(P^{*2} + 3)P^{*2}}{2R^*} , \quad W_0^* = \frac{3P^{*2}L_2^*}{2R^*} , \quad (4.32a, b) \]

are the symmetric and anti-symmetric velocity profiles shown in Figure 4b.

Both the radial and the circumferential velocity profiles depend non-trivially on the parameter \( \chi \). However the magnitude of the velocity,

\[ q = \sqrt{u^2 + w^2} = |\delta t|^{3/2} \alpha \beta^3 \sqrt{1 + \chi^2 P^*} , \quad (4.33) \]

does not; contours of \( q \) are illustrated in figure 4c. The vorticity components normal to the velocity and parallel to it are proportional to

\[ \Omega_n = \frac{U_0^*W_0^* + W_0^*W_0^*}{\sqrt{U_0^* + W_0^*}} = -\frac{3}{2} P^* L_2^* , \quad (4.34a, b) \]

\[ \Omega_p = \frac{W_0^*U_0^* - U_0^*W_0^*}{\sqrt{U_0^* + W_0^*}} = -\frac{3}{2} P^* (P^{*2} + 1) . \quad (4.35a, b) \]

Contours of these quantities are plotted in figures 4d and 4e respectively.

A match with the sandwich layer adjacent to the wall is again possible, since as \( Y \to 0 \)

\[ \dot{r} \sim \frac{3}{2} \gamma \beta^2 \chi r y , \quad r\dot{\theta} \sim -\frac{3}{2} \gamma \beta^2 \zeta r y , \quad \rho \sim \rho_s - \frac{2 \beta_0}{3} \frac{1}{\gamma} y . \quad (4.36a, b, c) \]

Similarly a match can be achieved with the upper separating layer.

Figure 4f shows the characteristics for \( \delta t > 0 \). The singular line is the physically expanding circle \( R^* = 1 \), but the region of inaccessibility is larger due to particles with \( L_2^* \neq 0 \) which move radially outward from the singular line at a greater rate.

On the axis itself, the continuity integral is particularly simple:

\[ y = \int_0^\beta \frac{\rho_0 H_0 d\eta}{\rho H(x_{z,\xi}^2 + x_{\zeta}^2)} . \quad (4.37) \]
When this integral is expanded to second order, a logarithmic correction to the $y$-position is obtained. This and other terms were initially overlooked in Eulerian analyses of the flow on the axis (Bodonyi & Stewartson (1977), Banks & Zaturska (1981)), but in a Lagrangian approach the logarithmic term follows naturally from the hypothesis that the solution for the motion parallel to the boundary is regular. (A similar logarithmic term arises in the symmetric case (b) above, cf. part 2). In fact, from this hypothesis alone, the complete singularity structure presented by Stewartson, Simpson & Bodonyi (1982) can be recovered by means of a simple integration of (4.37).

(d) Axisymmetric boundary-layer collision without swirl

Finally, we consider the case of axially symmetric flow when there is no rotation of the flow about the axis. In the absence of such rotation (4.18) simplifies to

$$x = c(g^2, \eta, t) \xi, \quad y = c(g^2, \eta, t) \zeta.$$  \hspace{1cm} (4.38)

No transformations of the Lagrangian coordinate system are needed in this case. It follows that if a singularity first appears on the axis $c$ must vanish. The contours of constant $\tau$ are then identical to those for a symmetric collision (figure 3a), while the Taylor series coefficients satisfy conditions (4.6a,b,d).

In a similar way to before suitable local scalings are

$$\varrho = |\delta t|^{\frac{3}{2}} \beta P^*, \quad l_2 = |\delta t|^{\frac{3}{2}} \beta_0 L^*_{2} = |\delta t|^{\frac{3}{2}} \alpha \beta^3 R^*, \quad y = \frac{Y^*}{|\delta t|^3 \gamma \beta^3},$$  \hspace{1cm} (4.39a, b, c, d)

$$\alpha = \frac{1}{3} \bar{x}_{111}, \quad \gamma = \frac{1}{3} \left( \frac{1}{3} \bar{x}_{111} \bar{x}_{122} \right)^{\frac{1}{3}} \frac{\rho_s H_s}{\rho_0 H_0}, \quad \beta_0 = \left( \bar{x}_{111} \bar{x}_{122} \right)^{\frac{1}{3}}, \quad \beta = \left( \frac{2 \bar{x}_1}{\bar{x}_{111}} \right)^{\frac{1}{3}},$$

leading to a continuity integral

$$Y^* \sim \int_{P_0^*}^{P_0} \frac{P^* \frac{1}{2} dP^*}{R^* \sqrt{2R^* - 3P^* - P_0^*}} \pm \int_{P_0}^{P_*} \frac{P^* \frac{1}{2} dP^*}{R^* \sqrt{2R^* - 3P^* - P_0^*}},$$  \hspace{1cm} (4.40a)

where

$$P_0^*(R^*) = I(R^*).$$  \hspace{1cm} (4.40b)

This solution can be 'reduced' to the form

$$Y^*(L^*_{2}, R^*) = \frac{1}{P_0^* + 3} \left( \frac{4 - 4n}{\Lambda} \Pi(n; \frac{\pi}{2} |m) - \frac{2}{\Lambda} F(\frac{\pi}{2} |m) \right).$$
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\[ \pm \frac{1}{P_0^* + 3} \left( \frac{2 - 2n}{\Lambda} \Pi(n; \varphi|m) - \frac{1}{\Lambda} F(\varphi|m) \right) + \frac{2}{P_0^*} \arctan \left( \frac{P_0^*}{2\Lambda} \frac{\sin(\varphi)}{\sqrt{1 - m \sin^2 \varphi}} \right) + \frac{2}{nP_0^*} \arctan \left( \frac{nP_0^*}{2\Lambda} \frac{\sin(2\varphi)}{\sqrt{1 - m \sin^2 \varphi}} \right) \] , \quad (4.41a)

where \( \Pi(n; \varphi|m) \) is the incomplete elliptic integral of the third kind, and

\[ \Lambda(R^*) = \left( (3P_0^* + 1)(P_0^* + 3) \right)^{\frac{1}{4}} , \quad m(R^*) = \frac{1}{2} - \frac{3P_0^* + 6}{4\Lambda^2} , \quad n(R^*) = 1 - \frac{3P_0^* + 12}{2\Lambda^2 + 6} , \]

\[ \varphi(L_2^*, R^*) = 2 \arctan \left( \frac{1}{\Lambda} \sqrt{(P_0^* + 3) \left( \frac{P_0^*}{P^*} - 1 \right)} \right) , \quad (4.41e) \]

\[ P^*(L_2^*, R^*) = (L_2^* + 1)^{\frac{1}{2}} \left( \frac{R^*}{(L_2^* + 1)} \right) \] . \quad (4.41f)

On the axis (4.41a) simplifies to

\[ Y^*(L_2^*, 0) = \frac{2}{3\sqrt{3}} \left( \frac{\pi}{2} + \arctan L_2^* + \frac{L_2^*}{L_2^* + 1} \right) \] , \quad (4.42)

while for large \( R^* \) the boundary-layer thickness asymptotes to

\[ y^+ \sim \frac{2\alpha}{3\sqrt{3}} \left( \sqrt{3\Pi \left( 1 - \frac{\sqrt{3}}{2} \frac{1}{2} - \frac{\sqrt{3}}{4} \right)} - F \left( \frac{\pi}{2} \frac{1}{2} - \frac{\sqrt{3}}{4} \right) \right) \frac{1}{r} . \quad (4.43) \]

The velocity and density are given to leading order by

\[ \dot{r} \sim -|\delta t| \frac{3}{2} \alpha \beta^3 P^* , \quad \rho \sim \rho_s + |\delta t| \frac{3}{2} \rho_0 \beta \beta L_2^* . \quad (4.44a, b) \]

Sample velocity profiles are illustrated in figure 5a, while contours of \( P^* \) and the vorticity \( dP^*/dY^* \) are given in figures 5b and 5c respectively. Again, a match is possible with the wall layer, since as \( Y \to 0 \),

\[ \dot{r} \sim -\frac{3}{2} \beta^2 \gamma \frac{1}{3} \rho y^3 , \quad \rho \sim \rho_s + \rho_0 \frac{2^{\frac{1}{4}}}{\frac{3}{2}^{\frac{1}{4}}} \gamma^{\frac{1}{2}} \frac{1}{y^3} . \quad (4.45a, b) \]

5. Discussion

33
In this paper we have shown that the description of attached flow past a body using the classical boundary-layer equations can break down after a finite time due the formation of a local singularity. In a Lagrangian description the class of singularities is characterized by a singular continuity equation, but a regular momentum equation. The evidence shows that such singularities are both mathematically consistent and physically relevant (e.g. Van Dommelen & Shen 1980a, Van Dommelen 1987, 1989, Lam 1988, Bouard & Coutanceau 1980). The precise structure of the singularity depends on the symmetry of the flow, and some of the simpler structures have previously been partially or totally described in Eulerian coordinates by other authors. The purpose of this paper is to provide a unified theory to facilitate the identification of singularities of the Lagrangian type when they do occur. This seems especially relevant for the difficult problem of the asymmetric singularity, where the singular behaviour would have to be deduced from a three-dimensional unsteady computation.

These singularities occur when a fluid particle becomes compressed in one direction parallel to the boundary. Conservation of mass then implies that the fluid above this fluid particle is forced out of the boundary layer in the form of a detached vorticity layer. A common feature of all the singularities is that the typical length scale in the direction of compression is $O(|\delta t|^{\frac{1}{3}})$. However, the the strength of the singularity increases with the symmetry of the flow; the the boundary layer thickness varies from $O(|\delta t|^{-\frac{1}{4}})$ for the asymmetric symmetry to $O(|\delta t|^{-\frac{1}{2}})$ for the axisymmetric singularity without swirl.

Because the singularities take the form of a vertical ejection of fluid from the boundary layer, we believe that they indicate the onset of separation as hypothesized by Sears & Telionis (1975). While the present singularity structures do at least seem to describe the initial genesis of the separating shear layer, within an asymptotically short time interactive effects which are neglected in the classical boundary-layer formulation must be included (e.g. Elliott et al., 1983, Henkes & Veldman 1987). At that stage a new asymptotic scaling must be substituted into the Navier-Stokes equations in order to recover the correct large-Reynolds-number limit. Knowledge of the precise asymptotic structure of the singularities is necessary to identify this new scaling, and one of the contributions of this work has been to identify the full structure of a number of symmetric singularities.

At first sight the symmetric singularities may appear less likely to occur in problems of
practical importance. However, they have previously arisen in inviscid models of 'transition to turbulence' in regions where symmetric counter-rotating longitudinal vortices are forcing the convergence of fluid particles (Stern et al. (1983), Russell et al. (1984), Stuart (1987)). A three-dimensional extension of the work by Smith & Burggraf (1985), may lead to an asymptotic description of transition which accounts for viscosity, where the turbulent bursts are associated with local regions of classical boundary-layer separation (symmetric or otherwise).

This work was presented in part at the IUTAM "Fluid Mechanics in the Spirit of G.I. Taylor" Conference, April 1986, Cambridge. The authors acknowledge financial support from the NASA "Materials Processing in Space" program, the SERC, the AFOSR, and ICOMP, NASA Lewis.
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Figure 1. Structure of the separating boundary layer, illustrating the asymptotic scalings in the boundary-layer coordinate system (schematic).

Figure 2. Structure of asymmetric three-dimensional separation: (a) Lagrangian topology of vertical lines through the boundary layer near the separation particle; (b) contours of the scaled boundary-layer thickness $\tilde{Y}^+ = 5\frac{1}{2}, 5, 4\frac{1}{2}, \ldots, 2\frac{1}{2}$ in scaled, oblique coordinates; (c) possible actual appearance of contours of boundary-layer thickness (schematic); (d) contours of the scaled velocity $L^*_1 = 0, \pm 1, \pm 2 \ldots$ in scaled coordinates; (e) $-L^*_1$ velocity-profiles; (f) contours of the scaled vorticity $dL^*/dY^* = 0, \pm 1, \pm 2, \ldots$; (g) topology of vertical lines through the boundary layer for times beyond the first singularity.

Figure 3. Structure of symmetric three-dimensional separation: (a) Lagrangian topology of physically vertical lines; (b) contours of boundary-layer thickness $\tilde{Y}^+ = 3\frac{1}{2}, 3, 2\frac{1}{2}, \ldots, 1$; (c) $-L^*_1$ velocity-profiles; (d) contours of $L^*_1 = 0, \frac{1}{2}, 1, 1\frac{1}{2}, \ldots$; (e) contours of $dL^*_1/dY^* = 0, \pm 1, \pm 2, \ldots$; (f) $L^*_2$ velocity-profiles for flow parallel to the symmetry plane; (g) contours of $L^*_2 = 0, \pm 1, \pm 2, \ldots$; (h) contours of $dL^*_2/dY^* = 1, 2, 3, \ldots$; (i) Lagrangian topology of physically vertical lines beyond the first singularity.

Figure 4. Structure of axi-symmetric separation with swirl: (a) Lagrangian topology of physically vertical lines; (b) the velocity profiles of the two components $-U^*_0$ and $W^*_0$; (c) contours of the scaled absolute velocity $P^* = 0, \frac{1}{2}, 1, 1\frac{1}{2}, \ldots$; (d) contours of the scaled vorticity component normal to the flow velocity $\Omega_n = 0, \pm 1, \pm 2, \ldots$; (e) contours of the scaled vorticity component parallel to the velocity $\Omega_p = 0, -1, -2, \ldots$; (f) Lagrangian topology of physically vertical lines beyond the first singularity.

Figure 5. Structure of axi-symmetric separation without swirl: (a) $P^*$ velocity-profiles; (b) contours of $P^* = 0, \frac{1}{2}, 1, 1\frac{1}{2}, \ldots$; (c) contours of $dP^*/dY^* = 0, \pm 1, \pm 2, \ldots$.
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