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**Laminar Boundary Layer Along Inviscid Surface Streamlines Over Inclined Axisymmetric Bodies in Incompressible Flow**

Fred R. DeJarnette and Lee H. Kania

**Abstract**

A computer program has been developed to calculate laminar boundary layers along inviscid surface streamlines over inclined axisymmetric bodies. The inviscid surface streamlines are computed from experimental pressure data using a doubly quadratic spline interpolation technique if an analytical potential solution is not provided. By application of the axisymmetric analog, or small cross flow assumption, the properties of this three-dimensional flow field may be approximated by solving the axisymmetric boundary layer equations over an equivalent axisymmetric body for each inviscid surface streamline. Hall's and Blottnier's boundary layer solution methods, both of which utilize a finite difference technique to obtain the local velocity profile, have been incorporated into the computational code.

Results are presented for a sphere, an ellipsoid of revolution with thickness ratio of 1/4 at 12 and 30 degrees angle of attack, and a sphere-ogive-cylinder configuration at 45 degrees angle of attack. The latter case utilized experimental pressure (con't on back)
data while an analytical potential solution was available for the other configurations. A technique for calculating the streamline metric along an inviscid surface streamline was developed. Boundary layer profiles were calculated along the streamlines from the stagnation point to the separation point. Calculations using the axisymmetric analog and three-dimensions boundary layer equations were compared for the particular case of an ellipsoid of revolution at angle of attack.
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SECTION 1
INTRODUCTION

There are at present numerous methods available for calculating boundary layers over two-dimensional and axisymmetric bodies at zero angle of attack (Refs. 1 and 2). Methods for calculating three-dimensional boundary layers (Refs. 3, 4 and 5) are not as numerous due to the fact that they have only recently come under investigation. These techniques are, at present, limited in application. Generally, fully three-dimensional methods require considerable storage and computational time on existing digital computers. To compound the problem, the potential solution in most cases cannot be described through a simple analytical expression.

A relatively simple, approximate method for calculating three-dimensional boundary layer properties is the axisymmetric analog. In this method the boundary-layer equations are written in a streamline coordinate system and the cross flow velocity is assumed to be zero. This reduces the three-dimensional boundary layer equations to a form that is identical to those for axisymmetric flow, provided that (1) the distance along an inviscid surface streamline is interpreted as distance along an "equivalent axisymmetric body," and (2) the metric coefficient that describes the spreading of the streamlines is interpreted as the radius of the equivalent body. This allows any existing axisymmetric boundary-layer program to be used to compute the approximate three-dimensional boundary-layer properties. By considering multiple streamline paths, an entire surface can be covered.
The major difficulties in applying the axisymmetric analogue are the calculation of the inviscid surface streamlines and the corresponding scale factor. References (7) and (8) provide two methods with which to trace inviscid surface streamlines from surface pressures. These two approaches are basically identical in that each requires the integration of a first-order differential equation to yield the streamline angle (the angle between a streamline and body meridian).

In Reference (7) Vollmers proposes that a shooting technique be employed to determine an initial value for the streamline angle. He contends that a valid initial value may be obtained near the stagnation point if the streamline angle approaches the correct limit during the upstream integration from a given point on the body. For a nonspherical nose, the streamline geometry is such that the streamline angle is either 0 or 180 degrees in the limit at the stagnation point (Ref. 9). Vollmers, however, fails to account for the behavior of the scale factor during the upstream integration. There is a possibility that the scale factor may tend to zero during the integration despite the fact that the streamline angle may approach the proper limiting value. A scale factor of zero implies that the streamlines cross at a particular point and this is a physical impossibility. This condition can occur when approximate surface pressures are used. If the inviscid surface velocity components were known, the streamlines could be calculated more easily and there would be no possibility of streamline crossing.

In Reference (8), DeJarnette attacks this problem by describing the streamline geometry analytically in the stagnation region. Outside this region, the inviscid surface streamlines are calculated from the surface
pressure distribution. This is the approach employed in the present method for instances in which an analytical potential solution is not available.

The method used to calculate the "equivalent radius" along a streamline follows from a method developed by DeJarnette in Reference (9) and is included in this study. DeJarnette has previously used a two streamline approach to determine the scale factor, but this necessitates the calculation of a second or auxiliary streamline. In the present method, the scale factor is calculated along a single streamline from the solution of two first-order, auxiliary differential equations which are functions of the surface pressure distribution and body geometry.

The present method employs Hall's (Ref. 4) and Blottner's (Ref. 2) methods to obtain a solution to the axisymmetric boundary-layer equations. Hall applies a Crank-Nicholson differencing technique to the nondimensionalized equations. The body radius, which appears only in the continuity equation, is replaced by the scale factor in accordance with the axisymmetric analogue. Blottner employs the same differencing technique to the axisymmetric boundary-layer equations written in transformed variables. In this case the body radius appears only in the definition of the transformed variables and is likewise replaced with the scale factor. The body radius does not appear explicitly in the transformed boundary-layer equations. The development of each of these methods is included in this study. In the development of the boundary-layer code, various velocity profile convergence tests and boundary-layer edge tests are investigated also.
Any axisymmetric configuration may be input to the program as long as an analytical expression for the pressure distribution is provided. In the event that only experimental pressure data are available, the input geometry is restricted to spherically capped bodies due to the limitations of the techniques used to represent the surface pressure distribution. On the spherical cap the pressure distribution is represented by a Fourier cosine series while on the remainder of the body, a doubly quadratic spline is used to model the experimental pressure data. The body geometry may be expressed in either English or SI units, or in non-dimensional form.

Results from the computer program are presented for a sphere, ellipsoid of revolution with thickness ratio 1/4 and a sphere-ogive-cylinder configuration as example applications of the computational method.
SECTION 2
INVISCID SURFACE STREAMLINES

The axisymmetric analogue concept employed in the computer program effectively reduces the three-dimensional nature of the boundary layer to that of an axisymmetric one along an inviscid surface streamline. This necessitates the calculation of the equivalent radius of the newly defined axisymmetric body. The equivalent radius or scale factor is the metric for the coordinate $\beta$ normal to the streamline on the body surface and is calculated along inviscid surface streamlines. The scale factor is an indicator of the physical spacing between streamlines. A scale factor that is increasing indicates that the streamlines are diverging and thus the equivalent radius is increasing.

The method of DeJarnette (Ref. 8) is used to trace the inviscid surface streamlines. In this method, the body geometry is expressed in terms of the unit vectors, $\hat{e}_x$, $\hat{e}_r$, and $\hat{e}_\phi$ which form an orthogonal cylindrical coordinate system. Unit vector $\hat{e}_x$ is parallel to the body axis, unit vector $\hat{e}_r$ is in the radial direction and normal to the body axis. The third unit vector in this system, $\hat{e}_\phi$, is in the circumferential direction (see Figure 2.1).

A second coordinate system which is oriented to the body surface is used to describe the surface streamlines. This system consists of the unit vectors, $\hat{e}_n$, $\hat{e}_r$, and $\hat{e}_\phi$. Unit vector $\hat{e}_n$ is normal to the body surface and is given by

$$\hat{e}_n = -\sin \Gamma \hat{e}_x + \cos \Gamma \hat{e}_r$$  \hspace{1cm} (2.1)
Figure 2.1. Body Geometry Coordinate System
Unit vector, $\hat{e}_{11}$, is tangent to the body surface and lies in a meridional plane. This vector may be expressed as

$$\hat{e}_{11} = \cos \Gamma \hat{e}_x + \sin \Gamma \hat{e}_r . \quad (2.2)$$

The angle $\Gamma$ is the body angle and is a function of $x$ only for an axisymmetric body (see Figure 2.2).

The streamline geometry is expressed in terms of unit vectors, $\hat{e}_s$, $\hat{e}_\beta$ and $\hat{e}_n$ which also form an orthogonal coordinate system. Unit vector $\hat{e}_s$ is along a streamline and tangent to the body surface. Unit vector $\hat{e}_\beta$ is normal to the streamline and also tangent to the body surface. Unit vector $\hat{e}_n$ is used in common with the previous coordinate system. Since the streamline is projected on the body surface, the component along $\hat{e}_n$ is zero and a streamline will thus lie in the tangent plane generated by unit vectors $\hat{e}_s$ and $\hat{e}_\beta$. This is the identical plane generated by $\hat{e}_{11}$ and $\hat{e}_\phi$. The streamline angle $\theta$ is defined to be the angle between unit vectors $\hat{e}_s$ and $\hat{e}_{11}$ (see Figure 2.3). This angle is the inclination of the streamline relative to a body meridian. The streamline unit vectors may then be written in terms of the body geometry unit vectors as

$$\hat{e}_s = (\cos \theta \cos \Gamma) \hat{e}_x + (\cos \theta \sin \Gamma) \hat{e}_r + (\sin \theta) \hat{e}_\phi \quad (2.3)$$

and

$$\hat{e}_\beta = -(\sin \theta \cos \Gamma) \hat{e}_x - (\sin \theta \sin \Gamma) \hat{e}_r + (\cos \theta) \hat{e}_\phi . \quad (2.4)$$
Figure 2.2. Surface Coordinate System
Figure 2.3. Streamline Coordinate System
DeJarnette (Ref. 9) then constructs the transformation operators which relate the streamline partial derivatives to the cylindrical coordinate derivatives. The operators may be written as

\[ \frac{1}{h} \frac{\partial}{\partial \beta} = (\hat{e}_x \cdot \hat{e}_\beta) \frac{\partial}{\partial x} + \frac{(\hat{e}_\phi \cdot \hat{e}_\beta)}{r} \frac{\partial}{\partial \phi} \]  

(2.5)

and

\[ \frac{D}{DS} = (\hat{e}_x \cdot \hat{e}_s) \frac{\partial}{\partial x} + \frac{(\hat{e}_\phi \cdot \hat{e}_s)}{r} \frac{\partial}{\partial \phi} \]  

(2.6)

where \(D/DS\) is a derivative along a streamline and \(1/h \frac{\partial}{\partial \beta}\) is a derivative normal to a streamline and on the body surface. Substituting the expressions for the unit vectors yields

\[ \frac{1}{h} \frac{\partial}{\partial \beta} = - \sin \theta \cos \Gamma \frac{\partial}{\partial x} + \cos \theta \frac{\partial}{\partial \phi} \]  

(2.7)

and

\[ \frac{D}{DS} = \cos \theta \cos \Gamma \frac{\partial}{\partial x} + \sin \theta \frac{\partial}{\partial \phi} \]  

(2.8)

Application of Equation (2.8) yields

\[ \frac{Dx}{DS} = \cos \theta \cos \Gamma \]  

(2.9)

and

\[ \frac{D\phi}{DS} = \frac{\sin \theta}{r} \]  

(2.10)
These differential equations may be numerically integrated to give the axial and circumferential position along a streamline when θ is known (the initial values for all differential equations will be discussed later in this section). If the potential solution were known in analytic form, the angle θ could be determined from it. When only pressure data are available, θ must be calculated from a differential equation.

DeJarnette derives the differential equation for the streamline angle θ from the application of Euler's equation on the surface of the body. In vector form Euler's equation is

\[ \frac{DU}{Dt} = - \frac{\nabla p}{\rho} . \]  \hspace{1cm} (2.11)

The convective term may be recast in streamline coordinates as

\[ U \frac{DU_s}{DS} \hat{e}_s + U^2 \frac{D\theta_s}{DS} . \] \hspace{1cm} (2.12)

The pressure gradient in streamline coordinates may also be written as

\[ \nabla p = \frac{DP}{DS} \hat{e}_s + \frac{1}{h} \frac{\partial p}{\partial \theta} \hat{e}_\theta + \frac{\partial p}{\partial n} \hat{e}_n . \] \hspace{1cm} (2.13)

Euler's equation may then be written as

\[ U \frac{DU_s}{DS} \hat{e}_s + U^2 \frac{D\theta_s}{DS} = - \frac{1}{\rho} \left( \frac{DP}{DS} \hat{e}_s + \frac{1}{h} \frac{\partial p}{\partial \theta} \hat{e}_\theta + \frac{\partial p}{\partial n} \hat{e}_n \right) . \] \hspace{1cm} (2.14)

The scalar product of \( \hat{e}_\beta \) with this equation gives

\[ U^2 \frac{D\theta_s}{DS} \cdot \hat{e}_\beta = - \frac{1}{\rho h} \frac{\partial p}{\partial \theta} . \] \hspace{1cm} (2.15)
The scalar product of \( \hat{e}_\beta \) with the derivative of the expression for \( \hat{e}_s \) yields (Ref. 9)

\[
d\hat{e}_s \cdot \hat{e}_\beta = d\theta + \sin \Gamma \, d\phi
\]  
(2.16)

Substitution of this equation into (2.15) yields

\[
\frac{D\theta}{DS} + \sin \Gamma \frac{D\phi}{DS} = -\frac{1}{\rho U^2} \frac{1}{h} \frac{\partial p}{\partial \beta} 
\]  
(2.17)

Application of the previously defined transformation operators can be used to write this equation as

\[
\frac{D\theta}{DS} = -\frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \left\{ -\sin \theta \cos \Gamma \frac{\partial_c p}{\partial x} + \cos \theta \frac{\partial_c p}{\partial \phi} \right\} - \frac{\sin \Gamma \sin \theta}{r} 
\]  
(2.18)

Equations (2.9), (2.10) and (2.18) can be numerically integrated to fully describe the geometry of the streamlines resulting from a given pressure distribution. If the potential solution is expressed analytically, \( \theta \) may also be expressed analytically and only Equations (2.9) and (2.10) need be integrated.

The scale factor must be evaluated simultaneously during the streamline integration for use in the boundary-layer calculations. The technique employed here has not previously been used elsewhere but follows from a technique developed by DeJarnette (Ref. 9). If the streamline coordinate \( \beta \) is substituted into the transformation operators (2.7) and (2.8), the result is easily shown to be

\[
\frac{1}{h} = -\sin \theta \cos \Gamma \frac{\partial \beta}{\partial x}|_\phi + \cos \theta \frac{\partial \beta}{\partial \phi}|_x 
\]  
(2.19)

and
\[ 0 = \cos \theta \cos \Gamma \left| \frac{\partial \theta}{\partial x} \right|_\phi + \frac{\sin \theta}{r} \left| \frac{\partial \theta}{\partial \phi} \right|_x, \tag{2.20} \]

respectively. Note that \( \frac{D\theta}{DS} = 0 \) since the coordinate \( \beta \) is constant along a streamline. Equation (2.20) may be solved for \( \frac{\partial \theta}{\partial x} \_\phi \) and then substituted into Equation (2.19) to yield

\[ \frac{1}{h} = -\sin \theta \cos \Gamma \left( \frac{-\sin \theta}{r \cos \theta \cos \Gamma \left| \frac{\partial \theta}{\partial \phi} \right|_x} \right) + \cos \theta \left| \frac{\partial \theta}{\partial \phi} \right|_x \tag{2.21} \]

which reduces to

\[ \frac{1}{h} = \frac{1}{r \cos \theta \left| \frac{\partial \theta}{\partial \phi} \right|_x} \tag{2.22} \]

or

\[ h = r \cos \theta \left| \frac{\partial \phi}{\partial \beta} \right|_x. \tag{2.23} \]

Note that since \( \beta = \beta(x, \phi) \),

\[ \left| \frac{\partial \beta}{\partial \phi} \right|_x = \frac{1}{\left| \frac{\partial \phi}{\partial \beta} \right|_x}, \]

This expression necessitates the additional calculation of \( \left| \frac{\partial \phi}{\partial \beta} \right|_x \) along a streamline in order to calculate the scale factor \( h \).

The differential equation for \( \left| \frac{\partial \phi}{\partial \beta} \right|_x \) may be obtained as follows. Equations (2.9) and (2.10) may be combined to give

\[ \frac{D\phi}{Dx} = \tan \theta \frac{\tan \theta}{\cos \Gamma} \tag{2.24} \]
Taking \( \frac{\partial}{\partial \phi} \bigg|_x \) of both sides of this equation yields

\[
\frac{\partial}{\partial \phi} \left( \frac{D\phi}{Dx} \right) = \frac{\sec^2 \theta}{r \cos \Gamma} \frac{\partial \phi}{\partial \phi} \quad (2.25)
\]

since both \( r \) and \( \Gamma \) are functions of \( x \) only for an axisymmetric body.

With \( \beta = \beta(x,\phi) \),

\[
\frac{\partial}{\partial \phi} \bigg|_x = \frac{\partial \beta}{\partial \phi} \bigg|_x \frac{\partial \phi}{\partial \beta} \bigg|_x \quad (2.26)
\]

and

\[
\frac{D\phi}{Dx} = \frac{\partial \phi}{\partial x} \bigg|_\beta \quad (2.27)
\]

the derivative of Equation (2.24) with respect to \( \phi \) may be written as

\[
\frac{\partial}{\partial \phi} \left( \frac{D\phi}{Dx} \right) = \frac{\partial \beta}{\partial \phi} \bigg|_x \frac{\partial \phi}{\partial \beta} \bigg|_x \left( \frac{\partial \phi}{\partial x} \right) = \frac{\sec^2 \theta}{r \cos \Gamma} \frac{\partial \phi}{\partial \phi} \bigg|_x \cdot (2.28)
\]

This in turn may be rewritten as

\[
\frac{\partial}{\partial \phi} \left( \frac{D\phi}{Dx} \right) = \frac{1}{\frac{\partial \phi}{\partial \beta} \bigg|_x} \frac{D}{Dx} \left( \frac{\partial \phi}{\partial \beta} \bigg|_x \right) \quad (2.29)
\]

or

\[
\frac{D}{Dx} \left( \ln \frac{\partial \phi}{\partial \beta} \bigg|_x \right) = \frac{1}{r \cos^2 \theta \cos \Gamma} \frac{\partial \phi}{\partial \phi} \bigg|_x \cdot (2.30)
\]

By application of the chain rule and Equation (2.9), this differential equation may be recast as
\[
\frac{D}{DS} \left( LN \frac{\partial \phi}{\partial \beta} \right) = \frac{1}{r \cos \theta} \frac{\partial \theta}{\partial \phi} \bigg|_x . \tag{2.31}
\]

The integration of this differential equation along a streamline requires that \( \frac{\partial \theta}{\partial \phi} \bigg|_x \) also be known.

The differential equation for \( \frac{\partial \theta}{\partial \phi} \bigg|_x \) may be derived as follows: substitution of the transformation operator in Equation (2.8) into the streamline Equation (2.18) yields

\[
\cos \theta \cos \Gamma \frac{\partial \theta}{\partial x} + \sin \theta \frac{\partial \theta}{\partial \phi} = -\sin \theta \sin \Gamma - \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right). \tag{2.32}
\]

Solving for \( \frac{\partial \theta}{\partial x} \) gives

\[
\frac{\partial \theta}{\partial x} = -\frac{1}{\cos \theta \cos \Gamma} \left\{ \sin \theta \frac{\partial \theta}{\partial \phi} + \sin \Gamma \sin \theta + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right) \right\} . \tag{2.33}
\]

Taking the partial derivative with respect to \( \phi \) of Equation (2.32) yields

\[
\cos \theta \cos \Gamma \frac{\partial^2 \theta}{\partial \phi \partial x} + \sin \theta \frac{\partial^2 \theta}{\partial \phi \partial \phi} - \sin \theta \cos \Gamma \frac{\partial \theta}{\partial x} \frac{\partial \theta}{\partial \phi} + \cos \theta \left( \frac{\partial \theta}{\partial \phi} \right)^2 = \]

\[
-\frac{\sin \Gamma \cos \theta \frac{\partial \theta}{\partial \phi} + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \cos \theta \cos \Gamma \frac{\partial C_p}{\partial x} \frac{\partial \theta}{\partial \phi} + \sin \theta \frac{\partial C_p}{\partial \phi} \frac{\partial \theta}{\partial \phi} \right)}{r} + \sin \theta \cos \Gamma \frac{\partial^2 C_p}{\partial \phi \partial x} - \cos \theta \frac{\partial^2 C_p}{\partial \phi \partial \phi} - \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \frac{1}{u_e} \frac{\partial u_e}{\partial \phi} \right) \left( \sin \theta \cos \Gamma \frac{\partial C_p}{\partial x} \right) - \frac{\cos \theta \frac{\partial C_p}{\partial \phi}}{r} . \tag{2.34}
\]
Bernoulli's equation enables the circumferential velocity derivative in this expression to be written as

\[
\frac{1}{u_e} \frac{\partial u_e}{\partial \phi} = - \frac{1}{2} \frac{\partial C_p}{\partial \phi} \left( \frac{u_\infty}{u_e} \right)^2 .
\]  
(2.35)

Substitution of this equation and the two transformation operators into Equation (2.34) gives

\[
\frac{D}{DS} \left( \frac{\partial \theta}{\partial \phi} \right) = \sin \theta \cos \Gamma \frac{\partial \theta}{\partial x} \frac{\partial \theta}{\partial \phi} - \frac{\cos \theta}{r} \left( \frac{\partial \theta}{\partial \phi} \right)^2 - \frac{\sin \Gamma \cos \theta \frac{\partial \theta}{\partial \phi}}{r} 
+ \frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \left[ \frac{DC_p}{DS} \frac{\partial \theta}{\partial \phi} + \sin \theta \cos \Gamma \frac{\partial^2 C_p}{\partial \phi \partial x} - \frac{\cos \theta \frac{\partial^2 C_p}{\partial \phi^2}}{r} \right] 
- \frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \frac{\partial C_p}{\partial \phi} \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right) .
\]  
(2.36)

Substitution of Equation (2.33) into this equation yields

\[
\frac{D}{DS} \left( \frac{\partial \theta}{\partial \phi} \right) = - \frac{\sin \theta}{\cos \theta} \left( \frac{\partial \theta}{\partial \phi} \right) \sin \theta \left( \frac{\partial \theta}{\partial \phi} \right) + \frac{\sin \Gamma \sin \theta}{r} 
+ \frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \frac{1}{2h} \frac{\partial C_p}{\partial \beta} \left[ \frac{\cos \theta}{r} \left( \frac{\partial \theta}{\partial \phi} \right)^2 - \frac{\sin \Gamma \cos \theta \frac{\partial \theta}{\partial \phi}}{r} \right] 
+ \frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \left[ \frac{DC_p}{DS} \left( \frac{\partial \theta}{\partial \phi} \right) \right] + \sin \theta \cos \Gamma \frac{\partial^2 C_p}{\partial \phi \partial x} - \frac{\cos \theta \frac{\partial^2 C_p}{\partial \phi^2}}{r} 
- \frac{1}{2} \left( \frac{u_\infty}{u_e} \right)^2 \frac{\partial C_p}{\partial \phi} \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right) .
\]  
(2.37)
Note that
\[
\frac{DC_p}{DS} - \sin \theta \cos \theta \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right) = \cos \theta \cos r \frac{\partial C_p}{\partial x} + \sin \theta \frac{\partial C_p}{\partial \phi} + \sin^2 \theta \cos r \frac{\partial C_p}{\partial x} .
\]

This may be simplified and written as
\[
\frac{DC_p}{DS} - \sin \theta \cos \theta \left( \frac{1}{h} \frac{\partial C_p}{\partial \beta} \right) = \cos \theta \cos r \frac{\partial C_p}{\partial x} .
\]

Substitution of this expression into Equation (2.37) leaves
\[
\frac{D}{DS} \left( \frac{\partial \theta}{\partial \phi} \right) = - \frac{\sin^2 \theta}{r \cos \theta} \left( \frac{\partial \theta}{\partial \phi} \right)^2 - \frac{\sin^2 \theta \sin \Gamma}{r \cos \theta} \left( \frac{\partial \theta}{\partial \phi} \right) - \frac{\cos \theta}{r} \left( \frac{\partial \theta}{\partial \phi} \right)^2
\]
\[
- \frac{\sin \Gamma \cos \theta}{r} \left( \frac{\partial \theta}{\partial \phi} \right) + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \frac{\partial \theta}{\partial \phi} \right) \cos \theta \frac{\partial C_p}{\partial \phi} \frac{\partial}{\partial x} + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^4 \frac{\partial^2 C_p}{\partial \phi^2} \cos \theta \frac{\partial C_p}{\partial \phi} \frac{1}{h} \frac{\partial C_p}{\partial \beta} . \tag{2.38}
\]

With the substitution of the transformation operator in (2.7), Equation (2.38) may be rewritten as
\[
\frac{D}{DS} \left( \frac{\partial \theta}{\partial \phi} \right) = - \frac{\left( \frac{\partial \theta}{\partial \phi} \right) \left( \frac{\partial \theta}{\partial \phi} \right) + \sin \Gamma}{r \cos \theta} + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^2 \left( \frac{\partial \theta}{\partial \phi} \right) \cos \theta \frac{\partial C_p}{\partial \phi} \frac{\partial}{\partial x} + \frac{1}{2} \left( \frac{u_{\infty}}{u_e} \right)^4 \frac{\partial^2 C_p}{\partial \phi^2} \cos \theta \frac{\partial C_p}{\partial \phi} \frac{1}{h} \frac{\partial C_p}{\partial \beta} . \tag{2.39}
\]
This differential equation involves first and second derivatives of the pressure coefficient which are supplied by either the analytical solution or the spline fit if only experimental pressures are supplied. Note, however, that \( \frac{\partial^2 p}{\partial x^2} \) does not appear and thus the spline fit in the x-direction is simplified. Equations (2.31) and (2.39) may be integrated to give the scale factor (Equation (2.23)) along an inviscid surface streamline. The differential equations are singular at the stagnation point; therefore, the geometric position where the integration of the streamline equations begins must be some distance away from the stagnation point (Ref. 9). The technique used here depends on whether the inviscid properties are obtained from experimental pressure data or an analytical potential solution.

When experimental pressure data are used, there are generally insufficient data near the stagnation point to adequately determine the pressure distribution needed for the integration of the streamline equations near the nose. A potential panel method, USSAERO, was used to obtain additional pressure data in the nose region. It was found that this pressure data and the experimental pressure data, at the most forward position, were reasonably close to a spherical pressure distribution about the stagnation point. A spherical pressure distribution produces streamlines along spherical meridians from the stagnation point to the sphere-afterbody interface. (See Figure 4.1 on page 35.) On the spherical cap, the streamline geometry and metric are given in Ref. 14. Integration of the streamline differential equations begins at the sphere-afterbody interface. For a given circumferential angle \( \phi_0 \), page 31 of Ref. 9 gives the initial streamline slope as
\[ \theta_0 = \cos^{-1} \left\{ (\cos \alpha_{\text{eff}} \cos \Gamma_I - \sin \alpha_{\text{eff}} \sin \Gamma_I \cos \phi_0) / \sin \psi_0 \right\} \]  

(2.40)

where the spherical angle is determined from

\[ \psi_0 = \cos^{-1} \left\{ \cos \alpha_{\text{eff}} \sin \Gamma_I + \sin \alpha_{\text{eff}} \cos \Gamma_I \cos \phi_0 \right\} \]  

(2.41)

The initial value of \((\partial \theta / \partial \phi)_0\) for Equation (2.39) is obtained by differentiating Equation (2.40). The result is

\[ \left( \frac{\partial \theta}{\partial \phi} \right)_0 = - \frac{\sin \alpha_{\text{eff}} \sin \Gamma_I \sin \phi_0 - \cos \theta_0 \cos \psi_0 \left[ \frac{\partial \psi}{\partial \phi} \right]_0}{\sin \psi_0 \sin \theta_0} \]  

(2.42)

From Ref. 14, the streamline metric on the spherical cap is given by \(h = R_{\text{per}} \sin \psi\); and since \(r = R_{\text{per}} \cos \Gamma\), Equation (2.23) gives

\[ \left[ \frac{\partial \phi}{\partial \beta} \right]_0 = \frac{\sin \psi_0}{\cos \psi_0 \cos \theta_0} \]  

(2.43)

as the initial value for Equation (2.31) at the sphere-afterbody interface.

When an analytical potential solution is known, the inviscid velocity components can be used to obtain an analytical expression for the streamline angle, \(\theta\), and its circumferential derivative, \(\partial \theta / \partial x\). Then Equation (2.39) is not needed and Equations (2.9), (2.10), and (2.31) can be integrated numerically to determine the streamline location and metric. Initial conditions for the streamline location are
determined from an axial position and circumferential angle near the stagnation point. As discussed in Ref. 9, the initial value of \( \frac{\partial \phi}{\partial \beta} \) \(_{0} \), and hence \( h \) \(_{0} \), for Equation (2.31) is arbitrary. Since Equation (2.31) is used to integrate \( \ln(\frac{\partial \phi}{\partial \beta}) \) \(_{0} \) will have no effect on the numerical integration of this differential equation. The actual value calculated for \( \frac{\partial \phi}{\partial \beta} \), however, will be relative to the initial value \( \frac{\partial \phi}{\partial \beta} \) \(_{0} \).
SECTION 3
BOUNDARY LAYER METHODS

The present computer program has the option of employing either Blottner's (Ref. 2) or Hall's (Ref. 4) boundary layer method. For each method a solution is obtained through the use of a finite-difference technique. After application of the respective transformation, the governing equations are then cast in second-order accurate finite-difference form. Since the governing equations are parabolic, the boundary layer may be calculated by "marching" downstream in a step-by-step fashion along an inviscid surface streamline.

Blottner's method involves solving the governing equations written in F-V similarity form. These equations are obtained by the application of the Levy-Lees' transformation defined for incompressible flow as

\[ \xi(s) = K \rho u \int_0^s \frac{u_e}{u_\infty} r^2 \, ds \]  

(3.1)

and

\[ \eta(s,n) = \frac{u_e r p n}{\sqrt{2 \xi}} \sqrt{K} . \]  

(3.2)

In the axisymmetric analogue, the body radius \( r \) is replaced by the scale factor \( h \) and \( s \) is distance along the inviscid surface streamline. This transformation creates a \( (\xi, \eta) \) computational grid from the \( (s,n) \) physical grid. The computational grid has been effectively stretched in both the normal and tangential directions. The resulting equations are
\[ 2\xi \frac{\partial F}{\partial \xi} + \frac{\partial V}{\partial \eta} + F = 0 \quad (3.3) \]

and

\[ 2\xi F \frac{\partial F}{\partial \xi} + V \frac{\partial F}{\partial \eta} + \overline{\beta}(F^2 - 1) = \frac{\partial^2 F}{\partial \eta^2} \quad (3.4) \]

where

\[ V = 2\xi \left( F \frac{\partial n}{\partial x} + \rho v h / \sqrt{2\xi / \overline{K} / \rho u_e h^2} \right) \quad (3.5) \]

\[ F = u / u_e \quad (3.6) \]

and

\[ \overline{\beta} = \frac{2\xi}{u_e} \frac{d u_e}{d \xi} \quad (3.7) \]

(see Appendix A.1). These equations are then cast in finite difference form using the Crank-Nicholson scheme to yield a system which is second-order accurate in both spatial directions. The resulting system can be conveniently written as

\[ A_2 F_{i+1,j-1} + B_2 F_{i+1,j} + C_2 V_{i+\xi,j-1} + E_2 V_{i+\xi,j} = D_2 \quad (3.8) \]

where

\[ A_2 = \Delta n (\xi + \xi_{i+1} / \Delta \xi) \]

\[ B_2 = \Delta n (\xi + \xi_{i+1} / \Delta \xi) \]

\[ C_2 = -1 \]
\[ E_2 = 1 \]

and

\[ D_2 = \Delta n (-\frac{1}{2} + \xi_{i+1/2}/\Delta \xi)(C_{1,i,j} + F_{i+1,j-1}) \]

for the continuity equation and

\[ A_1 F_{i+1,j-1} + B_1 F_{i+1,j} + C_1 F_{i+1,j+1} + E_1 V_{i+1/2,j} = D_1 \]

(3.9)

where

\[
A_1 = -\frac{1}{2} \left(1 + \frac{1}{2} \Delta n \bar{V}_{i+1/2,j}\right)
\]

\[
B_1 = 1 + \Delta n^2 \bar{F}_{i+1,j} \left(\bar{V}_{i+1/2} + 2\xi_{i+1/2}/\Delta \xi\right)
\]

\[
C_1 = -\frac{1}{2} \left(1 - \frac{1}{2} \Delta n \bar{V}_{i+1/2,j}\right)
\]

\[
E_1 = \frac{1}{4} \Delta n \left(F_{i,j+1} - F_{i,j-1} + F_{i+1,j+1} - F_{i+1,j-1}\right)
\]

and

\[
D_1 = \frac{1}{2} \left(F_{i,j+1} - 2F_{i,j} + F_{i,j-1}\right) + \frac{1}{2} \Delta n^2 \bar{V}_{i+1/2,j} \left(1 + \bar{F}_{i+1,j}^2\right)
\]

\[
+ (1 - F_{i,j}^2) \left[\bar{V}_{i+1/2,j} \left[F_{i+1,j+1} - F_{i+1,j-1}\right]\right]
\]

\[
+ \Delta n^2 \xi_{i+1/2} \left(F_{i+1,j}^2 + F_{i,j}^2\right)/\Delta \xi
\]

for the momentum equation (see Appendix A.2). To provide that only a linear system of equations needs be solved to obtain \( F \), the nonlinear terms in the finite difference expressions have been linearized using the Newton-Raphson technique. This will necessitate repeated iteration
in order to achieve a converged solution to the actual nonlinear equations. The bar indicates quantities from a previous iteration.

By virtue of the transformation in Equations (3.1) and (3.2), Blottner's method may be applied at the stagnation point to yield a limiting velocity profile. In addition, a similarity solution is possible since $\xi = 0$ at that point (see Appendix A.3). The boundary conditions consist of the edge and wall conditions. At the boundary-layer edge the condition

$$F(n = n_e) = 1$$

is applied at each step of the integration. The value of the normal coordinate at the boundary layer edge, $n_e$, must be provided initially and must be large enough to account for the entire boundary layer thickness. The no-slip condition demands that

$$F(n = 0) = 0$$

at each step. The pressure gradient parameter, $\overline{\alpha}$, is related to the velocity gradient and for spherical flow, $\overline{\alpha}$, becomes 1/2.

The system of equations may then be solved to yield the limit of $F$ at the stagnation point through use of the modified Davis algorithm (Ref. 2). This algorithm solves a coupled system of equations. The profile slope at the wall may be expressed by a second-order accurate expression which in turn is used to evaluate $(C_f \sqrt{Re_L})_w$.

At points away from the stagnation region it is necessary to solve the complete, nonsimilar system of equations (Equations (3.8) and (3.9)) which involve the transformed step size, $\Delta \xi$, along a streamline.
With a prescribed step size along a streamline, the expression for $\xi$ may be numerically integrated for subsequent use in the boundary layer equations. The calculation of the pressure gradient parameter, $\overline{\beta}$, which is defined as

$$\overline{\beta} = \frac{2\xi}{u_e} \frac{du_e}{d\xi},$$

is evaluated at the midpoint of the computational interval along the body surface. On the nose region of a spherically capped body, this term reduces to

$$\overline{\beta}_{i+\frac{1}{2}} = \frac{2}{R} \left( \frac{u_\infty}{u_e} \right)^2 \frac{\xi_{i+\frac{1}{2}}}{h^2} \frac{du_e}{d\psi} \bigg|_{i+\frac{1}{2}}$$

and on the afterbody it becomes

$$\overline{\beta}_{i+\frac{1}{2}} = \frac{2\xi_{i+\frac{1}{2}}}{h^2} \left( \frac{u_\infty}{u_e} \right)^2 \left[ \frac{\partial u_e}{\partial x} \frac{DX}{DS} + \frac{\partial u_e}{\partial \phi} \frac{D\phi}{DS} \right] \bigg|_{i+\frac{1}{2}}.$$

The derivative $\frac{\partial u_e}{\partial \psi}$ and both $\frac{\partial u_e}{\partial x}$ and $\frac{\partial u_e}{\partial \phi}$ are supplied by subroutines SPHCAP and INVISD, respectively. The two total derivatives along a streamline, $\frac{DX}{DS}$ and $\frac{D\phi}{DS}$, are used in conjunction with the streamline integration (see INVISCID SURFACE STREAMLINES). The nonsimilar equations may then be solved for $F$ using the same computational technique as was used at the stagnation point.

Hall's method involves solving the governing equations written in terms of dimensionless primitive variables. Hall employs the customary transformation
\[ s^* = s/L \]
\[ n^* = \frac{n}{L} \sqrt{Re_L} \]
\[ r^* = r/L \]
\[ u^* = u/u_\infty \]
\[ v^* = v/u_\infty \]

where

\[ \sqrt{Re_L} = \sqrt{\frac{\rho u_\infty L}{\mu}} \]

which yields

\[ \frac{\partial (u^* r^*)}{\partial s^*} + r^* \frac{\partial v^*}{\partial n^*} = 0 \]  \hspace{1cm} (3.10)

for the continuity equation and

\[ u^* \frac{\partial u^*}{\partial s^*} + v^* \frac{\partial u^*}{\partial n^*} = \frac{1}{2} \frac{d(u_e^*)^2}{ds^*} + \frac{\partial^2 u^*}{\partial n^*^2} \]  \hspace{1cm} (3.11)

for the \( s \)-momentum equation (see Appendix A.4). The desired unknown is \( u^* \) which is the dimensional velocity normalized by the freestream velocity. These equations are then cast in second-order accurate finite-difference form (see Appendix A.5). The resulting system may be expressed as

\[ A_2 u_{i+1,j} + B_2 u_{i+1,j-1} + C_2 v_{i+\frac{1}{2},j} + E_2 v_{i+\frac{1}{2},j-1} = D_2 \]  \hspace{1cm} (3.12)

where

\[ \begin{align*}
A_2 & = \ldots \\
B_2 & = \ldots \\
C_2 & = \ldots \\
E_2 & = \ldots \\
D_2 & = \ldots 
\end{align*} \]
\[
A_2 = \frac{\Delta h_{i+1}}{2\Delta s h_{i+1/2}}
\]
\[
B_2 = \frac{\Delta h_{i+1}}{2\Delta s h_{i+1/2}}
\]
\[
C_2 = 1
\]
\[
E_2 = -1
\]

and
\[
D_2 = \frac{\Delta h_i}{2\Delta s h_{i+1/2}} \left( u_{i,j} + u_{i,j-1} \right)
\]

for the continuity equation and

\[
A_1 u_{i+1,j-1} + B_1 u_{i+1,j} + C_1 u_{i+1,j+1} + E_1 v_{i+1/2,j} = D_1
\]  
\[(3.13)\]

where
\[
A_1 = -\frac{v_{i+1/2,j}}{4\Delta n} - \frac{1}{2\Delta n^2}
\]
\[
B_1 = \frac{u_{i+1,j}}{\Delta s} + \frac{1}{\Delta n^2}
\]
\[
C_1 = \frac{v_{i+1/2,j}}{4\Delta n} - \frac{1}{2\Delta n^2}
\]
\[
E_1 = (\bar{u}_{i+1,j+1} - \bar{u}_{i+1,j-1} + u_{i,j+1} - u_{i,j-1}) / 4\Delta n
\]

and
\[
D_1 = \frac{\bar{u}^2_{i+1,j} + u^2_{i,j}}{2\Delta s} + \frac{v^2_{i+1,j}}{4\Delta n} + \frac{(\bar{u}^2_{i+1,j+1} - \bar{u}^2_{i+1,j-1})}{4\Delta h} \\
+ \frac{u^2}{2\Delta s} + \frac{u^2_{i,j+1} - 2u_{i,j} + u_{i,j-1}}{2\Delta n^2}
\]

for the momentum equation (note that the stars have been omitted for clarity). These equations have also been linearized using the Newton-Raphson method. The system of equations which results at each station along the body is block tridiagonal in form and may be easily and efficiently solved in the same manner as was used for Blottner's method.

The boundary conditions required for a solution to Hall's equations are that

\[u(s,n_e) = u_e\]

and

\[u(s,0) = 0\]

for the no-slip condition.

To begin the integration of the boundary layer, an initial profile must be known. The stagnation point is an ideal place to start the integration. Hall (Ref. 4) and Geissler (Ref. 10) both utilize the well-known three-dimensional stagnation point boundary-layer solution of Howarth (Ref. 11). This is an unwarranted complication since at the stagnation point

\[u(o,n) = 0\]
at all points across the boundary layer. This may be used as the initial velocity profile in Hall's method, and then the first station away from the stagnation point, along an inviscid surface streamline, may be calculated by the method given above.

3.1. Convergence Criteria

Since the finite-difference equations have been linearized, repeated iteration is necessary in order to obtain a solution to the nonlinear equations. The iterative process could be made to continue until the solution becomes exact (within the accuracy of the computer) but this is no doubt unwarranted. In practical applications, the iterative process is usually allowed to continue until the solution is changing by less than a prescribed amount between successive iterations. This is one definition of a converged solution.

Because the skin friction is the one of the more important parameters of interest, it appears logical that convergence should be based on it. In practical applications, the iterative process should stop when the skin friction changes by less than a prescribed amount between successive iterations. This is the definition most commonly applied in two-dimensional boundary layer cases.

The computational method developed has the option of employing either of these definitions. The input parameter, NC, corresponds to the method which is used to define a converged solution. The option corresponding to NC = 0 specifies that convergence is based on \( \left( C_f \right)_{e} \) changing by less than 0.5 percent between successive iterations. Convergence is based on the velocity at each grid point changing by
less than 0.1 percent between iterations when NC = 1. Table 3.1 illustrates the effect of this option on the separation point for a sphere in incompressible flow.

Table 3.1. Effect of Convergence Criteria on Boundary-Layer Separation for Hall's and Blottner's Methods on Sphere in Incompressible Flow

<table>
<thead>
<tr>
<th>Method</th>
<th>NC</th>
<th>Separation Angle (Deg.)</th>
<th>Steps to Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>0</td>
<td>107.43</td>
<td>184</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>104.83</td>
<td>184</td>
</tr>
<tr>
<td>As = 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An = 0.0471</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blottner</td>
<td>0</td>
<td>105.75</td>
<td>278</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>104.94</td>
<td>276</td>
</tr>
<tr>
<td>AE = 0.005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An = 0.11539</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

40 Points Across Boundary Layer Initially

3.2. Boundary Layer Edge Criteria

Since the velocity in the boundary layer only approaches the value of the inviscid stream asymptotically, an effective edge must be imposed. The velocity at the grid point which is arbitrarily said to lie at the edge is assigned the velocity of the inviscid stream. The relationship of the velocities at the grid points in the region near the imposed edge may then be used to assess whether the actual boundary-layer thickness has been adequately accounted for. According to the classical definition, the boundary layer thickness is adequately represented if the velocity at the point adjacent to the imposed edge is a certain percentage of the velocity at the imposed edge. This percentage is
usually in the range of 99.5 to 99.995 percent. Wang (Ref. 5) employs this definition in his fully three-dimensional technique. A second test for the boundary-layer edge could be constructed which utilizes the friction parameter, \( \left( C_f \sqrt{\frac{R_{eL}}{\rho}} \right) \), at the edge of the boundary layer as the governing criterion. If this parameter is below a prescribed limit, the imposed edge may be considered to adequately account for the boundary-layer thickness.

Both of the tests described above are included as options in the present computational method. The parameter NT specifies an option to be used for the edge test. The option NT = 0 specifies that the edge test be based on the classical definition in which the tolerance is 99.95 percent. The second test, which corresponds to NT = 1, requires \( \left( C_f \sqrt{\frac{R_{eL}}{\rho}} \right) \) be less than 0.005 for the boundary-layer thickness to be adequate. Table 3.2 illustrates the effect of both the edge test and convergence test options on the separation point for a sphere in incompressible flow. Note that the more stringent option, NT = 1, results in the addition of points at the boundary-layer edge and a more accurate separation point. The results generated in conjunction with the option corresponding to NT = 0 could most likely be improved if the respective tolerance were to be decreased. It is evident from the results obtained with Hall's method that the boundary layer is undoubtedly thickening. Since Hall makes use of primitive variables, a growing boundary layer will require that the outer edge be adjusted occasionally. The transformed normal coordinate used in Blottner's method has provisions to account for the growth of the boundary layer. Because of this, it is seldom necessary to manually shift the outer edge.
Table 3.2. Effect of Edge Test and Convergence Test on Separation for Hall's and Blottner's Methods on Sphere in Incompressible Flow

<table>
<thead>
<tr>
<th>Method</th>
<th>NC</th>
<th>NT</th>
<th>Separation Angle (Deg.)</th>
<th>Steps to Separation</th>
<th>Points Added</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>0</td>
<td>0</td>
<td>108.59</td>
<td>194</td>
<td>23</td>
</tr>
<tr>
<td>Δs = 0.01</td>
<td>0</td>
<td>1</td>
<td>107.43</td>
<td>184</td>
<td>31</td>
</tr>
<tr>
<td>Δn = 0.471055</td>
<td>1</td>
<td>0</td>
<td>104.89</td>
<td>184</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>104.83</td>
<td>184</td>
<td>30</td>
</tr>
<tr>
<td>Blottner</td>
<td>0</td>
<td>0</td>
<td>105.02</td>
<td>278</td>
<td>0</td>
</tr>
<tr>
<td>Δξ = 0.005</td>
<td>0</td>
<td>1</td>
<td>105.75</td>
<td>278</td>
<td>5</td>
</tr>
<tr>
<td>Δn = 0.11539</td>
<td>1</td>
<td>0</td>
<td>104.94</td>
<td>276</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>104.94</td>
<td>276</td>
<td>4</td>
</tr>
</tbody>
</table>

Initially 40 Points Across Boundary Layer
SECTION 4
SURFACE PRESSURE DISTRIBUTION

If an analytical potential solution is not available for a particular configuration, experimental pressure data must be applied. The accurate surface fitting of the pressure data is critical not only to the calculation of the boundary-layer properties but also to the calculation of the inviscid surface streamlines. Near the nose region of a body where pressure gradients are relatively large, experimental pressure data are generally not available. The region of the body downstream of the nose generally experiences more moderate pressure gradients and sufficient experimental data are provided to model a surface pressure distribution. After investigating several methods for surface fitting experimental pressure data, it was found that a doubly quadratic spline would adequately model the pressure distribution downstream of the nose.

As mentioned earlier, a potential panel method, USSAERO, was used to calculate additional pressure data in the nose region. Attempts to use a doubly quadratic spline to blend the pressures calculated by the USSAERO code in the nose region with the experimental data downstream were unsuccessful. To model the pressure distribution in the nose region, an alternate approach was employed. This method has been tested for a sphere-ogive-cylinder only. First, the pressure data calculated by the USSAERO code were blended with the experimental data at the most forward station and then they are plotted as a function of the spherical angle $\phi$ about the stagnation point (see Figure 5.2 on page 42). It was found that the Fourier cosine series
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\[ C_p(\psi) = A_0 + \sum_{n=1}^{9} A_n \cos(n\psi) \]  

(4.1)

represented the pressure distribution in the nose region quite satisfactorily. In this series, the spherical angle \( \psi \) is given by

\[ \psi = \cos^{-1} \left\{ \cos \alpha_{\text{eff}} \sin \Gamma + \sin \alpha_{\text{eff}} \cos \Gamma \cos \phi \right\} \]  

(4.2)

where \( \alpha_{\text{eff}} \) is the angle between the body axis of symmetry and the line which passes through the stagnation point (see Figure 4.1). Note that \( \psi = 0 \) corresponds to the stagnation point.

The coefficients in the Fourier series, \( A_n \) (\( n = 0, 9 \)), are obtained from the solution of ten simultaneous equations generated from the application of Equation (4.1) to ten distinct points on a curve faired through the pressure data calculated from USSAERO. One point must be the stagnation point itself which is determined by interpolating data from USSAERO.

Away from the nose region, pressure gradients usually become smaller and a doubly quadratic spline may be used to fit the experimental pressure data downstream of the interface. In order to describe the doubly quadratic spline, consider the singly quadratic spline first. An interval

\[ x_1 \leq x \leq x_N \]

is divided into \( N \) subintervals. Each interior subinterval rage is
Figure 4.1. Geometric Parameters
\[
\frac{x_{n-1} + x_n}{2} \leq x \leq \frac{x_n + x_{n+1}}{2} \quad (n = 2, N - 1)
\]

and the subintervals on the left and right boundaries range from

\[
x_1 \leq x \leq \frac{x_1 + x_2}{2}
\]

and

\[
\frac{x_{N-1} + x_N}{2} \leq x \leq x_N,
\]

respectively. The dependent variable at each of the points \(x_n\) is designated by \(y_n\) (see Figure 4.2).

There exist \(N-1\) midpoints in the total interval. The midpoints, denoted by \(X_n\), may be computed by the above relations. Corresponding to each of the midpoints \(X_n\) there is a yet undetermined dependent variable \(Y_n\). Each of the \(Y_n\)'s is determined such that there is continuity of the function and its first derivative between adjacent subintervals. The first derivative must be specified on the left and right boundaries of the interval. This will yield a system of \(N-1\) linear equations for \(Y_n\) \((n=1,N-1)\). This system may be expressed as

\[
\begin{align*}
\frac{dy}{dx}\bigg|_{x_1} = (b_1 + c_1) Y_1 + d_1 Y_2 = \frac{y_1}{2} + y_1 b_1 + y_2 (c_1 + d_1) \\
a_n Y_{n-1} + (b_n + c_n) Y_n + d_n Y_{n+1} = y_n (a_n + b_n) + y_{n+1} (d_n + c_n) \quad (n=2,N-2) \\
a_{N-1} Y_{N-2} + (b_{N-1} + c_{N-1}) Y_{N-1} = \frac{y_{N-1}}{2} + y_{N-1} (a_{N-1} + b_{N-1}) + y_N (c_{N-1})
\end{align*}
\]

(4.3)
Figure 4.2. Quadratic Spline Parameters
where

\[ b_1 = \frac{2}{\Delta x_2} \]
\[ a_n = \frac{\Delta x_{n+1}}{x_n(\Delta x_{n+1} + \Delta x_n)} \]
\[ b_n = \frac{[2 + \Delta x_n/\Delta x_{n+1}]/[\Delta x_{n+1} + \Delta x_n]}{[2 + \Delta x_{n+2}/\Delta x_{n+1}]/[\Delta x_{n+2} + \Delta x_{n+1}]} \]
\[ c_n = \frac{x_{n+1}/[\Delta x_{n+2}(\Delta x_{n+2} + \Delta x_{n+1})]}{d_n = \frac{[\Delta x_{n+2}/\Delta x_{n+1}]}{[2 + \Delta x_{n+2}/\Delta x_{n+1}]/[\Delta x_{n+2} + \Delta x_{n+1}]} \]
\[ c_{N-1} = \frac{2}{\Delta x_n} \]

and

\[ \Delta x_n = x_n - x_{n-1} \]

This system forms a tridiagonal matrix and the unknowns may be obtained through use of the Davis algorithm (Ref. 2).

A second-order polynomial about the point \( x_n \) which may be written as

\[ y(x) = y_n + y'_n(x - x_n) + y''_n \frac{(x - x_n)^2}{2} \quad (4.4) \]

is applied at the single data point which lies within each subinterval. This equation contains only two unknowns since \( y_n \) is known at the data point \( x_n \). On a given interior subinterval, \( y'_n \) and \( y''_n \) are related to the dependent variables \( Y_{n-1} \) and \( Y_n \) (which have already been determined) and can be expressed as
\[ y'_n = \frac{2}{\Delta x_{n+1} + \Delta x_n} \left[ \Delta x_n \frac{Y_n - Y_n}{\Delta x_{n+1}} - \Delta x_{n+1} \frac{Y_{n-1} - Y_n}{\Delta x_n} \right] \] (4.5)

and

\[ y''_n = \frac{8}{\Delta x_{n+1} + \Delta x_n} \left[ \frac{Y_n - Y_n}{\Delta x_{n+1}} + \frac{Y_{n-1} - Y_n}{\Delta x_n} \right]. \] (4.6)

Thus to determine the value of the dependent variable, \( y \), and its derivatives at any position on the total interval, all that need be done is to determine in which subinterval the independent variable lies. The corresponding coefficients in the quadratic expression (Equation (4.4)) may be generated from Equations (4.5) and (4.6).

The extension of the one-dimensional quadratic spline to two dimensions is a relatively simple process and is performed as follows. One-dimensional quadratic splines \( y(x, \phi_k) \) are formed for specified values of \( \phi_k \). For a given value of \( x \), \( y(x, \phi_k) \) and \( \frac{\partial y}{\partial x} (x, \phi_k) \) are calculated for each \( \phi_k \). These values are then fitted by a quadratic spline in the \( \phi \) direction. These splines can then be used to calculate \( y(x, \phi) \), \( \frac{\partial y}{\partial x} (x, \phi) \) and \( \frac{\partial y}{\partial \phi} (x, \phi) \) for a given value \( \phi \).

The quadratic spline yields a function which is continuous and has a continuous first derivative. The second derivative is continuous (and constant) over each subinterval, but is not constrained to be continuous at the junction of the subintervals. It is possible for inflection points to occur only at these junctions. Should an inflection point be desired at a specific location, it may be included simply by the addition of two data points such that the midpoint of this interval becomes an endpoint of a subinterval.
SECTION 5
STREAMLINES ON SPHERICALLY CAPPED GEOMETRIES

Experimental pressure data were obtained on a sphere-ogive-cylinder at $\alpha = 45^\circ$ from the first row of pressure taps to the base region. No experimental pressure data were obtained on the spherical cap. To assist in modeling the pressure distribution on the spherical cap, the USSAERO potential code was used to calculate pressure data and these data were interpolated to locate the stagnation point. Due to the large pressure variation over the nose region, the doubly quadratic spline function used to model the pressure distribution downstream of the sphere-ogive interface was found to be unsatisfactory for the nose region. An alternate approach described in SECTION 4 was to graph the calculated pressure data from USSAERO on the spherical cap as a function of the angle $\psi$, given by Equation (4.2), which is the spherical angle measured about an axis passing through the stagnation point and the center of the sphere (see Figure 4.1). The results are given on Figure 5.2 and they show that the pressure distribution is reasonably close to a spherically symmetric one. With the assumption of a spherically symmetric pressure distribution, the streamlines on the spherical cap will simply follow spherical meridians about the axis through the stagnation point and the center of the sphere. The angle between this axis and the body axis is $\alpha_{\text{eff}}$ in Figure 4.1 which is quite different from the actual angle of attack, $\alpha$.

For spherical flow, the pressure distribution along one meridian is indistinguishable from another and the boundary layer is truly axisymmetric. Note, however, that the magnitude of the pressure over
Nose Radius = 0.060811

Radius Ogive = 13.0

Figure 5.1. Sphere-Ogive-Cylinder Configuration
Figure 5.2. Spherical Symmetry of Nose Pressure Distribution

\[ \alpha_{\text{eff}} = 65^\circ \]
this portion of a sphere is not the same as that over a sphere alone in incompressible flow. The integration of the boundary layer equations continues from the stagnation point along a meridian until the sphere-afterbody interface has been reached. This stopping point is designated by the angle $\psi$ attaining a particular maximum value. This maximum value is a function of the circumferential position on the interface and can be calculated from Equation (4.2). Beyond the interface, the inviscid surface streamlines must be integrated numerically.
SECTION 6
DESCRIPTION OF COMPUTATIONAL METHOD

The method presented traces inviscid surface streamlines while simultaneously computing the properties of the boundary layer up to the separation point. Tracing a streamline involves the numerical integration in a step-by-step fashion of Equations (2.9), (2.10), and (2.18) to determine the axial position, circumferential angle, and the streamline angle (see INVISCID SURFACE STREAMLINES). In conjunction with the differential equations for the streamlines, Equations (2.31) and (2.37) are also integrated to give the scale factor along the streamlines. After each integration increment along a streamline, the boundary-layer equations are then integrated by either Hall's or Blotner's method to determine the local velocity profile across the boundary layer (see BOUNDARY LAYER METHODS). This profile is used to determine the local value of \( \left[ C_f \sqrt{Re_L} \right]_\omega \). The separation point for the flow along a particular streamline is assumed to occur when this parameter passes through zero. All calculations stop at this point since both the streamline and boundary-layer equations are invalid in the separated region. Several streamlines are calculated to get a distribution around the body.

In order to begin the boundary layer integration, it is first necessary to establish the initial boundary layer velocity profile at the stagnation point. For Blotner's method this necessitates solving the similar F-V equations while for Hall's method, each point in the
profile is identically zero. For instances in which the pressure distribution is expressed analytically, the integration of the boundary layer continues along an inviscid surface streamline in increments of $\Delta s$ (which has units of the input geometry). For cases in which only experimental pressures are available, the angle $\psi$ is first calculated given a position on the sphere-afterbody interface. The integration of the boundary layer then proceeds in a step-by-step fashion in increments of the angle $\psi$, $\Delta\psi$, on the spherical cap until the value of $\psi$ at the interface has been reached. The boundary condition on the fluid velocity at the edge of the boundary layer is a function of $\psi$ only and is obtained at each step during the integration from subroutine SPHCAP. The integration of the streamlines begins at the sphere-afterbody interface.

The boundary-layer profile convergence test is then applied after each iteration of the solution. This computer program employs two options with which to define a converged solution. One option requires that the skin friction parameter, $\left(C_f \sqrt{Re_L}\right)_w$, change by less than 0.5 percent between successive iterations in order for the solution to be considered to have converged. The other option requires that the velocity at each grid location change by less than 0.1 percent from the previous iteration.

Once the solution has converged, the edge test is performed. This test effectively determines whether the point at the edge of the boundary layer spans the total thickness. There are two options regarding the edge test. One option requires that the velocity at the grid location just inside the imposed boundary-layer edge be at least 99.95 percent
of the velocity at the boundary in order for the imposed thickness to be adequate. The second option requires that the skin friction parameter, \( C_{f} \sqrt{R_{eL}} \), at the edge be less than or equal to 0.005. If the option employed should fail, an additional point is added at the boundary-layer edge of both the present and previous computational station. The velocity at the outer grid point of the previous station is assigned the value of the edge velocity at that station. With the addition of the point at the edge, the calculations for the present station are repeated. This procedure is followed until both tests have been satisfied. If the number of points added at the edge should eventually exceed 50, the step size in the normal direction is doubled and every other point within the boundary layer is discarded. At this time the step size along the streamline is also doubled.

Three methods are available with which to integrate the inviscid streamline differential equations. The predictor-corrector method of Milnes (Ref. 12) features rapid execution and has been incorporated into the computational code. This method, however, is not self-starting and makes no check for truncation error (see SUBROUTINE MILNES). The method of Gear is used to generate the starting values. Gear's method (Ref. 12) is useful for instances in which a stiff system of first-order differential equations is being integrated (see SUBROUTINE DGEAR). The last method is the fourth-order Runge-Kutta method. This method is not as well suited to stiff systems because the step size becomes prohibitively small in the attempt to minimize the truncation error during integration (see FUNCTION KRUNGE).
The boundary layer is integrated in increments of $\Delta s$ along a streamline. The boundary condition on the fluid velocity at the outer edge is obtained from subroutine INVISD. If experimental pressures are supplied, a second subroutine, SPHCAP, provides the necessary conditions for points on the spherical cap. The integration of the boundary layer continues up to the point at which $\left( C_f \sqrt{Re_L} \right)_\omega$ reaches or passes through zero.

At larger angles-of-attack, the streamlines quite frequently wrap around the body so rapidly that it is difficult to resolve the boundary layer at points further down the body. A technique which employs a shift from the windward streamline may be implemented in order to accomplish this. The integration of the boundary layer continues along the windward streamline to the input axial position, XMAX. At this point the circumferential angle is changed from zero to one degree. From this point on the integration continues along this newly defined streamline to the separation point. With this technique it is possible to trace streamlines that otherwise would have been unobtainable.

The separation point along a streamline is approximated by linear interpolation using the last two converged solutions since the boundary-layer profile frequently fails to converge once in the separated region. This entire procedure is repeated for each of the streamlines. The total number of streamlines is an input parameter called KBM.
SECTION 7
RESULTS AND DISCUSSION

In order to illustrate the validity of the techniques employed in the computer program, results are presented for a sphere, ellipsoid of revolution at an angle of attack and a sphere-ogive-cylinder configuration at an angle of attack. Each test case represents a step up in the complexity of the analysis. The results for each geometry consist primarily of a comparison between the solutions obtained by both Hall's and Blottner's methods. Additional results generated for the ellipsoid of revolution at two different angles of attack are compared to fully three-dimensional boundary-layer calculations. All computations were performed on the IBM 370/165 digital computer at North Carolina State University. Computer times in this section are in CPU seconds. All cases start with 40 points across the boundary layer.

7.1. Sphere

The sphere geometry provides the opportunity to validate the computational code itself. The comparisons presented in Tables 3.1, 3.2, and 7.1 serve as verification. Results generated on both a cylinder and a flat plate compared quite well with the accepted values.

7.2. Ellipsoid of Revolution

The ellipsoid selected for this case had a thickness ratio of 1/4, a total length L = 2a, and was examined at both 12° and 30° angle-of-attack (see Figure 7.1). The potential solution (Ref. 13) was available in the form of an analytical expression (see Appendix A.6). For this case, only the differential equations in (2.9), (2.10) and (2.31) were
Table 7.1. Effect of Convergence and Edge Criteria on Skin Friction for Sphere in Incompressible Flow

<table>
<thead>
<tr>
<th>ψ</th>
<th>NC = 0</th>
<th>NC = 1</th>
<th>NC = 0</th>
<th>NC = 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2.578</td>
<td>2.579</td>
<td>2.710</td>
<td>2.573</td>
</tr>
<tr>
<td>40</td>
<td>2.430</td>
<td>2.418</td>
<td>2.431</td>
<td>2.417</td>
</tr>
<tr>
<td>60</td>
<td>2.150</td>
<td>2.149</td>
<td>2.150</td>
<td>2.149</td>
</tr>
<tr>
<td>80</td>
<td>1.656</td>
<td>1.656</td>
<td>1.654</td>
<td>1.657</td>
</tr>
<tr>
<td>90</td>
<td>1.249</td>
<td>1.276</td>
<td>1.271</td>
<td>1.271</td>
</tr>
<tr>
<td>100</td>
<td>0.650</td>
<td>0.645</td>
<td>0.640</td>
<td>0.642</td>
</tr>
<tr>
<td>104</td>
<td>0.202</td>
<td>0.193</td>
<td>0.226</td>
<td>0.226</td>
</tr>
</tbody>
</table>

integrated since analytical expressions for the streamline angle, Equation (2.18), and its circumferential derivative, Equation (2.39), were available (see Appendix A.7). For these cases, $\Delta s = 0.05$ and $\Delta \eta = 0.0471$ were used for Hall's method, and $\Delta s = 0.05$ and $\Delta \eta = 0.115385$ for Blottner's method.

The results of both Hall's and Blottner's methods are presented for a variety of streamlines on this configuration in Table 7.2. This table includes results that were obtained from the streamline shifting technique described in the section of this thesis labeled DESCRIPTION OF COMPUTATIONAL METHOD. $X_{MAX}$ is the axial position at which a streamline shift from a circumferential position of zero to one degree was made. The results of both methods agree quite well despite the fact that the step size along a streamline differs between the two methods.
Figure 7.1. Ellipsoid of Revolution
Table 7.2. Comparison of Separation Points Between Hall's and Blottner's Methods on Ellipsoid of Revolution with Thickness Ratio 1/4 at 30° Angle-of-Attack

<table>
<thead>
<tr>
<th>Method</th>
<th>Beta</th>
<th>XMAX/L</th>
<th>Points Added</th>
<th>Computer Time (sec)</th>
<th>Separation X/L</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>20.0</td>
<td>--</td>
<td>52</td>
<td>6</td>
<td>0.209</td>
<td>143.28</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>--</td>
<td>55</td>
<td>7</td>
<td>0.222</td>
<td>142.76</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.30</td>
<td>53</td>
<td>13</td>
<td>1.363</td>
<td>104.42</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.50</td>
<td>49</td>
<td>13</td>
<td>1.626</td>
<td>95.89</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.80</td>
<td>48</td>
<td>14</td>
<td>1.857</td>
<td>82.18</td>
</tr>
<tr>
<td>Blottner</td>
<td>20.0</td>
<td>--</td>
<td>3</td>
<td>7</td>
<td>0.212</td>
<td>143.94</td>
</tr>
<tr>
<td></td>
<td>50.0</td>
<td>--</td>
<td>3</td>
<td>7</td>
<td>0.220</td>
<td>142.43</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.30</td>
<td>1</td>
<td>12</td>
<td>1.366</td>
<td>104.15</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.50</td>
<td>2</td>
<td>12</td>
<td>1.640</td>
<td>97.46</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.80</td>
<td>0</td>
<td>12</td>
<td>1.857</td>
<td>82.16</td>
</tr>
</tbody>
</table>

by a factor of 20. Hall's method generally required a greater amount of computational time. This is most likely due to the greater number of points that had to be added at the imposed boundary layer edge.

Tables 7.3 and 7.4 compare results generated by the axisymmetric analogue using Hall's and Blottner's methods to the three-dimensional boundary layer calculations of Wang (Ref. 13). In both cases the comparison is increasingly degraded as the leeside of the body is approached. In this instance, both tables suggest that the axisymmetric analogue yields quite good results on the windside of the body. The separated region for this case is shown graphically in Figure 7.2. The separated region as calculated by Wang is also included for comparison.
Table 7.3. Comparison of Separation Points Between Hall's Method and Three-Dimensional Boundary Layer Calculations on Ellipsoid of Revolution with Thickness Ratio 1/4 at 30° Angle-of-Attack

<table>
<thead>
<tr>
<th>Axial Station (X/L)</th>
<th>Hall's Method</th>
<th>3-D Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.209</td>
<td>143.28</td>
<td>131.25</td>
</tr>
<tr>
<td>0.222</td>
<td>142.76</td>
<td>130.00</td>
</tr>
<tr>
<td>0.328</td>
<td>132.56</td>
<td>125.50</td>
</tr>
<tr>
<td>1.363</td>
<td>104.42</td>
<td>102.50</td>
</tr>
<tr>
<td>1.626</td>
<td>95.89</td>
<td>95.00</td>
</tr>
<tr>
<td>1.857</td>
<td>82.18</td>
<td>82.50</td>
</tr>
</tbody>
</table>

Table 7.4. Comparison of Separation Points Between Blottner's Method and Three-Dimensional Boundary Layer Calculations on Ellipsoid of Revolution with Thickness Ratio 1/4 at 30° Angle-of-Attack

<table>
<thead>
<tr>
<th>Axial Station (X/L)</th>
<th>Blottner's Method</th>
<th>3-D Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.212</td>
<td>143.94</td>
<td>131.25</td>
</tr>
<tr>
<td>0.220</td>
<td>142.43</td>
<td>130.00</td>
</tr>
<tr>
<td>1.366</td>
<td>104.15</td>
<td>102.50</td>
</tr>
<tr>
<td>1.640</td>
<td>97.46</td>
<td>94.50</td>
</tr>
<tr>
<td>1.857</td>
<td>82.16</td>
<td>82.50</td>
</tr>
</tbody>
</table>
Figure 7.2. Separation Region on Ellipsoid of Revolution with Thickness Ratio 1/4 at 30 Degrees Angle-of-Attack
Figure 7.3 depicts the variation of \( \left( C_f \; R_{eL} \right) \) in the windward plane for the axisymmetric analogue using Hall's method and Wang's fully three-dimensional approach for an angle-of-attack of 12° (Ref. 5). The two methods compare reasonably well.

### 7.3. Sphere-Ogive-Cylinder

This configuration, whose geometry is depicted in Figure 5.1, was input to the program in dimensionless form. The normalizing quantity was the cylinder radius which measured 3.8 inches. The total non-dimensional body length was 17.5. This geometry was investigated at 45° angle-of-attack. The experimental pressure data consisted of discrete pressure coefficients distributed along 30 axial stations, each having 10 circumferential stations. Pressure data for the region \( 0 \leq x \leq 13.75 \) was calculated by the USSAERO panel method while the pressure over the section \( 0.92 \leq x \leq 17.5 \) consisted of actual experimental pressures obtained from the wind tunnel. Before implementing these pressures into the computational code, it was necessary to smooth and interpolate the data in the region where the pressures overlapped. Interpolated data were used to form additional axial stations near the nose since large pressure gradients are present on the forward portion of the body. This required the addition of four more axial stations in that region (the resulting pressure coefficients as well as the remaining program inputs are presented in Appendix A.22).

The technique developed to represent the pressure distribution on the spherical cap by a 10-term Fourier cosine series was found to perform only marginally. The series provided continuity in the pressure coefficient across the interface (when the quadratic spline was first employed) but did not necessarily provide continuity in the related derivatives. In instances
Figure 7.3. Skin Friction Distribution in Windward Plane of Ellipsoid of Revolution with Thickness Ratio 1/4 at 12 Degrees Angle-of-Attack
in which the pressure derivatives were not continuous across the interface, the one-dimensional quadratic spline technique was extended from the interface to the stagnation point to model the pressure variation on the spherical cap (see SURFACE PRESSURE DISTRIBUTION). The resulting pressure variation was a function of the circumferential position on the interface. Despite this, the streamlines in this region were still assumed to follow spherical meridians.

The doubly quadratic spline technique employed in this computer program was found to model the pressure coefficient variation quite satisfactorily. This technique requires that the axial derivative of the pressure coefficient at the interface and body end for each circumferential plane be known. While the pressure coefficient across the interface was continuous, in most cases the axial derivative was not and, hence, was also supplied as program input (rather than calculated in the program).

The streamline angle and its circumferential derivative were calculated in this case by numerically integrating Equations (2.18) and (2.39). These equations are functions of the inviscid edge velocity, the pressure coefficient and its derivatives. These parameters were provided by the spline fit. Although the calculated second derivatives of the pressure coefficient in the circumferential direction are constant in the interval in which the quadratic is used, they were found to be accurate enough to be used in the integration of Equation (2.39). Table 7.5 provides a comparison between the calculated separation points using Hall's and Blottner's methods. The corresponding separation points agree very well. Note that for the cases of $\beta = 145^\circ$ and
Table 7.5. Comparison of Separation Points Between Hall's and Blottner's Methods on Sphere-Ogive-Cylinder Configuration at 45° Angle-of-Attack

<table>
<thead>
<tr>
<th>Method</th>
<th>Beta</th>
<th>Points Added</th>
<th>Computer Time (sec)</th>
<th>X/Rc</th>
<th>Separation φ</th>
<th>ψ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>50</td>
<td>39</td>
<td>9</td>
<td>0.2158</td>
<td>119.15</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0</td>
<td>8</td>
<td>0.1777</td>
<td>125.32</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>3</td>
<td>8</td>
<td>0.1562</td>
<td>121.34</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>5</td>
<td>8</td>
<td>--</td>
<td>--</td>
<td>115.14</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>27</td>
<td>8</td>
<td>--</td>
<td>--</td>
<td>119.64</td>
</tr>
<tr>
<td>Blottner</td>
<td>50</td>
<td>3</td>
<td>8</td>
<td>0.2159</td>
<td>119.21</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>3</td>
<td>8</td>
<td>0.1763</td>
<td>123.75</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1</td>
<td>8</td>
<td>0.1564</td>
<td>121.66</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>2</td>
<td>8</td>
<td>--</td>
<td>--</td>
<td>115.16</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>0</td>
<td>8</td>
<td>--</td>
<td>--</td>
<td>119.25</td>
</tr>
</tbody>
</table>

160°, the flow separates while on the spherical cap. If the pressure distribution had been truly axisymmetric, the angle of separation, ψ, would have been identical in each case. The computational time required for this configuration was greater than that for the ellipsoid of revolution though still quite reasonable.

Information relative to the step sizes and spacings is given in Table 7.6. The step size on the spherical cap was Δψ = 2° in each case.
<table>
<thead>
<tr>
<th>Method</th>
<th>Beta</th>
<th>$\Delta s$</th>
<th>$\Delta n$ or $\Delta \eta$</th>
<th>Steps to Separation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hall</td>
<td>50</td>
<td>0.001</td>
<td>0.003846</td>
<td>109</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>0.004</td>
<td>0.015385</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.004</td>
<td>0.007692</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>---</td>
<td>0.007692</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>---</td>
<td>0.003846</td>
<td>55</td>
</tr>
<tr>
<td>Blottner</td>
<td>50</td>
<td>0.001</td>
<td>0.1153846</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>145</td>
<td>---</td>
<td>0.1153846</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>---</td>
<td>0.1153846</td>
<td>60</td>
</tr>
</tbody>
</table>
SECTION 8
CONCLUDING REMARKS

A method is developed for calculating laminar boundary layers along inviscid surface streamlines on axisymmetric bodies at angles of attack in incompressible flow. By application of the axisymmetric analogue concept in the present technique, a substantial savings in computer time over fully three-dimensional boundary layer techniques may be realized.

The boundary layer integration techniques of Hall and Blottner were found to compare exceptionally well with each other on each of the geometries investigated. Results generated on the windward plane of an ellipsoid of revolution with thickness ratio 1/4 and angle of attack of 12° compared satisfactorily with results generated by a fully three-dimensional technique. The separation points calculated by the present technique for a variety of streamlines on the same ellipsoid of revolution at 30° angle of attack were in fair agreement to those generated by a three-dimensional technique. The comparison was generally better on the windside of the body.

The series expression used to model the pressure coefficient on the spherical cap of the sphere-ogive-cylinder configuration performed only satisfactory. The technique preserved continuity in the pressure coefficient across the interface (the point at which the quadratic spline technique was implemented) but did not provide continuity of the axial derivative. To circumvent this problem, the one-dimensional quadratic spline was extended to the stagnation point on the spherical cap. Despite this, the assumption of spherical streamlines was still made with reasonable accuracy. The doubly quadratic spline representation of the
pressure coefficient on the afterbody was found to perform quite well as long as an adequate number of pressure stations were input. Oscillations in the pressure function were generally less frequent than might be expected if other techniques had been used.

The relative inexpense, coupled with reasonable accuracy makes the present method attractive for preliminary design studies. Further comparisons with fully three-dimensional boundary layer calculations are necessary in order to more thoroughly evaluate the applicability of the axisymmetric analogue in subsonic flow.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_n, b_n, c_n, d_n$</td>
<td>coefficients defined in Equation (4.3)</td>
</tr>
<tr>
<td>$A_1, B_1, C_1, D_1, E_1$</td>
<td>coefficients for finite-difference boundary-layer equations, defined in Equations (3.8), (3.9), (3.12), (3.13)</td>
</tr>
<tr>
<td>$A_2, B_2, C_2, D_2, E_2$</td>
<td></td>
</tr>
<tr>
<td>$\hat{e}_{11}$</td>
<td>unit vectors on body surface along body meridian given by Equation (2.2)</td>
</tr>
<tr>
<td>$\hat{e}_s, \hat{e}_n$</td>
<td>unit vectors in streamline coordinate system given by Equations (2.3), (2.4) and (2.1)</td>
</tr>
<tr>
<td>$\hat{e}_x, \hat{e}<em>r, \hat{e}</em>\theta$</td>
<td>unit vectors in cylindrical coordinate system, (see Figure 2.1)</td>
</tr>
<tr>
<td>$C_f$</td>
<td>skin friction coefficient, $\frac{2\tau_\omega}{\rho u_\infty^2}$</td>
</tr>
<tr>
<td>$\frac{D}{D_s}$</td>
<td>total derivative along streamline</td>
</tr>
<tr>
<td>$F$</td>
<td>ratio of local velocity to velocity at boundary-layer edge, as defined by Equation (3.6), dimensionless</td>
</tr>
<tr>
<td>$h$</td>
<td>scale factor in $\beta$ direction, dimensionless</td>
</tr>
<tr>
<td>$K$</td>
<td>arbitrary constant for Equation (3.1) and (3.2)</td>
</tr>
<tr>
<td>$L$</td>
<td>body length, dimensionless</td>
</tr>
<tr>
<td>$n$</td>
<td>coordinate normal to body surface and streamline</td>
</tr>
<tr>
<td>$p$</td>
<td>dimensional pressure, lb/ft$^2$ or N/m$^2$</td>
</tr>
<tr>
<td>$r$</td>
<td>body radius, dimensionless</td>
</tr>
<tr>
<td>$R_C$</td>
<td>radius of cylinder in sphere-ogive-cylinder configuration, dimensionless</td>
</tr>
<tr>
<td>$R_{per}$</td>
<td>radius of spherical cap, dimensionless</td>
</tr>
<tr>
<td>$Re_L$</td>
<td>freestream Reynolds number, $\frac{\rho u_L}{\mu}$</td>
</tr>
<tr>
<td>$s$</td>
<td>distance along streamline, dimensionless</td>
</tr>
<tr>
<td>$u$</td>
<td>local fluid velocity in boundary layer (in direction of a streamline) ft/sec or m/sec</td>
</tr>
</tbody>
</table>
U  inviscid fluid velocity, ft/sec or m/sec
v  local fluid velocity normal to streamline and body surface, ft/sec or m/sec
V  parameter defined by Equation (3.5)
x,y,z  body geometry coordinate axes (see Figure 2.1)
Y(1)  axial position, x, dimensionless, ft or m
Y(2)  circumferential angle, \( \phi \), rads
Y(3)  streamline angle, \( \theta \), rads
Y(4)  \( \frac{\partial \theta}{\partial \phi} \bigg|_x \)
Y(5)  \( \xi \ln \frac{\partial \phi}{\partial \beta} \bigg|_x \)
Y(6)  transformed streamline coordinate, \( \xi \)
\( \alpha \)  angle of attack, degrees
\( \beta \)  coordinate normal to streamline and tangent to body
\( \bar{\beta} \)  pressure gradient parameter, \( \frac{2 \xi}{\nu_e} \frac{d u_e}{d \bar{r}} \)
\( \Gamma \)  body angle, radians (see Figure 2.2)
\( \xi \)  transformed streamline coordinate as defined in (3.1)
\( \eta \)  transformed coordinate normal to body surface defined in (3.2)
\( \phi \)  circumferential angle (see Figure 2.1), rads
\( \Theta \)  streamline angle (see Figure 2.3), rads
\( \psi \)  angle between stagnation line and radius vector (see Figure 4.1), rads
\( \rho \)  density, slug/ft\(^3\) or kg/m\(^3\)
\( \mu \)  coefficient of viscosity, slug/ft-sec or kg/m-s
Subscripts

... freestream conditions
e edge of the boundary layer
eff effective value
ω at the wall
σ initial value
i streamline grid index
I value at sphere-afterbody interface
j normal grid index
SP value at stagnation point

Superscripts

-- denotes a quantity from a previous iteration
* denotes a dimensionless quantity
APPENDIX A. EQUATIONS

1. Derivation of Equations (3.3) and (3.4)

Blottner's method involves the boundary layer equations written in F-V similarity form. These are obtained by application of the Levy-Lees transformation which is defined as

\[ \xi(s) = K_\mu u_\infty \int_0^s \frac{u_e}{u_m} r^2 ds \quad (A.1.1) \]

and

\[ h(s,n) = \frac{u_e \rho m n}{\sqrt{2}} \sqrt{K} \quad (A.1.2) \]

for incompressible flow. The transformation operators may be constructed and expressed as

\[ \frac{\partial}{\partial s} = \frac{u_e}{u_m} r^2 \frac{\partial}{\partial r} + \frac{\partial h}{\partial s} \frac{\partial}{\partial n} \quad (A.1.3) \]

and

\[ \frac{\partial}{\partial n} = \frac{u_e \rho r}{\sqrt{2} \sqrt{\rho_0 u_m}} \frac{1}{\sqrt{2}} \frac{\partial}{\partial n} \quad (A.1.4) \]

where the arbitrary constant, \( K \), has been assigned the value

\[ K = 1/\rho_0 u_m \quad (A.1.5) \]
The dependent variable in Blottner's equations is defined as

\[ F = \frac{u}{u_e} \quad (A.1.6) \]

Application of each transformation operator and the definition of \( F \) to the continuity equation,

\[ \frac{\partial (ru)}{\partial s} + r \frac{\partial v}{\partial n} = 0 \quad (A.1.7) \]

yields

\[ \frac{u_e}{u_{e}} r^2 \frac{\partial (ru_e F)}{\partial \nu} + \frac{\partial s}{\partial s} r u_e \frac{\partial F}{\partial n} + \frac{u_e r^2 \rho}{\sqrt{\gamma \kappa}} - \frac{1}{\sqrt{\rho \mu u_\infty}} \frac{\partial v}{\partial n} = 0 \quad (A.1.8) \]

Note that neither \( u_e \) nor \( r \) are functions of the normal coordinate \( n \).

Expanding this equation yields

\[ \frac{u_e}{u_{e}} r^2 \left\{ ru_e \frac{\partial F}{\partial \nu} + u_e F \frac{\partial r}{\partial \nu} + \frac{u_e r^2 \rho}{\sqrt{\gamma \kappa}} - \frac{1}{\sqrt{\rho \mu u_\infty}} \frac{\partial v}{\partial n} \right\} + ru_e \frac{\partial n}{\partial s} \frac{\partial F}{\partial n} + \frac{u_e r^2 \rho}{\sqrt{\gamma \kappa}} - \frac{1}{\sqrt{\rho \mu u_\infty}} \frac{\partial v}{\partial n} = 0 \quad (A.1.9) \]

This equation may be rewritten as

\[ \frac{u_e^2 r^3}{u_{e}} \left\{ \frac{\partial F}{\partial \nu} + F \frac{\partial r}{\partial \nu} + \frac{\partial u_e}{\partial \nu} \right\} + ru_e \frac{\partial n}{\partial s} \frac{\partial F}{\partial n} + \frac{u_e r^2 \rho}{\sqrt{\gamma \kappa}} - \frac{1}{\sqrt{\rho \mu u_\infty}} \frac{\partial v}{\partial n} = 0 \quad (A.1.10) \]

By application of the product rule, this equation may be written as

\[ \frac{\partial F}{\partial \nu} + F \frac{\partial r}{\partial \nu} + F \frac{\partial u_e}{\partial \nu} + \frac{u_{e}}{u_{e}} \frac{\partial n}{\partial s} \left\{ ru_e \frac{n}{\partial s} F + \frac{u_e r^2 \rho v}{\sqrt{\gamma \kappa}} \right\} \]

\[ - \frac{u_{e}}{u_{e} r^2} F \frac{\partial}{\partial n} \left( \frac{\partial n}{\partial s} \right) = 0 \quad (A.1.11) \]
The derivative in the last term of this equation may be rewritten as:

\[
\frac{\partial}{\partial n} \left( \frac{\partial n}{\partial s} \right) = \frac{\partial}{\partial n} \frac{\partial n}{\partial s} \left( \frac{\partial n}{\partial s} \right) = \frac{\sqrt{2\ell} \sqrt{\rho u_x}}{u_e r_0} \left\{ \frac{du}{ds} \frac{r_0}{\sqrt{2\ell} \sqrt{\rho u_x}} + \frac{dr}{ds} \frac{u_e r_0}{\sqrt{2\ell} \sqrt{\rho u_x}} \right\} 
\]

\[
+ \frac{dr}{ds} \frac{u_e r_0}{\sqrt{2\ell} \sqrt{\rho u_x}} - \frac{1}{2\ell} \frac{u_e r_0}{\sqrt{2\ell} \sqrt{\rho u_x}} \left( \frac{dr}{ds} \right)^2 . \tag{A.1.12}
\]

which becomes, upon making use of Equations (A.1.1) and (A.1.5),

\[
\frac{\partial}{\partial n} \left( \frac{\partial n}{\partial s} \right) = \frac{r^2 du}{u_x} \frac{du}{r \frac{dr}{ds}} + \frac{u_e r_0}{u_x} \frac{dr}{ds} - \frac{u_e r^2}{2u_x} .
\]

Substitution of this relation into Equation (A.1.11) yields

\[
\frac{\partial F}{\partial \xi} + F \frac{dr}{d\xi} + F \frac{du}{u_e d\xi} + \frac{\partial}{\partial n} \left\{ \frac{u_m}{u_e r^2} \frac{\partial n}{\partial s} F + \frac{u_m \rho v}{u_e r \sqrt{2\ell} \sqrt{\rho u_x}} \right\} 
\]

\[
- \frac{F}{u_e} \frac{du}{d\xi} - \frac{F}{r} \frac{dr}{d\xi} + \frac{F}{2\ell} = 0 . \tag{A.1.13}
\]

This equation may then be written as

\[
2\ell \frac{\partial F}{\partial \xi} + F + \frac{\partial V}{\partial n} = 0 \tag{A.1.14}
\]

where

\[
V = 2\ell \left\{ F \frac{\partial n}{\partial s} \frac{u_m}{u_e r^2} + \frac{\rho v u_m}{\sqrt{2\ell} \sqrt{\rho u_x} u_e r} \right\} . \tag{A.1.15}
\]

Application of the transformation operators in (A.1.3) and (A.1.4)

and the definition of F to the momentum equation
\[
\frac{u}{\delta s} + v \frac{\partial u}{\partial n} = u \frac{e}{\delta s} + \frac{\mu}{\rho} \frac{\partial^2 u}{\partial n^2}
\]  
(A.1.16)

yields

\[
\begin{align*}
\frac{u e}{\delta s} \left\{ \frac{u e r^2}{u_\infty} \frac{\partial(u F)}{\partial r} + \frac{\partial u}{\partial s} \frac{\partial F}{\partial n} \right\} + \frac{v u e r^2}{\sqrt{2f} \sqrt{\rho \mu u_\infty}} \frac{\partial F}{\partial n} &= \frac{u^2 e^2}{u_\infty} \frac{d u}{d \xi} \\
+ \frac{u^2 e^2 r^2}{2f u_\infty} \frac{\mu}{\rho} \frac{\partial^2 F}{\partial n^2}
\end{align*}
\]  
(A.1.17)

This may be expanded to give

\[
\begin{align*}
\left\{ \frac{(u e r^2)^2}{u_\infty} \frac{d u}{d r} + \frac{u^2 e^2 r^2}{u_\infty} \frac{\partial F}{\partial r} + \frac{u^2 e^2}{u_\infty} \frac{\partial u}{\partial s} \frac{\partial F}{\partial n} \right\} + \frac{v u^2 e r^2}{\sqrt{2f} \sqrt{\rho \mu u_\infty}} \frac{\partial F}{\partial n} &= \frac{(u e r)^2}{u_\infty} \frac{d u}{d \xi} \\
+ \frac{u^4 e^2 r^2}{2f u_\infty} \frac{\partial^2 F}{\partial n^2}
\end{align*}
\]  
(A.1.18)

This equation may then be rearranged to yield

\[
\begin{align*}
\frac{2f r F}{u e} \frac{d u}{d r} + 2f F \frac{\partial F}{\partial r} + \frac{2f u_\infty}{u e r^2} \frac{\partial F}{\partial n} + \frac{v}{\sqrt{2f} \sqrt{\rho \mu u_\infty}} \frac{\partial F}{\partial n} &= \frac{2f}{u e} \frac{d u}{d r} + \frac{\partial^2 F}{\partial n^2}
\end{align*}
\]  
(A.1.19)

or, finally,

\[
2f F \frac{\partial F}{\partial r} + (F^2 - 1) \frac{\partial F}{\partial n} + V \frac{\partial F}{\partial n} - \frac{\partial^2 F}{\partial n^2} = 0
\]  
(A.1.20)

where \(\beta\) is the pressure gradient parameter and is defined as

\[
\beta = \frac{2f}{u_\infty} \frac{d u}{d r}
\]
2. Derivation of Equations (3.8) and (3.9)

At all points off the stagnation point, the full system of F-V equations must be solved. The continuity equation,

\[2c_i \frac{\partial F}{\partial s} + \frac{\partial V}{\partial n} + F = 0 \quad (A.2.1)\]

is evaluated at the point \((i+1/2, j-1/2)\) and may be expressed as

\[2c_{i+1/2} \frac{\partial F}{\partial s}_{i+1/2,j} + \frac{\partial F}{\partial n}_{i+1/2,j-1} + \frac{\partial V}{\partial n}_{i+1/2,j-1} + \frac{(F_{i+1,j} + F_{i+1,j-1} + F_{i,j} + F_{i,j-1})}{4} = 0\]

Substituting second-order accurate expressions for the appropriate quantities yields

\[2c_{i+1/2} \frac{\partial F}{\partial s}_{i+1/2,j} + \frac{\partial F}{\partial n}_{i+1/2,j-1} + \frac{(V_{i+1,j-1} - V_{i+1,j-1})}{\Delta n} + \frac{(F_{i+1,j} + F_{i+1,j-1} + F_{i,j} + F_{i,j-1})}{4} = 0\]

After rearranging, the continuity equation may be expressed as

\[A_2 F_{i+1,j-1} + B_2 F_{i+1,j} + C_2 V_{i+1,j-1} + E_2 V_{i+1,j} = D_2 \quad (A.2.2)\]
where

\[ A_2 = \Lambda \eta \left( i + \varepsilon_{i+\frac{1}{2}} / \Lambda \xi, \right) \]

\[ B_2 = \Lambda \eta \left( i + \varepsilon_{i+\frac{1}{2}} / \Lambda \xi, \right) \]

\[ C_2 = -1 \]

\[ E_2 = 1 \]

and

\[ D_2 = \Lambda \eta \left( -i + \varepsilon_{i+\frac{1}{2}} / \Lambda \xi, \right) \left( F_{i,j} + F_{i,j-1} \right) \]

The momentum equation,

\[ 2rF \frac{\partial F}{\partial \tau} + V \frac{\partial F}{\partial n} + \bar{\beta} \left( F^2 - 1 \right) - \frac{\partial^2 F}{\partial n^2} = 0 \]  

(A.2.3)

is evaluated at \((i+\frac{1}{2}, j)\). The terms of Equation (A.2.3) become, respectively,

\[ 2rF \left. \frac{\partial F}{\partial \tau} \right|_{i+\frac{1}{2}, j} = 2r \left. \frac{1}{2} \left( F_{i+1,j} + F_{i,j} \right) \right|_{i+\frac{1}{2}, j} \]

\[ V \left. \frac{\partial F}{\partial n} \right|_{i+\frac{1}{2}, j} = \frac{V}{2} \left[ \left. \frac{\partial F}{\partial n} \right|_{i+1,j} + \left. \frac{\partial F}{\partial n} \right|_{i,j} \right] \]

\[ \bar{\beta} \left( F^2 - 1 \right)_{i+\frac{1}{2}, j} = \bar{\beta} \left[ \frac{F^2_{i+1,j} + F^2_{i,j}}{2} - 1 \right] \]

\[ \left. \frac{\partial^2 F}{\partial n^2} \right|_{i+\frac{1}{2}, j} = \frac{1}{2} \left[ \left. \frac{\partial^2 F}{\partial n^2} \right|_{i+1,j} + \left. \frac{\partial^2 F}{\partial n^2} \right|_{i,j} \right] \]  

(A.2.4)
Linearizing the first three terms using the Newton-Raphson method yields

\[
2\varepsilon_{i+\frac{1}{2}} F_{i+\frac{1}{2}, j} \frac{\partial F}{\partial \varepsilon_{i+\frac{1}{2}, j}} = \frac{\varepsilon_{i+\frac{1}{2}}}{\Delta \varepsilon} \left( 2F_{i+1, j} - F_{i+1, j} - F_{i, j} \right),
\]

\[
V \frac{\partial F}{\partial \eta} \bigg|_{i+\frac{1}{2}, j} = \frac{1}{2} V_{i+\frac{1}{2}, j} \left[ \frac{\partial F}{\partial \eta} \bigg|_{i+1, j} + \frac{\partial F}{\partial \eta} \bigg|_{i, j} \right] + \frac{1}{2} \bar{V}_{i+\frac{1}{2}, j} \left( \frac{\partial F}{\partial \eta} \right)_{i+1, j},
\]

\[
- \frac{1}{2} \bar{V}_{i+\frac{1}{2}, j} \frac{\partial F}{\partial \eta} \bigg|_{i+1, j},
\]

\[
\bar{F}(F^2 - 1) \big|_{i+\frac{1}{2}, j} = \frac{\bar{\beta}_{i+\frac{1}{2}}}{2} \left( 2F_{i+1, j} - F_{i+1, j} - F_{i, j} + F_{i, j} - 1 \right). \quad (A.2.5)
\]

Substituting second-order accurate finite difference expressions in the second of Equations (A.2.5) and the last of Equations (A.2.4) gives, respectively,

\[
V \frac{\partial F}{\partial \eta} \bigg|_{i+\frac{1}{2}, j} = \frac{1}{2} V_{i+\frac{1}{2}, j} \left[ \frac{F_{i+1, j} + 1 - F_{i+1, j} - 1}{\Delta \eta} + \frac{F_{i, j} + 1 - F_{i, j} - 1}{\Delta \eta} \right]
\]

\[
+ \frac{1}{2} \bar{V}_{i+\frac{1}{2}, j} \left[ \frac{F_{i+1, j} + 1 - F_{i+1, j} - 1}{2\Delta \eta} \right] - \frac{1}{2} \bar{V}_{i+\frac{1}{2}, j} \left[ \frac{F_{i+1, j} + 1 - F_{i+1, j} - 1}{2\Delta \eta} \right]
\]

and

\[
\frac{\partial^2 F}{\partial \eta^2} \bigg|_{i+\frac{1}{2}, j} = \frac{1}{2} \left[ \frac{F_{i+1, j} + 1 - 2F_{i+1, j} + F_{i+1, j} - 1}{\Delta \eta} + \frac{F_{i, j} + 1 - 2F_{i, j} + F_{i, j} - 1}{\Delta \eta} \right].
\]

After substituting the appropriate expressions into Equation (A.2.3), solving for the unbarred quantities and rearranging, the equation may be written as

\[
\Lambda_1 F_{i+1, j-1} + B_1 F_{i+1, j} + C_1 F_{i+1, i+1} + D_1 V_{i+\frac{1}{2}, j} = D_1.
\]
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where

\[ A_1 = -\frac{1}{2} (1 + \frac{1}{2} \Lambda n \, \overline{v}_{i+1, j}) \]

\[ B_1 = 1 + \Lambda n^2 \, \overline{F}_{i+1, j} \, (\overline{v}_{i+1, j} + 2\overline{e}_{i+1, j}/\Lambda) \]

\[ C_1 = -\frac{1}{2} (1 - \frac{1}{2} \Lambda n \, \overline{v}_{i+1, j}) \]

\[ E_1 = \frac{1}{4} \Lambda n \, (F_{i, j+1} - F_{i, j-1} + \overline{F}_{i+1, j+1} - \overline{F}_{i+1, j-1}) \]

and

\[ D_1 = \frac{1}{2} (F_{i, j+1} - 2F_{i, j} + F_{i, j-1}) + \frac{1}{2} \Lambda n^2 \, \overline{v}_{i+1, j} \, \left[ (1 + \overline{F}_{i+1, j}) \right. \]

\[ + \, (1 - \overline{F}_{i, j}) \left. \right] + \frac{1}{4} \Lambda n \, \overline{v}_{i+1, j} \, (F_{i+1, j+1} - \overline{F}_{i+1, j-1}) \]

\[ + \, \Lambda n^2 \, \overline{e}_{i+1, j} \, (\overline{F}_{i+1, j} + \overline{F}_{i, j})/\Lambda. \]
3. Derivation of Finite-Difference F-V Similarity Equations at Stagnation Point

At the stagnation point \( r = 0 \) and the F-V equations reduce to

\[
\frac{\partial V}{\partial \eta} + F = 0 \quad (A.3.1)
\]

corresponding to the continuity equation and

\[
V \left( \frac{\partial F}{\partial \eta} + \beta (F^2 - 1) \right) - \frac{\partial^2 F}{\partial \eta^2} = 0 \quad (A.3.2)
\]

corresponding to the momentum equation.

The continuity equation is evaluated at \((j - 1/2)\) and may be expressed as

\[ V_j - V_{j-1} + \frac{(F_j + F_{j-1})}{\Delta \eta} = 0 \]

This may be rewritten as

\[ V_j = V_{j-1} - \frac{\eta_j}{\Delta \eta} (F_j + F_{j-1}) \quad (A.3.3) \]

The momentum equation is evaluated at \((j)\) after first being linearized using the Newton-Raphson technique. The equation may then be written as

\[ V \frac{\partial F}{\partial \eta} + V \frac{\partial F}{\partial \eta} - V \frac{\partial^2 F}{\partial \eta^2} + \beta (2FF - F^2 - 1) - \frac{\partial^2 F}{\partial \eta^2} = 0 \]
where the barred quantities denote the expressions from the previous iteration. Substituting appropriate finite difference approximations for each of the above terms yields

\[ V_j \left[ \frac{F_{j+1} - F_{j-1}}{2\Delta n} \right] + \overline{V}_j \left[ \frac{F_{j+1} - F_{j-1}}{2\Delta n} \right] - \overline{V}_j \left[ \frac{\overline{F}_{j+1} - \overline{F}_{j-1}}{2\Delta n} \right] \]

\[ + \overline{B} \left( 2F_j - \overline{F}_j^2 - 1 \right) - \left[ \frac{F_{j+1} - 2F_j + F_{j-1}}{\Delta n^2} \right] = 0 \]

Solution of this equation for the unbarred quantities yields

\[ A_1 F_{j-1} + B_1 F_j + C_1 F_{j+1} + E_1 V_j = D_1 \]

where

\[ A_1 = 2 + \Delta n \overline{V}_j \]

\[ B_1 = -(4 + 4 \overline{R}\Delta n^2 \overline{F}_j) \]

\[ C_1 = 2 - \Delta n \overline{V}_j \]

\[ E_1 = \Delta n(\overline{F}_{j-1} - \overline{F}_{j+1}) \]

and

\[ D_1 = -\Delta n V_j (F_{j+1} - F_{j-1}) - \overline{R}(1 + \overline{F}_j^2) 2\Delta n^2 \]
4. Derivation of Equations (3.10) and (3.11)

Hall's method involves solving the boundary layer equations written in terms of dimensionless primitive variables. The transformations used to obtain these equations are

\[ s^* = \frac{s}{L} \]
\[ n^* = \sqrt{Re_L} \frac{n}{L} \]
\[ u^* = \frac{u}{u_m} \]
\[ v^* = \sqrt{Re_L} \frac{v}{u_m} \]
\[ r^* = \frac{r}{L} \]

and

\[ \sqrt{Re_L} = \sqrt{n} \frac{u_m}{\mu} \]

and a star denotes a dimensionless quantity. Accordingly, the transformation operators are constructed as follows

\[ \frac{\partial}{\partial s} = \frac{1}{L} \frac{\partial}{\partial s^*} \]

and

\[ \frac{\partial}{\partial n} = \frac{\sqrt{Re_L}}{L} \frac{\partial}{\partial n^*} \]
Application of each transformation operator to the continuity equation,

\[ \frac{\partial (ru)}{\partial s} + r \frac{\partial v}{\partial n} = 0 \]

yields

\[ \frac{u_{\infty}}{L} \frac{\partial (ru_*)}{\partial s}^* + r_* \frac{\sqrt{Re_L}}{L} \frac{\partial}{\partial n}^* \left( \frac{u_{\infty}v_*}{\sqrt{Re_L}} \right) = 0 \]

which will simplify to

\[ \frac{\partial (ru_*)}{\partial s}^* + r_* \frac{\partial v_*}{\partial n}^* = 0 \]

Note that \( r \) is not a function of the normal coordinate \( n \).

Application of each of the transformation operators to the momentum equation,

\[ u \frac{\partial u}{\partial s} + v \frac{\partial u}{\partial n} = u_e \frac{du}{ds} + \frac{\mu}{\rho} \frac{\partial^2 u}{\partial n^2} \]

yields

\[ \frac{u^2}{L} \frac{u_*}{\partial s}^* + \frac{v_*u^2}{\partial n}^* \sqrt{Re_L} \frac{\partial}{\partial n}^* = \frac{u^2_{\infty}}{L} u_* \frac{du_*}{ds}^* + \frac{\mu}{\rho} u_{\infty} \frac{Re_L}{L} \frac{\partial^2 u_*}{\partial n^2} \]

which may be simplified to

\[ u_* \frac{\partial u_*}{\partial s}^* + v_* \frac{\partial u_*}{\partial n}^* = u_e \frac{du_*}{ds}^* + \frac{\partial^2 u_*}{\partial n^2} \]
5. Derivation of Equations (3.12) and (3.13)

The nondimensional continuity equation,

$$\frac{\partial (hu)}{\partial s} + h \frac{\partial v}{\partial n} = 0$$

(the stars have been deleted for clarity) is evaluated at the point \((i + 1/2, j - 1/2)\) in the computational grid. The equation may then be written as

$$\frac{1}{2} \left[ \frac{\partial (hu)}{\partial s} \bigg|_{i+\frac{1}{2}, j} + \frac{\partial (hu)}{\partial s} \bigg|_{i+1, j-1} \right] + h_{i+\frac{1}{2}} \frac{\partial v}{\partial n} \bigg|_{i+\frac{1}{2}, j-\frac{1}{2}} = 0$$

substituting second-order accurate expressions for the appropriate terms yields

$$\frac{1}{2} \left[ \frac{(hu)_{i+1, j} - (hu)_{i, j}}{\Delta s} + \frac{(hu)_{i+1, j-1} - (hu)_{i, j-1}}{\Delta s} \right]$$

$$+ h_{i+\frac{1}{2}} \left[ \frac{v_{i+\frac{1}{2}, j} - v_{i+1, j-1}}{\Delta n} \right] = 0$$

Solving for \(v_{i+\frac{1}{2}, j}\) gives

$$v_{i+\frac{1}{2}, j} = v_{i+\frac{1}{2}, j-1} - \frac{\Delta n}{2 \Delta s h_{i+\frac{1}{2}}} \left[ h_{i+1} (u_{i+1, j} + u_{i+1, j-1}) - h_i (u_{i, j} + u_{i, j-1}) \right].$$

After rearranging, the continuity equation may be rewritten as

$$A_2 u_{i+1, j} + B_2 u_{i+1, j-1} + C_2 v_{i+\frac{1}{2}, j} + E_2 v_{i+\frac{1}{2}, j-1} = D$$
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where

\[ A_2 = \frac{\Delta n h_{i+1}}{2 \Delta s h_{i+1/2}} \]

\[ B_2 = \frac{\Delta n h_{i+1}}{2 \Delta s h_{i+1/2}} \]

\[ C_2 = 1 \]

\[ E_2 = -1 \]

and

\[ D_2 = \frac{\Delta n h_i}{2 \Delta s h_{i+1/2}} (u_{i,j} + u_{i,j-1}) \]

The nondimensional momentum equation,

\[ u \frac{\partial u}{\partial s} + v \frac{\partial u}{\partial n} = u e \frac{\partial e}{\partial s} + \frac{\partial^2 u}{\partial n^2} \]

is evaluated at the point \((i + 1/2, j)\). Taken term by term, this may be written as

\[ u_{i+\frac{1}{2}, j} = \frac{1}{2} (u_{i+1, j} + u_{i, j}) \]

\[ \frac{\partial u}{\partial s}_{|i+\frac{1}{2}, j} = \frac{u_{i+1, j} - u_{i, j}}{\Delta s} \]

\[ \left. \frac{\partial u}{\partial n} \right|_{i+\frac{1}{2}, j} = \frac{1}{2} \left[ \left. \frac{\partial u}{\partial n} \right|_{i+1, j} + \left. \frac{\partial u}{\partial n} \right|_{i, j} \right] \]
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Substituting second-order accurate expressions for the remaining derivatives yields

\[
\frac{\partial^2 u}{\partial n^2}_{i+\frac{1}{2},j} = \frac{1}{2} \left[ \frac{\partial^2 u}{\partial n^2}_{i+1,j} + \frac{\partial^2 u}{\partial n^2}_{i,j} \right].
\]

and

\[
\frac{\partial^2 u}{\partial n^2}_{i+\frac{1}{2},j} = \frac{1}{2\Delta n^2} \left[ u_{i+1,j+1} - u_{i+1,j-1} + u_{i,j+1} - u_{i,j-1} \right]
\]

Linearizing using the Newton-Raphson method yields

\[
u \frac{\partial u}{\partial s}_{i+\frac{1}{2},j} = \left( \frac{u_{i+1,j+1}}{\Delta s} \right) u_{i+1,j} - \frac{1}{2\Delta s} (u_{i+1,j}^2 + u_{i,j}^2)
\]

and

\[
v \frac{\partial u}{\partial n}_{i+\frac{1}{2},j} = \frac{v_{i+1,j+1}}{4\Delta n} (u_{i+1,j+1} - u_{i+1,j-1} + u_{i,j+1} - u_{i,j-1})
\]

\[+ \frac{v_{i+1,j+1}}{4\Delta n} (u_{i+1,j+1} - u_{i+1,j-1} + u_{i,j+1} - u_{i,j-1})
\]

\[- \frac{v_{i+1,j+1}}{4\Delta n} (u_{i+1,j+1} - u_{i+1,j-1} + u_{i,j+1} - u_{i,j-1}).\]
After solving for the unbarred quantities, the equation may be written as

\[ A_1 u_{i+1,j-1} + B_1 u_{i+1,j} + C_1 u_{i+1,j+1} + E_1 v_{i+1,j} = D_1 \]

where

\[ A_1 = -\frac{\bar{v}_{i+1,j}}{4\Delta n} - \frac{1}{2\Delta n^2} \]

\[ B_1 = \frac{u_{i+1,j}}{\Lambda s} + \frac{1}{\Lambda n} \]

\[ C_1 = \frac{\bar{v}_{i+1,j}}{4\Delta n} - \frac{1}{2\Delta n^2} \]

\[ E_1 = \frac{(u_{i+1,j+1} - \bar{u}_{i+1,j-1} + u_{i,j+1} - u_{i,j-1})}{4\Delta n} \]

and

\[ D_1 = \frac{u^2_{i+1,j} + u^2_{i,j}}{2\Lambda s} + \frac{v_{i+1,j}}{4\Delta n} + \frac{(\bar{u}_{i+1,j+1} - \bar{u}_{i+1,j-1})}{4\Delta n} \]

\[ + \frac{u_{i+1,j}^2 - u_{i,j}^2}{2\Lambda s} + \frac{(u_{i,j+1} - 2u_{i,j} + u_{i,j-1})}{2\Delta n^2} \]
6. Derivation of Potential Solution for Ellipsoid of Revolution

In cartesian coordinates, the velocity components in the x, y, and z directions may be expressed as (Ref. 3)

\[ u_x = \left\{ \frac{2u_\infty \cos \alpha}{2 - A_0} \left( \frac{r}{R_2} \right)^2 + \frac{2u_\infty \sin \alpha}{2 - B_0} \left( \frac{x}{a} - 1 \right) \frac{r \cos \phi}{R_2} \right\} / a^2 p^2 \]

\[ u_y = \left\{ \left[ \frac{2u_\infty \sin \alpha}{2 - B_0} \right] \left[ \frac{x}{a} - 1 \right]^2 + \frac{r^2 \sin^2 \phi}{R_2} - \frac{2u_\infty \cos \alpha}{2 - A_0} \left[ \frac{x}{a} - 1 \right] \right\} \left/ \frac{x \frac{r \cos \phi}{R_2}}{a^2 p^2} \right. \]

and

\[ u_z = \left\{ \frac{-2u_\infty \cos \alpha}{2 - A_0} \left[ \frac{x}{a} - 1 \right] \frac{r \sin \phi}{R_2} + \frac{2u_\infty \sin \alpha}{2 - B_0} \frac{r^2 \sin \phi \cos \phi}{R_2} \right\} / a^2 p^2 \]

where \( p^2 \) is defined by

\[ a^2 p^2 = \left( \frac{x}{a} - 1 \right)^2 + \left( \frac{r}{R_2} \right)^2 \]

and

\[ R_2 = b^2/a \]
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(see Figure 7.1). The parameters $A_0$ and $B_0$ are related to the eccentricity and are defined as follows

$$A_0 = \frac{2(1 - e^2)}{e^2} \left\{ \frac{1}{2} \ln \frac{1 + e}{1 - e} - e \right\}$$

and

$$B_0 = \frac{1}{e^2} - \frac{(1 - e^2)}{2e^2} \ln \left( \frac{1 + e}{1 - e} \right)$$

where

$$e = \sqrt{1 - (b/a)^2}$$

In cylindrical coordinates, the velocity components may be expressed as

$$u_r = u_y \cos \phi + u_z \sin \phi$$

and

$$u_\phi = u_z \cos \phi - u_y \sin \phi$$

Substitution of the appropriate parameters yields

$$u_r = \left\{ - \frac{2u_m \cos \alpha}{2 - A_0} \left( \frac{x}{a} - 1 \right) \frac{r}{R_2} - \frac{2u_m \sin \alpha}{2 - B_0} \left( \frac{x}{a} - 1 \right)^2 \cos \phi \right\} / a^2 p^2$$

and

$$u_\phi = \frac{2u_m \sin \alpha \sin \phi}{2 - B_0}$$
The component of the total velocity along a body meridian, $u_m$, may be obtained from

$$u_m = \sqrt{u_x^2 + u_r^2}.$$ 

Substitution of the appropriate velocities yields

$$u_m = \left\{\frac{2u_\infty \cos \alpha}{2 - A_0} \frac{r}{R_2} + \frac{2u_\infty \sin \alpha}{2 - B_0} \left(\frac{x}{a} - 1\right) \cos \phi\right\} \sqrt{\frac{a'}{p'}}.$$ 

The edge velocity, $u_e$, may be obtained from

$$u_e = \sqrt{u_m^2 + u_\phi^2}.$$ 

Substitution of the appropriate expressions for the velocity components $u_m$ and $u_\phi$ then gives

$$u_e^2 = \left\{\frac{2u_\infty \cos \alpha}{2 - A_0} \frac{r}{R_2} + \frac{2u_\infty \sin \alpha}{2 - B_0} \left(\frac{x}{a} - 1\right) \cos \phi\right\}^2 \sqrt{\frac{a'}{p'}} + \left\{\frac{2u_\infty \sin \alpha \sin \phi}{2 - B_0}\right\}^2.$$
7. Derivation of Analytical Expression for Streamline Angle and Circumferential Derivative for Ellipsoid of Revolution

The streamline angle is related to the circumferential and meridional velocity components and may be shown to be

\[
\tan \theta = \frac{u_\phi}{u_m}.
\]

Substitution of the appropriate velocity components (from Appendix A, Section 6) yields

\[
\tan \theta = \frac{\sin \alpha \sin \phi \sqrt{\left(\frac{x}{a} - 1\right)^2 + \left(\frac{r}{R_2}\right)^2}}{\left\{r \cos \alpha \left(\frac{2 - B_0}{2 - A_0}\right) + \sin \alpha \cos \phi \left(\frac{x}{a} - 1\right)\right\}}.
\]

Application of the product rule to this equation yields

\[
\frac{\partial u}{\partial \phi} = \frac{\sin \alpha \cos^2 \phi \sqrt{\left(\frac{x}{a} - 1\right)^2 + \left(\frac{r}{R_2}\right)^2}}{\left\{r \cos \alpha \left(\frac{2 - B_0}{2 - A_0}\right) + \sin \alpha \cos \phi \left(\frac{x}{a} - 1\right)\right\}}.
\]

\[
\left[\sin \alpha \sin^2 \phi \left(\frac{x}{a} - 1\right)\right] \left[\cos \phi + \frac{c \cos \alpha \left(\frac{2 - B_0}{2 - A_0}\right) + \sin \alpha \cos \phi \left(\frac{x}{a} - 1\right)}{R_2 \cos \alpha} \right].
\]
APPENDIX B. INPUT PARAMETERS AND SUBROUTINES

1. Description of Input Parameters

Required inputs to the main program consist of the following parameters (note that all parameters describing the body geometry must be input with the same units).

RPER  radius of spherical cap (dimensionless, ft or m)

XNOSE  distance from body nose to origin of body axes
(see Figure 4.1) (dimensionless, ft or m)

BL  body length, L (dimensionless, ft or m)

XINT  axial location of sphere-afterbody interface
(see Figure 4.1) (dimensionless, ft or m)

DST  maximum step size along a streamline, As (dimensionless, ft or m)

DPSI  step size in degrees of arc on spherical cap, Ax (degrees)

ALPD  effective angle-of-attack, α_{eff} (degrees)

NBS  Boundary Layer Method
0 for Hall's method
1 for Blottner's method

NT  Edge Test
0 for point added at edge when velocity at point next to edge is less than 99.95\% of point at edge
1 for point added when \((C_f \sqrt{Re_L})_e\) is above 0.005
NC  Convergence Test
0 for convergence based on \((C_f \sqrt{Re_L})\) changing by less than 0.5% between successive iterations
1 for convergence based on each point in profile changing by less than 0.1%

MOT  Method to Integrate Streamlines
1 Milne's predictor-corrector method
2 Runge-Kutta method
3 Gear's method for stiff system of differential equations

MAXS  number of stations to be computed

KP  N for velocity profiles printed every Nth station
0 for no velocity profiles printed

KPH  1 for iterative profiles printed after each Nth station
0 for no iteration profiles printed

KPO  Print Out Type
0 for ordinary print out
1 for additional print out

KBM  number of streamlines to compute

KBMS  Indicator for Streamline Shifting
0 for ordinary run in which a circumferential position at the interface is specified
1 for a streamline shift to be made from the windward streamline to a circumferential position of 1 degree at XMAX (which will be input as PHIPD)

PHIPD  circumferential position at interface (degrees)
(for KBMS = 0)

XMAX  axial position at which the streamline shift is to be made (for KBMS = 1)(dimensionless, ft or m)

ISO  Type of Integration to be Performed
0 for integration of both boundary layer and streamlines
1 for integration of streamlines only.

Subroutine PRESS reads in the number of axial and circumferential pressure stations as well as the pressure data (which must be in the form of a pressure coefficient). The pressure data is read in one complete axial station at a time. The parameters relevant to this subroutine are also shared with the pressure fitting routine and are as follows:

NCS  number of circumferential stations

NAS  number of axial stations

PHI(j)  array of circumferential pressure stations
(NCS values to be input)(degrees)

X(j)  array of axial pressure stations (NAS values to be input)(dimensionless, ft or m)
CP(i,j) pressure coefficient data

\[ \begin{align*}
  i &= (1, \text{NAS}), \quad j = (1, \text{NCS}) .
\end{align*} \]

The axial pressure derivatives (at the interface and body end) for each circumferential plane are read in two at a time.

CPX(1,j) axial derivatives at interface and body end
CPX(2,j) j = (1, NCS) .
2. Subroutine BGEOM

Subroutine BGEOM computes the geometric properties relative to the body axes used in the streamline and boundary layer calculations. For an input axial position, subroutine BGEOM computes the body radius and its derivative, and the body angle \( \Gamma \) and its derivative (see Figure 2.2).

A call to subroutine BGEOM has the form

\[
\text{CALL BGEOM (X,R,DRDX,GM,DGX)}
\]

where the input argument is

\[
X \quad \text{axial location, } x
\]

and the output arguments are

\[
R \quad \text{body radius, } r \\
DRDX \quad \text{dr/dx} \\
GM \quad \text{angle } \Gamma = \tan^{-1}(\text{dr/dx}) \\
DGX \quad \text{d}\Gamma/\text{dx}.
\]
3. Subroutine BLOTNR

Subroutine BLOTNR evaluates the boundary layer parameters for use in Blottner's method. These parameters consist of $\xi$, the transformed coordinate along the streamline and $\bar{\beta}$ the pressure gradient term.

On the spherical nose, the expression for $\xi$ is integrated by the Runge-Kutta method to yield $\xi_{i+1}$ and $\xi_{i+1/2}$ (see BOUNDARY LAYER METHODS). On the afterbody, $\xi_{i+1}$ is evaluated by the integration routine used in the main program and then becomes an input to the subroutine.

A call to subroutine BLOTNR has the form

\[ \text{CALL BLOTNR (PSI,S,Y,F,DEXI,EXIH,BETA,DST)} \]

where the input arguments are

- PSI position on spherical cap in radians of arc length, $\Psi$
- S distance along streamline (used only on afterbody), $S$
- Y(j) array of dependent variables ($j = 1, 6$)
- F(j) array of first derivatives of dependent variables ($j = 1, 6$), $F = \frac{dY}{dS}$
- DEXI transformed step size along streamline, $\Delta \xi = \xi_{i+1} - \xi_i$
- DST step size along streamline, $\Delta S$

and the output arguments are

- EXIH transformed coordinate at mid-point of interval, $\xi_{i+1/2}$
- BETA pressure gradient parameter, $\bar{\beta}$
4. Subroutine FCN

Subroutine FCN computes the first derivative for each of the dependent variables to be used in one of the streamline integration routines.

A call to subroutine FCN has the form

```
CALL FCN (N,S,Y,F)
```

where the input arguments are

- \( N \) number of differential equations
- \( S \) distance along streamline (independent variable), \( S \)
- \( Y(j) \) array of dependent variables \( (j = 1,N) \)

and the output argument is

- \( F(j) \) array of first derivatives \( (j = 1,N) \), \( F = \frac{dY}{dx} \)
5. Subroutine COEFF

Subroutine COEFF calculates the coefficients to the appropriate finite-difference boundary-layer equations. These coefficients are functions of both the normal and tangential grid spacing, the pressure gradient, and the velocity profile at the previous computational station (see BOUNDARY LAYER METHODS).

A call to subroutine COEFF has the form

```
CALL COEFF (JMAX, AM, BM, CM, DM, AS, CS, DS, W, WL, KB)
```

where the input arguments are

- **JMAX** number of grid locations in normal direction
- **W(j)** matrix of present iterative values of transformed velocity components (j = 1, JMAX)(dimensionless), \( u_{i+1,j} \)
- **WL(j)** matrix of transformed velocity components at last integration station (j = 1, JMAX)(dimensionless), \( u_{i,j} \)
- **KB** indicator variable
  1 for calculation of coefficients of Blottner's similarity equations at stagnation point
  2 for calculation of coefficients of Blottner's non-similar equations
  3 for calculation of coefficients of Hall's equations
and the output arguments are

\[
\begin{align*}
AM(j) \\
BM(j) \\
CM(j) \\
DM(j) & \text{ coefficients of respective boundary layer equations} \\
AS(j) \\
CS \\
DS(j)
\end{align*}
\]

(all arrays are of dimension JMAX)
6. Subroutine INVERT

Subroutine INVERT solves a block tridiagonal system of linear equations using the modified Davis algorithm. The coupled continuity and momentum equations form such a system.

A call to subroutine INVERT has the form

```
CALL INVERT (JMAX,A,B,C,D,AS,CS,DS,W,KB)
```

where the input arguments are

- **JMAX**: number of normal grid points
- **A(j)**
- **B(i)**
- **C(j)**
- **D(j)** coefficients to respective boundary layer equations
- **AS(j)** (all arrays are of dimension JMAX)
- **CS**
- **DS(j)**
- **KB**: indicator variable
  - 1 for Blottner's method at stagnation point
  - 2 for Blottner's method at all other points
  - 3 for Hall's method
and the output argument is

\[ W(j) \quad \text{array of grid velocities (dimensionless)} \]

\[ (j = 1, \text{JMAX}), u_{i+1,j} \]
Function KRUNGE is a subprogram which uses the fourth-order Runge-Kutta method to integrate a system of NDE first-order, ordinary differential equations with a variable step size. As a criterion for varying the computing interval, the differential equations are integrated over an interval of step size DSS first and then over the same interval with two step sizes of DSS/2. The two solutions are then compared to give an estimate of the error for each variable. If any error is larger than \( EPS = 10^{-0.4} \), these answers are discarded and the computing interval \( H \) is halved. If all of the error estimates are less than \( EPS \), the answers are allowed and the integration process continues. In addition, the step size is either doubled or set equal to DST, whichever is the smaller, for the next integration cycle.

The function RUNGE is used in the main program and has the form

\[
K = KRUNGE(Y,F,S,DSS,NDE,DST,MR)
\]

where the input arguments are

- \( Y(j) \) array of dependent variables to be integrated,
  \( (j = 1,NDE) \)
- \( F(j) \) array of first derivatives of the dependent variables, \( (j = 1,NDE) \), \( F = dy/dS \)
- \( S \) independent variable (distance along a streamline)
DSS integration step size

NDE number of differential equations

DST maximum integration step size, \( AS \)

MR indicator variable, \( MR = 1 \) for the previous integration interval to be recomputed with a new step size DSS determined in the main program

and the output arguments are

\( Y(j) \) array of updated dependent variables \( (i = 1,NDE) \)

\( F(j) \) array of updated derivatives \( (i = 1,NDE) \)

\( K \) indicator variable

0 implies completion of integration cycle

1 implies the integration cycle has not been completed

2 implies the step size has been reduced to a value below \( E-08 \).
8. Subroutine MILNES

Subroutine MILNES uses the fourth-order predictor-corrector method of Milnes to numerically integrate a system of NDE first-order, ordinary differential equations. Since this method is not self-starting, it must be used in conjunction with an alternate method (such as the Runge-Kutta or Gear method) to generate the starting values. The advantage of a method of this type is that the computational work is kept to a minimum between integration steps. This, however, is achieved at the price of accuracy since the step size is held constant over the entire interval regardless of the error introduced.

A call to subroutine MILNES has the form

\[ \text{CALL MILNES (Y,F,PCM,NDE,DST,S)} \]

where the input arguments are

- \( Y(j) \) array of dependent variables \((j = 1,NDE)\)
- \( F(j) \) array of first derivatives of dependent variables \((j = 1,NDE), F = \frac{dY}{dS}\)
- \( PCM \) temporary storage of both the dependent variables and their first derivatives at four previous stations
- \( NDE \) number of differential equations
- \( DST \) step size along streamline, \( dS \)
streamline distance (independent variable),

and the output arguments are

\[ Y(j) \] updated array of dependent variables at next integration step, \((j = 1, NDE)\)

\[ F(j) \] updated array of first derivatives, \((j = 1, NDE)\)

\[ S \] updated value of independent variable, \(S\).
Subroutine DGEAR integrates a system of first-order differential equations using the backward differentiation formulas of Gear (Ref. 12). This technique is particularly well suited to situations in which the system of differential equations may be classified as stiff. In these types of applications, other techniques would be apt to decrease the integration step size to prohibitively small values in an attempt to satisfy the allowable error tolerance. Gear's method, however, has the property of "stiff stability" which effectively removes the limitations on the step size. The integration step size is adjusted in the routine so as to satisfy the error tolerance specified by the user. The technique used is similar to that employed in the Runge-Kutta method described in Function KRUNGE. The method also necessitates that (in general) a nonlinear system of algebraic equations be solved at each step of the integration. To solve these equations, the integration package has the option of employing a variety of iterative schemes.

A call to subroutine DGEAR has the form

```fortran
CALL DGEAR (NDE,FCN,FCNJ,S,HG,Y,SEND,TOL,METH,MITER,INDEX,IWK,WK,IER)
```

where the input arguments are

- **NDE**: number of differential equations to be integrated
- **FCN**: subroutine to evaluate first derivatives of differential equations
FCNJ subroutine to evaluate the Jacobian of the system of differential equations -- this parameter may or may not be specified depending on other quantities specified in the argument

S distance along streamline, S

HG integration step size along streamline

Y(j) array of dependent variables at present station

(\(j = 1, NDE\))

SEND value of independent variable at which dependent variables are desired, \(S + AS\)

TOL maximum error tolerance allowed between integration steps

METH Basic Integration Method

1 for use of Adam's method

2 for use of Gear's method

MITER Iteration Method

0 for functional iteration, internal calculation of the Jacobian

1 for chord method, Jacobian is supplied externally

2 for chord method, internal calculation of Jacobian

3 for chord method, diagonal approximation of Jacobian is made internally
INDEX  1 for first call to subroutine
       0 for remaining calls

IWK    work vector of length NDE

WK     work vector of length 13 x NDE

IER    error parameter
       33 for error test not satisfied due to too low an error tolerance
       66 for error test was satisfied only after HG was reduced
       132 error test failed after HG was decreased to lower limit.
10. **Subroutine PRESS**

Subroutine PRESS reads in the pressure data used in the pressure fitting technique. The input pressures must be in the form of a pressure coefficient. The data read into the subroutine consist of the following:

- **NCS** number of circumferential pressure stations
- **NAS** number of axial pressure stations
- **PHI(j)** array of circumferential stations (degrees) \( (j = 1, \text{NCS}) \)
- **X(i)** array of axial stations \( (i = 1, \text{NAS}) \)
- **CP(i,j)** pressure coefficient data \( (i = 1, \text{NAS}, \ j = 1, \text{NCS}) \)
- **CPX(i,j)** axial pressure derivatives at body interface and end, \( (i = 1,2, \ j = 1, \text{NCS}) \).
Subroutine SPHCAP computes the inviscid flow properties on the spherical nose of the body to be used in the boundary layer integration. On the initial call to the subroutine, a check in continuity between the pressure and its axial derivative across the interface is first made. If the values of the parameters should vary by more than 0.003 or 4.0, respectively, the quadratic spline technique is extended to the stagnation point. Otherwise, the series expression for the pressure coefficient will be used. This in turn will yield the dimensionless fluid velocity which is used in the subsequent boundary layer calculations. Additionally, the derivative of the pressure coefficient with respect to ψ is calculated for use in Blottner's boundary layer method.

A call to subroutine SPHCAP has the form

```
CALL SPHCAP (P, CP, UE, DCPSI)
```

where the input argument is

- **P**: position on nose in radians of arc length form
- **stagnation point, ψ**

and the output arguments are

- **CP**: pressure coefficient, \( C_p \)
- **UE**: fluid velocity at edge of boundary layer (dimensionless), \( u_e \)
DCPSI  derivative of pressure coefficient with respect
to $\psi$, $\frac{3c_P}{d\psi}$.

An additional input to the subroutine is

COE(i)  coefficients used in the series expression for CP
(i = 1,10) and is specified in a data statement
within the subroutine (see SURFACE PRESSURE DISTRIBUTION).
12. Subroutine MIDPTS

Subroutine MIDPTS calculates the dependent variable at the midpoint at each of the subintervals defined within the parabolic spline technique (see SURFACE PRESSURE DISTRIBUTION). This amounts to solving a tridiagonal system of linear algebraic equations by the LU decomposition method.

A call to subroutine MIDPTS has the form

\[
\text{CALL MIDPTS (AA, BB, CC, D, YM, N)}
\]

where the input arguments are

- \(\text{AA}(i)\)
- \(\text{BB}(i)\) arrays of coefficients of tridiagonal system
- \(\text{CC}(i)\) \((i = 1, N - 1)\)
- \(\text{D}(i)\)
- \(N\) number of discrete data points along interval to be spline fit

and the output argument is

- \(\text{YM}(i)\) array of dependent variables at midpoints \((i = 1, N - 1)\).
Subroutine INVISD computes the properties of the inviscid flow field at any point on the body surface after the interface. These properties consist of the pressure coefficient, the local fluid velocity at the edge of the boundary layer, the first and second circumferential pressure coefficient derivatives, the axial pressure coefficient derivative and the mixed derivative. These parameters result from a quadratic spline fit to the input pressure data (see SURFACE PRESSURE DISTRIBUTION). The method employed is limited in application to situations in which the number and position of the circumferential stations do not vary between axial stations.

A call to subroutine INVISD has the form

```
CALL INVISD (XX,PPH,UE,DCPX,DCPPH,CPC,DCPXPD2PPH)
```

where the input arguments are

- **XX**: axial position, \( x \)
- **PPH**: circumferential position (radians), \( \phi \)

and the output arguments are

- **UE**: fluid velocity at edge of boundary layer (dimensionless), \( u_e \)
- **DCPX**: axial derivative of pressure coefficient, \( \frac{\partial C_p}{\partial x} \)
DCPPH  circumferential derivative of pressure coefficient,  
\[ \frac{\partial C_p}{\partial \phi} \]

CPC  pressure coefficient,  \( C_p \)

DCPXp  mixed axial-circumferential second derivative of  
\[ \frac{\partial^2 C_p}{\partial x \partial \phi} \]

D2PPH  second circumferential derivative of pressure  
\[ \frac{\partial^2 C_p}{\partial \phi^2} \]

Other inputs to the subroutine consist of

NAS  number of axial pressure stations

NCS  number of circumferential pressure stations

\( X(i) \)  array of axial pressure stations (\( i = 1, \text{NAS} \))

PHI(j)  array of circumferential pressure stations  
(degrees), (\( j = 1, \text{NCS} \))

\( CP(i,j) \)  pressure coefficient data (\( i = 1, \text{NAS} , j = 1, \text{NCS} \))

\( CPX(i,j) \)  axial pressure derivatives at body interface and  
end (\( i = 1,2 , j = 1, \text{NCS} \) ).
Subroutine STAGN

Subroutine STAGN locates the stagnation point on a given configuration. For the case of the sphere-ogive-cylinder geometry, this amounts to calculating the Newtonian stagnation given an effective angle of attack. For configurations having analytical pressure distributions, the stagnation point may be calculated from analytical expressions which must be supplied by the user (as was the case of the ellipsoid of revolution).

A call to subroutine STAGN has the form

\begin{verbatim}
CALL STAGN (ALP,XO,XNOSE,RPER)
\end{verbatim}

where the input arguments are

- ALP effective angle of attack (radians), \( \alpha_{\text{eff}} \)
- XNOSE distance from origin of body axes to body nose
- RPER radius of spherical cap, \( R_{\text{per}} \)

and the output argument is

- XO axial location of stagnation point
15. Listing of Main Program

```
DIMENSION N(50), D(50), G(50), W(50)
DIMENSION N(50), W(2,50), W(2,50), W(40)
DIMENSION Y(6), R(6), PCM(6,4,2), I(6), K(120)
EXTERNAL FCW, FCW
COMMON /HALL/ DST, D, UE
COMMON /BLT/ LTA, DEXL, LUIH, BIPH
COMMON /SLL/ LHL, LHL
COMMON /INL/ XINT, PHI, SAL, CAL, PSIMAX, PSIO, RPER
COMMON /CE&/ NAG, WCE
COMMON /OUTP/ C, CE, DCX, DCPH, DCPH, D2PH, GM, D2X

DESCRIPTION OF INPUT PARAMETERS:

BPER: RADIUS OF SPHERICAL CAP
XNOSE: DISTANCE FROM ORIGIN OF BODY AXES TO NOSE OF BODY
BL: TOTAL BODY LENGTH
KINT: AXIAL LOCATION OF SPHERE-AFTERBODY INTERFACE
DST: INTEGRATION STEP SIZE ALONG STREAMLINE
DPST: STEP SIZE ON SPHERICAL CAP (DEGREES OF ARC LENGTH)
ALPD: EFFECTIVE ANGLE OF ATTACK (DEGREES)

NBS: FCW HALL'S BOUNDARY LAYER METHOD
1 FOR BLUTHER'S METHOD

NT: EDGE TEST: 0 FOR POINT ADDED AT EDGE WHEN VELOCITY
AT POINT NEXT TO EDGE IS LESS THAN 99.95 PERCENT OF
POINT AT EDGE.
1 FOR POINT ADDED WHEN EDGE SKIN FRICTION
COEFFICIENT IS ABOVE 0.0005.

NL: CONVERGENCE TEST: 0 FOR CONVERGENCE BASED ON CFX
CHANGING BY LESS THAN 0.5 PERCENT
BETWEEN SUCCESSIVE ITERATIONS.
1 EACH POINT IN PROFILE IS CHANGING BY
LESS THAN 0.1 PERCENT.

MOT: METHOD USED TO INTEGRATE STREAMLINES:
1 FCW MILNE'S PREDICTOR CORRECTOR METHOD
2 FCW WING-KUTTA METHOD
3 FCW WING's METHOD (STIFF SYSTEM)

MAXS: NUMBER OF STATIONS TO BE CONSIDERED
KPS: FCW PROFILE PRINTED EVERY NTH STATION
KPH: FCW NO INTERACTION PROFILES PRINTED
KPO: 0 FCW ORDINARY PRINT OUT
1 FCW ADJUNCT PRINT OUT

KBM: NUMBER OF STREAMLINES TO TRACE
KDBS: 0 FCW ORDINARY RUN
1 FCW STREAMLINE SHIFT FROM FUI=0 TO PHI=1.0 AT IMAX

PHIPD: CYCLOPHERNAL ANGLE AT INTERFACE (KMS=0) (DEGREES)
IMAX: POSITION ON WINDWARD STREAMLINE WHERE STREAMLINE
SHIFT FROM WINDWARD PLANE IS MADE (KMS=1)
```
C ISO 1 FOR INTEGRATION OF STREAMLINES ONLY
C ISO 2 FOR ADDITIONAL INTEGRATION OF BOUNDARY LAYER

STREAMLINE INTEGRATION:
S = STREAMLINE DISTANCE (INDEPENDENT VARIABLE)
Y(1) AXIAL POSITION
Y(2) LUNIFORM POSITION
Y(3) STREAMLINE ANGLE
Y(4) U(Theta)/D(Phi)
Y(5) LGU(D(U)/D(Theta))
Y(6) EXI (FOR DOLTNER'S METHOD ONLY)

PI=ACCS(-1,1)
DGR=PI/180.

READ (1,2) EMPH, XNOSG, SL, XINT, DST, DESID, ALPD
2 FORMAT (4(1X, F10.5),/3(1X, F10.5))
READ (1,4) NDS, NT, NC, NOT, MAXS, KP, KPH, KPO, KBM, KDES, ISO
4 FORMAT (11(1X, I2))
JMAX=40
ETAE=0.5
YEDGE=C,15
CALL PRESS
NDE=5+KES
IF (ISO.EQ.1) go to 36

46 W(1,1)=0.0
W(1,JMAX)=1.0
W(2,1)=0.0
WL(1,1)=0.0
WL(1,JMAX)=1.0
WL(4,1)=0.0
DETA=ETAE/(JMAX-1)
TIE=0
CHXL=1.0
DY=YEDGE/(JMAX-1)
DYS=DY
DST=EST

C GUESS INITIAL LOCATION
DO 10 J=2, JMAX
W(1,J)=1.0
WL(1,J)=1.0
WS(J)=1.0
W(J,J)=W(2,J-1)-0.5*DETA*(W(1,J)+W(1,J-1))
10 CCAMKUE

NDE=1
30 CONTINUE
    CALL CCFF (WMAX,AM,CH,CM,AS,CS,CS,W,WL,K3)
    CALL IANEST (WMAX,AM,CH,CM,AS,CS,CS,W,WS,KB)
1090 FORMAT (/,'(102, F8.6)')
    ITER=ITER+1
    KB=2
    IF (AC.EQ.0) GO TO 32
    DO 34 J=2,JMAX
      IF (ABS ((WS(J) - W (1,J)) / W (1,J)) .GE. 0.001) KB=1
      W (1,J)=W (1,J)
    34 WS(J)=W (1,J)
    IF (KB.EQ.1) GO TO 30
    32 FP=(2.*W(1,2)-0.5*W(1,3))/DETA
    CFBX=2.*SW(1,2)
    IF ((N.EQ.1) .AND. (CFBX .LT. 0.0)). GO TO 36
    IF (((ABS (CFBX-CFBXL) / CFBXL) .GT. 0.005)) KB=1
    CFBXL=CFBX
    IF (KB.EQ.1) GO TO 30
    FP=(2.*W(1,JMAX-1)-0.5*W(1,JMAX-2)-1.5*W(1,JMAX))/DETA
    CFBXL=2.*SW(1,2)*FP
    IF (CFBXL.LE.0.002) GO TO 36
    ITER=ITER+1
    GO TO 46
36 WRITE (2,5)
    FORMAT (/,'(102, F8.5)')
    WRITE (3,3) NAME, NUSE, BL, XINT, DST, DELTA, ALPD, MAXS, NT, NC, MAT,
         * NBS, APE, AFE, NCS, NAS
3 FORMAT (/,'23X, EPEE = ', 1X, F8.5, 5X, 'X (NOSE) = ', 1X, F8.5, 5X, 23X)
    * BODY LENGTH = 4, 1X, F8.5, 5X, 'X (INTERFACE) = ', 1X, F8.5, 23X,
    * DST = 1X, F8.5, 5X, 'DELTA PSI = ', 1X, F8.5, 23X,
    * ANGLE ATTACK = 1X, F8.5, 5X, 'NC. STATIONS = ', 1X, 23X,
    * ELEVATION = 1X, 23X, 'CONV. TEXT = ', 2X, 23X,
    * METHOD = 1X, 23X, B.L. METHOD = '1X, 12X, 1NC. PROFILES = '12X,
    * TITLE = '13X, 23X, 'INIOFLECTION PRESSURE STATIONS = ', 13X, 23X,
    * NC. CRITICAL PRESSURE STATIONS = ', 13X, 23X,
    * IF (M.EQ.1, K.EQ.1) GO TO 45
    GO TO 45
45 CONTINUE
    DATE=DATE:
    ALE=ALE+CGH
    CALCLS (ALE)
    SAL=SAK (ALE)
    UC=0.0
    GMC=99.0, CGH
    CALL STAX (ALF, XU, XNOS, BTH)
    IF (AL.EQ.1) CALL UGEOM (XU, YO, DRX, YDG, DX)
    CGH=CGE (GMC)
    * SAL=SAK (GMC)
    * WRITE (2,7) ALE, YO
7 FORMAT (/,'23X, ', 1X, F8.5, 2JX, 'STAG. POINT, YO = ', 1X, F8.5, 5X)
    IF (K.EQ.1) WRITE (3,109U) (*J, J, JMAX)
    * WRITE (7,3) ALE, XE, ITER
9 FORMAT (/,'10X, ', 1X, 'STAGINATION POINT, CFBX = ', 1X, F8.6, 2X,
         * , 10X, ' CFBL = ', 1X, J, 1X, 'ITERATIONS: ', I3)
    PSIC=PSIC (ALF-XINT+XNOSE) / HPEL - ALP
    IF (PSIC .GT. 0) PSIC=PSIC / O
113
DE ES a;C
CALL BGCNEX la Nr, kl DP I GMI, DUL)
WRITE (3,3) DU b, PSLOD, DESID

33 FORMAT (/,, 10X,*DEFS/BFER = ', F14.6,, 10X,*PSI (EPS) = ', F7.3,, 10X,
**DESI = ', F5.2,/) .

C C

8 REAL (1,6) EHIFD
o FCMAT (F10.5)
IF (KPS.EQ.0) GOTO 12
EHIFD=EHIFD
12 CCUTIQUE
JMAX=40
IF (KES.EQ.1, U) BKS.EQ.0) GOTO 13
DO 13 J=1, JMAX
W1 (1, J)=W (J)
13 CCUTIQUE
LK=0
HI=0
KL=0
WHE=0
C=K=CGX"XC
S=DEES/ESIC
SL=0.0
PHIF=EHIFD*UGb
DENS=1. + TAN (GMI) **2 * SIN (PHIF)**2*TAN (ALP) **2
++(1.+ TAN (GMI) * COS (PHIF) * TAN (ALP))**2
BETA=BETA/DBR
PSIMAX=ACC S (KAL*SGI+ SAL*CGI*COS (PHIF))
PSIRED=ESIMAX/DBR
DEF1=ESICS/DBR
PSI=PSIC
IF (ESI.GE.ESIMAX) PSI=ESIMAX
WPS=(PSIMAX-PSI)/PSI
#BITE (3,51) = EHIFD, BETA, PSIRED
51 FCMAT (,, 10X,*PHI (INTERFACE) = ', F6.2,, 10X,*BETA = ', F7.3,, 10X,
*PSI = ', F8.4,/) .
CALL :FBCA F (0,0, CP, UE, DCPSI)
1: (ISC.EQ.0) GOTO 53
H=BFER*SIN (ESIMAX)
A=H
S=BFER*ESIMAX
GOTO 42

53 CCUTIQUE
#BITE (3,35)
35 FORMAT (,, 10X,*SPHERICAL CAP RESULTS: ',/) .
#BITE (3,52)
52 FCMAT (UX,*ESI*, 3X, CP*, 14X,*UE/VIN*, 10X,*CPRED*, 11X,*H*, 15X,
*.;*, 15X,*NLM*, 12X,*CPRED (EDGE)*/,)
DEF=DESI*F55
IF (JBS.EQ.1) GOTO 39
CALL :FBCA F (PSI, CP, UE, DCPSI)
DO 40 J=2, JMAX
#BITE (1, J)=0.0
#BITE (2, J)=0.0

114
\[ d(1,j) = UE \]

60 CONTINUE
GO TO 41
39 CALL SEHCAP(PSI, CP, UE, DCPSI)
41 \[ \text{IF (NNH = HH}) \] \# \[ \text{GO TO} \] 40
GO TO 60
40 PSID = ESI * DGE
WRITE(3, 37) PSID, CP, UE, CPBEX, H, I, L, TF, CPBEX
37 FORMAT(//, 2X, 6(3X, F12.5), 11X, 12, 3X, F12.5)
IF (KL = EQ. 1) GO TO 42
IF (NNH = LT. NNHF) GO TO 38
3 = LEFAC * ESIMAX
ESI = ESI MAX
KL = 1
GO TO 39
38 \[ S = S + CP \]
ESI = ESI + DESI
GO TO 39

42 \[ \text{LK = 1} \]
HG = 0.00001
TGE = 0.00001
MIL = 3
INDEX = 7
METH = 2
* WRITE (3, 1040)
IF (MIL = EQ. 1) WRITE(3, 1042)
'ABX, 'CG(THEA)/DPHI', 3X, 'LC(DPHI/DBETA)', /
1050 FORMAT(//, 2X, 9(3X, F12.5), 1X, 'E14.6, 3(3X, F12.5))
1052 FORMAT(2X, 6(3X, F12.5), 3X, 110, 5X, F12.5, 2X, 2(3X, F12.5))

BEGIN IC TRACE STREAMLINE OVER BODY, AFTER EACH INTEGRATION STEP
COMPUTE THE ECUCLINEAR LAYER USING EITHER ULCOTNESS OR HALLS METHOD

BEGIN IC INTERFACES AT INTERFACE
C
\[ \text{DI} = \text{EYS} \]
\[ \text{DI} = \text{EYS} \]

115
DETA=EETAS
C
Y(1)=XNIT
YFSI=SIN(ESSIMAX)
CPSI=CCS(ESSIMAX)
Y(2)=ERIF
Y(3)=ACCS1(CAL*CGI-SAL*SGI*COS(Y(2)))/YFSI
IF(Y(2).LE.0.0) Y(3)=0.0
YFSI=(SAL*CGI*Y(2))/YFSI
Y(4)=(SAL*SGI*COS(Y(2)))-YFSI*(PSI*EPSLDP)/
A(-PSI*SIN(Y(3)))
43 IF(Y(1).LE.0.0) Y(4)=SQRT(-YFSI*(SAL*SGI/SPSI+CPSI*SAL*CGI/SPSIST)*2)
Y(5)=11G(FEER*SPSI/RI*COS(Y(3)))
IF(MES.EQ.0) GO TO 44
CALL ECM(NDE,S,Y,F)
CALL ELCTM(EPSI,S,Y,F,EXI,EXI,DIPIH,DST)
44 K=O
IP=1
JJ=3
LSI=DST
KL=0
IF(ISC.EQ.1) GO TO 130
IF(MOT.NE.1) GO TO 550
DG 367 J=1, NDE
PCM(J,4,1)=Y(J)
307 PCM(J,4,2)=O.
C
C
C
550 JENM=S4LSM
IF(KEMS.EQ.0) GO TO 560
IF(Y(1).LE.AMAX) GO TO 560
Y(2)=CUB
Y(3)=Y(4)*CUB
INDEX=1
UG=C0001
CALL ECM(NDE,S,Y,F)
YMAX=EL
560 CONTINUE
BHE=NHE+1
GC TC (JCS,31C,J15), MOT
305 IF(JJ.GE.1) GO TO 315
309 CALL MILMES(YFX,PCM,NDE,DST,S)
GC TC 555
308 DO 500 J=1,NDE
PCM(J,4,1)=Y(J)
500 PCM(J,4,2)=Y(J)
JJ=JJ-1
GC TC 555
C
C
C
C
310 K=K+UNGE(Y,F,S,CGS,NDE,DST,MR)
IF(K.EQ.2) GO TO 142
CALL ICH(NDE,S,Y,F)
IF(K.EQ.1) GO TO 310
IF(S.GE.SENL.EQ.KL.EQ.1) GO TO 111
SY=S
116
GO TO 310
311 IF(KL.EQ.1) GO TO 312
   MB=1
   DES=DES*(SENL-SP)/(S-SP)
   KL=1
   GO TO 310
312 KL=0
   GO TO 555
C
C 315 CALL DGEMM(NLE,FCN,FCWJ,S,HG,Y,SEN,SW,METH,ITER,INDEX,WK,
   **,I2E)
   CALL FCA(NL,S,Y,F)
   IF(M01.EQ.1) GO TO 308
C
C 555 H=R*CCS(Y(3))*EXP(Y(5))
   IF(ISO.EQ.1) GO TO 130
C
600 LP=1
   IF(NF.EQ.0) LE=MOD(KHP,KP)
C
C   IF(NBS.EQ.0) GO TO 85
300 ITERS=0
   KB=2
   CALL ELC(PSL,S,Y,F,DELI,EXIH,BIPH,DST)
   WRITE(3,5550) Y(6),EXIH,DELI,BIPH
5000 FORMAT(6X,'EXI = ',E14.6,6X,'EXI = ',E14.6,6X,'DELI = ',E14.6,'BETA = ',E14.6)
   IF(ITER.EQ.41) GO TO 300
   IF(ITER.GT.40) GO TO 135
   IF(NC.EQ.0) GO TO 340
   KB=3
   DU=0.5
   J=1, JMAX
   IF(ABS((NC(J)-K(J))/W(J))GE.0.001) KB=2
350 DS(J)=K(J)
   IF(NB.EQ.2) GO TO 360
   FF=(2.*W(1,J)-0.5*W(1,J))/DETA
   IF(NC.EQ.1) GO TO 370
   KB=3
   IF(ABS(CFPEX-CFPEX)/CFPEX).GT.0.005) KB=2
   CFPEX=CFPEX
   IF(KU.EQ.2) GO TO 360
370 IF((W(1,JMAX-1)-W(1,JMAX-2)-1.5*W(1,JMAX))/DETA
   CFPEX=CFPEX*FF/FP
   IF(NB.EQ.0) GO TO 375
   IF(CFPEX.GT.0.0005) GO TO 380
   GO TO 360
375 IF((W(1,JMAX-1)-W(1,JMAX))/LT.0.0005) GO TO 380
   GO TO 360
380 JMAX=JMAX+1
   IF(JMAX.GT.30) GO TO 362


```fortran
WL(1,JMAX) = WL(1,JMAX-1)
DC 39C J=2,JMAX
390 *(1,J) = *WL(1,J)
ETA = ETA + ETA
WHITE(3,1C30)
KB = 2
C. LE=0
GO TO 361
362 JMAX = 26
DO 363 J = 1,25
JX = *J - 1
363 WL(1,J) = WL(1,JX)
WL(1,26) = WL(1,50)
ETA = ETA + ETA
DPE = DPE + 2.0
DST = DST + 2.0
DO 364 J = 2,JMAX
364 *(1,J) = *WL(1,J)
KB = 2
GO TO 361
C C C C C C
C APPLY HALL'S TRANSFORMATION
C D(X) = D(X/L), D(Y) = D((SQRRT(EB) * Y/L)), U = U/VIN, UE = UE/VIN
85 KB = 3
DSTN = (S - SL)/BL
SH = S - BL
SHX = (S - SL)/2.0
SHY = SH/BL
DLH = (H*BL)/2.
IF *(1,JMAX) .LE. 0.) GO TO 88
DC 88 J = 2, JMAX
W(1,J) = W(1,J) * UE/WL(1,JMAX)
88 CCBTIME
86 ITIE = 0
97 CALL CCIFFE(JMAX,AM,BM,CM,DM,AS,CS,EU,W,WL,KU)
CALL INVEST(JMAX,AM,BM,CM,DM,AS,CS,BS,W,KD)
IF (LJ .EQ. C.ABL.KPH.EU.1) WHITE(J,1090) (W(1,J),J=1,JMAX)
ITIE = ITIE + 1
IF (ITIE .GE. 40) GO TO 135
KB = 4
IF (AUS .EQ. 0) GO TO 196
DO 195 J = 2, JMAX
195 IF (AUS((W(1,J)) - W(1,J))/W(1,J)) .GE. 0.001) KB = 3
182 W*(J) = W*(1,J)
```

118
196 IF (KE.EQ.3) GO TO 97

196 FP= (2.*w(1,4)-0.5*w(1,3))/DY
CFREX=2.*FF
IF (KE.EQ.1) GO TO 198
198 IF ((AEQ(CFREXL-CFREX)/CFREX).GT.0.005) KB=3
CFREXL=CFREX
IF (KE.EQ.3) GO TO 97

KB=3
GO TO 115

150 JMAX=JMAX+1
IF (JMAX.LE.50) GO TO 151
JMAX=JMAX+1
DO 116 J=1,25
JX=2*J-1

116 WL(1,J)=WL(1,JX)
WL(1,26)=WL(1,50)
YEDGE=YEDGE+DY
DY=DY*2.0
DESI=DESI*2.0
CSI=CSI*2.0
DEE=DEE*2.0
WRITE (3,119) JMAX, DY

119 FORMAT (*3,IX, 'NORMAL GRID POINTS REDUCED TO*, I4, IX, /, *3, IX, ' (NORMAL) =', F7.4, /)
GO TO 121

151 WRITE (3,1030)

1030 FORMAT (*3, IX, ' L I N T A D D E D A T E D G E', /)
YEDGE=YEDGE+DY

115 FPE= (2.*w(1,JMAX-1)-0.5*w(1,JMAX-2)-1.5*w(1,JMAX))/DY
CFREX=CFREX+FPE/FP
IF (KE.EQ.1) GO TO 117
117 IF (CFREX.GE.0.0005) GO TO 150
GO TO 118

118 CONTINUE
DO 120 J=1,JMAX
WL(1,J)=WL(1,J-1)

120 CONTINUE

IF (CFREX.GT.0.0) GO TO 130

130 SS=CFX/CFEX+SL
IF (LA.EQ.0) GO TO 138

137 XS=XL*EXDEL*(SS-SL)
PS=(EL+EPEXL*(SS-SL))/DGK
GO TO 124

138 PSIS=SS/BEER/DGR
*WRITE (3,1081) PSIS

GO TO 140

140 WRITE (3,1080) XS, PS

GO TO 140

110 IF (LP.EQ.0) WRITE (3,1090) *(1,J), J=1,JMAX)
IF(1K.EQ.0) GO TO 131
Y2L=Y(2)/2GB
Y3L=Y(3)/2GB
DFDS=DCFX*F(1)+DCPH*F(2)
WRITE(3,1052) Y(1),Y2D,Y3D,S,H,U,E,DPDS,CFH6X
IF(KIC.EQ.1) WRITE(3,1052) CP,DCFX,DCPH,DCPX,D2PHX,E,ITES.
A CFH6X,Y(4),Y(5)
131 DCFX=(CFH6X-CFL)/(S-SL)
CFL=CFH6X
SL=S
YL=Y(1)
PL=Y(2)
DXSFL=F(1)
DPDSI=F(2)
IF(NHE.GE.MAXS) GO TO 140
IF(Y(1).GT.BL) GO TO 140
IF(Y(1).GE.0) GO TO 40
GO TO 550
135 WRITE(3,136)
136 FORMAT(/,'3X,'LAST PROFILE FAILED TO CONVERGE AFTER ',
+1X,'40 IERATIONS',/)
GO TO 137
140 WRITE(3,141) NHP
141 FORMAT(/,'3X,'STREAMLINE TERMINATING AFTER '14,1X,'STATIONS',/)
KBS=KES+1
IF(RES.LE.KEM) GO TO 8
SICE
END

16. Listing of Subroutine BGEUK

SUBROUTINE BGEUK(XX,E,DX,E,DX)
C
C THIS SUBROUTINE COMPUTES THE GEOMETRIC PROPERTIES
C FOR A SPHERE-OGIVE-CYLINDER CONFIGURATION
C
C X IS AXIAL POSITIO
C E IS ECCENTRICITY
C G GEOMETRY FOR SPHERE-OGIVE-CYLINDER
C IF(XX.LE.0.1442) GO TO 10
C IF(XX.LE.5.19615) GO TO 20
B=1.4SUBX(14.**2-(XX-5.19615)**2)
D16X=(5.19615-XX)/(4+13.)
D216X2=(1.+D16X**2)/(R+13.)
GO TO 30
10 R=SUBX(1.46181**2-(XX-0.162438)**2)
D16E=(1.16614J8-XX)/R
D216E2=(1.+D16E**2)/R
GO TO 30
20 R=1.
D16X=0.
D216X2=0.C
30 W=ATAN(D16X)

120
DGX = L2BXL2 / (1.4 DDX**2)
RETURN
END

SUBROUTINE UGEOM(X, E, DDX, GM, DGX, TRAT)

C GEOMETRY FOR AN ELLIPSIOD OF REVOLUTION WITH THICKNESS
C RATIO THAT

C

E = SCBT (TRAT**2 * (1.0 - (1.0 - X)**2))
DDX = (1.0 - X) * TRAT**2 / R
GHT = ATAN (DDX)
D2DX2 = - TRAT**2 / 4 * (1.0 + (1.0 - X) * DDX / H)
DGX = D2DX2 / (1.04 * DDX**2)
RETURN
END

17. Listing of Subroutine BLOTHB

SUBROUTINE BLOTHB(Psi, S, Y, F, DEXI, E1X, BETA, DST)

DIMENSION Y(6), F(6), T(4), P(4)
CCMN /HALL/DSTN, S, Y, F
CCMN /OATPI/BCP, DCPX, DCPXPH, DCPXP, D2PPH, GM, DGX
CCMN /SCALE/HL, H, H
CCMN /INTCV/INTP, SCAL, CAL, P, PSI0, BPER
IF (Psi .LE. PSI0) KL = 0
GO TO (10, 20, 30), KL

10 T(1) = 0.0
P(1) = 0.0
EQE = E * E**2 * BPER
EXIL = 0.0
KL = 1

10 T(4) = U*H**2*BPER
P(4) = PSI
DESI = ESI - E(1)
DO 11 J = 1, 2
JK = J + 1
P(JK) = E(1) * DESI / 4.0 * 2.0 ** (J - 1)
CALL SEMCAP(P(JK), CFP, UEB, DCP)
IF (JK .LE. 3) GO TO 11
UCS1 = ECP
UE3 = UE

11 T(JK) = SQB * UEB * SIN(P(JK))**2
Y(6) = EXH1 + EFS1 * (T(1) + 4. * T(3) + T(4))/6.0
EXH1 = EXH1 + EFS1 * (T(1) + 4. * T(2) + T(3))/12.0
DEXI = Y(6) - EX11
BETA = - EXH1 + ECP11 / (T(3) * UE3**2)
EXIL = Y(6)
P(1) = P(4)
T(1) = 1.0
UEL = U
IF (PSI .GE. PSI0) KL = 2
RETURN

30 XH = X1 + EXL * DST / 2.0 + DDXL*(DST / 2.0)**2 / 2.0
XQ = X1 + EXL * DST / 4.0 + DDXL*(DST / 4.0)**2 / 2.0
PH = EXH1 + DEXI + DST / 2.0 + DDXL*(DST / 2.0)**2 / 2.0
PC = PC + EXH1 + DEXI + DST / 4.0 + DDXL*(DST / 4.0)**2 / 2.0
CALL NCIDE(TG, PQ, UEQ, DFX, DPP, P, DCPX, DPP2)
CALL NCIDC(TH, HU, UEH, DFX, DPP, P, DCPX, DPP2)
HH = (H + H1) / 2.0
18. Listing of Subroutine FCN

SUBROUTINE FCN(N,S,Y,P)
RETURN
END

SUBROUTINE FCN(N,S,Y,P)
DIMENSION Y(N),F(N)
COMMON /HALL/CSIN,DX,UE
COMMON /OUTER/R,CF,DCPX,DCPPH,DCPXP,D2PPH,GM,DFX
COMMON /SCALE/UL,ULS,ULS
CALL GECF(I(1),K,DX,GM,DFX)
CALL INVE5T(Y(1),Y(2),UE,DCPX,DCPXP,CF,DCPXP,D2PPH)
CGE=CCS(GM)
SGE=Sin(GM)
CHE=CCS(T(3))
SHE=Sin(T(3))
TNE=TAN(T(3))
F(1)=CHE*CGE
F(2)=SHE*F
F(3)=0.5*(SHE*CHE*DCPX+CHE*DCPXP+CF*DCPPH)/UE**2-SHE*SGE
F(4)=-Y(4)*(Y(4)+SGE)/(Y(4)**2)
F(5)=0.5*(SHE*CHE*DCPX+CHE*DCPXP+CF*DCPPH)/UE**2
F(6)=0.5*(SHE*CHE*DCPX+CHE*DCPXP+CF*DCPPH)/UE**2
F(7)=Y(4)/(T(N)*CHE)
IF(N,E,Q,5) RETURN
H=5*CHE*EXE(Y(5))
F(6)=UE**2
19. Listing of Subroutine COEFF

SUBROUTINE COEFF (JMAX, AM, DM, CM, DM, AS, CS, DS, WL, KB)
COMMON /HALL/ESTI,HL,HU
COMMON /BETA,DEXI,EXIH,BIPH
COMMON /SCALE/HL,HLH,H

DIMENSION W(2,JMAX), WL(2,JMAX)
DIMENSION AM (JMAX), DM (JMAX), CM (JMAX), DS (JMAX)
DIMENSION AS (JMAX), CS (JMAX)

IF(KB.EQ.2) GO TO 60
IF(KB.EQ.3) GO TO 80

BETA=0.5

SIMILAB SOLUTION COEFFICIENTS

JN=JMAX-1
DC 20 J=2, JN1
AM (J)=C.5*1.0+(0.5*BETA=W(2,J))
CM (J)=1.0+(BETA**2)*W(1,J)
CM (J)=1.0-AM (J)
DM (J)=C.5*(DETA**2)*W(1,J+1)-W(1,J)
**2)*W(1,J+1)-W(1,J-1)) /BETA)
AS (J)=C.25*BETA*(W(1,J+1)-W(1,J-1))
DS (J)=0.0

20 CONTINUE
CS=0.5*BETA
DS (JMAX)=0.0

RETURN

60 CONTINUE

JN=JMAX-1
DC 25 J=2, JN1
AM (J)=C.5*BETA*W(2,J)
CM (J)=1.0+(BETA**2)*EXIH/DEXI
CM (J)=1.0-AM (J)
DM (J)=C.5*(1.0+(1,J+1)-2.0*WL(1,J)+WL(1,J))
**W(1,J+1)-W(1,J-1)) /BETA)
+0.5*BETA**2*DEXI*W(1,J)**2-WL(1,J)**2)
+0.25*BETA**2*W(1,J+2-WL(1,J))+/DEXI)
+DEXI**2*DEXI**2*W(1,J)+NL(1,J)**2)
AS (J)=C.25*DEXI*(W(1,J+1)-W(1,J-1))
+0.25*DEXI*(W(1,J+1)-W(1,J-1))
**2)*W(1,J)+WL(1,J))

B5 CONTINUE
CS=0.5*BETA*(1.0)+(EXIH/DEXI)
DS (JMAX)=BETA*(W(1,JMAX)+WL(1,JMAX))

RETURN

C
Listing of Subroutine INVHIT

SUBROUTINE INVHIT(JMAX,A,B,C,D,AS,CS,E,S,W,K)
DIMENSION A(JMAX), B(JMAX), C(JMAX), D(JMAX)
DIMENSION AS(JMAX), DS(JMAX)
DIMENSION W(2,JMAX)
DIMENSION E(50), EL(50), U(50)
CCMACH /HALL/EX,DY,UE
JMAX=JMAX-2
E(JMAX)=0.0
U(JMAX)=0.0
EL(JMAX)=UE
IF (K.EQ.3) EL(JMAX)=1.0

20. Listing of Subroutine INVHIT
21. Listing of Function KRUNGE

FUNCTION KRUNGE(Y,F,E,H,N,HMAX,HE)
DIMENSION PHI(12),SAVEY(12),X1(12),X2(12),YKP(12),YP(12),Y(N)
*F(N)
DATA F,LOCE,EES/0,0.5,E-4/
N=F
GO TO (5,45,45,85),A
5 IF (LCCE.GT.0) GO TO 25
IF (AR.EQ.1) GO TO 205
IF (M.EQ.H,E.GT.1*H/HMAX)) N=NMAX
DO 15 J=1,N
YKP(J)=Y(J)
15 FKP(J)=F(J)
XU=1
25 DC 35 J=1,N
SAVEY(J)=Y(J)
PH1(J)=F(J)
35 Y(J)=SAVEY(J)+0.5*H*F(J)
X=X+0.5*H
RETURN
45 DC 55 J=1,N
PH1(J)=PH1(J)+2.0*F(J)
55 Y(J)=SAVEY(J)+0.5*H*F(J)
RETURN
65 DC 75 J=1,N
PH1(J)=PH1(J)+2.0*F(J)
75 Y(J)=SAVEY(J)+H*F(J)
X=X+0.5*H
RETURN
85 DC 95 J=1,N
95 Y(J)=SAVEY(J)+(PH1(J)+F(J))*H/6.0
105 IF (MF.EQ.1) GO TO 165
IF (LCCE-1) 105,125,145
125
22. Listing of Subroutine MILNES

SUBROUTINE MILNES(Y,F,PCM,NDE,D3,S)
DIMENSION Y(B),F(U),PCM(U,4,2)
5 DC 10 J=1, NDE
Y(J) =LCP(J,4,1) + 4.*D3(J,1,2)*PCM(J,1,2) -PCM(J,2,2)
+4.*LCP(J,3,4))
10 RETURN
CALL FCA(NDE,S,Y,F)
DC 30 J=1, NDE
125
23. Listing of Subroutine PRESS

SUBROUTINE PRESS
COMMON /PLAIA/P1(40),X(40),CP(40,40),CXP(2,40)
COMMON /CESTIA/NAS,NCS

C NAS = NUMBER OF AXIAL PRESSURE STATIONS
C NCS = NUMBER OF CIRCUMFERENTIAL PRESSURE STATIONS
C
D=ACS(-1.)/100.

C REAL(1,5)NCS,NAS
5 FORMAT(12,1A,12)
DC 70 J=1,NCS
REAL(1,15)PHI(J)
PHI(J)=F(PH(J)*DGR
15 FCMPAT(‘F10.5’)
10 CONTINUE

C DO 20 J=1,NAS
REAL(1,15)X(J)
20 CONTINUE

C DC 30 J=1,NAS
REAL(1,25)CP(J,K),K=1,NCS
35 FCMPAT(‘S(1X,’F10.5’))
30 CONTINUE

C CP(1,J) AND CXP(2,J) ARE THE AXIAL DERIVATIVES OF THE PRESSURE
C COEFFICIENT AT THE INTERFACE AND BODY END. EACH CIRCUMFERENTIAL
C FLAME MUST HAVE A SET AS INPUT TO THE QUADRATIC SLIPINE ROUTINE.

C DC 40 J=1,NCS
REAL(1,16)LEX(1,J),CPX(2,J)
10 FCMPAT(‘F10.5’,1X,’F10.5’)
40 CONTINUE

RETURN
END
24. Listing of Subroutine SPHCA

SUBROUTINE SPHCA(P, CP, UE, DCPSI)
DIMENSION COE(10)
DATA CCE(0.666823, 1.130372, -0.13456, 0.049964, 
-0.049964, 0.018485, -0.009313, 0.014515, -0.027953/
CCPMA /XINT, PHIP, SAL, CAL, PM, ESIO, BPEB
IF (P MAN.0, 0, M=0
CALL INVISO(PHIN, PHIP, UE, DCPX2, DCPX, CPI, DCPX2, DCPX)
CALL EGEC(M, PHIP, GM, DCPX)
DCPSI = (SAL*SIN(M)*COS(PHIP) - CAL*COS(M)) * DCPX/SIN(PM)
DCPSI = C.C.
CP = 0.0
DO 10 J=1,9
CP = CE + CCE(J) * COS(J*PM)
10 DCPSI = DCPSI - J*CCE(J) * SIN(J*PM)
CP = CE + CCE(10)
DCPSI = DCPSI*EBSIDX
*RIE(3.20) CD, CE, DCPSI, DCPX2
20 FORMAT(9X, 'CONTINUITY OF PRESSURE AND DERIVATIVE ACROSS', 
A' INTERFACE: */2(5X, F12.5), */2(5X, F12.5),)
M = 2
IF (ALS(CP = CE2) .LT. 0.003 OR ABS(DCPX-DCP2).LT.4.0) M = 1
IF (M. MAN. 1) WRITE(3, 30)
30 FORMAT(4X, '***** QUADRATIC SPLINE EXTENDED TO INCLUDE', 
A' BECAUSE BEGIN ********',/)
IF (M. MAN. 2) RETURN
PH = EM / 2.0
CP3 = LCPX2/CPSIDX
Y = CE / 2.0 + C5*CP/XM/8.0
YP1 = 0.0*(Y-1.0) / PM**2
YP2 = 0.0*(Y-1.0) / CP/PM/2.0) / PM**2
RETURN
210 IF (P.GT.FE) GO TO 220
CP = 1.0 + YP1*EM**2/2.0
DCPSI = YP1*CP
GO TO 230
220 CP = CF2*CP + (P-PM) + YP2*(P-PM)**2/2.0
DCPSI = CP*YF2*(P-PM)
230 UE*SCFP(1.0-UE)
RETURN
200 CP = 0.0
DCPSI = 0.0
DO 250 J=1,9
DCPSI = DCPSI- J*CCE(J) * SIN(J*PM)
250 CP = CE + CCE(10)
CP = CE + CCE(10)
UE = UE*UE(1.0-UE)
RETURN
END
25. Listing of Subroutine MIDPDS

SUBROUTINE MIDPDS(AA, BB, CC, D, YM, N)

  DIMENSION AA(40), BB(40), CC(40), D(40), YM(40)
  N=1
  M=0
  C(1)=CC(1)/LE(1)
  U(1)=C(1)/LE(1)
  DO 5 K=2, N
    ALPHA=AA(K-1)*U(K-1)+BB(K)
    U(K)=C(K)/ALPHA
    YM(MM1)=U(MM1)
    DO 10 K=1, M
      JK=M+J-1
    10 YM(JK)=C(JK)*YM(JK)+U(JK)
    RETURN
  END

26. Listing of Subroutine INVISD

SUBROUTINE INVISD(X, Y, PHI, UL, DCPX, DCPY, CPC, DCPXP, DCPYP, D2PPH)

  COMMON /CISIA/HAS, NC:

  DIMENSION ELX(40), ELT(40), DP(40), CP1(40,40), CP2(40,40)
  DIMENSION A(40), B(40), C(40), U(40), YM(40), CPT(2,40)

  IF(ISAVE N=0)
    GO TO 100

  DO 10 J=2, N+5
    ELX(J)=4(J)-4(J-1)
    MCP1=NC-1
    JL=NC-2
    MAPI=NC-1
    NA=NC-1
    A(J)=UP
  10 CONTINUE

100 CONTINUE
B(1) = 2./DELX(2) + (2. + DELX(3) / DELX(2)) / (DELX(3) + DELX(2))
C(1) = CE(1) / DELX(2) / (DELX(2) + DELX(3))

DO 20 J = 2, NAM2
A(N) = CELX(N) / (DLMX(N) + DELX(N))

B(N) = (2. + DELX(N) / DELX(N+1)) / (DELX(N) + DELX(N+1))
C(N) = DELX(N+1) / DELX(N+2) / (DELX(N+1) + DELX(N+2))

DO 20)
20 CONTINUE
A(NAM1) = DELX(NAS) / DELX(NAS) + DELX(NAM1)
B(NAM1) = (2. + DELX(NAM1) / DELX(NAS)) / (DELX(NAS) + DELX(NAM1))
D(NAM1) = 2./DELX(NAS)

C(NAM1) = 0.0

C

DC 30 K = 1, NCS
D(J) = CE(1, N) * 2. / DELX(2) + CE(2, N) * (2. + DELX(3) / DELX(2)) / (DELX(3) + DELX(2))
+ DELX(2) / DELX(3) / (DELX(2) + DELX(3)) + CPX(1, N) / 2.0
DO 32 J = 2, NAM2
D(J) = CE(J, N) * (R(J) + (2. + DELX(J) / DELX(J+1)) / (DELX(J) + DELX(J+1)))
+ DELX(J+1, N) * (C(J) + (2. + DELX(J+2) / DELX(J+1)) / (DELX(J+2) + DELX(J+1)))

32 CONTINUE
D(NAM1) = CE(NAM1, N) * (DELX(NAS) / DELX(NAS)) / (DELX(NAS) + DELX(NAM1))
+ (2. + DELX(NAM1) / DELX(NAS)) / (DELX(NAM1) + DELX(NAS))
+ DELX(NAS) * 2. / DELX(NAS) - CPX(2, N) / 2.0
CALL MIDP1(A, B, C, D, Y, NAM, NAS)

DO 34 J = 2, NAM2
T1 = DELX(J) / DELX(J)
T2 = (YN(J) - CF(J, N) / DELX(J+1)
T3 = (YP(J+1) - CP(J, N) / DELX(J)
CP1(J, N) = D(J) * T1 * (DELX(J) * T2 * DELX(J+1) * T3)
CP2(J, N) = 0. * T1 * (T2 * T3)

34 CONTINUE
CP1(1, N) = CE(1, N)
CP2(1, N) = 0. * (YN(1) - CP(1, N) - CPX(1, N) * DELX(2) / 2.) / DELX(2)
CP1(NAS, N) = CPX(2, N)
CP2(NAS, N) = 0. * (YN(NAM1) - CP(NAS, N) + CPX(2, N) * DELX(NAS) / 2.) / ADELX(NAS)

30 CONTINUE

C

DC 35 J = 1, NAM1

35 DELX(J) = (X(J+1) + X(J)) / 2.

C

DO 40 J = 2, NCS

40 DELF(J) = PHI(J) - PHI(J-1)

C

ALF(1) = 0.0
BELA(1) = 2. / DELP(2)
GAM(1) = (2. + DELP(3) / DELP(2) / (DELP(3) + DELP(2))
DEL(1) = CEL(2) / DELP(3) / (DELP(2) + DELP(3))
A(1) = ALF(1)
B(1) = ETF(1) + GAM(1)
C(1) = CEL(1)

DO 45 J = 2, NCM2
ALF(J) = CELP(J) / DELP(J) / (DELP(J+1) + DELP(J))

BETA(J) = (2. + CELP(J) / DELP(J+1)) / (DELP(J) + CELP(J))
GAM(J) = (2. + DELP(J+1) / DELP(J+2)) / (DELP(J+2) + DELP(J+1))
DEL(J) = CELP(J+1) / DELP(J+2) / (DELP(J+2) + DELP(J+2))
A(J) = ALF(J)
B(J) = ETF(J) + GAM(J)
C(J) = CEL(J)

130
ALF (NCH1) = CE1 (NCS) / DEL1 (NCM1) / (DELP (NCS) + DELP (NCM1))
BETA (NCM1) = (2. + DELP (NCM1) / DELP (NCS)) / (DELP (NCM1) + DELP (NCS))
GAM (NCM1) = 2. / DELP (NCS)
DEL (NCM1) = C.0
A (NCM1) = ALF (NCM1)
B (NCM1) = BETA (NCM1) + GAM (NCM1)
C (NCM1) = DEL (NCM1)

DO 50 J = 1, NCM1
50 DF (J) = (FHI (J + 1) + PHI (J)) / 2.0

DO 105 J = 1, NCM1
105 CHK11

IF (XX <= DELX (J)) GO TO 110
110 CONTINUE

IF (XX GT DELX (NAM1)) J = NAM
DEX = XX - J (J)
DC 115 K = 1, NCS
CP1 (J, K) = CP (J, K) + CE1 (J, K) * DEX + CF2 (J, K) * DEX**2 / 2.
115 CP1 (J, K) = CE1 (J, K) + CE2 (J, K) * DEX

CALL SPLINE (FI, BCSI, CP AND D (CP) / D (X))

DO 110 L = 1, NCM1
110 CONTINUE

IF (FHI <= DEL (L)) GO TO 140
140 CONTINUE

IF (FHI GT DEL (L)) GO TO 140

DEHI = EEH - FHI (L)

DO 120 K = 1, L
120 CONTINUE

V (L) = CE1 (N, L) * BETA (L) + CP1 (L, L) * GAM (L) + DEL (L))
DC 125 K = 2, NCM2

DO (L = 1, NCS)
GO TO 127
127 IF (L <= LCM) GO TO 126

IF (L > LCM) GO TO 127

T1 = CE1 (L + 1) + DELP (L)
T2 = (YM (L) - CE1 (N, L)) / DELP (L + 1)
T3 = (YM (L - 1) - CE1 (N, L)) / DELP (L)
TJ = 2. / T1 * (CE1 (L) + T2 - DELP (L + 1) * T3)
IK = 8. / T1 * (12 + T3)
GO TO 128

126 TJ = X.C
IX = 8. * (YM (L) - CE1 (N, L)) / DELP (2) ** 2
GO TO 140

127 TJ = X.C
IX = 8. * (YM (NCS) - CE1 (N, L)) / DELP (NCS) ** 2

128 CP1 (L, 1) = CE1 (L, L) + 1D * PHI1 + IX * CE1 (L, 1) ** 2 / 2.
GO TO (122, 140), N

122 IF (K = WGT (L)) GO TO 123
DCEH = C.0
DEPHI = IX
GO TO 140

123 DCFH = CJ * TK + LHI
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27. Listing of Subroutine STAGN

SUBROUTINE STAGN(ALP,X0,XNOSI,THATAC,SH)
C THIS SUBROUTINE COMPUTES THE ELLIPSEIC STAGNATION POINT FOR A GIVEN ELLIPSEIC ANGLE OF ATTACK
C
XC=XNOSI+THATAC*(1.0-COS(ALP))
RETURN
END

SUBROUTINE INVISO(X,PHI,ALP,UE,UEX,UEP)
C
C PENTIAL SOLUTION FOR ELLIPSEIC OF REVOLUTION
C
CCMCM /STAG/JO,YO,SAL,CAI,TEAT,SC,LBE,SE,E,CGO,AO,BO,VGRAD
DATA E/0,
IF (M.EC.1) GO TO 10
T1=2.0*CAI/(2.0-AO)
T2=2.0*SAL/(2.0-BO)
10 CALL EGECHM(X,E,EBDI,CM,DMG,TEAT)
APSC=(X-1,0)**2*(E/TEAT**2)**2
TS=(T1**2+T2**2+T1*T2*(X-1,0)*COS(PHI))
UE=SQRT(TS**2/APSC+(T2*SIN(PHI))**2)
CP=1.0-UE**2
UEX=(TS*(T1*DDX/TEAT**2+T2*COS(PHI))/APS+TS**2*(X-1,0)**
A H*DDX/TEAT**2/APS**2)/UE
UEF=(-TS*(T2*(X-1,0)*SIN(PHI))/APS+T2**2*SIN(PHI)*COS(PHI))/UE
IF (M.EC.1) RETURN
DUSDX=(T1*DDX/TEAT**2+T2)/SU(T/APS)
VGRAD=EUSDX*CGO/T2*YO
M=1
RETURN
END
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28. Listing of Input Data for Sphere-Cylinder Configuration

<table>
<thead>
<tr>
<th>r</th>
<th>f</th>
<th>ϕ</th>
<th>0.060811</th>
<th>0.105328</th>
<th>17.50</th>
<th>0.1442</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>10.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>11.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>33.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>52.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>78.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>101.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>123.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>146.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0</td>
<td>168.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.0</td>
<td>180.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>0.1442</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.00</td>
<td>0.15690</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.0</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.0</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.0</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.0</td>
<td>0.21630</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17.0</td>
<td>0.26620</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.0</td>
<td>0.32870</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.0</td>
<td>0.40964</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21.0</td>
<td>0.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22.0</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23.0</td>
<td>0.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24.0</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26.0</td>
<td>1.100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27.0</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28.0</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29.0</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31.0</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32.0</td>
<td>4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33.0</td>
<td>4.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.0</td>
<td>5.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.0</td>
<td>6.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.0</td>
<td>8.29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37.0</td>
<td>9.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38.0</td>
<td>12.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39.0</td>
<td>14.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 40.0 | 17.5 |

| 0.98000000 | 0.85800000 | 0.16400000 | -0.48900000 | -1.38400000 |
| -1.7558 | -1.586 | -1.450 | -1.308 | -1.158 |
| 0.9718 | 0.6899 | 0.2320 | -0.17503 | -1.15789 |
| -1.8947 | -1.6999 | -1.1143 | -0.06985 | -0.06465 |
| 0.9703 | 0.9333 | 0.2468 | -0.07800 | -0.06100 |
| -1.9010 | -1.3300 | -1.09 | -0.695 | -0.639 |
| 0.9665 | 0.8589 | 0.2575 | -0.08450 | -1.6620 |
| -1.811 | -1.604 | -1.012 | -0.672 | -0.614 |
| 0.965 | 0.900 | 0.261 | -0.08540 | -1.664 |
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<table>
<thead>
<tr>
<th>Value 1</th>
<th>Value 2</th>
<th>Value 3</th>
<th>Value 4</th>
<th>Value 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.917</td>
<td>-1.580</td>
<td>-0.965</td>
<td>-0.653</td>
<td>-0.595</td>
</tr>
<tr>
<td>0.9701</td>
<td>0.9303</td>
<td>0.2403</td>
<td>-0.6330</td>
<td>-1.6310</td>
</tr>
<tr>
<td>0.9770</td>
<td>-1.5144</td>
<td>-0.8717</td>
<td>-0.5950</td>
<td>-0.5180</td>
</tr>
<tr>
<td>0.9890</td>
<td>-0.9240</td>
<td>0.2242</td>
<td>-0.7777</td>
<td>-1.5940</td>
</tr>
<tr>
<td>-1.6320</td>
<td>-1.4710</td>
<td>-0.4134</td>
<td>-0.5300</td>
<td>-0.4650</td>
</tr>
<tr>
<td>0.8662</td>
<td>0.9027</td>
<td>0.2347</td>
<td>-0.7498</td>
<td>-1.5430</td>
</tr>
<tr>
<td>-1.7662</td>
<td>-1.4304</td>
<td>-0.7840</td>
<td>-0.4700</td>
<td>-0.4300</td>
</tr>
<tr>
<td>0.9811</td>
<td>-0.8995</td>
<td>0.2460</td>
<td>-0.7169</td>
<td>-1.4910</td>
</tr>
<tr>
<td>-1.7303</td>
<td>-1.3819</td>
<td>-0.7492</td>
<td>-0.4200</td>
<td>-0.3620</td>
</tr>
<tr>
<td>0.975</td>
<td>0.894</td>
<td>0.256</td>
<td>-0.68</td>
<td>-1.432</td>
</tr>
<tr>
<td>-1.17</td>
<td>-1.239</td>
<td>-0.725</td>
<td>-0.382</td>
<td>-0.345</td>
</tr>
<tr>
<td>0.967</td>
<td>0.888</td>
<td>0.262</td>
<td>-0.656</td>
<td>-1.398</td>
</tr>
<tr>
<td>-1.666</td>
<td>-1.222</td>
<td>-0.894</td>
<td>-0.354</td>
<td>-0.317</td>
</tr>
<tr>
<td>0.958</td>
<td>0.882</td>
<td>0.267</td>
<td>-0.639</td>
<td>-1.374</td>
</tr>
<tr>
<td>-1.636</td>
<td>-1.235</td>
<td>-0.867</td>
<td>-0.335</td>
<td>-0.300</td>
</tr>
<tr>
<td>0.955</td>
<td>0.874</td>
<td>0.269</td>
<td>-0.626</td>
<td>-1.355</td>
</tr>
<tr>
<td>-1.608</td>
<td>-1.190</td>
<td>-0.636</td>
<td>-0.421</td>
<td>-0.284</td>
</tr>
<tr>
<td>0.945</td>
<td>0.867</td>
<td>0.271</td>
<td>-0.615</td>
<td>-1.34</td>
</tr>
<tr>
<td>-1.583</td>
<td>-1.147</td>
<td>-0.608</td>
<td>-0.414</td>
<td>-0.277</td>
</tr>
<tr>
<td>0.935</td>
<td>0.859</td>
<td>0.272</td>
<td>-0.606</td>
<td>-1.326</td>
</tr>
<tr>
<td>-1.555</td>
<td>-1.105</td>
<td>-0.580</td>
<td>-0.309</td>
<td>-0.274</td>
</tr>
<tr>
<td>0.926</td>
<td>0.851</td>
<td>0.271</td>
<td>-0.597</td>
<td>-1.315</td>
</tr>
<tr>
<td>-1.536</td>
<td>-1.068</td>
<td>-0.552</td>
<td>-0.305</td>
<td>-0.272</td>
</tr>
<tr>
<td>0.918</td>
<td>0.842</td>
<td>0.270</td>
<td>-0.592</td>
<td>-1.306</td>
</tr>
<tr>
<td>-1.516</td>
<td>-1.032</td>
<td>-0.525</td>
<td>-0.300</td>
<td>-0.269</td>
</tr>
<tr>
<td>0.894</td>
<td>0.815</td>
<td>0.259</td>
<td>-0.580</td>
<td>-1.287</td>
</tr>
<tr>
<td>-1.467</td>
<td>-0.950</td>
<td>-0.450</td>
<td>-0.286</td>
<td>-0.264</td>
</tr>
<tr>
<td>0.872</td>
<td>0.794</td>
<td>0.243</td>
<td>-0.575</td>
<td>-1.273</td>
</tr>
<tr>
<td>-1.435</td>
<td>-0.693</td>
<td>-0.391</td>
<td>-0.274</td>
<td>-0.258</td>
</tr>
<tr>
<td>0.849</td>
<td>0.770</td>
<td>0.223</td>
<td>-0.572</td>
<td>-1.272</td>
</tr>
<tr>
<td>-1.412</td>
<td>-0.634</td>
<td>-0.337</td>
<td>-0.262</td>
<td>-0.254</td>
</tr>
<tr>
<td>0.798</td>
<td>0.720</td>
<td>0.178</td>
<td>-0.574</td>
<td>-1.264</td>
</tr>
<tr>
<td>-1.384</td>
<td>-0.741</td>
<td>-0.253</td>
<td>-0.245</td>
<td>-0.245</td>
</tr>
<tr>
<td>0.741</td>
<td>0.666</td>
<td>0.129</td>
<td>-0.582</td>
<td>-1.264</td>
</tr>
<tr>
<td>-1.247</td>
<td>-0.624</td>
<td>-0.194</td>
<td>-0.205</td>
<td>-0.224</td>
</tr>
<tr>
<td>0.684</td>
<td>0.613</td>
<td>0.080</td>
<td>-0.595</td>
<td>-1.277</td>
</tr>
<tr>
<td>-1.284</td>
<td>-0.542</td>
<td>-0.154</td>
<td>-0.178</td>
<td>-0.177</td>
</tr>
<tr>
<td>0.627</td>
<td>0.563</td>
<td>0.033</td>
<td>-0.610</td>
<td>-1.290</td>
</tr>
<tr>
<td>-1.199</td>
<td>-0.477</td>
<td>-0.162</td>
<td>-0.156</td>
<td>-0.148</td>
</tr>
<tr>
<td>0.583</td>
<td>0.518</td>
<td>0.011</td>
<td>-0.627</td>
<td>-1.299</td>
</tr>
<tr>
<td>-1.105</td>
<td>-0.415</td>
<td>-0.215</td>
<td>-0.147</td>
<td>-0.137</td>
</tr>
<tr>
<td>0.5570</td>
<td>0.5100</td>
<td>-0.0196</td>
<td>-0.6305</td>
<td>-1.3070</td>
</tr>
<tr>
<td>-1.083</td>
<td>-0.3964</td>
<td>-0.23</td>
<td>-0.150</td>
<td>-0.140</td>
</tr>
<tr>
<td>0.5441</td>
<td>0.4730</td>
<td>-0.0528</td>
<td>-0.6705</td>
<td>-1.3163</td>
</tr>
<tr>
<td>-0.866</td>
<td>-0.39</td>
<td>-0.425</td>
<td>-0.4477</td>
<td>-0.450</td>
</tr>
<tr>
<td>0.5380</td>
<td>0.4639</td>
<td>-0.0790</td>
<td>-0.7184</td>
<td>-1.2656</td>
</tr>
<tr>
<td>-0.718</td>
<td>-0.4642</td>
<td>-0.7553</td>
<td>-0.8458</td>
<td>-0.85</td>
</tr>
<tr>
<td>0.531</td>
<td>0.4526</td>
<td>-0.1000</td>
<td>-0.7546</td>
<td>-1.1897</td>
</tr>
<tr>
<td>-0.609</td>
<td>-0.5472</td>
<td>-0.8586</td>
<td>-1.0870</td>
<td>-1.117</td>
</tr>
<tr>
<td>0.525</td>
<td>0.4465</td>
<td>-0.1148</td>
<td>-0.7658</td>
<td>-1.2440</td>
</tr>
<tr>
<td>-0.84</td>
<td>-0.635</td>
<td>-0.058</td>
<td>-1.1896</td>
<td>-1.240</td>
</tr>
<tr>
<td>3.5144</td>
<td>0.4328</td>
<td>-0.1205</td>
<td>-0.7538</td>
<td>-1.4508</td>
</tr>
<tr>
<td>-1.067</td>
<td>-0.6403</td>
<td>-0.6351</td>
<td>-0.7362</td>
<td>-0.750</td>
</tr>
<tr>
<td>0.5080</td>
<td>0.4326</td>
<td>-0.0746</td>
<td>-0.6380</td>
<td>-1.0941</td>
</tr>
<tr>
<td>-0.54</td>
<td>-0.32</td>
<td>-0.18</td>
<td>-0.4536</td>
<td>-0.509</td>
</tr>
<tr>
<td>0.5012</td>
<td>0.4354</td>
<td>-0.0131</td>
<td>-0.5321</td>
<td>-0.8233</td>
</tr>
<tr>
<td>-0.415</td>
<td>-0.280</td>
<td>-0.340</td>
<td>-0.3949</td>
<td>-0.402</td>
</tr>
<tr>
<td>-1.480</td>
<td>-0.01225</td>
<td>0.60</td>
<td>C.00074</td>
<td>134</td>
</tr>
</tbody>
</table>
3.40  C.C2370
-16.67  C.0480
-15.0  C.0804
-2.20  C.0168
15.0  -C.01633
32.25  -C.004d3
47.5  C.0130
53.25  C.01833
50.0
75.0