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MMIC PHASED ARRAYS

A. I. Z~aghloul R. J. Mailloux
COMSAT Laboratories Rome Air Development Center

Clarksburg, MD 20871 Hanscom AFB, MA 01731

With Contributions by:

R. Stockton, Ball Aerospace; J. N. LaPrade, RCA Astro;
B. J. Edward, GE Electronics Laboratory; L. Nystrom, Anaren
Microwave; H. Ahn, Sedco; and K. C. Gupta, University of Colorado.

ABSTRACT

The present status of MMIC-fed phased-array

antennas, or monolithic phased arrays, is reviewed

through the results of a workshop on the subject.

Problem areas are identified and recommendations for

future developments are presented. The paper address-

es five aspects of the MMIC phased-array design:

array architecture, MMIC-to-radiating-element inter-

face, RF signal distribution, performance monitoring

and fault isolation, and computer-aided design tools

for MMIC arrays.
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1. INTRODUCTION

The advent of monolithic microwave integrated

circuit (MMIC) technology has introduced new promise,

as well as challenges, in the area of phased-array

designs and their use in radar and communications

systems. Application of this technology raises new

problems associated with fabrication, packaging, and

design methods. The AP-S Workshop held at the 1987

IEEE/AP Symposium in Blacksburg, Virginia, addressed

the present status of MMIC-fed phased-array antennas

(or monolithic phased arrays). It acted as a forum

to identify the problems encountered in design and

fabrication of such arrays, and to suggest possible

solutions.

Two survey presentations reviewing the present

status of MMIC phased arrays and describing some

existing systems were made by H. Weber of the Air

Force's Wright Aeronautical Laboratories and

R. Stockton of Ball Aerospace Systems Division.

Working subgroups were then formed to study in

greater detail the major topics associated with the

design of MMIC-fed phased arrays: architectures for

MMIC-fed phased arrays, circuit-to-radiating-element
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interfaces, RF signal distribution systems, perform-

ance monitoring and fault isolation, and computer-

aided design (CAD) tools for MMIC arrays. This paper

presents an overview of these topics and discusses

key areas within each.

2. ARRAY ARCHITECTURE

The topic of array architecture is difficult to

address in a general sense because it is highly

dependent upon mission requirements. For example, a

large space-based radar will have substantially dif-

ferent architecture requirements than a ground-based

satellite communications antenna. In order to focus

on common problems, the topic can be divided into

configuration issues and performance issues.

Array configuration is defined as the way in

which an array is constructed, including materials,

level of integration,.and packaging techniques. The

level of integration and packaging areas can be fur-

ther subdivided into the following:

3



" Modules--both perpendicular and planar to the

aperture surface;

" Monolithic--with the radiators and active

circuits on the same surface;

* Multilayer--with the radiators, active

circuits, and feed network residing on different

layers; and

* Bootlace lens---with active modules sandwiched

between two radiating surfaces.

Performance requirements that affect the archi-

tecture include polarization diversity, sidelobe

levels, directivity, scanning region, gain-to-noise-

temperature ratio (G/T), and e.i.r.p. Almost without

exception, performance issues dominate the architec-

ture tradeoffs and constrain the configuration.

Among the applications which drive both perform-

ance requirements and configuration are satellite

communications; airborne, ground, and space-based

radars; and multifunction broadband arrays. This

partial list encompasses the major systems-level

requirements that impact array architectures.
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2.1 Configuration Issues

The traditional module which extends behind the

radiating aperture will remain a viable architecture

as long as module size can be made compatible with

array lattice constraints. Both the physical size

and cost of this configuration can be reduced by

replacing hybrid MIC components with MMIC chips.

Further reductions in size and cost can be realized

by increasing the level of integration. This is

accomplished by replacing element modules with multi-

element or subarray modules. Eventually, module size

will be limited by the number of RF, DC, and control-

line interconnections. This problem can be largely

alleviated by partitioning and integrating portions

of the control electronics within the module. An

alternate approach is to replace control-line inter-

connects with fiber optics. In either case, decreas-

ing the number of interconnects results in improved

reliability.

Another module issue which requires a new con-

ceptual approach is the development of improved,

higher density transitions to both the radiating ele-

ment and the feed network. Such techniques will
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increase in importance if the module concept is

extended up to the K -band.u

Planar modules offer obvious advantages in thin

or conformal array applications. As with any multi-

layer structure, RF interconnects are a major con-

cern. A two-layer structure with the radiators

above, and MMIC chips below, a common ground plane is

the preferred approach. This technique doubles the

unit cell area while avoiding complex ground-plane-

to-ground-plane interconnections. Planar, multilayer

modules with more than one ground-plane layer require

improved interconnect technologies to prevent moding

and high-inductance feedthrough paths. These factors

may preclude the use of modules with more than one

ground plane above X-band.

Monolithic subarrays, or "phased arrays on a

chip," are viable configurations for half-duplex com-

munications applications. Separate chips are

required for transmit and receive functions, for two

reasons. Since the radiators, amplifiers, phase

shifters, bias and control lines, and a portion of

the feed network are on the same surface, area limi-

tations are acute. The unit cell cannot accommodate

more than a single element, amplifier, and phase
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shifter. Even if the transmit and receive components

could be made small enough to share the unit cell,

the additional isolation and attendant filtering

requirement at each element would make this approach

impractical.

The practical application ef the monolithic

approach is limited to roughly 15 GHz and above,

where useful levels of integration can be achieved on

wafers of 4-in. diameter or smaller. With a mono-

lithic configuration, both the cost effectiveness and

feasibility of this approach are directly related to

yield. However, if the level of integration is com-

mensurate with the maturity of GaAs MMIC processing

technology, monolithic arrays should become a practi-

cal architecture.

In an active lens configuration, all of the mod-

ule issues mentioned above are applicable, in addi-

tion to concerns regarding control signal and DC

power bus distribution and heat removal. The impact

of these issues varies in direct relation to aperture

size and frequency of operation.

A final configuration problem involves broadband

arrays. For an active broadband array, the element

lattice is determined by the highest frequency of
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operation, while the physical size of the components

and modules is dictated by the lowest frequency of

operation. A fundamental problem which appears to

have received little attention is whether the modules

can be made compatible with the lattice. At the low

end of the spectrum the problem is less severe, since

MMIC components with lumped elements can be made much

smaller than the halfwave element spacings. This

issue is of greater concern at the higher frequen-

cies, where chip and module size no longer scale

linearly with wavelength. This subject warrants

additional detailed investigation.

2.2 Performance Issues

Of the various performance issues discussed, the

following four topics emerged as having a major impact

on overall array architecture:

a. Dynamic Output Control of Power Amplifiers.

This is an important requirement for active radar

arrays. Present amplifier designs provide acceptable

phase and amplitude tracking from module to module

when operated in compression. However, when the
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amplifiers are taken out of saturation to reduce out-

put power, phase and amplitude tracking become unac-

ceptably poor. One solution is to operate in

compression, using an attenuator to reduce the output

power. Although this is an effective approach, it is

undesirable because it reduces overall efficiency and

increases the heat load which must be dissipated.

Better techniques must be developed to provide

acceptable tracking without sacrificing efficiency.

b. Efficiency. It was concluded that the most

beneficial performance improvement would be higher

power-added efficiency for solid-state devices.

c. True Time-Delay Networks. With increased

emphasis on broadband phased arrays, this technology

area should receive more attention. Much work is

needed in both component design and techniques for

integration into array feed networks.

d. Repairability and Performance Upgrading.

This involves the ability to retrofit the active com-

ponents within the array to enhance performance; it

is also a configuration issue when repairability is

considered. As systems become more expensive, and

service lifetimes are extended to compensate, ease of

maintenance and performance upgrading should be
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important requirements in the selection of array

architecture design and packaging concepts. Ideally,

something as simple as a replaceable plug-in module

or subarray assembly could be implemented.

3. MMIC-TO-RADIATING-ELEMENT INTERFACE

Attention was focused on two aspects of the

MMIC-to-radiating-element interface: the case where

the radiating element is printed during the GaAs MIC

fabrication process, and all other cases where the

radiating element is off-substrate. Requirements for

the radiating element, and the MMIC interface to that

element, are clearly interdependent and are identi-

fied as system-driven. Four aspects determining ele-

ment/interface requirements are frequency of opera-

tion, bandwidth, application, and test requirements.

Frequency of operation permits a first-level

tradeoff in determining whether to print the radiat-

ing element integrally with (and planar to) the

MMIC. The millimeter waveband is generally the low-

est frequency at which this arrangement is economical

in terms of GaAs real estate and associated overall

circuit yield.
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The bandwidth of the system drives selection of

the interface and the element. Broadbanding (a rela-

tive term) has been achieved for printed radiators by

the addition of off-substrate loading to effectively

double-tune the resonant structure. Very broadband

elements are available; however, the matching cir-

cuitry is often incompatible with high-density mono-

lithic interface requirements. If the MMICs are to

be separately packaged for the element interface,

then the transition may be integrated with the pack-

age. Figure 1 shows a package design sponsored by

NASA which features a broadband microstrip inter-

face. In this case, conventional microstrip-to-

coaxial or microstrip-to-waveguide transition tech-

niques are suitable for the MMIC-to-radiating-element

interface.

The system application is a strong determinant

of the MMIC/element interface. Three separate appli-

cations were considered: transmit only, receive

only, and transmit/receive (T/R). In the transmit-

only case, a direct interface from the MMIC to the

radiating element is straightforward. Minimum path

length and low VSWR will ensure maximum radiated

11



Figure 1. Typical MMIC Package
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power from the MMIC. In the receive-only case, fil-

tering is more likely to be required between the MMIC

and the radiating element. This filtering can be

inserted on-substrate for low-Q applications. How-

ever, if narrow bandwidths are selected or sharp fil-

ter characteristics are required, significant

insertion loss and component complexity may be intro-

duced between the MMIC (packaged) output and the cor-

responding receiving antenna element.

In the case of T/R antenna systems, the lack of

a monolithic nonreciprocal device such as a circula-

tor is apparent. For radar applications, a switch

may be the output circuit element on the MMIC, there-

by allowing for direct transition to the radiating

element. However, simultaneous transmit and receive

systems will require a nonreciprocal device or a

diplexing filter structure, which leads to increased

complexity for the interface.

Test requirements imposed at levels of assembly

below that of the full-up array can impact the MMIC-

to-radiating-element interface. MMICs packaged as

shown in Figure 1 are ideally suited for high relia-

bility applications. When steps are taken to inte-

grate the radiating element with the package, or to
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integrate the transition to the element with the

package, unique requirements are introduced which may

limit or preclude testing at the MMIC (packaged)

level. In the case of a fully monolithic active

antenna, only full-up antenna testing will indicate

individual MMIC/element performance.

The advantages of integrating the radiating ele-

ment on the GaAs substrate increase with increasing

frequency. The ability to achieve the greatest

interconnect repeatability and reliability is a con-

stant advantage, and the potential exists to achieve

a low-cost design where human contact during the pro-

duction process is minimal. Several as yet unre-

ported areas of development may bring further

advantages to a monolithic approach. One approach

may be to center the ground plane within the mono-

lithic structure in a way that provides for closer

element spacing and therefore higher circuit density

than is currently achieved in monolithic active

arrays.

Several disadvantages of integrating the element

on the MMIC substrate have already been identified,

including the wavelength/frequency relationship to

GaAs real estate and circuit yield (and hence greater
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cost), as well as the lack of MMIC process-compatible

circulators. Other disadvantages include degraded

printed-circuit radiating element performance due to

the high relative permitivity of GaAs and associated

substrate thinning. The significant lack of experi-

mental data for various element configurations on

GaAs limits the ability of a designer to predict

array performance, particularly with regard to radia-

tive and phonon coupling between radiating elements,

and between elements and other circuitry present on

the monolithic array.

4. RF SIGNAL DISTRIBUTION SYSTEMS

A variety of networks have been developed for

distributing (feeding) RF signals to the radiating

elements of a phased-array antenna. To fulfill the

electrical and mechanical requirements, these net-

works have capitalized on various architectures,

media, and materials. Locating active MMIC T/R mod-

ules with each radiating element promises to increase

the performance and functional flexibility of the

array, and as a result greater demands are placed on

the feed network. Depending on its mission, the
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active phased array may require a feed system that

accommodates the following:

* independent transmit and receive signal

distribution,

" sum and difference receive beams for target

tracking,

* simultaneous multiple beams,

* dual polarization,

* coherent local oscillator signal distribution,

and/or

• module calibration signal distribution.

The feed system for the active array must also

compete for volume with the prime DC power (bias)

distribution system, the MMIC module control signal

distribution system, the array thermal management

system, and the mechanical support structure.

Historically, the media that have been consid-

ered for the distribution of array RF signals are

variations of microwave circuitry and space. Micro-

wave circuitry techniques include waveguide, coaxial,

and channel line, as well as the printed approaches
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such as stripline, microstrip, and coplanar wave-

guide. Waveguide exhibits low loss and good phase

tracking; however, its volume and weight can be pro-

hibitive when multiples of the above-listed feed

functions are required. Coaxial-type line is limited

by its loss, plus the difficulty of realizing such

components as splitters and couplers. In contrast,

the printed transmission line approaches offer a

great deal of flexibility in the realization of

splitters, couplers, etc.; however, they can be un-

wieldy when multiple feed functions are required.

Space feed techniques, where the array is an

active lens illuminated from some central location,

can be particularly attractive for use at higher fre-

quencies because the difficulty of mechanically

interfacing to extremely closely spaced elemental

modules is eliminated. Inefficiency due to RF energy

spillover is not of significant consequence in the

active array. However, the space feed approach also

is limited when multiple feed functions are required.

Optical fiber technology is currently being

investigated as a possible medium for distributing

microwave signals to the elemental T/R modules of an
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active phased array. Fiber optic techniques appear

promising, particularly when employed in conjunction

with digital beam forming. Figure 2 depicts a possi-

ble system architecture. The transmit signal ampli-

tude modulates the optical frequency carrier of one

or more lasers. This modulated carrier is divided

using fiber optic splitters and distributed to the

elemental modules. Note that the lengths of these

optical fibers need only be toleranced with respect

to the microwave wavelength to maintain signal coher-

ency. In the receive mode, the signal is down-

converted and digitized within the elemental module.

The digital format signal modulates an optical car-

rier, which is sent via fiber to a central location

for detection and combination with the signals from

other modules.

The attractive characteristics of optical fibers

include their light weight, small physical size, and

mechanical flexibility. They are also immune to

electromagnetic interference (EMI) and electromag-

netic pulse (EMP), and exhibit extremely low fiber-

to-fiber cross coupling.

The present limitations of fiber optic tech-

niques are associated with the losses and frequency

18
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limits inherent in the modulation/demodulation proc-

ess. The level of microwave frequency transmit sig-

nal that may be extracted from an optic link and

applied to the input of an elemental module is typi-

cally lower than desired. Similarly, for an analog

receive signal fiber optic link, modulation and

demodulation losses limit the dynamic range. The

current upper frequency extreme for direct modulation

of a laser diode optical source is in the neighbor-

hood of 10 GHz. It is fully expected that advances

in optical source and detector technology will

relieve these limitations.

Techniques for simplifying the array feed net-

work by leveraging the electrical sophistication of

the T/R modules are being investigated. For example,

the inclusion of phase and amplitude error detection

and compensation circuitry within the modules enables

relaxation of the feed network tolerance require-

ments. Performing signal multiplexing within the

module may permit a simple one-channel feed network

to accommodate multiple beams or polarizations. Mod-

ules that accommodate multiplexing of RF and control

signals on the feed system alleviate the competition
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for array volume that normally occurs between these

two distribution networks.

To ensure the successful design of active phased

arrays, accurate modeling and analysis tocls that

address the interaction of the feed, modules, and

radiating elements are required. For example, the

transmit mode radiated power and efficiency is a

function of the active element impedance presented to

the modules' MMIC power amplifiers. In the receive

mode, the radiating element serves as the source for

the receive amplifiers, and therefore its impedance

influences the system gain and noise figure. The

designer must possess good knowledge of both the cir-

cuit fabrication process and the module and feed

assembly operation in order to predict performance

and identify potential problems.

5. PERFORMANCE MONITORING AND FAULT ISOLATION

In order to examine the incorporation of per-

formance monitoring and fault isolation (PMFI) into

MMIC arrays, it is first necessary to compare array

architectures that include subarrays fabricated in

the plane of the aperture with those having subarrays
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fabricated in the plane orthogonal to the aperture.

The in-plane type of fabrication is clearly very dif-

ficult to repair. Even if the in-plane array is com-

posed of subarrays, a radome (often hermetically

sealed) generally must be removed in order to accom-

plish repairs. In contrast, the orthogonal subarray

configuration seems to offer the possibility of

removing one row or column from behind the array in

order to replace the failed element or subarray. The

main conclusion in this area is that fault detection

leads to replacement of the subarray, instead of

repair.

The various PMFI approaches can be classified in

two categories: internal techniques which are accom-

plished within the array and calibration network, and

external techniques which involve the measurement of

radiated or received signals. The internal tech-

niques include RF sampling at the aperture by using a

directional coupler, and time domain reflectometry.

The external techniques, which are mainly measure-

ments of radiated fields, include probing and near-

field measurement, far-field measurement, and phase

shifter bit toggling.
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Some PMFI techniques can be implemented with the

array system in the field, while others are limited

to use on the antenna range. The distinction depends

in part on the amount of data involved in the PMFI,

and in part on physical constraints such as the

availability of an antenna to measure the far fields

in the external case.

From a PMFI viewpoint, MMIC (or at least photo-

lithographically produced) arrays appear to have the

following advantages:

a. Built-in on-board or on-chip circuits to act

as PMFI calibrators.

b. Built-in on-board or on-chip processing for

PMFI. (Presumably this is digital circuitry that

could be manufactured directly on the board.)

c. The capability of using amplification to

inject modulation into various levels of the circuits.

d. The capability to correct amplitude perform-

ance using an MMIC variable attenuator, probably on

the same board or chip.
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e. The ability to switch elements over a wide

dynamic range, and to effectively switch off all ele-

ments but one. (This capability is not available

with current arrays.)

6. CAD TOOLS FOR MMIC ARRAYS

The CAD tools required for MMIC phased arrays

may be discussed separately for two possible types of

MIC phased-array configurations. The first type

uses conventional radiating elements driven by MMICs,

such as phase shifters, switches, power amplifiers

(for transmitting), and low-noise amplifiers (for

receiving). The second group deals with truly mono-

lithic arrays in which the radiating elements are

fabricated on the same substrate (usually GaAs) used

for monolithic circuits.

There is an urgent need to develop accurate CAD

tools for both types of MMIC phased arrays. Success-

ful implementation of MMIC antenna arrays would be

difficult (if not impossible) without the appropriate

CAD tools.
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6.1 CAD for Monolithic Microwave Circuits

Several CAD packages for microwave circuit

design are available commercially; however, most of

these were developed for hybrid microwave circuits

(on alumina or polystyrene-based substrates) and do

not possess the accuracy needed for designing mono-

lithic microwave circuits on GaAs. Currently, sev-

eral groups are working to improve microwave circuit

CAD techniques, and a second generation of CAD tools

should be available within the next few years. Im-

provements are being sought in the following areas:

a. Improved models for passive circuit elements

(such as spiral inductors) and transmission line dis-

continuities, especially at frequencies above

12 GHz. Rigorously accurate characterizations of

these elements are obtained from numerically inten-

sive algorithms. There is a need to develop tech-

niques for using the numerically derived results in

circuit analysis and optimization algorithms so that

adequate accuracy and speed requirements are met.

b. More accurate models for the nonlinear be-

havior of active devices (such as MESFETs).
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c. Nonlinear circuit analysis using the har-

monic balance technique or its variations.

d. Models and analysis techniques for incorpo-

rating spurious coupling between various components

or portions of monolithic integrated circuits.

e. Integration of sensitivity analysis, toler-

ance analysis, and yield analysis in CAD packages.

f. Use of expert-system concepts to make CAD

tools more user friendly, especially in the area of

circuit synthesis.

6.2 CAD for Monolithic Microstrip Antenna Arrays

In monolithic microstrip arrays, radiating

microstrip antenna elements are fabricated on the

high-resistivity GaAs substrates used for monolithic

circuit fabrication. Thus, an integrated CAD soft-

ware is needed which could be used for analysis and

optimization of radiating, as well as nonradiating,

components.

CAD tools for radiating microstrip antenna ele-

ments are still in the preliminary stages of develop-
1

ment. It has recently been reported that a
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modified version of a cavity model, called a multi-

port network model, is suitable for CAD of microstrip

antennas. Using this approach, the CAD techniques

developed for multiport networks can be extended to

microstrip patches and arrays. Another software

development effort is taking place in West Germany,
2

in which rectangular and circular microstrip patches

are analyzed using a CAD package which should soon be

commercially available.

The CAD of monolithic microstrip arrays requires

the same tools used for MMICs, as discussed in the

preceding subsection. In addition, techniques must

be developed for CAD of microstrip patches and arrays.

For this purpose, research efforts are needed in the

following areas:

a. Accurate CAD-oriented models for microstrip

radiating elements and for mutual coupling between

these elements.

b. Synthesis algorithms for microstrip arrays,

taking into account conductor and dielectric losses.

c. Convenient modeling of surface wave effects

and their influence on microstrip array design.
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d. Evaluation of the effect of radiation gener-

ated from "nonradiating" parts of the arrays, such as

the circuit components and the feed network.

e. Development of sensitivity analysis and op-

timization techniques applicable to microstrip

patches and arrays.

f. Design tools for both broadband and electro-

magnetically coupled microstrip patches.

6.3 Related CAD Issues

Two related areas for which CAD tools must be

developed were identified. One of these involves

computer-aided measurements for both MMICs and mono-

lithic phased arrays, while the other is related to

evaluating the thermal and mechanical performance of

MMIC arrays. Research efforts should be encouraged

in these areas.
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A KU-BAND HEMISPHERICAL ARRAY ANTENNA

FOR POSSIBLE

SPACE STATION APPLICATION

R. W. Shaw, J. R. Carl; Lockheed Engineering and Management Services
Company

G. D. Arndt; National Aeronautics and Space Administration -
Johnson Space Center

ABSTRACT

The Space Station communication system will use microwave

frequency radio links to carry digitized information from sender to

receiver. The ability of the antenna system to meet stringent

requirements on coverage zones, multiple users, and reliability will

play an important part in the overall multiple access communication

system. This paper will describe a hemispherical array with non-

uniformly spaced active radiating elements to meet the solid angle

gain/coverage requirements associated with the Space Station

communication midzone region.

1. INTRODUCTION

It can be shown that an array of radiating elements distributed in some

fashion over a doubly curved surface is usually better suited than a

planar array for applications requiring moderate gain over wide solid
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angle coverage. I The ability of such an antenna to achieve a given

spatial gain/coverage characteristic while minimizing the number of

radiating antenna elements, thereby lowering hardware costs, is con-

sidered one of the more important requirements of this application.

The system itself is a multichannel, full duplex, Ku-band, frequency

division multiple access scheme which will allow communications from

200 m to 185 km from the Space Station structure. Figure 1 shows the

antenna system configuration and its major functional blocks. The

implementation of the array has been tailored to the unique coverage
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Figure 1.- System configuration.
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zone requirements of the Space Station multiple access midzone

region and incorporates moderate gain horn elements in a

hemispherical arrangement.

The design of the array also encompasses the mechanical and electrical

integration of transmit/receive (T/R) modules colocated at each

element. It is the T/R module which then sets the transmit power level

and receiver noise figure of the system and allows the optimum

performance of the array to be obtained.

2. ARRAY DESIGN

The first step in determining the antenna gain, pattern, and the

subsequent array configuration is deciding the coverage zone needs.

This specific antenna system is required to serve the users located in the

midzone region of the multiple access netvork. The midzane region

extends from 200 m to 185 km from the Space Station structure with

varying scan angle requirements for given distances.

Figure 2 shows a pictorial representation of the gain/coverege

requirement. The first region of interest encompasses a sphere that

extends from 200 m to 1 km away from the structure. In this region,

the elevation angle can vary up to ± 1800, and the scan angle (the

angle from the velocity vector) can vary up to ± 900. Users in this

region may require telemetry and command information (low data

rate) or high resolution television (high data rate). The second region
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of interest encompasses a disc shape that extends from 1 km to 37 km

out from the structure. This region requires an elevation angle

variation of t 1800 but a scan angle variation of only ± 20'. Again,

users in this region may require telemetry and command or high

resolution television. The final sector of interest is a rectangular region

which extends from 37 km to 185 km along the velocity vector and is 74

km high by 18 kmthick. In this region, users require only low data rate

telemetry and command information.

STAflOU

Figure 2.- Coverage zones.
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The most stringent requirement on the array design is the spherical

antenna coverage zone. However, the most stringent link margin for

the system isthe farthest distance requirement of 185 km. By blending

the requirements of each coverage zone with the required effective

isotropic radiated powers (EIRP's) and link margins, a gain taper can be

determined on the array to allow spherical close-in antenna coverage

with maximized array gain in the velocity vector (orbital plane)

direction. Such a gain taper is shown in figure 3, where a somewhat

constant gain is maintained within 200 of the orbital plane, with a

decreasing gain rolloff at 900 from the orbital plane.
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Figure 3.- Array gain taper.

35



Interest in spherical arrays for achieving spherical or hemispherical

antenna coverage is based on the natural ability of spherical arrays to

provide uniform pattern and gain over wide angular regions. Other

array configurations, such as planar arrays, suffer from beam

degradation as the beam is steered over wide angular regions.

Cylindrical or conical arrays can reduce beam variations in elevation

but still suffer beam variations in the scan angle direction. Figure 4

shows a predicted gain versus scan angle plot of a spherical and a

cylindrical array. Therefore, an array of elements conforming to a

spherical pattern can be used for hemispherical coverage, provided the
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Figure 4.- Spherical and cylindrical comparison.
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array is large in terms of wavelength. In addition, the individual

elements may be tilted toward the velocity vector to maximize the

contribution of the elements in that direction with a corresponding

decrease in contribution toward the scan angle direction.

The overall gain of the planar array antenna is a function of the

individual element gain and the total number of elements in the array.

This is also a good approximation for a spherical antenna provided that

the "active" elements point near the line-of-sight vector.

GARRAY - GIND + lOlogN (1)
ELEM

where

GARRAY = gain ofthe array (in dB)

GIND = gain of identical elements in the array
ELEM

N = total number of elements in the array

Therefore, for a desired array gain, incorporating individual high gain

elements results in a fewer number of elements for the array.

However, the real benefit in this reduction of elements is the

corresponding decrease in components. Recent interest in array

development has been in terms of microwave monolithic circuits

integrated into an array of microstrip patch antennas. Typically, these

patch antennas have gains ranging from 0 dBi to 6 dBi at Ku-band
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frequencies. Thus, an array of 23 dBi would require 100 elements

(3 dBi). As a contrast to this, using elements of 8 dBi gain would

require an array of only 32 elements. This threefold decrease in

elements and active components is extremely beneficial to the

reliability and cost of the system.

In this array application, the elements are waveguide horns with gains

of approximately 8.5 dBi and beamwidths of 580. The integration of

this waveguide component to the T/R module is done via a fin-line

waveguide-to-microstrip transition. This technique allows an end

launch into the waveguide assembly for a more desirable mechanical

configuration. Figure 5 shows a picture of the transition/element

assembly and the corresponding measured input impedance. Figure 6

shows the measured antenna pattern of a gold-plated aluminum

assembly.

3. COMPUTER-ASSISTED DESIGN

A computer program has been written to calculate and graphically

display the radiation patterns of a wide variety of possible conformal

array antennas. If the curvature of the array can be approximated by

the surface of any ellipsoid, or a section thereof, the program is

applicable. By specifying the dimensions of the three major axes of an

ellipsoid, a wide variety of surface curvatures are possible including a

sphere, cylinder, or plane. Once the surface is defined, the radiating
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Figure 6.- Transition/horn antenna pattern.

elements can be layed out on it, and the location of each phase center

can be spedif ied.
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The program calculates the far field radiation pattern of the array by

the element summation:

A N -jk( T ) (2)
i=1

where

E= the field intensity at some point in the multibeam radiation

pattern

Ai = the complex amplitude and phase at some element location "i"

on the array, which is the superposition of the requirements for

M beams of the multibeam pattern

that is

A (3)
A.=

k = the propagation constant

Si = the element location vector

r = the direction in space where the field is being summed

Whether or not an element is active is based on the permitted angular

difference between the element's normal vector and the beam

direction. This permitted angular difference is an input. The

contribution of each active element is a vector sum at some point in

space. The phase of each element's contribution is based on its precise
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location on the ellipsoid, and the amplitude is based on the direction

of the element's normal vector and the element pattern factor. These

summations ate systematically performed one point at a time, over the

sector of space of interest, and provides the data for the radiation

pattern plot.

3.1 COMPUTER-PREDICTED RADIATION PATTERNS

With the use of this computer-generated theoretical radiation pattern

data, analysis of several array anomolies can be investigated. Figure 7

shows the predicted radiation pattern of the beam when it is located in

the orbital plane.

FIELD MAGNITUDE

:1

BEAM POSITION (Th-4I.. Phi) = 9O.. o. Deg.
MAX DIRECTIVITY = 24.18 d8

Figure 7.- Array radiation pattern.
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3.1.1 EFFECTS OF PHASE QUANTIZATION

Phase shift is supplied to the radiating elements in discrete amounts

and is digitally controlled from the beam-forming network. One bit

(0 or 1) of control will permit either 00 or 1800 of phase shift at each

element. Two bits (00, 01, 10, 11) will permit 00, 900, 1800, 2700, etc.

Plots have been made to show how the reference radiation pattern is

affected by a degree of control from 1 bit to 5 bits. The data shows

that little (0.02 dB) is gained by going from 4 bits to 5 bits. Therefore,

4 bits was chosen for control of this antenna.

3.1.2 ELEMENTAL PHASE ERRORS

The phase errors associated with the element phase shifters and other

components are assumed to be gaussian in nature. Figures 8, 9, and 10

show how the reference radiation pattern is affected as elemental

phase error is increased from a standard deviation (lo) of 22.500 to 900.

The patterns show that the former is acceptable, and the latter is not.

3.1.3 ELEMENT FAILURES

A cursory investigation has been made on the effects of element

failures. In figures 11 and 12 the effects of 5 and 12 failures are shown

respectively. There are normally 31 active elements in the reference

pattern. The failed elements have been randomly chosen and made to

be completely "dead." These plots show that graceful degradation

occurs and that several hard failures do not severely degrade the

performance of the antenna.
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Figure 8.- Radiation pattern with
22.50 elemental phase error.
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Figure 9.- Radiation pattern with Figure 10.- Radiation pattern with
450 elemental phase error. 900 elemental phase error.
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Figure 11.- Radiation pattern with Figure 12.- Radiation pattern with
five element failures. 12 element failures.

4. CONCLUSION

The array design for a full duplex multibeam antenna has been

presented. This communication antenna system utilizes a spherical

conformal array of high gain elements to achieve the gain/coverage

requirement of the Space Station midzone region. The design

configuration and the anticipated performance of the array have been

optimized using an in-house computer program. This program also

allows the variation of key parameters in the antenna design which

enables absolute phase errors, phase quantization errors, and element

failures to be simulated.
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AEA SUBSYSTEM FR

AVIATION SATELLITE COMUNICATION

S.Y. Peng, H.H. Chung, and W. Foy
Teledyne Ryan Electronics

San Diego, California

ABSTRACT

There is a tremendous need for a low cost phased array antenna

subsystem for satellite communication. This low cost antenna

subsystem will be either installed on top of motor vehicles, on

the side of airplanes, or may be inside homes to provide telephone

service, traffic control, and many other needed functions. This

paper presents a newly developed L-band phased array antenna

subsystem for aviation satellite communication.

The proposed Antenna Subsystem consists of two high gain antennas,

one low gain antenna, 3 low-noise amplifiers, 3 diplexers, and

associated electronics. Each high gain antenna is a phase array,

consisting of 19 crossed-slot elements designed to be conformally

mounted on each side of the fuselage. Each array main beam will

be electronically steered by 3-bit diode phase shifters.

The overall physical size of each array is a 20 inch by 20 inch

square that is 0.4 inch thick. The low gain antenna is a single
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crossed-slot, flush mounted on the top of the fuselage. The key

features of the presently developed phased array are low prcfile,

low cost, lightweight, highly reliable, and maintainable. The

printed cross-slot array elements newly developed provide the

ideal element pattern, greater spatial coverage, for satellite

communication. The array pattern performance and installation

concept will be discussed.

1.0 INTRODUCTION

Teledyne Ryan Electronics (TRE) has broad experience in the

development of Phased Array Antennas. Currently, TRE is

developing an L-Band Phased Array for the NASA Mobile Satellite

(MSAT) vehicular communication program. An overall concept of

mobile satellite communications is shown in Figure 1. Under this

program TRE will develop and deliver an antenna system with

characteristics very similar to those required by Aviation

Satellite (AVSAT) Communication System. Because the MSAT antenna

requirements are very close to those of AVSAT, TRE strongly

believes that the proposed Antenna Subsystem is a low risk

solution to the ARINC AVSAT specifications. TRE has more than a

30 year history of developing and producing highly reliable

electronic and RF avionics equipment.

The proposed Antenna Subsystem consists of two high gain antenna,

one low gain antenna, 3 low-noise amplifiers, 3 diplexers, and
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associated electronics. Each high gain antenna is a phase array,

consisting of 19 crossed-slot elements designed to be coformally

mounted on each side of the fuselage. Each array main beam will

be electronically steered by 3-bit diode phase shifters. The

overall physical size of each array is a 20 inch by 20 inch square

that is 0.4 inch thick. The low gain antenna is a single crossed-

slot, flush mounted on the top of the fuselage.

Key features of the proposed Antenna Subsystem include the use of

crossed-slot elements etched in stripline material to provide a

low profile, low cost, lightweight, highly reliable and

maintainable design. Major advantages of using the crossed-slot

design over microstrip patch antennas include greater spatial

coverage, broader frequency bandwidths, and less sensitivity to

manufacturinq tolerances. Commonality of design in each of the

three antennas also aids in cost reduction. In addition, the

selection of a 19-element circular aperture design over a 16-

element rectangular aperture is to improve sidelobe performance at

large scan angles. One of the two side-mounted fuselage conformal

phased array is shown in Figure 2 thru 3 which is a photo of a

mockup built for this year's Paris Air Show. The concept of the

TRE's Antenna Subsystem is to minimize the total number of Line

Replaceable Unit (LRU), to provide the ease of maintainability and

to simplify installation procedure.
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Figure 2. A Photo to Show the Top View of a Side-Mounted Array Mockup
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2.0 ANTENNA SUBSYSTEM CHARACTERISTICS

The antenna subsystem includes two high gain array antennas and

one low gain antenna utilizing printed circuit crossed-slot

elements. These antenna radiating elements are conformal to the

fuselage skin using tapered edges to reduce aerodynamic drag. The

normal to the array aperture is about 45 degrees above horizon

which allows the maximum elevation scan coverage to be -20 to +90

degrees relative to the horizon.

Detailed trade-off analysis were performed to maximize array gain,

satellite isolation and to minimize backlobe and sidelobe levels.

The resulting Antenna Subsystem characteristics are summarized in

Table 2-1. The trade-off parameters investigated included array

size, the number and spacing of array elements, and the

distribution of losses.

Table 2-1. Antenna Sabsystem Characteristics

Frequency of Operation

Transmit 1625.5 to 1660.5 MHz
Receive 1530.0 to 1559.0 MHz

Gain

Broadside 15 dBic
At +60 scan angle 12 dBic

Coverage

Elevation -20 degrees to +90 degrees
Azimuth 360 degrees

Sidelobe Discrimination 13 dB at 45 degrees separation
Satellite Isolation >20 dB
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The high gain antennas are electronically steered by 3-bit diode

phase shifters controlled by the beam forming network and

microcomputer. For the low gain antenna, there is no phase

shifter requirements. Both phase shifter and control electronics

are contained on a microstrip circuit board. Coaxial RF cables,

through a special high density connector, are used to interconnect

radiating elements and phase shifters circuits. The phase shifter

drive circuits, microcomputer, and low noise amplifiers are

powered by a low cost D.C. power supply. The diplexer and Low

Noise Amplifier (LNA) are physically integrated to form a single

unit to reduce RF loss. The definition of each LRU for the

proposed antenna subsystem is given in Table 2-2.

Table 2-2. Antena Sibsystem

A-l* First of a 19-element high gain antenna flush-mounted on

one side of fuselage.

A-2* Second unit of a 19-element high gain antenna flush-

mounted on the other side of fuselage.

B-I A single element low gain antenna flush-mounted on the

top of fuselage, and a diplexer and Low Noise Amplifier

(LNA) unit to feed the low gain antenna.

C-l** First high gain antenna electronic units consisting of a

phase shifter circuit board. Beam forming network,

diplexer, Low Noise Amplifier (LNA) and its associated

electronics circuits and power supply.
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C-2"* Second high gain antenna unit consisting of a phase

shifter circuit board, beam forming network, diplexer,

Low Noise Amplifier (LNA) and its associated electronics

circuits and power supply.

Typical array antenna patterns were calculated for frequencies of

1660 and 1545 MHZ as shown in Figures 4 through 7. Note that

within +60 degrees scan angles in both azimuth and elevation

planes, the 12 dBic gain requirement is met. In addition, the

azimuth and elevation angles stated here are referenced to the

array aperture. The calculated 3 dB beamwidths are 300, 340, 380,

and 440, corresponding to the scan angle of 300, 400, 500, and 600

respectively.

The high gain antenna beam forming network consists of 18 3-bit

pin diode phase shifters. These phase shifters are fed by a 1:19

reactive stripline power divider. One of the 19 ports is used as

the reference port, which eliminates one 3-bit phase shifter and

provides phase stable conditions as the beam is steered off

broadside.

3.0 INSTALLATION CONCEPT

The antenna subsystem installation concept is aimed to simplify

procedure, to reduce cost, to ease accessibility for maintenance,

and to enhance system reliability. Based on above concept, it is
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suggested that the total LRU (Line Replaceable Unit) will be

housed in one electronics box with the phase shifter and

electronics control interface for the high gain antennas as shown

in Figure 8. To protect electronics circuit and phase shifters,

the electronics box will be installed inside the aircraft. Based

on the limited drawings obtained for the aircraft structures and

overhead luggage compartment, we recommend to mount the

electronics box inside the overhead compartment for the ease of

maintenance. However, it should be emphasized that the proposed

location is only one of many possibilities. For example, for wide

body aircrafts, there is sufficient space behind the modified

panels where the electronics box can be attached.

The high gain array radiating elements and their associated feed

circuit will be mounted on each side of aircraft fuselage with

tapered edges and solid grounding to reduce air drag and to

protect array from lightning.

The array elements are connected to the beam forming network with

a common connector which contains 19 coaxial cables through a

common hole with the diameter complying with ARINC 741 Spec. Tht

beam forming network is contained in the electronics box and

connected to a diplexer/LNA unit.
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It should be pointed out that the estimated overall weight for one

high gain antenna subsystem is 44.21 lbs. For one array alone is

about 20 lbs. It also should be mentioned that the location of

the electronic units in the overhead compartment is our

preliminary recommendation and will be subjected to change for

other better locations.

4.0 CONCLUSIONS

In conclusion, the TRE (Teledyne Ryan Electronics) Antenna

Subsystem has the following nice features:

0 Desired Array Elements - crossed-slot, which provides

better low angle space coverage, low profile (0.4"), low

drag, high reliability, low maintenance and low cost.

0 Optimized Array Design, which minimized sidelobe level

at large scan angels and maximizes intersatellite

isolation.

0 Minimized Number of LRU, which simplifies installation

procedure, reduces installation cost, and provides high

maintainability.
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ANALYSIS OF FINITE PHASED ARRAYS OF CIRCULAR

MICROSTRIP PATCHES

Manohar D. Deshpande and M. C. Bailey

NASA Langley Research Center, Hampton VA

Abstract:

A method is presented to analyze a finite planar
array of circular microstrip patches fed by coaxial
probes. The self and mutual impedances between array
elements are calculated using the method of moments
with the dyadic Green's function for a dielectric layer
on a ground plane. The patch currents are determined
by using the reaction integral equation. The active
input impedance as well as the active element pattern
of the arrays are computed from a knowledge of the
resultant patch currents.

The calculated results for 2-element and
8-element linear arrays are in good agreement with
experimental data. The active reflection cofficient
and element pattern for the center and edge elements of
a two domensional planar array as a function of scan
angle are also presented.

1.0 Introduction:

Use of phased arrays of printed antennas is

becoming increasingly popular mainly due to monolithic

MIC concept, where active devices and radiating ele-

ments are integrated on the same layer of a dielectric

substrate. Recently some attempts have been made to
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analyze this new class of phased arrays of printed

antennas. The scan blindness in an infinite phased

array of printed dipoles were studied in [1] using the

moment method. The effects of substrate parameters and

grid spacing on the performance of an infinite array of

rectangular microstrip patches were reported in [2].

However,the infinite array model is only valid for ele-

mEnts which are well away from the edges of a finite

array. Furthermore, the infinite array solution does

not account for edge effects of a finite array. Thus

the study of finite phased arrays yields more practical

information than the study of infinite arrays. Using

an element by element approach, various aspects like

reflection cofficient, element patterns, effect of

dielectric cover and efficiency of finite phased arrays

of rectangular microstrip patches are studied in [3,4].

This paper describes a solution to the problem

of a finite planar array of circular microstrip patches

fed by coaxial probes. The self and mutual impedances

between the elements of an array antenna are calculated

using moment method. Assuming that only one patch is

excited at a time and other feed probes open circuited,

the patch currents are determined using a reaction
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integral equation in conjunction with the method of

moment Following the principle of superposition, the

resultant patch currents when all patches are excited

are then calculated. The active input impedance and

element pattern of the array are computed from a knowl-

edge of the resultant patch currents. The computed

results on the mutual admittance and the mutual cou-

pling between two circular patches are compared with

experimental data. The active reflection cofficient

and the element pattern as a function of scan angle for

four array sizes are computed.

2.0 Theory:

Fig.l shows the geometry of a finite array of

circular microstrip patches excited by coaxial probes.

The patches are assumed to be placed in a skewed coor-

dinate system and covered with a dielectric slab of

thickness (d-z'). The effect of multiple interaction

between the radiating patches can be studied from a

knowledge of the mutual impedance between the patches.

Consider the ith and jth patches as shown in Fig.2.

The mutual impedance between these two patches can be

expressed as
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11207r CK 2 ffF (~8 hj)komk~ + Er Oc (0 k b~
z - 2 [[

ii - JJ 
1

JKo. , 0 CO,(lOj- c) Rid, J ............. (1)

F(8) (Cr-, 1(8) -=(Or-,)/2 20 ,

where )and 2(0 ) are defined in [ 5,eqs. (19) and

(20) ]' OM nd ka are the radial and circumferential

components of the Fourier transforms of mth expansion

mode current on the ith patch, Pn and 'Pon are the

components of the Fourier transform of the nth expansion

mode current on the jth patch.

Since the microstrip patch, is a high Q circuit,

near the first resonance the current distribution over

the patch can be well approximated by a single dominant

mode. However for a circular patch all modes are

degerate, hence the current expansion on the ith patch

can be written as

j(P . ) = Jj(P 0) + J'c(P )  ............................... (2)

where

Ji(P) = -CeIi[P 'T(X )C -(J])Sn(}

(PL a I a- / l(T )Cos(¢
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In the above equations CeV2/7T(X'-1)J ,
J1 (xj)

is the first derivative of Jl(-), Jl(.) is the Bessel

function of first kind of order one, x'1l is the first

root of Jl(.) = 0.

Substituting the Fourier transforms of Ji(pO)

and Jic(P,O), the mutual impedances between the patch

currents are obtained as

Ii M ,4 2
zij = 23nko 2 fJ[F(O) j±5 2 a) 1 2 Cr 1(I ko aQ1do. ()

Er (X'02k (i* 22

(r (x11 - I)RIloaL .2 _0'LJ
7r 

F(O) ' (Xll/koa) - 0

............. (4)

Zc ic = Zi'

where

S1 = JO(k°Pij8)- J2 (koPijB) Cos( 2 €b)

S2= J-(VijB)+ J2(kj8)Cos(2 )

S3 = J2(kPj) Sin(2,j)

It should be noted that when j=i,Zijc=O.

Let the patch elements be numbered as shown in

Fig.l. The column p and row q in the array for the

location of the kth element is given by

p= I + (k-1)/N
...... .... (6)

q= k- (p-l)- N
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For scanning at angle (0,0), the probe excita-

tion current at the kth patch should be

Ip E.P.[jIdx(P-1)+kdy(q-)Cos(ao] U , EX -jkody(q- 1) Sin(aoi]V (7)
lk

where u=sin()cos() and vsin(O)cos(g)

Let the kth patch be excited and the probes at

the other patches be open circuited. Now selecting Ji

with Ii=l on the jth patch as a test current, the

reaction integral equation in conjunction with the

moment method yields

N
2

Zi It~ ~+ Zicj + VkY = 0 (8

i= 1

i~l

where j=1,2..N 2 , Zic,j=Zj,ic, Vjc=O for all j and

Vj is zero for all j=k and for j=k, V is given by

k k

I~ Lk08al) ]J1(k.PJ) J(k 0 /2) O

(X11 /ka) 2 -0

The equations (8) and (9) can be solved for the

unknown patch currents Ik'Ik , ...... I and I cI2c

k
...... I~cdue to excitation at the kth patch. Using the
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principle of superposition, the resultant current on

the ith patch when all patches are excited is obtained

as N2
l=E k (II)

k=1

N
2

I k (2
Iic= Iic

k=1

(a) Active Input Impedance:

Using eqns.(l0) and (12), the active input impe-

dance at the ith patch is then obtained from

Z!n(9 P) = Vi 1i + iXL (131i,"
where XL is the probe reactance. The input reflection

coefficient at the ith patch can be calculated from

Zin(O + Zn(O 0)
z•( ~) (143

where * indicates complex conjugate.

(b) Active Element Pattern:

The active element pattern of the ith element is

obtained by considering the probe excitation at the ith

patch only (i.e. IP=I amp.). The eqns.(8)-(9) are

then solved for the patch currents Ii . The element
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pattern of the ith patch is obtained in the form

E, (0 ) 1 (6#) ' iJ Exp. [jko dx (p-l)+d y(q-1) Cos(O.)]u.

Exp. [jk (q- 1)dc Sin (W ) . (1 )

where Eo(e,O) is the radiation pattern of the isolated

patch.

3.0 Results & Discussion:

In order to verify the present theory, a few

examples for which the results are already available

are considered first.

(a) Mutual Admittance between two Circular Patches:

Using expression (3), the mutual and self impe-

dances between two circular patches with dimensions as

shown in Fig.3 are computed. The normalized mutual

admittance calculated using
Z12 (16)

Y1 2  Z1
is plotted in Fig.3 along with the experimental results

[6]. Note that expreLsion (16) is independant of the

probe position and its dimensions. However the probe

dimensions are taken into account by following the

method given below. For a two-element array antenna

eqns.(8)-(9) reduce to

Z, II + Z12,11+ V =O

Z2 1 1 +Z 2 2 2
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In eq.(17) it is assumed that only patch # 1 is

excited. The port impedance matrix is then obtained as

[z (V,)[Y](18

where

[Y] L Z11  Z12 (19)

Z21  '22

The normalized mutual admittance is calculated

from a knowledge of the port impedances by using
zp

12 =  z, - (20)

and is plotted in Fig.4 along with the results reported

earlier [6). From Figs.3-4 it should be noted that

inclusion of the probe in the formulation gives closer

agreement with the experimental results. Using

eq.(20), the mutual admittance in the H-,plane is also

calculated and presented in Fig.5 along with the exper-

imental data [6].

(b) Mutual Coupling between two Circular Patches:

A scattering matrix for a two-element array is

given by

[ s 3 [zP+ Zc][ZP-Zcil (21)
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Where

zj = o

Using eqn.(21), S12  is computed for E- and

H-planes and presented in Fig.6 along with the exper-

imental results [7].

(c) Mutual Coupling in 8-Element Linear Array:

Extending the analysis to an 8-element linear

array of circular patches, mutual coupling for the

E-and H-planes are computed and compared with the

experimental data [7] in Fig.7. There is good agree-

ment between the mutual coupling calculated by the pre-

sent method and the experimental data as far as the

E-plane is concerned. However the results for the

H-plane coupling could not be compared with experimen-

tal results due to non-availablity of measured data.

(d) Reflection Coefficient & Element Pattern of Two

dimensional Planar Array:

Figs.8-10 show computed results for the active

reflection coefficient and element pattern of finite

arrays on a dielectric substrate wither =2.5,tan( 6) -

00.002, d=z'=0.16cm, dx=dy=2.66cm, a0 =90 fo=5.6375
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GHz. The reflection coefficient magnitude versus scan

angle for the center element of four different array

sizes (3X3,5X5,7X7,and 11X11) are computed for three

principal planes (E-,H- and D-planes) and presented in

Figs.8(a) -8(c). For comparision the reflection coef-

ficient magnitude for an infinite array is also pre-

sented in Figs.8(a)-8(c). It is observed that at small

scan angles there are ripples in the curves for the

finite arrays. The number of ripples increase with the

array size. The active reflection coefficient magni-

tude for several off centered elements is also pre-

sented in Fig.9.

Using expression (15), the active element pat-

tern of center element for four different array sizes

is computed and presented in Fig.10. It is observed

that there are few ripples in the element pattern.

These ripples may be attributed to the constructive and

distructive interference between the elements of the

finite array.

4.0 Conclusion:

An element by element approach has been used to

analyze a finite array of circular patches. Assuming

73



12

the current distribution of TEll and TEllc type on the

circular patches, expressions for the active reflection

coefficient and element pattern are obtained. The

experimental data for two element and 8-element linear

arrays has been compared with the calculated results.

Numerical data on the active reflection coefficient and

element pattern for various array sizes have been pre-

sented and compared with the results for an infinite

array antenna. From these results it may be concluded

that a finite array of size (7X7) or more may well be

approximated by an infinite array.
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Fig.8(b) H-plane reflection coefficient magnitude versus scan angle

for patch arrays of various sizes. 2a = 1.86cm.d = z'= 0.16cm.

= 2.5,tan(5) = 0.002.P = 0.193cm.
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Fig.8(c) D-plane reflection coefficientmagnitude versus scan angle

for patch arrays of various sizes. 2a - 1.86cm.d = z"= 0.16cm.

Cr = 2.5.tan( 6) = 0.002.Po = 0.193cm.
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Abstract

The characteristics of a parasitic microstrip antenna array

with a center-fed patch are experimentally investigated. The

parasitic array is composed of identical parasitic patches which

are symmetrically arranged and electromagnetically coupled to a

center-fed patch. The shape and dimensions of the parasitic

patches and their positions relative to the center-fed patch are

parameters in the study. To show mutual coupling effects between

radiating and nonradiating edges of adjacent patches, the imped-

ance and radiation characteristics of a three-element parasitic

array excited with (0.1) mode are examined, and compared to that

of a single patch. Experimental data indicate that the presence

of parasitic patches has significant effects upon the gain,

resonant frequency and impedance bandwidth of the array.
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Introduction

Using parasitic elements to enhance the bandwidth of a micro-

strip antenna patch have been studied by numerous researchers.
1 3

The antenna configurations generally consist of a center-fed patch

with one or more adjacent parasitic patches of different resonant

lengths. Such an arrangement improves the bandwidth, but is usu-

ally accompanied by a degradation of the pattern characteristics

over the impedance bandwidth of the antenna.
1 2

Very little work has been reported in the literature regard-

ing the use of parasitic elements to enhance the gain of the
4

antenna. Entschladen and Nagel showed experimentally that

enhancement in gain can be achieved with parasitic patches of

identical sizes. This conclusion is supported by a theorectical

model of Lee et al., 5 who also point out the potential advan-

tages of using parasitic subarrays as the basic unit for a large

antenna array with MMIC (monolithic microwave integrated circuit)

phase and amplitude controls.

The aim of this paper is to present some experimental results

of impedance and radiation characteristics for a center-fed para-

sitic antenna array with identical parasitic elements.

Experimental Results

In the experiment, three antenna configurations were tested:

a five-element cross (Fig. 1(a)), a three-element and a seven-

element linear array of square and rectangular patches (Fig. 1(b)).
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The rectangular patch having dimensions a = 0.78 cm and b =

0.519 cm was etched on a Cuflon substrate with cr = 2.17, and

the 2 by 2 cm square patch was etched on a fibreglass substrate

with cr = 4.1. In both cases, only the center patch was driven

via a coaxial feed.

First, the impedance characteristics of a three-element

square patch array consisting of a center-fed patch and two adja-

cent parasitic patches were investigated. The feed location was

confined to the center-line along the y-axis at a distance, Yol

from the edge (Fig. 2) to ensure a single mode (TMQo) operation.

For this feed position, the edges along the x-axis correspond to

the radiating edges. The antenna configurations of Fig. 2(b) and

(c) were tested to study the electromagnetic coupling between the

radiating and the nonradiating edges respectively. In general,

the parasitic elements enhance the impedance bandwidth as clearly

indicated in the resistance curves (b) and (c) of Figure 2. The

interaction is stronger between the nonradiating edges than the

radiating edges. As a consequence, the impedance bandwidth of

Fig. 2(c) is considerably broader compared with the bandwidth of

Fig. 2(b), and is more than double the bandwidth of a single

antenna. For the antenna configuration (c), the measured resonant

frequency is about 3.46 GHz, and the impedance bandwidth with

10 dB return loss is about 6 percent.
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The impedance loci for a five-element cross and a three-

element linear parasitic array of rectangular patches are dis-

played on Smith chart in Figure 3. All patches are etched on

10 mil Cuflon substrates with 0.08 cm element spacing. Figure 3

shows that the presence of parasitic patches introduces loops in

the impedance loci. The loop decreases in size and eventually

degenerates into a cusp as the coupling between the parasitic

patches and the driven patch is reduced. As indicated in curve

(c) for the five-element cross, the impedance locus shows a large

loop indicating a strong interaction between the nonradiating

edges; a small loop and a cusp from weak coupling between the

radiating edges. The appearance of the loops suggests that the

parasitic elements behave like coupled multiple tuned circuits.

Figure 4 shows the impedance loci for a five-element cross and a

three-element linear parasitic array of rectangular patches etched

on a 30 mil Cuflon substrate with 0.25 cm element spacing.

Because of wider spacing and lower antenna Q associated with

thicker substrates, the parasitic effect on the Impedance charac-

teristics is small. In Figures 3 and 4, the impedance loci for a

single patch are also included for comparison purpose.

For antenna configurations of 3, 5, and 7 rectangular ele-

ments etched on 10 mil Cuflon substrates, the results of the gain

and pattern measurements are summarized in Table I for the lowest

mode (TM01 ). As noted before, the presence of parasitic elements
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shifts the resonant frequency slightly. The increase in gain and

decrease in beamwidth are quite obvious. This happens because the

parasitic elements derive energy from the excited patch through

near field coupling, and re-radiate as discrete elements in an

array. The interaction is stronger for closer spacing, as 2,

evident from the data for d = 0.24 cm and d = 0.08 cm. For

d = O.)8 cm, the gain increases from the single patch value of

4.9 to 8.6 db for the five-element cross and to 10 db for the

seven-element linear array. The 3 db beamwidths are 500 by 550

and 800 by 160 respectively compared with lO0 by 800 for the

single patch.

The H and E plane patterns for the antenna configurations

of Figure I were measured. The patterns for the thin rectangular

patch (10 mil) with d = 0.08 cm are shown in Figures 5 and 6, and

the patterns for the thick rectangular patches (30 mil) with

d = 0.08 and d = 0.25 cm are shown in Figures 7 to 10. The

patterns of the single patches are also provided for comparison.

It appears that the presence of identical parasitic elements does

not cause any serious degradation in the radiation patterns.

Conclusions

Experimental results indicate that, by placing Identical

parasitic patches adjacent to a driven patch, a broadside radia-

tion pattern with significant enhancement in gain is obtained

without any degradation of the pattern characteristics. The
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impedance bandwidth is also broadened considerably, particularly,

when the coupling is between the nonradiating edges of the anten-

nas. The presence of parasitic elements introduces loops in the

impedance loci, and thus, the parasitic elements act like coupled

multiple tuned circuits. The loop reduces in size, and degenerate

into a cusp as a result of weak coupling with wider element spa-

cing and lower antenna Q. In general, the presence of parasitic

patches alters the resonant frequency and the input impedance of

the antenna.

96



TABLE 1. - RADIATION CHARACTERISTICS OF MICROSTRIP

ARRAYS WITH PARASITIC ELEMENTS

Antenna Interelement spacing d = 0.25 cm Interelement spacing d = 0.08 cm
configuration

Resonant Gain, 3 dB Resonant Gain, 3 dB
frequency, dB beamwidths, frequency, dB beamwidths,

GHz deg GHz deg

Single patch 12.7 4.9 100 x 80 12.7 4.9 100 x 80
3 element 12.98 7.0 100 x 60 12.95 8.1 95 x 47

linear array
7 element 12.84 7.8 81 x 57 13.0 10.0 80 x 16

linear array
5 element cross 12.87 6.5 100 x 60 13.19 8.6 50 x 55
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FIGURE 1. - GEOMETRIES OF (A) A 5-ELE-
MENT CROSS AND (B) A 3 AND 7-ELEMENT
LINEAR ARRAY FOR: Er = 2.17,
a = 0.78 CM, b = 0.519 CM, d = 0.08 CM

AND 0.25 CM.
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FIGURE 3. - IMPEDANCE LOCI FOR (A) A SINGLE MICROSTRIP
PATCH, (B) A 3-ELEMENT PARASITIC ARRAY AND (C) A 5-
ELEMENT CROSS FOR: E r = 2.17. a = 0.78 cm, b= 0.519 cM,
d = 0.08 cm AND SUBSTRATE THICKNESS = 10 MIL.
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FIGURE 4. - IMPEDANCE LOCI FOR (A) A SINGLE MICROSTRIP
PATCH, (B) A 3-ELEMENT PARASITIC ARRAY AND (C) A 5-

ELEMENT CROSS FOR: E r = 2.17, a = 0.78 CM, b = 0.519 CM,
d = 0.25 CM AND SUBSTRATE THICKNESS = 30 MIL.
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FIGURE 5. - H-PLANE PATTERNS FOR: Er = 2.17, d = 0.08 CM, AND

SUBSTRATE THICKNESS = 10 MIL.
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FIGURE 8. - E-PLANE PATTERNS FOR: Er = 2.17, d = 0.08 CM AND
SUBSTRATE THICKNESS = 30 MIL.
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FIGURE 9. - H-PLANE PATTERNS FOR: Er = 2.17, d 0.25 cm AND
SUBSTRATE THICKNESS = 30 MIL.
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FIGURE 10. - E-PLANE PATTERNS FOR: Er =2.17, d 0.25 cm AND
SUBSTRATE THICKNESS = 30 MIL.
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A MULTI-LAYER MULTI-BAND

SYMMETRICAL MICROSTRIP ANTENNA
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Consulting Engineer

Culver City, CA 90230

ABSTRACT

A novel antenna feed scheme is described for in-

dependently exciting two or more microstrip antenna ele-

ments one placed over the other in a symmetrical manner.

Applications where two or more relatively narrow bands

rather than one very wide band are required are candi-

dates for this approach. These include BPS, MOBILSAT,

and INMARSAT. The feed design is illustrated by hard-

ware built, tested, and used for BPS applications with

excellent pattern, gain, axial ratio, and phase center

properties in the LI and L2 bands. Comparison of some

pattern data with theoretical predictions shows good

agreement. Among the features of the feed approach is

the ease of design using available single patch data.

High isolation between the signal ports suggests trans-

ceiver applications. Other applications are considered

including the use of higher mode configurations. Areas

for further work conclude the report.
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1.0 INTRODUCTION

Many applications require an antenna that operates

in two or more narrow frequency bands which are rela-

tively widely spaced. Examples are the Global Position-

ing System (GPS), 2 the International Maritime Satel-

lite System (INMARSAT),3 and the Mobile Satellite System

(MOBILESAT).4'5  Such requirements can be met by an an-

tenna whose performance bandwidth covers the entire

frequency span between the upper and lower bands of the

system, or by an antenna which has the appropriate per-

formance only in the bands of interest.

A microstrip type antenna element with its feed

scheme which is of the multi-band response type is des-

cribed here. It has been successfully used for BPS

applicationsY The results obtained in this example

are shown to illustrate the concept, and applications

to other cases are suggested. Advantages which accrue

from this approach as well disadvantages are noted.

Suggestions for further work are also indicated.

2.0 TWO LAYER MICROSTRIP ANTENNA

2.1 BACKBROUND

The motivation which led to the multi-layer

concept was to achieve a low cost easily manufactured

antenna that could be integrated with a low noise ampli-
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fier for man-carried field BPS (dual-band) applications.

Reception is required in two bands for maximum BPS util-

ization. These are at 1575 MHz (Li) and at 1228 MHz

(L2) with a useful bandwidth of 20 MHz for each. An an-

tenna covering the entire span between Li and L2 would

need a performance bandwidth of 26% whereas an antenna

covering each band separately needs a performance band-

width of only 1.6% in each band.

The two band response microstrip scheme with the

top patch only fed through the lower patch as described

several years ago was the initial design choiceZ Ade-

quate impedance matches were obtained but system perfor-

mance implied unacceptable pattern imbalance.

2.2 THE PHYSICAL CONFIGURATION

Consideration of these results as well as the

original objectives including the need for circular

polarization reception for GPS applications led to an-

other arrangement which gives excellent performance. In

this case a hollow conducting tube centrally located

penetrates both the lower and upper patches and is con-

nected to the respective patches and ground planes. The

lower patch acts as the immediate ground plane for the

upper patch. The centered hollow tube allows feeding

the upper patch independently of the lower one and in
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the usual way for circular polarization, i.., at two

orthogonal locations with two signals in quadrature.

This is achieved by passing two short small dia-

meter coaxial cables from a power divider-phasing net-

work under the extended ground plane through the tube

and :EqjnQ thq !2V pSt~t! fERm ggL The I ower patch

is fed in the usual manner from underneath from a power

divider-phasing network which is also under the extended

ground plane. Thus the upper and lower patches have

their centers on the same axis. Figure 1 is a close-up

top view of the patches and the upper feed.

Figure 2 is a view of the disassembled antenna

with the removed radome. The radome is a thin plastic

shell in the form of a low profile truncated spherical

cap with a flat lip for attachment to the extended

ground plane. In Figure 2 the microstrip antenna is a

single band one demonstrating the use of this standard

ground plane configuration for either dual or single

band application.

The single patch assembly of Figure 2 or the dual

patch assembly of Figure 1 is mounted on the extended

circular ground plane seen in Figure 2. Here several

nylon screws are used around the periphery of the lower

patch substrate to insure a good electrical connection
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of the lower patch ground plane to this extended circu-

lar ground plane. This mode of attachment has no evi-

dent influence on the electrical characteristics of the

antenna. On the back side of the extended ground plane

are shielding cavities for the power divider-phasing

networks as well as for the low noise amplifiers for the

two GPS bands and the associated power supply. These

devices are of well known form, have been described

elsewhere, and are not of major interest here.
6

As seen in Figure 1 the substrate for the top LI

patch extends beyond the patch edge for one substrate

thickness, 0.32 centimeters. Beyond this is the lower

patch. The lower patch operates at L2; its substrate

extends considerably beyond the edge of the lower patch.

The substrate for both is a teflon-glass cloth laminate

material with er.= 2.55. The dimensions of the patches

agreed with the dimensions calculable from the available

theory for isolated patches to less than I!. The

changes from the small diameter central tube are evi-

dently very small as would be expected since the center

of the patches is an electric field null point.

2.3 FEED, MATCH, AND TEMPERATURE EFFECTS

The feed for the patches in all cases is the

probe formed by the extention of the center conductor of
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the small coaxial lines with the outer conductors appro-

priately connected in the usual manner. Matching is ob-

tained by locating the probes along lines bisecting the

patch sides at the location that gives the best match

at band center for the band of interest. The individual

feeds are matched to a return loss of less than -10 db

over a bandwidth of 22 MHz for Li and L2. Calculated

bandwidths for isolated patches with the dimensions and

substrate used here are 23 MHz at 1228 MHz (L2) and 38
8

MHz at 1575 MHz (L1). Later measurements suggest that

the particular model chosen for measurements did not

have the best probe location for the optimum match at

band center for the LI band. This could result from the

manner in which the antennas were adjusted for the small

production run utilized. This may explain why an ade-

quate but not the maximum available bandwidth was ob-

tained for LI. Another possible explanation is the

influence of the short extention of the substrate beyond

the LI patch which would alter the edge admittance to

some degree. However this did not appear to alter the

resonance patch size significantly.

Temperature tests for Li showed that the fre-

quency/temperature coefficient is 0.09 MHzY 0 C . From

-40 to +60 0 C the band center moved from -4 to +5 MHz
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with the bandwidth remaining the same. Similar results

are expected for L2. In view of the characteristics of

the GPS signals this variation is thought to be accept-

able particularly as a result of field tests over wide

temperature ranges 9 ,iOlii In other applications wider

bandwidths at the mid-operating temperature may be re-

quired to avoid signal loss because of acceptance band

motion over the operating temperature range.

2.4 ISOLATION BETWEEN SIGNAL PORTS

Although not of too much significance for the

GPS receive only application a useful property of this

arrangement for other applications is the isolation be-

tween the LI and L2 ports. Tests on one unit showed

-47 db isolation between the LI and L2 ports with 1575

MHz into the Li port. It was -33 db with 1228 MHz into

the L2 port.

2.5 RADIATION PATTERNS AND PHASE CENTER

Figures 3 and 4 show radiation patterns ob-

tained with the dual frequency arrangement of Figure 1

mounted on the standard extended ground plane shown in

Figure 2. This extended ground plane has a diameter of

28 centimeters. The rotating linear polarization gain

data shown in Figures 3 and 4 taken with a gain stand-

dard in an anechoic chamber can be used to derive dbic-

115



db isotropic circular - values. 1 2  These are shown in

TABLE I for some specific elevation angles. The gains

I e tE 1 - OPS DUAL BAND ANTE__A - _1IN (dbic)

Angle (degrees) LI L2

0 (zenith) 6 7

60 4 0

70 1.5+ -1.5+

80 -1 + -4 +

90 (horizon) -4 + -6 +

wore derived using the lower of the values at the in-

dicated angles either side of boresight. Asymmetries

in the data result from test mount asymmetry, boresight

misalignment, and other factors including possible

higher mode effects. As indicated by the + the gain is

possibly I to 2 db more particularly beyond 700. Other

pattern data not presented here indicates that the gain

variation in azimuth is less than 1 db down to about 500

below the zenith.

For SPS applications and possibly for many other

applications the positional stability of the apparent

phase center of the antenna as a function of the eleva-
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tion and azimuth angles is of importance. An inde-

pendent measurement of this characteristic yielded re-

sults which can be summarized as follows: "Four tested

Global Positioning Satellite Antenna-Low Noise Amplifier

units showed less than + : variation from 3 above the

horizon to zenith for all azimuths. Phase centers were

within +0.08 centimeters in three axes for all units for

Li and L2.'
13

3.0 RELATED EXPERIMENTAL RESULTS

3.1 OTHER DIAMETERS AND OTHER PERMITTIVITIES

System field tests with the particular GPS

receiver for which the antenna with the 28 centimeter

ground plane had been designed demonstrated that the

elevation coverage was quite adequate. However other

users stated a possible requirement for more near hori-

zon gain. This might be needed for applications on a

vehicle with roll and pitch. Of course this low angle

coverage could aggravate the problems resulting from

multipath reception. Some brief experiments were per-

formed to examine the influence on the radiation pattern

particularly of the ground plane ciameter and the sub-

strate permittivity value since it was clear from

general principles that these parameters would have a

major influence on the elevation pattern.
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Figure 5 shows the pattern of an Li only round

patch with the same substrate material and thickness as

before with a ground plane diameter of 15 centimeters.

The patch was fed for circular polarization in the same

way as for the previous square patches. The substrate

in this case extended two times the substrate thickness

beyond the patch edge, with the ground plane edge some

distance beyond this point. The patch size for reso-

nance agreed to within less than 1% from that predicted

from available theory.14  Probe feed locations were not

optimized for maximum bandwidth here; narrower band-

widths can be expected generally for round patches than

for square patches, other parameters being equal.
4

The zenith gain is the same as with the larger

ground plane, i.e., 6 dbic, but improved near horizon

gain is observed, -2 dbic instead of -4 dbic. Better

horizon coverage is expected for L2 also, although no

tests have been made yet on an LI and L2 combination.

Comparison may not be appropriate since the patch was

round in this case compared to square patches with the

larger ground plane. Other pattern data not displayed

here indicate negligible gain variation-less than 1/4

db-in azimuth over most of the elevation angle range

from zenith to back lobe-a 180 degree range-except for a
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few regions. Such uniformity in azimuth would be ex-

pected in view of the azimuthal symmetry of the antenna.

The major deviations noted are thought to be a result of

various experimental errors.

Figure 6 illustrates the pattern of a round patch

again for Li only on a ground plane 10 centimeters in

diameter. The substrate in this case was a ceramic

filled material 0.16 centimeters thick with t = 10.2.

Circular polarization was achieved by the same feed

arrangement as before. The zenith gain in this case

is only 4 dbic possibly because of the increased back

radiation, which is to be expected, as well as antenna

losses, particularly dielectric losses. The result is

that the near horizon gain is actually less than for the

15 centimeter case. The patch size for resonance agreed

with the theoretically predicted value within 1%. The

substrate extended beyond the patch edge for about two

times the substrate thickness with the substrate edge

radius about one-half the ground plane radius. As ex-

pected the bandwidth of this antenna was substantially

less than the other models although no attempt was made

to optimize it for these preliminary tests.

3.2 ANOTHER CONSTRUCTION TECHNIQUE

The configuration shown in Figure 1 met sub-
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stantially all of the objectives originally required.

However the possibilities of reduced cost and a higher

level of antenna/low noise amplifier integration for

application here as well as to other areas led to some

exploratory tests and preliminary results worth noting

here.

These refer to the use of thick film techniques for

low cost construction of patch antennas on ceramic ma-

terial. Results of these tests suggest that the appli-

cation of the usual thick film metallization methods on

96% alumina are generally not suitable for creating

patch antennas since dielectric and metallic losses

are too large. The use of lapped surface purer alumina

substrates and higher density metallization may be re-

quired to reduce such losses. Of course the other

constraints such as available bandwidth, pattern cover-

age, etc. influenced by the dielectric constant would

have to be considered.

4.0 THEORETICAL PATTERN PREDICTIONS

4.1 INFINITE GROUND PLANE

Early analyses to determine the radiation pat-

tern from a microstrip antenna element assumed the ele-

ment located on an infinite conducting ground plane with

an infinite substrate. Field calculations were made
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with increasing degrees of accuracy and sophistication.

The simplest of these came from the use of the equiva-

lent magnetic currents method, where the magnetic cur-

rents are related to the gap or assumed slot electric

fields obtained via transmission line or cavity solu-

tions appropriately modified.14' 15  The more sophis-

ticated solutions came from a full wave analysis.16 Al-

though adequate for some cases where the ground plane is

large, insufficient accuracy and detail results for the

finite ground plane situation.

4.2 FINITE GROUND PLANE

Recently published work have demonstrated sol-

utions for two microstrip antenna configurations with

finite ground planes. For the square patch on a square

ground plane case the often used geometrical theory of

diffraction (GTD) was applied to the field from the

patch equivalent slot fields yielding good agreement

with experimental results in the E and H planes for the

case considered.17  The dielectric substrate was assumed

thin enough to permit neglecting any possible surface

wave effects. It was noted that patterns other than

those in the principal planes could be determined using

the corner diffraction solutions.

For the round patch on a round ground plane case an
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exact radiated field solution for this rotational sym-

metric geometry was determined via equivalent electric

and magnetic surface currents over the entire included

volume excited by a vertical electric dipole simulating

a coaxial probe feed in the patch-ground plane region.18

The level of excitation of the various modes as well as

the influence of the patch radius and the substrate

thickness and radius, taken equal to the ground plane

radius, were determined for a range of these parameters

normalized to the wavelength. Good agreement was shown

with some experimental results in the E and H plane for

a typical case, except possibly in the back lobe region.

Unfortunately no published analysis for the radi-

ted fields for the square patch on a round ground plane

case seems available. It would appear in this case,

particularly for thin substrates, that the GTD method is

the most appropriate solution approach. Integration

over the equivalent magnetic current source at the patch

perimeter and summation of the direct geometric optics,

the singly diffracted, and the slope diffracted fields

would be required, where the diffracted fields are from

the circular ground plane edge. This approach would

yield closed form analytic expressions for the fields

and permit relatively simple numerical evaluation of the
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parameter variation influence.

4.3 PUBLISHED THEORY VS. PRESENT MEASUREMENTS

The equivalent current approach requires very

extensive numerical evaluation and closed form solutions

for the radiated field are not possible or practical.

However over a reasonably wide range in wavelength nor-

malized parameters the results of the published calcula-

tions allow examination of the influence of the param-

eters, at least for the one fixed value of permittivity

assumed. Indeed,one set has wavelength normalized param-

eters very close to the antenna whose results are shown

in Figure 5. They are compared in TABLE 2.

TABLE 2 -WAVELENGTH NORMALIZED PARAMETER COMPARISON

FIGURE 5 HERE WITH REFERENCE 16

Ground Plane Substrate Patch

Radius Thickness Radius

Figure 5 0.40 0.0165 0.175

Reference 18 0.4 0.02 0.1806

Substrate Feedpoint Substrate

Radius Radius fr

Figure 5 0.21 0.042 2.55

Reference 18 0.4 0.045 2.32
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In view of the symmetry of the configuration as

well as the excellent phasing evident from the nearly

zero axial ratio at boresight the single feed E and H

plane oatterns can be deduced. It should also be noted

that the pattern measurement was made in the feed point-

boresight plane. All this permits direct comparison

with the calculated pattern data published in the

reference. The results are shown in TABLE 3.

TABLE 3 -PATTERN COMPARISON -E AND H PLANE

FIGURE 5 HERE VS REFERENCE 18

8 -1800 -1350 _900 _450 00 450 900 1350 1800

Em -15 -20 -9.5 -3.5 0 -3.0 -9.0 -17 -15

Ec -17 -20 -10.5 -3.5 0 -3.5 -11 -21 -17

Hm -19 -29 -13 -4.0 0 -4.0 -14.5 -25 -19

Hc -17 -25 -13.5 -3.5 0 -3.5 -13.5 -25 -17

In Table 3 8 is the elevation angle taken from -180 0to

-1800 through 0 at zenith or boresight to conform with

the notation in the reference. Em, Ec, Hm, and Hc are

the relative values in db of the E plane and H plane

measured and calculated values respectively normalized
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to 0 db at 8 = 0 for comparison.

Note the excellent agreement nearly everywhere even

in the back hemisphere. The major difference between

the measured model and the analytical model is in the

substrate radius. The disagreements between the calcu-

lated and measured results may be a result of this,

although with a small substrate thickness/wavelength

ratio the difference in these radii is thought to have

only small influence. Even the permittivity differ-

ence is small and the other differences are quite small

indeed. Some of the possible disagreement may result

from inaccuracies in interpolating from the reference

graphical data as well from the experimentally obtained

pattern data.

5.0 OTHER CONFIGURATIONS

5.1 MULTI-BAND APPLICATION

The dual band antenna described above for GPS

suggests that the same approach might be used where

three or more separate frequency bands are required. In

this case the top and bottom patches would be fed as

before with intermediate patches fed along or through

the respective patch material. As an example a possible

arrangement is shown in Figure 7 for a three band case.

It should be clear how this can be extended for even
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more bands although no multi-band antennas for more than

the two band case have been built and tested.

In Figure 7 the patch for the f2 band acts as the

ground plane for the fl band; the patch for the f3 band

acts as the ground plane for the f2 band. The f3 band

ground plane is adjusted for radiation pattern control

or for array use. The f2 band feed is shown associated

with the f2 patch with the probe extended downward. It

could be in the f3 patch with the probe extending up-

ward. Similar combinations are possible for other bands

with appropriate feed lines as noted below.

The feed scheme suggested in Figure 7 for the f2

patch could be achieved by a coaxial line impedded in

the f2 patch or fl ground plane. Better and more

easily constructed would be a stripline conductor in

which the top and bottom surfaces of the chosen patch

are separated to form the ground planes for the feeding

stripline. This type of construction would be particu-

larly attractive since it might allow some stripline

circuitry such as filters, phasing network, etc. to be

incorporated as well as permitting an integral rugged

layered assembly. Incidently a microstrip type feed

line might be used for the top patch via an additional

substrate, but possible spurious radiation from this
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might not be desirable.

Any of these feeds or others will increase the

effective thickness of the patch or patches between the

top and bottom ones. If this increase is quite small

compared to a wavelength it is expected that the radia-

tion patterns will be influenced very little although

modification of the patch edge admittance will probably

influence the patch size and bandwidth somewhat. Other

factors which would clearly influence the design are the

number of bands and the frequency separation with wider

spacing yielding more independence.

A possible limitation on the number of bands is the

number of feed lines which can be practically passed

through the central hollow tube. This can be quite

large since a desired mode for the required radiation

pattern can be obtained even with large tube diameters.

Increased perturbation of the center field will alter

the patch size for resonanc 9 20 Spurious mode generation

may put a practical limit on size and number of bands.

5.2 MULTI-MODE APPLICATIONS

Since the arrangement here permits independent

feeding of two or more stacked microstrip antennas with

common axes, application where this feature might offer

some advantages have been briefly considered. For ex-
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ample it may be desired to have an antenna combination

with one pattern having a null at boresight with the

other having a maximum. This could be achieved with

one circular patch operating in the dominant TM11 mode

with the other in the TI21 mode.15 18  Further these can

be at the same frequency since the modes are orthogonal

and the two parts of the antenna will not couple to each

other.

The above combination or some variation including

additional patches would appear to have some promise in

a direction finding arrangement or in a monopulse con-

figuration. However the brief review to date indicates

that the polarization of the radiated field is not

satisfactory for this application. Also no combining

circuit arrangement has yet been devised from which

boresight deviation signals can be derived. Further

work may eliminate or reduce these deficiencies.

6.0 DISCUSSION AND SUMMARY

6.1 DISCUSSION

One major feature of the feed concept des-

cribed above is simplicity of design and freedom in

parameter choice particularly if the central tube dia-

meter is small. The perturbation of the electric null

field is also small permitting the usual single isolated
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patch design information to be used with little error.

Even if the central tube is not small the top feed

scheme can be useful. Incidently although in the ex-

amples noted so far the electric null point is the patch

center, modes other than the TM11 will have electric

field null points at other radial locations. This will

allow some design choices when it is desired to excite

some of the stacked patches in other modes.

A significant advantage for the case here results

from the common axis obtained for each band for micro-

strip type antennas with consequent excellent phase per-
13,21

formance for BPS applications. This property might

be useful in other applications, for example in phased

arrays, or combined with shaped ground planes.

Perhaps a major feature of the approach is the

retention of the advantages of a microstrip type antenna

where only band pass rather than broad band performance

is required. But in addition to not needing the usual

broadband physical features,i.e.,thick substrate, match-

ing networks, etc.,which can have several disadvantages,

other electrical advantages accrue. For example in the

BPS case the band pass feature leads to rejection of

noise and interference that would result from signals in

the spectrum between Li and L2 in a broadband response
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device without any additional equipment.
9 ' 10

As a corollary the isolation between the signal

ports can be very useful in a transceiver application

since any additional filtering for the receiver for full

duplex operation need have less rejection capability and

can operate at lower power level. In applications like

MOBILSAT AND INMARSAT where the band spacings are about

6% the isolation can be expected to be less than the

over 30 db obtained in the GPS L1-L2 case where the band

spacing is 25%. Use of different permittivities for the

patches with consequent additional physical separation

between the patch apertures may improve the isolation.

A further advantage of this feed scheme is that

since the patches are operating with substantial isola-

tion and with independent ports, many of the various

techniques useful for individual microstrip antennas are

applicable here with only little modification.14,15

One possible disadvantage is some increase in con-

struction complexity although this has not been signifi-

cant for the example cited. A possible disadvantage is

the small extention of the feed coaxial line over the

top patch which in a sense increases the total height

somewhat although in a limited region. Other feeds,

such as microstrip or stripline would also do this.
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Another disadvantage in some cases,which in others would

be an advantage, is that each frequency band has its own

port. This can be a disadvantage if all the signals must

be carried across a single line interface.

Among the possible areas for further work would be

those which answer the following questions. How does

the isolation between ports vary as a function of fre-

quency separation, number of bands, and physical para-

meters-including permittivity,patch and substrate thick-

ness and radii, as well as feed point? How is the patch

size for resonance altered as a function of these same

parameters, i.e number of bands, etc., and how is the Q

or bandwidth changed? Similarly what is the effect on

the radiation patterns in the various bands as a func-

tion of these variables?

6.2 SUMMARY

The fact that a microstrip antenna can be

probe fed from either side of the substrate leads to a

stacked configuration in which the patches can be placed

over each other on a common axis. These in turn are fed

through hollow tubes placed in electric field null re-

gions in the appropriate microstrip antenna "cavities".

Successfully applied to a dual band GPS antenna where

relatively narrow bands widely spaced in frequency are

131



required, this approach avoids the need for a wide band

response antenna and also leads to further advantages.

Other applications are suggested and extentions of the

concept are noted. The advantages and disadvantages of

this approach are reviewed and suggestions for further

work are noted.
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Fi gure 1
L1/L2 patches-LI feed
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Disassembled view

Figure 3 Figure 4
Li pattern-LI/L2 combination L2 pattern-LI/L2 combination
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Figure 5 Figure 6
LI pattern- er =2. 55 LI pattern-cr. 10.2
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SLOT COUPLED
MICROSTRIP CONSTRAINED LENS

Daniel T. McGrath, Capt, USAF
Rome Air Development Center

Electromagnetics Directorate
Hanscom AFB, MA 01731

Abstract

The microstrip constrained lens is a three-dimensional
beamformer comprised of two printed circuit layers. The two
circuit boards contain planar arrays of microstrip patches that
face in opposite directions, to respectively collect and re-
radiate energy from a feed suspended behind the structure. It
is a wide angle beamformer due to its use of two geometric de-
grees of freedom: the length of line joining front and back face
lens elements varies with radius; and the back face elements are
displaced radially instead of being placed directly behind their
front face counterparts.

Experimental versions of the MCL were reported at this meet-
ing last year, demonstrating its wide angle properties. This
paper discusses a substantial improvement to the device: the
feed thru pins of the first model were replaced with a solder-
less slot coupler, or capacitive coupler. Without the need to
solder the many hundreds of feed thrus, the device is much easier
to fabricate. But also, its performance is better because there
is no degradation introduced by misalignment of the feed thru
pins. This paper will discuss the theory, and experimental re-
sults for both an 8 GHz and a 12 6Hz lens. It includes a dis-
cussion of potential improvements in future models.
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1. INTRODUCTION

The microstrip constrained lens (MCL) is a focusing device for

pencil beams. It is both lightweight and inexpensive since it is

comprised entirely of two printed circuit boards. It is capable of

moderately-wide angle scanning because it incorporates two geometric

degrees of freedom. Figure 1 is a photograph of the first experimental

model, which was discussed at this symposium in 1986 [IM.

The front lens face is an equilateral triangular lattice of

microstrip patches, and the back face is similar. Each front face is

connected to a back face element by a microstrip transmission line that

feeds through the ground plane separating the lens faces. In the first

model, those feed thrus were pins centered in small holes in the ground

plane and soldered to the transmission lines, as illustrated in Figure

2a.

This paper describes a modified design that uses a slot coupler

for the feed thru mechanism. Its geometry is depicted in Figure 2b.

Its obvious advantage is in manufacturability, since there are no pins

to be soldered, but its performance is generally better, because the

slots are less sensitive to alignment errors. This paper will first

review the theory behind this lens design to show the rationale for our

choices of design parameters. The two experimental slot-coupled models

(8 8Hz and 12 6Hz) will be discussed, with measured data illustrating

their performance.
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2. THEORY

There are four theoretical aspects important to this lens design.

First, its wide angle scanning properties result from the incorporation

of two geometric "degrees of freedom:" the transmission lines joing

front and back face elements vary in length according to the elements'

radius from the center of the lens; and the back face elements do not

lie directly behind their front face counterparts, but are displaced

radially, with the amount of diplacement also being a function of

radius. Second, it will be shown that even though it is possible to

design this kind of lens with two perfect focal points, better overall

scan performance is obtained when it has only one focus. The third and

fourth aspects of theory that will be discussed are, respectively, the

element design and the slot coupler design.

2.1. Constrained Lens Design

The MCL is a "bootlace" lens of the general type conceived by

6ent [2]. Each back face (feed side) element is connected to a

front face (aperture side) element by a transmission line. A feed is

postioned behind the lens, and the back face captures its radiation.

The front face reradiates that energy, after it is collimated by the

relative difference in line lengths between the lens center and lens

edges. The addition of a second geometric variable ensures good

focusing (or collimation) of feeds in a fairly large focal region

around the lens axis. That variable is the relative position of front

and back face radiators, r and p, respectively:
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F2 -r 2 s in2 e
p r F2-r (1)

where F is the focal length and e, is the focal angle. If this were

two-dimensional structure such as a Rotman lens, it would have two

perfect focal points at ±0. The 3D structure does not, however, have

any perfect foci unless 0#=O, in which case it has only one. The next

section will discuss this in more detail.

The transmission line lengths, w, are given by:

w = F + w- .5[ +2pFsin. (2)

where w, is an arbitrary offset length. Details of this derivation are

given in [3].

A limitation on the allowable FID ratio is implicit in (1). Since

the maximum aperture coordinate, r, must be less than F, F/D is restric-

ted to .5 or greater. A practical limit is F/D=1, else the separation

between front and back face element pairs near the lens edge becomes

quite large, making it difficult to route the transmission lines.

The focal surface is a necessary part of the lens design because

it specifies the feed locations. It is expressed as a function of 9:

sin 2  sin 2e 1

G(O) = F + .25 (3)
(l-secd)(1+sindsinO/,/2)

where u=sin-t(D/2F). Figure 3 shows the cross sectional shape of

these focal surfaces for a few choices of F/D. Similar curves were

shown in [1], but those were for a 2D lens structure.
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2.2. Axial Symmetry vs. Bifocal

There are two ways to design a three dimensional lens (one that

forms beams in two planes - azimuth and elevation). The easiest is to

first derive a two dimensional design, then replace lateral coordinates

with radial coordinates. This results in an axially-symmetric design.

Equations (1)-(3) were derived in that fashion. As pointed out earlier,

the axially-symmetric lens does not generally have any perfect foci,

regardless of how many its two dimensional counterpart had.

The second design method is to solve the path length equality

conditions in three dimensions. Transmission line lengths and back face

element locations will then be a function of the axial coordinate, 0

in the plane of the lens [3]t

F2_r2sin2 , co 20 1 1(2
p=r F2-r 2

(4

w = F + wo -.5[ 1F2+p2-2pFsin$,cos¢ -4 2+p2+2pFsine.cos 1 (5)

These design equations will yield a lens with perfect focal points at

±O# in the 0=0 plane.

Path length error is a common indicator of a lens' scanning

performance, and we have used it to compare the 0-symmetric and bifocal

designs. When a feed is placed anywhere on the focal surface other than

at a perfect focus, it does not produce a planar phase gradient in the

aperture (corresponding to a scanned beam). The difference between the

actual and desired aperture phase is the path length error, and it

usually looks something like Figure 4, which is a contour plot of the
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error in wavelengths normalized to the design focal length, F. The root

mean square value of that error, Erms is a good measure of its effect

on the antenna gain. Figure 5 shows E rms vs. scan angle for two

axially-symmetric lenses, with 6e=Oo and 0,=100. The latter is slightly

better outside 101, but much worse inside that angle. This is an

important result because it shows there is little advantage to choosing

the focal angle as anything but 0#=O in the axially symmetric case. It

is important to note that the single-focus lens defined by (l)-(3) with

eo=o is a wide angle scanning lens because it makes effective use of

two degrees of freedom, including the element displacement p-r. Thus, a

single-focus lens is not necessarily confined to limited scan. Figure 5

also shows the rms error vs. scan angle for a one degree of freedom lens.

Such a lens would use only line lengths for focusing. Its much higher

error shows the advantage of using two degrees of freedom.

Figure 6 shows similar error contours for a bifocal lens with Oo=100.

Here, Eros depends on the scan plane, with the lowest error in the plane

containing the focal points, and the greatest in the orthogonal plane.

The curves for the axially symmetric case are overlaid (dashed) to show

that the bifocal design only has the advantage inside 0=450. Defining

the effective scan region as that range of angles for which Erm s is

below a predetermined value, Figure 7 shows what those regions would be

for bifocal and O-symmetric designs for three different values. From

this, it does not appear that a bifocal lens has any advantage in terms

of the size of its scan region. The axially-symmetric lens can scan

over approximately the same number of beamwidths, even though it only

has one focal point.
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The most important conclusion to be drawn from this analysis is

that there is no strong justification for choosing a bifocal (or

multifocal) lens over an axially-symmetric lens. That is our rationale

for using the latter in our experimental microstrip lens models. From

the standpoint of constrained lens design in general, the important

conclusion is that wide angle scanning results from employment of two or

more degrees of freedom, and not the existence of multiple focal points.

2.3. Patch Radiator

Both experimental models use inset-fed rectangular microstrip

patch radiators. The front and back face radiators are identical.

The inset feed provides the degree of control needed for impedance

matching by moving the feed point inward from the edge, where the input

impedance is very high (200-250Q).

The transmission line's characteristic impedance must be chosen

carefully. It should be wide enough to be drawn fairly accurately by

the mask plotter, but narrow enough that it can be routed between array

elements. Reasonable values for this substrate material are 70-1009.

The transmission line model [41,15] was used to determine the

resonant patch length. The patch width is .65Xd where Xd=lX//Cr ,

resulting in an aspect ratio of about 1.3 to 1. The patch and

transmission line dimensions for the 8 6Hz and 12 GHz lenses are summar-

ized in Table 1.
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2.4. Slot Coupler

Each pair of elewents is electrically connected by a narrow slot

oriented transverse to the transmission line ends (Figure 2b). The

three important parameters are the slot length, the slot width, and the

length of transmission line extending past the slot. The slot length

and width are based on preliminary results of experimental data by

Franchi (unpublished), which we then scaled for the difference in

frequency and dielectric constant between those experiments and our lens

parameters. In the MCL, the slot must be made shorter than that of an

optimum coupler so that it does not run underneath any of the patch

elements or other parts of the transmission line.

The transmission lines should extend X g/4 past the center of the

slot, where Xg is the guide wavelength, minus a "length extension,"

At. The length extension is due to fringing at the end of the open-

cicuited line, which makes the line appear electrically longer.

Hammerstad derived a very close approximate expression for that

extension [6]:

(Eff+.3 )(W/h+.264)
At = .412h (6)

(Eeff-. 2 58 )(W/h+.8)

where Eeff is the affective dielectric constant, W is the line width and

h is the substrate thickness. The slot dimensions for the couplers are

listed in Table 1.
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3. EXPERIMENT

Figure 8 is a photograph of the circuit board that makes up the

front lens face and the ground plane (8 GHz lens). In Figure 9 it is

illuminated from the rear so that the slots are visible. The board that

makes up the back face is similar, but does not have a ground plane.

When the two boards are cemented together (with contact adhesive) the

clad side of the front board serves as the common ground plane. Figure

I shows the earlier version in the test fixture. During all pattern

measurements an absorber shroud is placed over the region between the

feed horn and the lens to prevent spillover multipath. The fixture

allows the lens to be rotated ±30 ° on its baseplate while the feed

remains fixed to scan the feed relative to the lens. The feed can be

moved along its support, toward the lens, to change the focal length.

3.1. Mask Generation

Mask artwork for the experimental lenses was drawn on a Calcomp

plotter with a 30" drum and a .015" liquid ink pen. The trans-

mission line impedance was chosen so that its width would be at least

twice the pen width to ensure reasonable accuracy. The masks were drawn

on a 1:1 scale.

It can be difficult for a plotter to maintain precise accuracy

over a large travel. That created a misalignment problem in the pin-

coupled lenses: the feed thru holes were drilled by a computer-con-

trolled milling machine, which had a very slight scale difference in one

direction relative to the mask plotter. Consequently, the mask did not

line up precisely with the pre-drilled holes and some of the feed thru
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pins were not centered in the holes in the ground plane. This is one

very important reason for going to the slot-coupled design - all three

levels of the mask are drawn by the same machine, in sequence, and scale

errors will affect them all the same, with no resulting misalignment.

3.2. 8 9Hz Lens

The new 8 GHz lens was intended to directly replace the earlier

pin-coupled version, so it has the same 40" focal length and 20" aper-

ture diameter. Figure 10 shows scanned patterns of that earlier lens.

Although these tended to demonstrate its wide angle scanning properties,

the pattern shape is poor, and the peak gain indicated an overall effic-

iency of only 29%.

The new lens is only slightly better in the latter respect (31%).

This tends to indicate that the feed thru mechanism has the same amount

of loss. The H-plane scanned patterns shown in Figure 11 are much

better focused than those in Figure 10. We attribute this to better

alignment of the feed thrus, which was a major source of error in the

pin-coupled lens. The new lens has about 8% bandwidth, measured between

-3 dB gain points.

The E-plane scans are shown in Figure 12. Their asymmetry may be

due to the close proximity of the feed lines to patch radiating edges,

which is worse in some regions of the array than others. This could be

avoided by using smaller transmission line bends. Stray radiation from

the feed thrus is another possible source - since they all lie on the

same side of the patches in the E plane they would tend to corrupt the

patterns more in that plane.
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Reflection from the feed thrus can be estimated by the relative

strength of the back lobe, which we observed by scanning the feed to

about 20 off axis, and measuring the pattern in the direction opposite

the main beam (with the absorber shroud removed). In the very first

lens version, we had observed a well-focused back lobe. Since the total

transmission line length is divided equally between the two faces,

energy that is received by one face and reflects from the feed thrus to

be reradiated by the same face will tend to be focused. By contrast,

energy that reflects directly from the surface will radiate with the

unfocused feed horn pattern. In this new version the back lobe is 4 dB

lower than the main beam. Thus, the feed thrus and surface reflection

together account for about 1.5 dB of the total loss. Another 1.5 dB is

lost in the transmission lines - the circuit board material is epoxy-

fiberglass, which is fairly lossy. Use of low loss substrate would

improve the lens efficiency by up to 10%.

The conclusions we draw from this experiment is that the slot

coupled lens performs at least as well as the pin coupled lens in all

respects, but that the coupler design still needs some improvement to

reduce its reflection.

3.3. 12 6Hz Lens

The 12 GHz lens was a much more demanding case. Its focal length

is 30", with the same 20" aperture diameter. The reduced F/D ratio

increases the disparity in line lengths between the center and edges.

That effect is evident in Figure 13, a photograph of the back face.

The reduced focal length also increases the distance between front
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and back face elements, p-r. Near the edges, that distance was so large

that the mask layout problem wtas intractable. To make that job easier,

we chose to expand the front face lattice (after calculating the back

face element locations and transmission line lengths) by a constant.

The 'K" factor, the inverse of the expansion constant, was about .96.

Its side effect is that it changes the beam scan angle. A feed located

at angle 0 will produce a beam at a different angle, f C73:

sin */sin 0 = K. (7)

The initial front face coordinates, r, were calculated for an equilat-

eral lattice with slightly reduced element spacing to prevent grating

lobes with the later expanded lattice.

This lens was fed with a pyramidal horn whose aperture dimensions

are 2.1"x2.5", and gave an edge taper of about -6 dB. The lens' gain

was measured at 22.7 dBi, which was the peak at 11.8 GHz. The bandwidth

between 19.7 dBi gain points is about 9%. Feed horn losses, taper loss

and spillover loss are estimated at 6.5 dB. The estimated efficiency is

18%. Of the losses in the lens, 2.5 dB is dissipated in the trans-

mission lines. Since the back lobe is 1.1 dB higher than the main beam,

the feed thru and surface reflection losses account for over half the

total loss.

H plane and E plane scanned patterns are shown in Figures 14 and

15, respectively. The sidelobes in these are considerably higher than

they should be, which is due to two factors: first, the transmission

lines come too close to the patch radiating edges, and that is much more

severe a problem than it was in the 8 GHz lens because the smaller
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inter-element spacing leaves less room for the lines. Second, there

is appreciable radiation from the slot couplers. Figure 16 is the

cross polarized pattern, whose peak is only 14 DB below that of the

co-polarized pattern. Evidently, the feed thru will capture cross

polarized energy from the far field and route it along the transmission

lines to be re-radiatied by the back face. Since it has then gone

through the differential line lengths, it is partially focused.

From these experiments, we draw the following conclusions: (1) the

microstrip constrained lens can form beams to at least 12 beamwidths off

axis in any 0 plane; (2) a better feed thru design and a low loss

substrate would increase efficiency substantially; and (3) close proxim-

ity of transmission lines to patch radiating edges needs to be avoided,

although it will further complicate the mask layout.

4. CONCLUSIONS

These experimental models have shown that the microstrip con-

strained lens is a viable antenna concept. It is very lightweight and

inexpensive and easy to construct, especially with the slot type feed

thrus. It can scan to moderately wide angles due to the use of two

degrees of freedom, and thus lends itself to electronic scanning

applications. Although the experimental models had fairly low effici-

encies, minor improvements can raise that substantially, and those are

suggested areas for further research: efficient slot couplers; wide angle

impedance matching to reduce surface reflection; and low loss substrate

to reduce transmission line attenuation.
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Table 1. Lens Design Parameters

Parameter 8 GHz Lens 12 GHz Lens

Aperture Diameter, D 20" 20"
Focal Length, F 40" 30"
On-Axis Beamwidth 5.20 3.50
Microstrip Patch

Length, b .327" .213"
Width, a .457" .258"
Inset, d .095" .062"

Transmission Lines
Width, w .060" .039"
Impdance, Zo 710 850

Slot Coupler
Slot Length .240" .160"
Slot Width .050" .033"
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Figure 1. Microstrip Constrained Lens in Test Fixture with Pyramidal Horn Feed.
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Figure 2. Cutaway Views of the Two Lens Types: (a) Pin Type Feed Thru;
(b) Slot Type Feed Thru
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Figure 8. Photograph of the 8GHz Lens Front Face
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Figure 9. Photograph of the 8GHz Lens Front Face Circuit Board. (It is
lighted from the back so that the slot coupler apertures are
visible.)
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Figure 13. Photograph of the 12GHz Lens Back Face.
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ABSTRACT

The behavior of a conventional adaptive planar array in

the presence of more than one interfering signal has been studied

extensively (1). If the signals arrive with widely differing

amplitudes, the covariance matrix has eigenvalues that also

differ widely in amplitude, and convergence can be very slow.

Two signals that arrive with the same amplitude exhibit no such

convergence problem.

On the other hand, a space-fed antenna system (whether the

lens is of the array type or not) behaves quite differently.

There appears to be a "barrier angle": Two equal amplitude

signals both arriving at one side or the other of this angle are

readily nulled. However, if the two signals straddle the barrier

angle, the eigenvalue spread is large, and convergence is slow.

This phenomenon, suprising when first encountered, is

readily explained in terms of the geometry of the lens and feed

systems. For lenses much larger than the feed, the barrier

angle is a function of the beamwidth of the antenna, plus the

angle subtended by the feed at the focal point. As with other

types of antennas, eigenvalue spread is more troublesome for

algorithms of the steepest descent types than for those employ-

ing some approximation to direct matrix inversion.

DISCUSSION

Simple adaptive phased array systems have been studied in

detail by Widrow et. al.( 2 ), Mayhan ( 3 ) , and others. For the

case of a planar array of point sources, the convergence time to

null a pair of equal magnitude interferences, for example, is

independent of the two directions of arrival. Each element

receives equal amplitudes from each of the incident plane waves,
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and the corresponding covariance matrix has eigenvalues of com-

parable magnitude. For a lens and feed system, however, this is

not necessarily true. The covariance matrix of a weighted feed

system can exhibit significant eigenvalue spread, depending on

the directions of the two equal magnitude interferences.

Consider, for example, the miniature lens and feed array

in two dimensions of Figure 1 for which extensive computer

simulations have been run. Each lens element is considered to

have a phase shifter which focuses a wave on boresight at the

center of the feed, and each feed element has a complex weight.

Numerous nulling algorithms all related to gradient based methods

were tried, principally algorithms derived from the well known

Widrow Least Mean Square (LMS) algorithm(4 ).

Versions of this algorithm were tried with and without a

mainbeam constraint( 5), and similar results were obtained for

all of them. The simplest form of such algorithms, without a

mainbeam constraint, can be written:

WK+ 1 = WK - 2U <X*, > X. (1)

In Equation (i), assuming there are M feed elements, WK is the

set of M complex numbers representing the Kth set of weights, X is

the set of M interference voltages, 0 is a real convergence factor,

and the inner product notation is defined by:

M
<WK, X> = WK (i) X (i).

i=1
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(The weighted sum <WK,X>, the entire signal environment, repre-

sents an error which the iterations of Equation (1) attempt to

drive to zero. This is valid in, for example, a radar system

which nulls before it transmits.) ( 6 )

In the presence of two interferring sources of equal magni-

tude the system under Equation (1) in 2-dimensional space exhibits

a barrier angle. This is an angle, symmetric about boresight,

which determines the degree of eigenvalue spread in the covariance

matrix due to the two interferences. If the interference of

signals are both on one side or both on the other side of the

barrier angle, the magnitudes from each source received at the

feed are comparable, and the eigenvalue spread is small. On the

other hand, if the two straddle the barrier angle, the magnitudes

from each of them (as received at the feed) differ widely, the

eigenvalue spread is large, and convergence is roughly 1000

times slower. In three dimensional space one has, instead of an

angle, a right cone of elliptical cross-section.

When first encountered, the barier angle comes as a suprise;

for example, it is not related in any simple way to the features

of the far field pattern. As a matter of fact, it is approx-

imately equal to half the angle subtended by the lens at the

center of the feed plus half the beamwidth.

Its existence can be understood in the following way. If

the feed elements are connected to a simple sum network, power

reaching the receiver is proportional to the square of:

M
IVI = wi xi (2)

i=1
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As the weights change, this magnitude changes also. However, for

normalized weights, an upper bound to this power is, according

to Schwarz's unequality,

2

(3)

Figure 2 shows a plot of the right hand side of (3) in arbitrary

units, as a function of the angle of a single interference source.

The barrier angle for this case was found to be +13 deg. Two

signals arriving at the lens with equal power and straddling the

barrier angle reach the feed with markedly different power levels.

It is well known( 7) that such a power differential causes eignevalue

spread and slow convergence in gradient-based algorithms. The 3

dB beamwidth of the antenna, for pre-adaption weights, is approxi-

mately 5 deg. There is no contradiction here; Figure 2 is not

an antenna pattern. It is a plot, for a source of a given magni-

tude, of the maximum power, as a function of angle, that can

output the feed network for any set of weights. The comparable

plot, for a simple phased array, would be a horizontal straight

line.

For the purposes of illustration, the same antenna with the

same two-source source scenario, was adapted via a different type

of algorithm. It is well known(8 ) that methods which invert the

convariance matrix, either exactly or approximately, are much less

sensitive to eigenvalue spread problems than steepest descent type

algorithms. This remains true so long as the smallest eigenvalue

lies well above the noise level(8). One such algorithm, the Weighted
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Least Squares(9 ) (WLS) is compared with the LMS algorithm of Equa-

tion (1) in Figure 3. For each algorithm, two sets of two jammers

straddling the barrier angle were used.

The algebra of the WLS method may be summarized as follows:

the (t+l'th sum and difference weights are given by

M

Wt (i) =Wt() kK1 Pt(i,k) Xt+i(k) M= _ Wt(i)- ) w( Xt+l(Z)

C

where the complex number C is given by

M M

C = a + Z Z Xt+l(k) Pt(k,x) Xt+l(x)

k=l X=1

and where a is a real number between 0 and 1.

The (t+l)th update of the matrix P is given by

M M *
E E Pt(i,k) Xt+1(k) Xt+l(Z) Pt(Z,j)

P (i,j) - - P (i,j) - k_ _ __ _ __1_ _ __ _ _ __ _ _ __ _ __1_ _

t+1 a t C

For the miniature antenna described above, Po was chosen as

the unit matrix, the starting sum weights were 1,0,0,0 whereas the

starting difference weigihts were 0,0,0,1.
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Referring to Figure 3, it is apparent that, for equal

magnitude signals on opposite sides of the barrier angle, the LMS

algorithm requires 1000 times more iterations than the WLS. (For

signals on the same side of the barrier angle, the number of

iterations is about the same.) Of course, each iteration of the

WLS involves considerably more algebra than the LMS. However, no

direct matrix inversions are involved, and the net gain in pro-

cessing time in many cases of practical importance is substantial.

(1 )Monzingo, R. A. and Miller, T. W. (1980) Introduction To

Adaptive Arrays, John Wiley and Sons, N.Y., Chapters 4 and 7.

(2 )Widrow, B., Mantey, P. E., Griffiths, L. J. and Goode, B. B.

(1967) Adaptive Antenna Systems, Proceeding IEEE 55 (No.

12): 2143 - 2159.

(3 )Mayhan, J. T. (1978) Bandwidth Limitations on Achievable

Cancellation For Adaptive Nulling Systems, Technical Note

1978-1, MIT Lincoln Laboratory, MA., Appendix I.

(4 )Widrow, B. (1966) Adaptive Filters I: Fundamentals, Tech.

Report 6764-6, Stanford Electronics Laboratories, CA, Rept.

SEL-66-126.

(5)Appelbaum, S. P. and Chapman, D. J. (1976) Adaptive Arrays

with Mainbeam Constraints, Trans. IEEE, AP-24 (No. 5); 650 -

662.

(6)In some cases, independent sets of weights are necessary. See,

for example, Haupt, R. L. (1984) Simultaneous Nulling in the

Sum and Difference Patterns of a Monopulse Antenna, Trans. IEEE,

AP-32 (No. 5): 486 - 493.

175



(7)Monzingo, R. A. and Miller, T. W. (1980) Introduction to

Adaptive Arrays, John Wiley and Sons, NY, 390.

(8 )ibid., Chapters 6 and 7.

(9 )ibid., P 319 ff.
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A STOCHASTIC CONJUGATE GRADIENT AL(ORITHM

FOR ADAPTIVE ARRAYS

Ho.ny M. Ibahim, Nou4 Et-Din M. Ibrahim

Faculty of Engineering, Electrical Dept., Assiut University,

Assiut , Egypt

ABSTRACT

In the present paper, a version of the conjugate gradient

(CG) algorithm which has been used extensively in minimization

problems is utilized for application in adaptive arrays. This

algorithm is characterized by its fast convergence characteris-

tics; in fact its convergence is quadratic. The mean square

error (MSE) criterion is adopted. An analysis of the converg-

ence characteristics and the excess MSE (misadjustment) for the

CC algorithm under stochastic signal environments is presented.

Simulation results which show the different characterist-

ics of the CC algorithm compared with the least mean square

(LMS) algorithm are given.

I. INTRODUCTION

During the past two decades, many algorithms have been

developed and utilized in the field of adaptive antenna

1-4
system. Due to its simplicity and ease of implementation,
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the least mean square (LMS) algorithm developed by WidrowI has

found widespread use in this area. However, the LMS suffers

slow convergence especially when the spread of the eigenvalues

of the signal covariance matrix is large.

Although the CC algorithm, developed by Hestenes and

Stiefel 5 to solve a set of simultaneous equations, is charact-

erized by quadratic convergence and can overcome the problem of

elgenvalue spread, it did not find widespread use in adaptive

arrays. This is due to the hardware complexity, increase in

computation, and memory requirements over the LMS algorithm.

However, it is believed that due to the fast progress in the

area of large and very large scale integrated circuits, these

problems will recede in favor of the fast convergence of the

CC algorithm.

In the present paper, a version of the CC algorithm

de eloped by Fletcher and Reeves 6 is utilized.

Section 2 introduces the conjugate gradient algorithm

under stochastic signal environments. Section 3 presents the

convergence analysis and the excess mean square error (MSE).

Section 4 presents simulation results and discussion, and sect-

ion 5 is a conclusion.
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2. THE STOCHASTIC CONJUGATE GADIENT ALGORITHM

The basic arrangement for the adaptive antenna system util-

izing the mean square error (MSE) criterion is shown in Fig. 1.

The signal from each element is multiplied by a variable weight

before it is summed to give the array output. This output is

compared with a reference or desired signal to give an error

signal. The adaptive algorithm varies the weights in such a

and weight adjust- d(t)
ment circuits.

Fig. I. Basic adaptive system utilizing mean square error

criterion.
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way that the MSE is minimized. Mathematically this can be

written as follows :

The error signal at the jth sample is

c (j) = d(j) - WTX(j) (1)

where d(j) is the desired signal

W Is the weight vector

X(j) is the input signal vector.

The superscript T means transpose. Both W and X have N-com-

ponent each.

Squaring both sides of Eq.(l) and taking the averages we get'

Sk(W) =EI E 2 (k)J =d 2 (k) -2 WTr +WT R W (2)= =- xd + xx ()

where Rxx=EIXX TI is the covariance matrix of the input signal,

rxd=EdX is the crosscorrelation vector between the input

signal and the desired response.

Equation (2) is the objective function to be minimized.

This can be found directly by equating the gradient of Eq. (2)

to zero. This will lead to the following solution

-I
W =Rxx rxd (3)
opt x
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This equation is called the Wiener-Hopf equation. The corresp-

onding minimum mean square error (MMSE) is given by

=min d2(k) - wT r (4)opt xd

Direct solution of Eq.(3) has its own difficulties of computat-

ional problems and hardware implementation. Thus recursive

methods is usually adopted.

The conjugate gradient (CG) algorithm depends on the idea

of getting a finite set of directions P(i) in such a way that

they are covariance matrix conjugate to each other, i.e.

PT(i) R P(j) = 0 ij (5)

The objective function, Eq.(2), is quadratic in W; and if

Rxx, r xd and d2 W are known exactly, the method of conjugate

gradients guarantees, apart from rounding errors, to locate the

6
minimum in at most N iterations .

According to Fletcher and Reeves6 version of the conjugate

gradient algorithm, the conjugate directions are generated

recursively for iteration k+l as follows

P(k+l) = -g(k+l) + k P(k) (6)
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where g(k+l)ll2
k II g(k)l1 2

g(k) is the gradient of Ck(W) with respect to W, and I1.1I is

the vector norm.

It is clear from Eq.(6) that generation of R conjugatex

directions does not need explicit knowledge of R , it depends

only on the gradient of Ek(W).

As far as the application of the CC algorithm under

stochastic signal environments an exact knowledge of the gradi-

ent is not possible, instead an estimate for the gradient, ^(k),

is used. The most widely used estimate for the gradient is the

unbiased estimate of Widrow and is given by

^(k) = - 2 c(k) X(k) . (7)

Thus, 5(k) is used in the present algorithm instead of g(k).

The general steps for the CC algorithm can be summarized

as follows

1. Starting with an arbitrary weight vector W(O) find (O)

utilizing Eq.(7), let P(O) - (O) and put the iteration

index k=O.
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2. Find W(k+l) as follows

W(k+l) = W(k) + Pk P(k) , (8)

where Pk is the minimizing step size for k(W(k)ipP(k)) in

the direction P(k). It is found by equating the gradient

of Ek(W(k)+pP(k)) with respect to p to zero. The corresp-

onding value of p is then given by

P T(k) (k)

2 P (k) R P(k)

3. Find g(k+l), then calculate k

k =  I Ia(k+l )_I12 (0

I H ( k )I12

4. Calculate a new conjugate gradient direction according to

P(k+l) = - g(k+l) + k P(k) (ii)

5. Test for termination condition, this could be

a) k(W) : predetermined estimate for the minimum Ek(W).

b) (Iw(k+1) - W(k)tt <6 , where 6 is an allowable

error.

If either condition is satisfied, then stop the iteration

process, if not put k=k+l and go to step 2 and repeat the

process.
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Since this algorithm depends on the use of the gradient in

a complicated manner and the gradient ectimate used is usually

noisy, the use of an averaging scheme is highly recommended.

Thus, in both Eqs.(9) and (10) 9(k) is replaced by its average

value Av{e(k)X(k)} . Also the numerator of Eq.(9) is approxi-

mated by Av{(P TX)(XT P)} as an average for the quantity

P T(k) Rxx P(k). The averaging process is taken over a specific

number of K data samples.

3. CONVERGENCE AND MISADJUSTMENT

3.1 Convergence

It will be shown that as the number of iterations increase,

the expected value of the weight vector converges to the Wiener

solution of Eq.(3). The following assumptions are made

1. lim Pk 0 Pk < I
k -)

2. lim Bk  
0  , k < I

k -) o

3. The time between successive Iterations is long enough such

that the signal vectors X(k) and X(k+l) are uncorrelated.

Taking the expectation of Eq.(8)
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E {W(k+l)} = E {W(k)} + Pk E{P(k)} , (12)

from Eq.(ll), E{P(k)} can be written as

E {P(k)} -2 E{ X(k) I d(k) - X (k)W(k)I} + k-l E {P(k-l)}

= -2 Irxd - RxxE {W(k)}j I + k-l E {P(k-l)} (13)

Proceeding through Eqs. (12) and (13) and taking into account

that P(O) = - g(O), also assume Pk=L and k= for simplic-

ity. Starting with an initial guess W(O), we get after k+l

iterations

k

ElW(k+l)l=I-2pRxIk+lEW(O)+2 P ZO II - 2pRxx i rd

- 2 R xx 12 I - 41 RxxIk - E W(O)j
2p612~k- 0 1Ix~ -

+ 2p I - rxd + higher order terms in
k>O

a and p . (14)

The higher order terms in and p can be neglected since i

and p are both less than I and tend to zero as k tends to

infinity.

Since the matrix R is real symmetric and positivexx

definite, it can be diagonalized by the unitary matrix Q such
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that

R =Q AQ (15)xx

where A is the diagonal matrix of eigenvalues and Q is the modal

square matrix of eigenvectors. Eq.(14) can be written as

E I W(k+l) = Q- I - 211 Ak+l Q EIW(O)j

k
+ 2p I Z II - 21A I1 Q rxd

i=O

- 2paQ-1A 12 1 - 4QA k - I Q EIW(O)I
k>O

+ 2 pa Q- 1 12 I - 4 pAIk Q + .... (16)
k>O

Taking the limit as k- . If all the elements of the

diagonal matrix are taken to be less than unity, we get

lim 11 - 21A I k+l + 0
k-,--

lim .Z 11 - 2p~1 -l
k*W 1=0 A

lim 12 I- 4iAI - 0

k-*o

Thus Eq. (16) reduces to

1rm EIW(k+l) = 2 p Q-1 (-L A - ') Q rd

=R- 1I
xx r xd
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which is the Wiener solution of Eq.(3).

3.2 Misadjustment

The misadjustment is the term used to express the extent

to which the actual MSE exceeds the minimum mean square error

(MMSE). The excess in the MSE is due to the use of estimates

for the signal statistics which are not known a priori. The

1
misadjustment M is defined as :

A Excess MSE actual " Emin
M = MMSE min (17)

The misadjustment can be calculated in terms of the step size

for the weight P k and that for the conjugate directions k"

After sufficient number of iterations k such that M adapt-

ive process has converged to the steady state near the MSE

minimum point, the gradient-estimation noise of the adjustment

algorithm at the minimum point is the gradient estimate itself.

The analysis presented here follows a procedure similar to that

of Widrow and McCool4 for the LMS.

The MSE Ek given by Eq.(2) can be written in terms of

its minimum min of Eq.(4) as

Ek =  min + IW(k) - Wopt i T Rxx JW(k) - W optl (18)
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To simplify the analysis, IW(k) - W opt is replaced by V(k),

utilizing the diagonalization of Rxx of Eq.(15) to transform

to the primed coordinate, such that

V'(k) = A V(k) (19)

Eq.(18) can be written as

Ek = min + v'T(k) A V1(k) (20)

The excess MSE is

Cactual - Vmn = T(k) A V'(k)

N 1
Z X v (k) (21)

1=1

where XI  is the ith eigenvalue of Rxx

The average excess MSE is thus

T N 2
E IV' (k) A V'(k) = Z A i E vI(k)I (22)

I=1

Thus the misadjustment depends mainly on the covariance of V(k).

According to the CC algorithm W(k) is updated according to

W(k+l) = W(k) + Pk P(k).

Subtracting Wopt  from both sides, we get
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V(k+i) = V(k) + P k P(k) (23)

The direction of search, P(k), is given by Eq.(il)

P(k) ^ (k) + akiP(k-i) (24)

The covariance of the gradient estimation noise can be written

in the primfed coordinats as:

Coy Ij1(k)I = 4 mnA (25)

Equation (24) can be written as

P(k) =-g(k) 6 (k) + $kil P(k-1)

=-
2rd 2 R IW +V(k)t - ^(k) + 0- P(k-i). (26)xd xx opt+ k-

Which can be simplified to

P(k) =-2 R V(k) - ^(k) + kiP(k-i) .(27)
xx -

Using Eq.(27) in Eq.(23)

In primed coordinates Eq.(28) can be written as

V'I(k+i) 1- II .k A IV' (k) - )1k 61(k) + Pk k-1 P'(k-1) . (29)
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To find the covariance matrix of Eq.(29) consider

V'(k+I)V'T(k+l) = 1I - 2PkAIV'(k) vT(k) II - 2PkAI

2 _ ,( +B iV (k-l)lI_ ,lk +(k-l T

+ k -2p IV I' (k)I -^'(k) + V'(k-l)lT

+ Pkl_' (k)+Ok-lV'(k-l)IV T(k)II-2 PkAj. (30)

Taking the expected value of Eq.(30) and noting that ''(k)

and V'(k) are uncorrelated, and after some mathematical

manipulations, we get

CovIV'(k)I 2 4k k-1 Bk-I 4 PkA - 4 12 A2 -1I-

IkA {Cov I '(k-l)I + _2 Cov IA'(k-2) +

2 2 22
+ak _2 Bk3 .. Io ov g'(O)I} +  2 4 kA

2^A 2 I ( 2 Cov '(k-1)I+ .- k {vg' kl+ k_ I ^I(ll+

2 2 2 2 1A,( )

+ ... + - k-2 -' al 0 Coy I9'(0)I} (31)

2A2
During the implementation of the algorithm pk A << I, and

the higher order terms of B's are neglected, Eq.(31) is simpl-

ified to
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Coy IV'(k)I Pk min I + 2 Pk-1 k- min . (32)

Therefore, the average excess MSE is

T 
N

Elv' (k)AV'(k)i = + 2 P k-1 k-l min S 1.i=i 1

= ( + 2 Pk-1 k-l) Emin tr(Rxx). (33)

Tr(R xx) is the trace of the covariance matrix. Thus M becomes

M = (Pk + 2 Pk-1 k-1) tr (Rxx) (34)

This expression for M shows that M gets very small as

the number of iterations k gets very large, according to the

assumption for P k and Bk ' This value of M is better than

that obtained with the LMS where M is given by A str(R xx),

a constant value

4. SIM ATION RESULTS AND DISCUSSIONS

To test the CC algorithm, an array geometry and a signal

environment is selected. A 4-element linear array whose element

spacing is X/2 is chosen as shown in Fig. 2.
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S

00 
3

Fig. 2: 4-element linear array with signal and jammer locations.

The desired signal is taken to be sinusoidal having random

phase between 0 and 27. The jammers are located at 30 , 500,

and 800. Each jammer is considered to be narrowband Gaussian

whose variance is equal to the jammer power. White Gaussian

thermal noise power of 10-3 is added to the signal vector.

Different elgenvalue spread is considered. Averaging for the

CC algorithm is taken over 3 samples.

Figure 3 shows the learning curves (MSE vs. number of it-

erations) for both the LMS and CG algorithm for etgenvalue
Amax

spread = 402, the jammers power are all equal to 100.
mmn

After 300 iterations (900 samples) the CC algorithm is with-

in 6 dB from the MMSE value while the corresponding LMS

(after 900 Iterations) is within 11 dB from the MMSE value.

This shows the higher convergence speed of the CG algorithm

196



- 17 -

- LG Optimum step sJZe 0.0003

25 
--

20

[N

10

10 1 0 
1 

3 o. of ite ation s

Fig. Leani ng cur es fo ompa lon be tme I an d C it Im./knh

..
00

0 10
"  

10) 0D.of iteratOSS

ri. 3. Learning c uves for a o par so be en -e LOG and CC with

Is A

0 0

L - , . ,

10 102 0) No. 1 Iterations

fig.$ Le erni ng curv es for nmeo fapa l s -e 3.6 5.And S. it

~~190



- 18 -

compared with the LMS. Note the lower value of the excess MSE

for the CG algorithm.

Figure 4 shows the learning curves for large eigenvalue
Xmax

spread 9 - 2796.7. The jammer powers are 31 = 200, 32 =
min

15500 , J3 = 6240. The CC algorithm is within 10 dB from the

MMSE after 1000 iterations (3000 samples) while the LMS Is

within 35 dB from the MMSE after 3000 iterations. It is clear

that as the elgenvalue spread gets large the CG algorithm has

better convergence characteristics. Note also the lower value

of the misadjustment for the CG algorithm.

Figure 5 shows the effect of Increasing the number of sam-

ples K over which averaging is taken for the CG algorithm.

It Is clear from the figure that as K increases, higher con-

vergence speed and more smoothing is obtained.

5. CONCLUSION

This paper introduced an analysis for the conjugate gradi-

ent algorithm to be used In adaptive antenna systems. It is

shown that the expected value of the MSE tends to the Wiener

solution as the number of iterations tends to be very large.

The excess MSE is analyzed and is found to be smaller than
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that of the LMS. Simulation results is presented which show

the higher convergence speed of the CC algorithm as compared

with the LMS. Different eigenvalue spread are considered. It

is shown that as the eigenvalue spread gets large the CC algor-

ithm gives better convergence speed. The effect of the averag-

ing on the CC convergence characteristics is also studied. It

is found that as the number of averaging samples is increased,

better convergence and more smoothing is obtained.
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ADAPTIVE TRANSFORM FEED TEST RESULTS

Michelle S. Hayes, Capt, USAF
Rome Air Development Center

Electromagnetics Directorate
Hanscom AFB, MA 01731

ABSTRACT

Rome Air Development Center has built an Adaptive Transform

Feed (ATF) for use in conjunction with Grumman Aerospace

Corporation's TA-3 phased array lens, as part of the Phased

Array Lens Demonstration (PALDEM) Test Program. The purpose of

this program was to demonstrate the advantages of transform

feeds for use in a space-based radar system. This report

describes the overall concept and design of the ATF, and

presents the results of tests made on the feed independent of

the lens. It also describes the results of some early tests

made in conjunction with the lens.

1. INTRODUCTION

This report describes the design and testing of an adaptive

transform feed (ATF) which was constructed at Rome Air

Development Center as part of the Phased Array Lens

Demonstration (PALDEM) Test Program. The objective of the

PALDEM program was to perform RF tests utilizing Grumman's Test

Article 3 (TA-3) space-fed lens membrane with various feed

configurations. The results of these tests wil. be used to
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establish design criteria for a full-sized phased array lens

antenna for a Space-Based Radar system.

The PALDEM program called for testing the TA-3 lens with

three feed configurations. The first feed configuration was a

pyramidal horn built by Grumman. This feed was used for initial

testing of the lens to determine its characteristics. Following

this, the lens was tested with a corporate fed array built by

RADC. The corporate feed was designed to illuminate the lens

with a tailored amplitude distribution to produce a low sidelobe

pattern. The third feed, and the subject of this report, was an

adaptive transform feed which was also designed and constructed

by RADC. This feed, shown in Figure 1, was to provide both a

tailored amplitude distribution and an adaptive null-steering

capability. The purpose of this phase of the project was to

demonstrate the advantages of a transform feed, including the

ability to produce low sidelobes in both the sum and difference

patterns, and the ability to perform adaptive nulling.

Before we delivered the transform feed to Grumman, we

thoroughly tested it to ensure that it would meet the design

criteria and produce the desired patterns. The results of these

tests, as well as the overall concept and design of the ATF are

the subject of this report.

2. CONCEPT AND DESIGN

2.1 Transform Feed Concept

In general, a transform fed antenna consists of an objective

lens which forms the primary radiating aperture and a
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beamforming network which forms the feed. The general principle

is illustrated in Figure 2. When the beamformer inputs are

excited, the beamformer radiates a pattern which illuminates the

objective lens. The lens re-radiates the received energy to the

far field.

The objective lens generally consists of two arrays facing

in opposite directions. The back face of the lens is

illuminated by the feed and the received energy is transferred

to the front face via transmission lines. Phase shifters are

often inserted in the transmission lines to provide

beam-steering capability at the lens. The front face of the

lens forms the primary aperture which re-radiates the waveform

to the far field.

The beamformer is a Fourier transforming device such as a

Butler matrix, a Blass array or a Rotman lens. When a single

input of the beamformer is excited, the outputs are uniformly

illuminated. If these outputs are connected to the elements of

a feed array, the feed will radiate a sin(u)/u (u=kdsinG)

pattern to the lens. This will be re-radiated to the far field

as a flat-topped, rectangular beam.

Each input to the beamformer creates an individual sin(u)/u

beam which is spatially separated from the other subarray

beams. Although separated in angle, each subarray beam overlaps

and i- orthogonal to the other beams (i.e. the peak of its beam

coincides with the nulls of the other beams). When multiple

inputs are excited, the beamformer radiates a sum of the

orthogonal subarray beam patterns. If appropriate amplitude and
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phase weights are applied to the subarray beam inputs, the sum

of these contributions creates a smooth amplitude taper at the

backface of the lens. This is re-radiated as a low sidelobe

pattern in the far field.

In the ATF, the beamformer consists of two sets of Butler

matrices which produce a set of 24 beams in both azimuth and

elevation. The orientation of the subarray beams on the lens

back face is shown in Figure 3. These 24 beams add to create a

two-dimensional circularly-symmetric amplitude taper which

should produce a low-sidelobe pattern in the far field. The

amplitude taper is designed to approximate a -40 dB Taylor

distribution at the lens. This ability to create a low sidelobe

amplitude taper is one of the major advantages of a transform

feed which we hoped to demonstrate during this program.

The objective lens in this project is Grumman's Test Article

3 (TA-3) circular space-fed lens antenna. The lens consists of

two dipole arrays connected by 4-bit phase shifter modules on an

aluminum mesh ground plane. The phase shifter modules provide

collimation of the received beam as well as beam-steering. The

dipole arrays have opposite polarizations to provide maximum

isolation between the front and back faces. The lens has an

active diameter of 58' and is programmed for a focal length also

of 58' for an F/D of 1.

One of the advantages of the transform feed which we hoped

to demonstrate in this effort is the ability to produce low

sidelobe patterns in the monopulse difference pattern by a

simple phase reversal across the feed. As shown in Figure 4,

204



reversing the phases on one side of a corporate feed creates an

abrupt discontinuity in the center of the aperture distribution,

resulting in high sidelobes. To get a low sidelobe pattern, an

additional feed network is required. In a transform feed,

however, the pattern is formed from the sum of subarray beam

patterns, so that a similar phase reversal gives a smooth

amplitude transition across the aperture center. This should

produce a low sidelobe difference pattern in the far field.

Another advantage of an adaptive transform feed is its

ability to adaptively form nulls in the antenna pattern. While

this is an important feature of the ATF, it will not be

discussed in this report.

2.2 Feed Design

The design of the ATF was done by McGrath and has been

described in detail in earlier reports. The design was based

largely on the characteristics of the TA-3 lens and on the

availability of commercial beamforming and adaptive weight

components. The ATF was designed for S-band operation with a

center frequency of 3.4 GHz. In this report I will not discuss

the details of the design, but will merely outline the major

components of the ATF and their functions.

Figure 5 is a schematic of the RF components of the ATF. At

the far right is a corporate feed structure which is virtually

identical to the corporate feed previously delivered to

Grumman. A single common input at the right feeds a 24-way

corporate feed network. Fixed attenuators in the corporate feed

establish the quiescent amplitude weighting applied to the 24

subarray beams.
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The corporate feed network is followed by a set of adaptive

weights, consisting of 24 programmable attenuators and 24

programmable phase shifters. The 10-bit attenuators have a

range of 0 to -51 dB. The 10-bit RF vector modulator phase

6 0
shifters have a full 360 range with a resolution of .35

Although the individual bit settings of the adaptive weights

were not very accurate, this was not considered critical because

the weights are used primarily for adaptive nulling. However,

we were concerned about the effect of these units on the

quiescent subarray beam patterns. Variations in the relative

subarray beam amplitudes or phases could significantly alter the

lens illumination and raise the sidelobe levels. In testing

these units, we found an average insertion loss of about 2 dB.

Although this insertion loss was undesirable, it was fairly

uniform across all the subarray beams which should reduce its

effect on the overall amplitude pattern. However, the insertion

phases varied widely among the adaptive weights. To eliminate

this problem a phase alignment procedure was developed to

initialize the phase shifters to cancel the phase differences

between the subarray beams. This procedure is described in

section 3.2 of this report.

Between the adaptive weights and the Butler matrix beam

ports are 24 bidirectional couplers. These units enable us to

measure the signal path from the beam port to free space or from

the adaptive weights to the corporate feed input. The latter

connections are accessible on the outside of the feed for

monitoring and troubleshooting the active components of the
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feed. The directional couplers had near-ideal performance

specifications.

Following the directional couplers is the two-stage Butler

matrix transform section. The first stage consists of 6 8x8

Butler matrix boards which perform the spatial Fourier transform

in the horizontal dimension. The second stage consists of 8 8x8

Butler matrix boards which perform the vertical transform.

These boards were thoroughly tested to determine the insertion

losses, phase gradients and RMS errors. The specifications were

well within our requirements.

The 64 second stage Butler matrix outputs feed the center

elements of a 10xlO microstrip patch array. The array was

designed by McGrath with the aid of a computer routine. The

outer elements of the array are to suppress edge effects and are

terminated with 50A loads. Although the elements have a

relatively narrow bandwidth, they provide a relatively uniform

radiation pattern in the angular area covered by the lens and

they are impedance matched.

The electronics which control the adaptive weights form

another important part of the ATF. The electronics are designed

for control by a Hewlett Packard 9836 computer with a General

Purpose Input/Output (GPIO) card. A 16-bit word output through

the GPIO is used to control the feed. Six bits of the output

word determine which of the adaptive weights is selected, and

the remaining 10 bits contain data for the selected weight. The

control electronics are contained on the 6 circuit boards shown

in Figure 6. The line driver board, located near the computer,
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conditions the control signals so that they can be transferred

to the feed over a relatively long distance. The main board

contains the line receivers and the decoding circuitry which

selects the individual phase shifter or attenuator to be

controlled. Each of the four latch boards contains six sets of

latch chips (one for each phase shifter/attenuator pair) which

hold the data while the computer performs other functions. The

feed also contains four power supplies which provide DC voltage

to the control circuitry and to the cooling fans.

3. TEST RESULTS

3.1 Test Setup

Perhaps the most difficult problem we faced in testing the

ATF was establishing a phase reference which would allow

measurement of the relative phases of the individual subarray

beams. This procedure was necessary to ensure that the ATF was

properly aligned. This problem was overcome by using the setup

shown in Figure 7. The center of the feed's radiating array was

positioned directly above the pedestal's center of rotation so

that the azimuth patterns could be measured. The transmit

source was a horn positioned 58' in front of the feed, the same

distance as the TA-3's focal length. Thus, when rotating the

antenna in azimuth, we effectively measured the feed's pattern

in amplitude and phase along a circle with a radius equal to the

focal length of the lens. Unfortunately, the elevation

positioner would change the distance between the feed array's

center and the source, so a pivot and pulley apparatus was

constructed so that the feed could be rotated in elevation
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about the array's horizontal axis. This limited our

measurements to azimuth cuts at fixed elevations. All patterns

discussed here are azimuth cuts, and unless otherwise noted, are

for the 3.4 GHz center frequency.

3.2 Feed Alignment

As mentioned earlier, the insertion phases of the adaptive

weights in their quiescent states varied considerably from unit

to unit. Since the proper phase distribution of the subarray

beams is critical to obtaining the desired illumination of the

lens, we were forced to develop a phase alignment procedure for

the feed. The alignment procedure would establish the phase

shifter settings which give a particular phase distribution

among the subarray beams. One of the center subarray beams was

chosen as the phase reference for the alignment. Its phase was

measured at beam center and set to a reference value of zero

degrees. In turn, each of the other beams was measured by

orienting the feed so that the beam's peak was in the direction

of the transmitting source. The computer was used to read the

phase and adjust the phase shifter until the beam phase waq as

desired. The resulting phase shifter settings for all 24

subarray beams were then stored in a datafile for the particular

phase distribution. The alignment procedure was used to

determine the phase settings for both the sum pattern and the

azimuth difference pattern. We also recorded the aligned phase

values at the directional coupler ports, so that future

alignments could be done directly at these ports using a network

analyzer.
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3.3 Subarray Beam Patterns

Subarray beam patterns were measured by fully attenuating

all but the selected beam. Azimuth cuts of a few typical beams

are shown in Figure 8. The patterns exhibit the expected

sin (x)/x shape, although some distortion is apparent at low

amplitude levels. This is caused by the fact that even though

all other beams are attenuated, the maximum attenuation setting

is -52 dB, so that there is still some residual power leaking

through the other beams. Since the outside beams are -32 dB

below the center beams, even the fully attenuated oenter beams

will have some effect on the outside beam patterns.

The relationship between beams in a given azimuth cut was as

expected, illustrated in Figure 9: the center beams cross over

at their -3 dB points, each main lobe coincides with the nulls

of the other beams, and the beams are located at the correct

angular locations.

After the final alignment discussed in the previous section,

the phase and amplitude of each beam were measured at the beam's

peak, with results shown in Table 1. The RMS phase error for
0

the final alignment was 1.5 Phases measured for the outside

beams were generally worse because their amplitudes are so low

that they were corrupted by noise. However, those beams have

little impact on the overall sum pattern and lens amplitude

distribution because they fall outside the TA-3's aperture.

3.4 Sum and Difference Patterns

The feed's sum pattern was measured by exciting all 24

subarray beams in phase. Amplitude patterns taken at 00
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Table 1. Measured Phases and Amplitudes of Subarray Beams

Beam#(Calc. Amp.)

Meas. Amp., Meas. Phase

(dB) (deg)

#(-30. 1) #2(-30. 1)

-48.0, -11.0 -33.5,3.0

#9(-16.2) #10(-6.7) #11(-6.7) #12(-16.2)

-15.7,-1.8 -6.3,0.4 -6.2,0.1 -16.0,-1.2

#3(-30.1) #4(-6. 7) #5(0.0) #6(0. 0) #7(-6.7) #8(-30. 1)

-32.0, -1.8 -6.0,-0.4 -0.7,0.0 -0.5, -1.9 -6.5, 1.0 -32.5, 1.5

#22(-30.1) #21(-6.7) #20(0.0) #19(0.0) #18(-6. 7) #17(-30. 1)

-32.0.2.5 -6.5,1.7 -0.6,1.2 -0.5,2.5 -6.6,0.4 -32.1,3.0

#16(-16.2) #15(-6. 7) #14(-6.7) #13(-6. 2)

-15.7,0.6 -6.5,0.0 -6.2,-1.0 -16.2,1.4

#24(-30. 1) #23(-30. 1) RMS Errors:

-35.6,1.0 -31.0,-0.7 1.25dB, 1.5deg.

elevation are shown in Figures 10a-c for 3.3, 3.4 and 3.5 GHz.

Figure ii shows expanded plots of those patterns, along with the

desired pattern, which would produce a -40 dB Taylor

distribution on the lens. Clearly, the ATF succeeded in

synthesizing the desired low-sidelobe taper. Figure 12 is a

a
cross-polarization pattern taken at 3.4 GHz and 6 elevation,

showing that the minimum isolation is -27 dB.

In addition to the low-sidelobe amplitude taper, the feed

should illuminate the lens with a quadratically-varying phase,

which projects to a uniform phase over a sphere of 58' radius

centered about the feed's radiating face. The dashed lines of

Figure 13 show that this specification is also met--they are the

measured phase of the sum pattern, and are very near to uniform.
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Difference patterns of the feed were measured by setting the

right side beams 180 out of phase with the left side beams.

The solid lines in Figure 13 show the measured phases of the
0 0

difference patterns at +6 and -60 elevations. These phase

patterns show the resulting phase reversal in the center of the

feed's pattern. Figure 14 is the difference amplitude pattern

for those two elevation cuts.

3.5 Preliminary Lens/Feed Tests

Some preliminary tests of the transform fed lens were

conducted by RADC when the feed was delivered to the Grumman

Aerospace Corp facilities in Bethpage, NY. At the time of the

tests, the feed had been mechanically aligned with the lens, but

had not been electrically aligned. This resulted in a small

amount of squint in the patterns, but the overall results were

still good.

Figure 15 shows the sum pattern with all 24 subarray beams

active. The peak sidelobe level was about -20 dB. Although

this sidelobe level is relatively high, it is comparable to that

acheived with the corporate feed, and is probably due to errors

in the lens. Figure 15 also shows the sector pattern produced

by one of the center subarray beams. It demonstrates the

flat-topped shape which was predicted for a single beam

illumination of the lens.

Figure 16 shows the difference pattern of the transform fed

lens, produced by reversing the phases of the right and left

sides of the feed. As predicted, there is no appreciable
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difference in the sidelobe levels between the sum and difference

patterns.

5. CONCLUSIONS

Our in-house program on the adaptive transform feed was

completed in Oct. 1986 when the feed was delivered to Grumman.

Grumman completed their tests of the ATF with the lens this

summer. We are awaiting their final report.

The results of the ATF tests were very good. After some

initial troubleshooting of the control electronics, we were able

to control the feed remotely to produce a number of different

feed radiation patterns, including the sum, difference and

individual subarray patterns. The location and weighting of the

subarray beams was very close to the design. After establishing

a phase alignment procedure for the sum pattern, we were able to

very closely approximate a -40 dB Taylor distribution at the 58"

focal length of the lens. We also demonstrated the ability to

synthesize a low sidelobe monopulse difference pattern by

reversing the phase of the subarray beams on the right or left

half of the feed.

Although the initial tests of the feed with the lens did not

have the low sidelobes which were predicted, we suspect that

this was due to errors in the lens. At the time of the tests,

the lens and feed had not been electrically aligned, and there

were a large number of phase shifter module failures within the

lens. Quantization errors in the lens modules may also have

contributed to the higher than expected sidelobe levels. No
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definite conclusions on the combined lens/ATF performance can be

made until the final test results are reported by Grumman.

The adaptive transform feed built for this project would not

be suitable for an operational system. It has a relatively

narrow bandwidth, fairly high losses in some of the components,

and it is not capable of handling high power levels. However,

the purpose of this project was to demonstrate the basic

capabilities of a transform feed. Future projects should

concentrate on improvements to the lens and feed which will

enable their use in an operational system.
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Figure 1. Rome Air Development Center's Adaptive Transform Feed

215



Pattern 

J

L ~Objective --
Lens

F

fleamforme I

Subarray Amplitude
Ileafi Poets Weights

Figure 2. General Structure and Radiation Pattern
Properties of Transform Feed Antennas

216



y

I 0 00
0 22 211

Figure 3. Subarray Beamn rilumination of Lens Back Face
(-3 dB Contours)

217



*f2~ (b)

Subarry Synthesized

Amplitude Seems Aperture Amplitude

/ Distribution Dstributon

/

Beyliss

Distribution

012.

" '.,0.

Angle Angle

Figure 4. Difference Patterns Formed by Reversing
Phases of One Side of the Feed Network: (a) Conven-
tional Corporate Feed; (b) Transform Feed

Go a4 4LINES LINES LINES COAXIAL LINES

43 24 4 BETWEEN
LINES LINES LINES SECTIONS

'II 2 * 2POWERDIVIDER I lto)

4.. I'. STRETCNERS £,
I ATTENUATORS

4 emPOWER DIVIDERS

24. PROGRAMMABLE

2 PHASESHIFTERS & ATTENUATORS

6 BU SULER MATRI.CES

8 SUTLER MATRICES

10. 1, PATCH ELEMENT ARRAY
(I a S ACTIVE ELEMENTS)

Figure .. Adaptive Transform Feed Components and Arrangement

218



OPOCARDJ

BOARD

J2 (17 twisted/
shielded pf.)

Enable Lines MAIN Data inesIP
(IS-pin DIP)(I$pnDP

BOARD

LATCH BOARD J

219



Figure 7. Test Setup
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MISSION

of

Rome Air Development Center

RADC plans and executes research, development, test and
selected acquisition programs in support of Command, Control,

Communications and Intelligence (CV1) activities. Technical and
engineering support within areas of competence is provided to
ESD Program Offices (POs) and other ESD elements to
perform effective acqu'sition of C3I systems. The areas of
technical competence include communications, command and
control, battle management information processing, surveillance
sensors, intelligence data collection and handling, solid state

sciences, elect romagnetics, and propagation, and electronic
reliability imaintaina bility and compatibit,.

$


