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19. ABSTRACT
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"} In this report['we develop an electromagnetic model for three-dimensional inversion of eddy-
current data, an inversion algorithm based on the conjugate gradient technique, and a special
purpose computer that we estimate can execute this algorithm in times comparable to high
speed main-frames. This computer has a pipeline architecture and is designed around our parallel
implementation of the inversion algorithm and makes use of high-speed DSP chips. The inversion
process achieves a higher performance measure when more than one data set is inverted. The
sequential order of the inversion scheme restricts the number of active elements in the pipe for
a single problem. When more than one inversion problem enters the pipe, then more than one

element could be active to improve the overall performance of the system. ™)
o T e - -

‘-~ The basic electromagnetic model starts with the integral equations for electromagnetic scat-
tering, which are then discretized by means of the method of moments. This gives us the funda-
mental inversion model, which is then solved using the conjugate gradient algorithm. In order to
accomplish the three-dimensional inversion, we acquire data at a number of frequencies; there.
fore, our inversion process is called a multifrequency method. The choice of frequencies, and the

number of frequencies to be used, depend upon the conductivity of the host material, and the
depth resolution sought. ", -, ) et
LT -

The method of conjugate gradients has a number of attractive features for our purposes. Chief
amcag them is that it allows a large problem to be solved efficiently, and, because it is an iterative
algorithm, it allows us to take advantage of the special Toeplitz structure of the discretized model.
We also derive an algorithm that allows us to constrain the solution, use preconditioning and a
Levenberg-Marquardt parameter. Preconditioning is often useful in improving the convergence of
the conjugate gradient algorithm, and the Levenberg-Marquardt parameter is needed to stabilize
the solution against the effects of noise and modeling inaccuracies.

The inversion algorithms may require a priori information about the flaw regions. The infor-
mation can be used to concentrate the inversion efforts on regions of interest rather than unflawed
regions. Statistical pattern recognition and computer vision techniques have been examined to
achieve this goal. The purpose of applying statistical pattern recognition techniques, is to detect
the flaw regions and the background regions in the spatial domain. In addition, a graphical tool
can be used to analyze the raw data when used as input features, and evaluate the classifiability
of the measurement (any two features).
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CHAPTER I
DEVELOPMENT OF THE MODEL

1. Introduction

In this chapter we describe mathematical models that were developed to be the basis
for our inversion algorithms. These models make use of a bulk conductivity model of an
anisotropic material. The bulk conductivity approach and the associated Green’s functions
for a flat plate are described in Sabbagh Associates’ report SA/TR-3/88. Here we develop
direct and inverse models based on a whip source probe and a ring source probe. In
laboratory tests these probes have been used successfully to detect flaws and so we develop
these models to allow for the reconstruction of three-dimensional flaws.

2. Whip Source Direct Model
(a) Computation of the Incident Fields Due to a Whip Source

The infinitely long ‘whip’ is oriented parallel to the y-axis, with z-coordinate equal to
zo and z-coordinate equal to zp. Hence, we have for the current density

Jo(z,y,2) = Lb(z — z0)é(z — 20)ay, —00<y<o0. (1)
The Fourier transform of J is given by

Jo(ks, ky,2) =a,8(z — 20)% // &z - zo)el (ko= V) dzdy o)
—o 2

In ik
=a,§:—re"" °8(ky )6(z — 20).
We have, from (15) of NSWC TR 85-304:

&:(2) =/§31(z|z') - Jo(2')d2'

In . -
=a, E%e"" *0§(ky)G21(2|20),

(3)

where the tilde denotes a function of (kz, ky), and G21(2|20) is the external Green’s func-

tion. From here on we suppress the subscripts on the Green’s function and replace them
with the superscript, ‘(e)’.

Hence, the electric field at level 2z, within the slab, is given by

~ ) ~(e
Boe(2,20) =5 =6(ky)G13 (2120)

(4)
~ In ~(e
Boy(2, 20) === 8(ky )G33 (21 0),
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where the subscripts refer to a 4 x 3 tensor (because there are four transverse field com-
ponents in &, and the applied current can point in three directions.)

Upon taking the inverse Fourier transform of (4),we get

oo
Boa(o0,2) =g [ G(ke, 0,5, z0)e w0,

-0

=Foz(z0 — 2,0; 2, 20)

Eoyy(z,y,2) =-270r'_/ Gg;)(k,,O; z,z9)e" ke (z=20) g
=Foy(z0 — 2,0; 2, 20).
These are the functions that are to be used in the next section.
(b) Computation of the Scattered Fields Due to the Whip Source
We will analyze the problem shown in the figure:
Field Point
(z.v.2)
[ Anomalous Current /
MAMMAAAALAA z=2
J(-)
COMPOSITE SLAB
We have, from (15) of NSWC TR 85-304:
&:(z) = /éu(zlz') - J(@)(2')d2', (6)

where the tilde denotes a function of (k., k,); i.e., (6) is in the Fourier domain. é;z(zlz')
is the “internal Green’s function”.

We assume that the only significant currents lie in the transverse plane; i.e., JGe)(2) =
J¥a, (') + JS")a,(z'). From here on we suppress the subscripts, 12, on the Green’s
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function and understand that this is the internal Gr. *'s tunction. We also suppress,
for the moment, the independent variable, z', and understand that J(®) refers ic he
anomalous current at some depth z'. Hence, the electric fields at the sensor level z due to
the anomalous current at level z' are

E, =5nﬁ‘) + 512‘7,(,“)
E‘y =Gn T + 522-7(,,“),

(7)

where the subscripts refer to a 4 x 3 tensor (because there are four transverse field com-
ponents in &, and the anomalous current can point in three directions).

We are really interested in B, at the sensor. According to (10)(b) of NSWC TR
85-304, we have
k

X

E: = F'O-ﬁz = ""‘Tsz + fﬁy) (8)
which, according to (7), implies that
5 ky = ~ ks~ a ~ a
B, =- '5[@11-71“) + G J{V] + U[Gzlﬁ '+ G T
~ ~ ~ ~ 9
~kyGi1 + k2621 \ 570y , [ —kyG12 + k:G22 )\ 74) (9)(e)
= ” Jz + ” Jy .

For completeness we write the other two components of B:

E: =#0531 j;(,“) + #05321‘3')

- ~ - ~ (9)(b)
By =poGaa I + yoan,(,“)o
Let’s call
Izzz = Iloé':u, }z::y = Fogsz
Iiyz = F’OGiLr - I!'yy = F'OG4?~ - (10)
H,, = (‘-kyGn + kG2 )/w) sz = ("kllG12 + k’Gn)/w’
Then, from (9)(a):
m .
B.(z,y,2) = / / Hyo(ke, ky; 2, 2' )2 ke, ky Yo~ ko=t R V) g _dk,
T roo (11)
+ / / Hoy(ks, ky; 2, 2') T80 ke, by eI 5omtbo¥) gk dke,,
or, in convolution form:
Bz(z’ v, z) =_'1_3' // sz(z ~&y—miz, zl)ch)(E’ 'l)dfd'l
n* JJeoo (12)

+ -47% / /_ :H.,(z =&,y - n;2,2')J{*) ¢, n)dEdn.
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In order to compute emf’s, we integrate B, over the appropriate sensing coil. This
computation should be done in (11), because it is very easy to integrate the exponential in

(2,9). The result is to introduce new H functions for the emf’s, and these functions can
then be transformed for use in the convolution integrals of (12), et seq. (The dcnvatlon

of these H functions is described more fully in Appendix A of Chapter IV; see (A.33), ¢
seq.)

Let the conductivity of the flawed region at level z' be the scalar function o{f)(z,y, 2')
(for a void region o{f) = 0). We are assuming, therefore, that the flaws are isotropic.
The incident field at z' is Eo(z,y,2') = Eo:(2,y,2')a: + Eoy(z,y,2')a,. If the source
of the incident field is an infinitely long ‘whip’ oriented parallel to the y-axis, with =z
coordinate equal to g, then it is straightforward to show that Ey.(z,y,z') = Fo.(gq -
z,0,2'), Eoy(z,y,2') = Foy(q — 2,0,2'), where F,, and Fp, are given in (5). The zero in
the second argument of the F’s implies that the incident field is independent of y, as we
know.

The anomalous conductivity tensor is the difference between the flaw conductivity
tensor and the host conductivity tensor:

0'(!) 0 0 011 0Oy2 0
=10 oN o |- o2 032 0 |.

0 0 U(f) 0 0 Oss
Hence,

JEN(z,y) =0((2,y)Foz(g — 2,0,2') + 0{3)(z,y) Foy (4 — 2,0, ')

13
JS‘)(z,y) -61,)(2,11)1"0:(9 -2,0,2')+ a'(‘)(z y)Foy(g - 2,0,2'), (13)

and we note that agz) = 0,2, which is known. Of course, if we work in the principal-axis
system, then 0,2 = 0.

When this is substituted into (12) we get

B,(z,¥,2) =2%,- / /_ :H,,(a: — &,y ~m 2,2 )Fos(q - £,0,2')0 (¢, 7)dedn

s [ Btz - 6y =miz 0oy (a - £,0,2)03) € mdtdn (14)

+Z%='/ o [Hie(z — &y — i 2,2')Foy (g - £,0,2')

+ Hyy(z — &,y — 7 2,2 ) Foe(g ~ £,0, 2)) 0'9(€, n)dt dn.

Because we sense the field at the same location as the whip, z = ¢, we can replace ¢

I-4
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by z in (14) and get

Bi(z,v,2) =417 //_ Tu(z — £,y — m;2,2' )0y (€, 1)dedn
+Z;1'r'i //_sz:(= — &,y — i 2,2")03)(€,m)dedn (15)
+z;1,? /[-an(z - &y - m;z,2')083) (€, n)dedn,

where ,
Tn(z - f)y ~Mz2 ) = 8:(2 - f»y -2, Z')FOz(Z - £a 01 Z')
Toa(z — &,y —m;2,2') =Huy(z — €,y — 03 2,2')Foy (2 - €,0,2")
le(z - f)y -2, z') =sz(z - f,y -m z,z')Fo,(z - E’O) z')
+ Htv(z - E’y -1n2, z')FOZ:(z - Ea Ov z')'
The last integral in (15) is known, because a§;’ = 012. Indeed, if we are operating in the
principal-axis system of the host conductivity tensor, then oy = 0.

(16)

For three-dimensional flaws, we need only perform a spatial integration of (15) with
respect to z'. We consider the slab to be partitioned into N, discrete ‘layers’ and consider

5*) to be constant with respect to z' for each layer. The transfer function Tl(;‘ ), for

example, for a layer bounded by 257 and 257 is

)
Tz ~ &,y — 03 2,20) = f(_) Hyo(z — 6y — ;2,2 Voo (z — §,0;2,2')de'  (17)
En

The total field due to flaws in a slab, then, is the sum of the fields due to flaws in each of
the ‘layers’. This will be fully explained in Section 4.

Equation (15) is the same equation that we derived for reconstructing 5*) using an
infinite current sheet for excitation. The only difference is that for the whip the transfer
functions Ty;, T32, and T}, consist of the product of two arrays, rather than the product
of one array (H,.,or H,,) and a scalar (Ey,;,or Eg,), as was the case with a current
sheet excitation. Clearly, if the excitation source is bounded in the y-direction, then
the transfer function is the product of two two-dimensional arrays. Hence, it appears
that we can apply all of the inversion algorithms that were developed for excitation with
infinite current sheets, but that there must be a little more pre-processing to generate the
appropriate transfer functions.

I-5




3. Ring Source Direct Model
(a) Computation of the Incident Fields Due to a Ring Source

The source is a single filament ring parallel to the slab workpiece. The ring has radius
ro and is centered at (zo,¥o, 20). The current density is

Jo(2,vy,2) = Iob(z — 20)(—a. sin 6 + &, cos )5(r — 7o) (18)
The transform of J is given by
= Io oo . (ke +kyy)
Jo(ks, ky,2) = 6(z — 20)4—”-; // (—a-sinf + a, cos §)6(r — ro)e’ Vidzdy (19)

From Appendix C of NSWC TR 85-304, this transform is

To(key by 2) = P00 0D g o), 4 0, ) (20

2n k,
where k. = /k.? + k.

From (15) of NSWC TR 85-304, the fields due to this current ring are

&(z) = [GO(zlz0)- Jo(zo)dzo

on"o5(z - zo)

= GOalz) - LTS

Jl(k,ro)(-a,% + .y{f) (21)

where the tilde denotes a function of (k.,k,) and G(*(z|z) is the external Green’s
function which is a 4 x 3 tensor (because there are four transverse field components in
€; and the applied current can point in three directions).

The electric field at level z within the slab, then, is

Boe(z, 0) = 22700 = 20) 1 1 o) [k, G 2l0) + oG53 (120)]

2k,
Boy(a, 20) = R 20) g 1) [k, G001e0) + B GRele)]  (22)

Taking the inverse Fourier transform of (22) we obtain
EOs(zsy’ z) =
JIO"O // Ji( k""’) [ kagcl)(kzvkv) +k, G )(k,,k,)] ~ike(zo-=)thy (v -V gk _dk,

= Fog(zo—z yo—v,z Z0)

EW(‘:V’ z) -
JIoro / / J1(k'ro)[ b, GO (ko k) + kG (ke kv)] e-ilke(zo-e} bl dk_dk.
= Fo,(zo - 2,% —¥;2,2) (23)
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(b) Computation of the Scattered Fields Due to the Ring Source

The computaiion of the scattered fields due to the ring source is identical to that of the
whip source (€ :ction 2(b)) through (12). For the ring source, though, the incident field is
not indep< .dent of y. Hf the ring source has z coordinate g and y coordinate r, the incident
electric fields are Eo,(z,y,2') = For(q—z,r—y,2') and Eo (2,y,2') = Fo,(¢—2,7—y,2'),
where Fy, and Fy, are given in (23). If we choose z and y to correspond to the principle
directions of the host material, then ¢,; = 02; = 0 and the anomolous currents are

JNz,y) = o{PFu(g-2,r-y,7)
I z,y) = 0 Fo(g—2,r—y,2) (24)
When equations (24) are substituted into (12), we obtain
B, (=, y, z) =
4,,, / / w(z = &y = 12,2 Foula - &7 — m,2)al(¢, m)dédn

+ g [ Bale -6y -2 2)Fole - 6r - 0,20 n)dkdn  (25)

4x?

The sensor is a single filament loop. If the source ring remains stationary while the
sensor loop is moved around, then the electric fields do not change as the sensor loop is
moved. In this case, Fy, is a function of { and n only and (25) becomes

Bue,y.s) = g3 [ [ Hele = &y = mFoul€omof(€ mdedn

LI (@)
t o //_“ Hy(z ~ &y — m)Foy(€,n)ozs ({,n)dddn (26)
So, B, is computed by
B, = A.0.+A,1, (27)
where

n:(z)y) = F%(z’y)a{:)(z)y)
O,(z,y) = Folz,¥)0%(2,)

On the other hand, if the source ring and the sensor loop always move together (and
are concentric), then ¢ = z and r = y. In this case, (25) becomes

Bl(z) Y, z) 412 // ..(z -— e,y ﬂ)FOs(z _ e’y 'I)"u)(f,'))dfdﬂ
t / [ Hee - 6y - )Fulz — &y = n)ol(En)dedn  (28)
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and B, is computed by

B, = Tuf’( D+ Tzz-(a) (29)
where
Tll(z)y) = Hlt(z’y)FOS'(z)y)
Tzz(z, y) = Hlu(zr y)Fov(z:y)
‘inally, if the source ring and the sensor loop move together but are not concentric,

then the offset must be considered in (25). If the offset in the z direction is a and the
offset in the y direction is b, then equation (25) becomes

B,(=, y,z) =
4", // Ho(z - €,y -1;2,2)Fos(z — £ — a,y = — b, 2')o{?(€, n)dédn
T / | Hulz = &y —12,2)Fo(z - € - 0,y ~ 1 — b, 2)oi) (¢, n)dedn (30)

and B, is computed by

B, = T,5\9 + T5sl® (31)
where
Tis(2,y) = Hue(z,9)F ) (z,y)
Tos(z,y) = Hu(z,9)FS ) (z,y)
and
(o!f)(z,y) - ej(k.c+kyb)ﬁv°=(z’y)
Fé:”)(z,y) = ej(k.a+k,b)pov(z,y)

For three dimensional flaws, the transfer functions must be integrated with respect
to 2'.




4. Whip Source Inverse Model

(a) The Discretized Integral Equation

We assume that we are operating in the principal-axis system, so that the last integral
in (15) vanishes. If the whip is oriented along the y-axis, then we know from theoretical
considerations that the electric field, Fo-(z — £,0,2'), vanishes. Thus, (15) reduces to an

integral equation for a single unknown, the anomalous conductivity, agg)(£ ,M,2') at layer
2"

B:(Z,.% Z) = 4—11;3/./— T22(z - f)y - 7’;3)2')0(“)(6, 72 ')dfdﬂ (32)

This is the contribution of the layer that is located at z'. The net contribution of all
layers is given by the integral of (32) over the flawed region:

B = [ gz [[ TGty =000 n,)dgan} o

flaw

- -]
= / { / / T(k,,k,,,z')a“)(k,,k,,z')e-i(*-=+'=~v>dk,dk,}dz'.
flaw -0

From here on we will suppress the sensor z-coordinate, because it is fixed; we also suppress
the subscripts on T and o(®).

(33)

Next, expand the unknown conductivity in a series of pulse functions (defined on a
reg.lar grid of spacing (6z, 8y, 62)):
N. Nl Ns
o{)(2,4,2) =Y )" Y oimaPi(2/62)Pm(y/6y)Pu(z/62), (34)

=0 m=0 n=0

where the {oimn} are real-valued, positive constants. Any other functions that are defined
over this grid, such as the sinc functions, could work as well; the pulse functions, however,
and functions derived from them by convolution, are particularly nice.

The Fourier transform of (34) is

N N’ l
(ks  ky,2) = 6”5” Z T Gimnette(H43/2)6e iky (mt1 /208y
0 m=0n=0 (35)
Sln(k=5:c/2) sin(ky6y/2)
=l kg2 ) TE/2),

and when this is substituted into (33) we get

z . o N ® sin(k 6z sin(k, &
Blz,y) = ° 5”2 PIPIL N / /_ T ks k) lsfs:/f))( :,zy%”)

=0 m=0 n=0

(36)
e~ Ilke (==(1+1/2)52)+ ky(y—(m+1/2)0) g, _ dk, .

1-9




T )k, ky,w) is the Fourier transform of

e

Tz(;)(z -f,y—'l;w) = ny(z —fyy"n;w’z')FOy(z —f,O;w,z')dz', (37)

zs." )

which was derived in (17). We are explicitly showing the dependence of the transfer
function on frequency, in anticipation of the multifrequency model for inversion.

We take moments of (36) by multiplying by “testing functions”, and then integrating.
For testing functions we will use the same pulse functions, Pr(z/6z), Pp(y/6y), that were
used in the expansion of the unknown (thus, this is Galerkin’s variant of the method of

moments). The integration on the right-hand side introduces another Fourier transform,
so that the result is

Biu = / / Py(2/62) Pur(y/6y)B(z, y)dady

_ (bzby)? N, Ny N, o _ sin(ke52/2) 2 sin(k,59/2) 2 (38)
T 4y gggalmn/[wT( )(k:,ky)( k,52/2 )( k,gy/2 )

e~ ilke S L=+ ky by (M-m)] gt g,

This equation can be written as the sum of Toeplitz operations

Nl N. Nl

Bim =Y Y Y TONL -1, M — m)oimn, (39)

n=0 [=0 m=0

where the two-dimensional Toeplitz matrix, T(™), is given by the integral in (38). This is
the discrete version of the integral equation, (33), and is the basis of our inversion method.

(b) The Multifrequency Model

Equation (39) consists of (N; +1) x (N, +1) equations in (Ng +1) % (N, +1) x (N, +1)
unknowns. Hence, we need more equations. The easiest way to generate these equations
is to repeat (39) at a number of different frequencies. This is easy to do in the lab (where
we must measure B at these frequencies), and on the computer (where we generate a new
transfer function, T, at the same frequencies). This approach is plausible because the
anomalous conductivity is assumed to be independent of frequency. Thus, assuming that
we use Ny frequencies, we have

Bi=Th,®0y+---+T1N, ®0N,
(40)
BN’ =TNI.1 oy +-- +TN’,N, ®UN.-

I-10
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Each of the B’s in (40) is a (N:+1)x(Ny+1)-dimensional data array, the subscript denoting
the frequency at which the data is taken. The operator ® denotes the two-dimensional
Toeplitz operation

N. N,
Tyn®0on=)_ Y TCNL -1, M —m;f)oimn. (41)

{=0 m=0

We write (40) in a block-matrix form, in which the real and imaginary parts are
separated

- - - m(R R)
B® P . TR
(”) R) R o
BN, _ TI(V],I i TI(V,?N, . 42
g | =0 . B (42)
1 1,1 1,N, on,
n 7 F
| BN! J L I(Vl),l e T(N’),N. 3

Equations (40) or (42) are our basic system of discrete equations, and constitute the
‘multifrequency model’ for the whip source. These equations may contain several thousand
unknowns, so we must use efficient methods of inverting them. In Chapterll we will apply

the method of conjugate gradients, together with the Fast Fourier Transform (FFT), to
accomplish this task.

The question arises as to the best number, Ny, of frequencies to use, and what is the
optimum range of frequencies. Generally, this can be answered by trial-and-error, with
the following ideas as a guide. Least-squares methods, such as the conjugate gradient
algorithm, often work better with overdetermined systems, because the variance of the
error is reduced as the number of equations increases, for a given number of unknowns.
Hence, we would like Ny to generally be much larger than N,. It is time consuming,
however, to generate too much data, so there is a trade-off that can only be determined
by conducting numerical experiments with typical problems.

The same can be said in determining the frequency range, but we know intuitively, if
for no other reason, that we should use as broad a frequency range as possible. We can be
a little bit more definite here, and rely upon the phenomenon of skin effect to guide us. If
we want a resolution of §; in depth, then our upper limit of frequency should produce a
skin depth that is smaller than §,, though, as we will see in Chapter III, we have gotten
good results with simulated data at lower frequencies.
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5. Ring Source Inverse Model

The inverse algorithm developed in the previous section for the whip probe is equally
applicable for the ring probe. For the whip probe, we noted that if the grid was oriented
parallel to the principle axes of the workpiece, ag';) = 0 and the third integral in (15)
vanishes. Also, since the whip is also oriented parallel to the y axis, Fo. = 0 and the
first integral in (15) vanishes. Hence, (32) includes only the second integral. For the ring
probe it is still true that we can choose to orient our reference grid parallel to the principle
axes of the workpieces and so we can eliminate the third integral in (15). However, the
first integral must be retained. The baszc mversxon equation for the ring probe, then,
involves T}, and au) as well as T3; and 0'3, For isotropic materials, ai,’ = ag,’ and the
transfer functions can be combined. For anisotropic materials, we can either treat the two
principle conductivities as independent unknowns and double the size of the problem or
we can assume a constant ratio for the conductivities and combine the transfer functions.




CHAPTER II
APPLICATION OF CONJUGATE GRADIENTS

1. Introduction

The discretized system of equations, (I-40), which resulted from the application of the
method of moments to the operator equations in Chapter I, will, in general, have a large
number of unknowns. In subsequent chapters we demonstrate some problems with 4000 to
10,000 unknowns. In addition, we found that this system has a very special structure; it
was Toeplitz in two of the three dimensions. This means that we should apply a solution
technique that can accomodate a large number of variables, while, at the same time, taking
advantage of the special structure. This suggests the use of iterative techniques, such as
the conjugate gradient (CG) method.

We have successfully applied the CG method to a number of problems involving volume
integral equations in nondestructive evaluation [1-3]. Much of the rest of this report deals
with the application of this method to three-dimensional inverse problems.

In this chapter, we will simply sketch the important features of the CG algorithm;
references [4-6] should be consulted for further details on the method.

2. The Conjugate Gradient Method

Let us write the complex vector-matrix equation (I-40) as the operator equation

Y= AOX, (1)
where
B; 1
Y = ) (2)
By, .
o1
o, ]
and
Ty -+ TNyn, oy
AoX = : © [ : ] . (4)
Inya -+ Twy N, oN,

Keep in mind that each of the B’s and o’s is a two-dimensional array, say of dimension
32 x 32, and each T; ; in (4) is a two-dimensional Toeplitz matrix, T; j(I— L,m — M). I,m
index the ‘row’ in each of the two dimensions, while L, M index the ‘column’ of each
dimension.
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We will need the adjoint operator, .A*, which corresponds to the conjugate transpose
of the block-matrix in (4):

TII,{I Th}/I;,l Bl
AoY =] : ; @[;]- (5)

H H
v, TN,N By,

T’_’, is the Hermitian transpose of the two-dimensional Toeplitz matrix T; ;; i.e., Tfﬁ(l-—
Lym—-M)=T:,(L~1,M —~ m), where * denotes the complex-conjugate. The operator
formalism is precisely the same if we use the real system, (I-42), except that the Hermitian

transpose is replaced by the ordinary transpose in defining the adjoint operator in (5).

We remind the reader that the © operation that appears in (4) and (5) stands for the
sum of a number of two-dimensional Toeplitz operations, as in (I-40).

The conjugate gradient algorithm starts with an initial guess, Xy, from which we
compute Ry =Y ~ Ao Xy, P = @y = A* o Ry. In addition, we have a convergence
parameter, . Then for k = 1,..., if Test = ||Ri||/||Y|| < ¢, stop; X is the optimal
solution of (1). Otherwise, update X; by the following steps:

Sk = A o Pk

_1Qu-1l?
AT
Xi=Xia+arPy
Ry = Ry—1 — apSi (6)
Qk = _A‘ (o] Rk
b = "Q""2

1Qe-a?

Pryy = Qr + bi P

comment (1): The algorithm terminates at the Mth step when Qp41 = 0, so that
Xum+1 is the least-squares solution of Y = Ao X. The vectors Qo, @1, Q3,..., are
mutually orthogonal, as are the vectors, S;, Sz, Ss,.... In addition

H 0, ifj <k
i b= { lQxll?, otherwise.

comment (2): This suggests that we monitor the iterates {Q+} for loss of orthogonality,
and restart when the condition IQf Qr+1] 2 e;Qf_,_,QH; is satisfied, where ¢; = 0.2
(say). When this occurs, we set by = 0 in the last line, and then continue (i.e., we restart
with a pure gradient step).

comment (3): Allen McIntosh, Fitting Linear Models: An Application of Conjugate
Gradient Algorithms, Springer-Verlag, 1982, gives an alternative expression for b;:

by = QY (Qr — Qr-1)
YT IQealE
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which seems to produce Q;’s that are more orthogonal, when using the criterion of com-
ment (2). This definition requires, however, that an extra array to store Qx_; be made
available. This is no problem if we monitor for orthogonality for the purpose of restarting,
because that array is required anyway.

The convolution and correlation operations that are a part of A and A* are evaluated
by using the FFT, as described in Appendix A. This, together with the fact that the
storage requirements are reasonably modest, are the reasons why the conjugate gradient
algorithm becomes attractive for large problems in our model.

3. Conjugate Gradients with Constraints

The conjugate gradient algorithm that was just described does not constrain the
solution. In solving an inverse problem, we often need to constrain the solution in order
to get meaningful solutions. Hestenes [6, Chapter III] presents algorithms that involve
general linear inequality constraints (such as bounds on the solution). We show one such
algorithm, the active set method, using Hestenes’ notation.

The problem is to minimize the quadratic function,
F(z) = -;-zTAz — Tz + Co,
on the set, S, of all points, z, satisfying a set of inequality constraints
gi(z)=wlz—k <0 (i=1,..., M) (7)

We assume that A is N x N and symmetric; later, we will consider the more general case
that can be solved using least-squares.

A special case of (7), which will be of interest to us, are the bounds
< <d (i=1,...,N).
This can be put into the form (7):

gi(z) = —z'+ ¢ <0

i g . (8)
gi+n(z)=2z' =& <0 (i=1,...,N).

Hence, M = 2N; u® in (7) is the unit vector pointing in the negative ith-coordinate
direction, for i = 1,...,N, and in the positive (i — N)th-coordinate direction, for ¢ =
N +1,...,2N. These vectors, of course, are the outer normal vectors to the feasible
region, S, which, in this case, is a cuboid whose edges are parallel to the coordinate axes.

(a) CG-Algorithm for Minimizing F on § [6, p. 224]
Step 1. Select a point z; in S. Compute
r=-F(z;)=h-Az;, ga=gi(z.) (i=1,...,2N).
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If »;, = 0, stop; algorithm terminates.
Else, let I be the set of indices, i, such that g;; = 0 (the ‘active set’), and go to Step 2.

Step 2. If I is empty, i.c., no constraints are active, let H be the identity matrix, and go
to Step 3.

Else, let H be the nonnegative symmetric matrix that annihilates the vectors, w;, 1 € I.

comment:Note that if the first N constraints are active, or the last N, then H is the
gero matrix, because that is the only matrix that jointly annihilates all of the coordinate
vectors. This is the case when z is at a vertex of the feasible region (which corresponds to
a corner of the cuboid). In general, the columns of H are orthogonal to the normal vectors
of the surfaces that intersect to form the part of the cuboid on which z lies. (Consider the
case in which z lies on a face of the cube, or on an edge.) It will be quite apparent how
we apply H, so that no matrix multiplies will be involved.

If H =0 go to Step 5, with z; playing the role of z441.
Else go to Step 3.
Step 3. CG-subroutine. Set

py =7 =Hry. (a)
comment:If H is not the identity matrix, then when it operates on a vector it merely nulls
certain components. Thus, the resulting vector lies in the constraint subspace in which z

is located. This means that the correction vector, p, lies in the constraint boundary, if z
starts there.

Starting with k£ = 1 compute

sv=Apr, cr=piri, di=pisk, Gr= %, (%)
0 1el
w={rp 151 (©
Thyr =Tk +akPr, Gik+1 =gk +argie (5 =1,...,2N). (d)
If for some j ¢ I, g;x+1 2 0, go to Step 4. (e)
Else

Tht1 =Tk —Qkdk, Ta41 = Hraqr. (f)
If fx41 =0, or k = N, go to Step 5. (9)

Else -
Pr41 = Frpr + bapr, ba= —%ﬂ- (h)

Replace k by k + 1 and go to (b).
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Step 4. Scale back to the boundary of the feasible region and update the active
set. Let J be all indices j ¢ I, 3 g; 141 > 0. Let @; be the smallest of the ratios

gk .
Ajp = —— €J.
7 i’

Reset

Zy=zp+arpx, T1=h-Az;, gj =gjr+argx, (j=1,...,2N).
Update the active set by adjoining to I all indices j ¢ I, 3 g;1 = 0. Then go to Step 2.
comment: Instead of scaling back to the boundary along the conjugate direction, we can
return to the boundary along the orthogonal direction from the current estimate point.

This seems to speed up the algorithm.

Step 5. If ri4; = 0, stop; algorithm is terminated.

Else select shortest v of the form

V="rTryy — Zw;y,-, summed for all : € I with y; > 0. (2)

comment:[t is easy to do this because the w; are unit coordinate vectors. The y; are
celled either Lagrange multipliers or components of the dual vector.

i v = 0, stop; Kuhn-Tucker conditions are satisfied, and algorithm is terminated at
minimum point of F on S.

Else, choose a > 0, such that
girt1+avTw; <0 (j=1,...,2N), F(zr41+av) < F(zita). (7)

comment:The last inequality holds when 0 < a < 2vTri4q /vT Av.
Restart the algorithm at Step 1 with

z) = Zp41 +av
as the initial point.
(b) CG-Algorithm for Least-Squares on S

comment:The algorithm follows from the preceding one, after observing that the new
functional to be minimized is

1
F(X) =3]I¥ - AX]?
1
-_-%XTA‘AX - XT(AY) + SV,
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where we are returning to our usual notation. The constraints are the same as before, (8).

Step 1. Select a point X; in S. Compute
Ri=Y-AX;, @ =AR=-F'(X)), ga=gi(X1) (i=1,...,2N).

If Q, =0, stop; algorithm terminates.
Else, let I be the set of indices, i, such that g;; = 0 (the ‘active set’), and go to Step 2.

Step 2. If I is empty, i.e., no constraints are active, let H be the identity matrix, and go
to Step 3.

Else, let H be the nonnegative symmetric matrix that annihilates the vectors, W;, i € I.

comment:This is the same matrix as above.

If H =0 go to Step 5, with X, playing the role of X;4;.
Else go to Step 3.

Step 3. CG-subroutine. Set

P1=61=HQ1- (a)
Starting with & = 1 compute
Q!
= =2k b
Si=AP, a AL (b)
0, iel
lik = {W.'Tpk, i ¢ I, (c)
Xevs =Xp+arPr, gin+1=gix+arlix (j=1,...,2N). (d)
If for some j ¢ I, gji+1 2> 0, go to Step 4. (e)
Else
Rits = Ry —axSi, Qa+1 = A*Rit1, Qryr = HQrta. (f)
If Quy1 =0, or k=N, go to Step 5. (9)
e 1@aal?
by = ——_'iﬂ—-, Py =5 + bi Ps. (k)
AR o

Replace k by k + 1 and go to (b).

comment: The definitions of ai, b force the orthogona‘lity conditions: 6{6,,_,,1 =
0, STSk41 = 0. This suggests that we monitor the iterates {Q,} for loss of orthogonality,

and restart when the condition @fﬁ,_”l > qaf,,,,ﬁkﬂ is satisfied, where ¢, = 0.2
(say). When this occurs, we set b, = 0 in (h), and then continue.
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Step 4. Scale back to the boundary of the feasible region and update the active
set. Let J be all indices j ¢ I, > gi,k+1 2 0. Let @; be the smallest of the ratios

aji = -‘I”i, jel.
7k

Reset

Xi=XetarP, Ri=Y-AX:, Qi=ARy, gn=gjr+alx, (F=1,...,2N).
Update the active set by adjoining to I all indices j ¢ I, 3 g;1 = 0. Then go to Step 2.
comment: Instead of scaling back to the boundary along the conjugate direction, we can
return to the boundary along the orthogonal direction from the current estimate point.

This seems to speed up the algorithm.

Step 5. If Qr+1 = 0, stop; algorithm is terminated.
Else select shortest V of the form

V =Qus1~ Y Wik, summed for all i € I with A; > 0. (i)

If V = 0, stop; Kuhn-Tucker conditions are satisfied, and algorithm is terminated at
minimum point of F on S.

Else, choose a > 0, such that
gik+1+aVIW; <0 (5 =1,...,2N), F(Xis1 +aV) < F(Xes1). (7)

comment:The last inequality holds when 0 < a < 2VT Q. /VTA*AV.
Restart the algorithm at Step 1 with

X: =Xpp1 +aV
as the initial point.

(c) Example Calculation

01 2
A=1|1 1}, A‘=[(1) ; }], Y=]0].
11 8

Then the solution of the normal equation

Let

. 2 2], L. [8
AAX=[2 3]X_AY-[10]

II.7




is X = [g] . The outer-normal vectors to the two-dimensional constraint region (which is

a square) are

—1 0 1
we[3] e[ 5] e fi]. m-f2)

. 0
Start with X] = (0] Then 91(X1) = 0, gz(X1) = 0, g;(Xl) = —1, g4(X1) = ~1.

Hence, the active index set is [ = (1,2), which means that the H matrix is the null-matrix.
The initial residual and gradient vectors are, respectively,

2 8
Bo=on Q’=A.R1=[1o]'
8

Enter 5: Minimize V with nonnegative A1, Az, where,
_| 8 -1 ol _[8+A
V= [10] —M [ 0 ] — s [-1] - [10+Az]'

Hence, \; = A2 =0,and V = [180] . Next, consider

g11+a[8 10][-01] =~82<0=>a>0

921 +a[8 10][_01 =~10a<0=2a>0

o

gs1+a[8 10][(1) =~1+482<0=2>a<1/8

941 +al8 10][2 =~-1+4+10a<0=2a<1/10

<_ 38 328
®>107+18° + 182 748

Thus, a = 0.1, and we leave step 5 with
0 0.8 0.8
X1 = [0] + [1.0] = [1.0]'
Enter step 1 with this value of X, and compute

e fo]-[2 3] 6ol 2]
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Enter step 3:

In = —2.4, 121 = 0, 131 = 24, 141 =0

_ 1. _[o8] 1[24] [20
X"X‘+§P“[1.o]+§[o]‘[m]'

1
912=-08+ 5(—2.4) =-2.0
1

922=-10+ 5(0) =-1.0

1
932=-02+ 5(2.4) =1.0

94,2 =0
Enter step 4:
a-E-mz I=(3,4
=34 =112 I=(3,49)
0.8 1 [24 1.0
X“g.o]*fz’ o]=[1o]
[ 2 0 17 r, 1
Ri=|o]-]1 1 1]: -2
| 8 1 1|t 6




Enter step 2:
00
#=[3 )

Enter step 5: Find smallest V with nonnegative A5, A, such that
_[4 1 0] _[4-2As
BRI H R Hevl]

Hence, \s =4, )y =5,and V = [g] Hence, stop with solution

4. Preconditioned Conjugate Gradients

The rate of convergence of the conjugate gradient method depends upon the condition
number of the matrix operator, 4. Hence, in order to speed up the convergence, we
precondition A. There are several ways to do this (see Allen Mclntosh, Fiiting Linear
Models: An Application of Conjugate Gradient Algorithms, New York: Springer-Verlag,

1982); we are going to consider only one method, scaling to produce columns of .4 that
are unit vectors.

Return to the basic equation

Y =AX
=ABB-'X (9)
=ABU,

where B is some invertible operator (matrix), and U = B~!X. B is chosen to improve the
condition number of A. We will take it to be a diagonal matrix, whose nth entry is the
reciprocal of the norm of the nth column of A.

We do not multiply A with B, because that would destroy the special convolutional
structure of A. We introduce a new operator, A’, which is the composition of B followed
by A. The adjoint of A’ is then A'"* = BTA*. Note that because B is diagonal, then
BT = B. In multidimensional problems, in which we don’t actually write out the operator
equations as matrix equations, we intrepret a “diagonal operator” to be an operator that
multiplies the nth component of the solution vector by the nth component of B.

The conjugate gradient algorithm remains unchanged, except that A is replaced by A'.
The solution, U, of the scaled equation is then unscaled to get the original solution: X =
BU. Keep in mind that this also introduces scaled bounds in the constrained conjugate
gradient algorithm for U. That is, if ¢* < z* < d*, then (c¢!/B*) < u* < (d'/B?).
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5. Conjugate Gradients with the Levenberg-Marquardt Parameter

In our discussion of deconvolution via Fourier transforms, we introduced a filter pa-
rameter, a, which smoothed the solution. Here, we introduce a similar parameter, A,
called a Levenberg-Marquardt parameter. We want to see how it enters into the conjugate
gradient algorithm.

We start with the augmented functional

I

FX) =5]lY — AXJF + 223X

XTAAX - XTA'Y + %uyu2 + %,\znxu’ (10)

DO = NI = DO =

XTA"AX = XTAY' + Y|,
where the augmented operator, A’, is defined by

Al = [;‘}] (11)

and the augmented right-hand side is

Y
e[ "
I'in (11) is the N x N identity matrix (where N is the number of unknowns), and the zero
vector in (12) is of length N.

The vectors in the conjugate gradient algorithm that are affected by these definitions
are S and Q. We define new vectors, S’ and @', in terms of the old ones by

! ! AP S
s-ap=[#]-[5], &
Q =-F'(X)=A"Y — (A" A+ 2})X
=A*R- NX (14)
=Q - \*X.

It is easy to see that ||S'||* = ||S||? + A?|| P2

We can use the Levenberg-Marquardt parameter ‘o solve a constrained least-squares
problem. First, let us approximate the cuboidal constraint set, that was defined in Section
3, by the inscribed hypersphere, whose center is at the centroid, X,, of the cuboid. Then
we replace the functional of (10) by

1 1
F(X)=3llY - AX|? + 54\’ X — X%, (15)
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which, under the change of variables, U = X — X, becomes
1 1
GU) = -2-”}’ - AX. - AU|* + -2-A2||U||2. (16)

Hence, the previous algorithm is unchanged, except that the inhomogeneous term, Y, in
(12) is replaced by Y — AX.,.

Now the question arises, how do we determine A? In a statistical approach to de-
convolution, A can be given in terms of signal-to-noise ratio, as is done in Chapter IX.
Without this data, however, we look for something else. In our discussion of decon-
volution via Fourier transforms, we showed that the smoothing parameter, a, could be
determined by solving a nonlinear equation, given certain prior information. We do some-
thing similar with the Levenberg-Marquardt parameter, but first we quote the following
theorem:(Charles L. Lawson and Richard J. Hanson, Solving Least Squares Problems, En-
glewood Cliffs: Prentice-Hall, Inc., 1974, p. 193)

Theorem. For a fixed nonnegative value of ), say, ), let X be the solution vector for the
problem of minimizing (10), and let @ = 1||Y — AX||>. Then Q1 is the minimum value of
3lY — AX||? for all vectors X satisfying || X || < || X].

The proof of this theorem is simple, and is given in Lawson and Hanson. The meaning
of the theorem is clear: Given the radius of the hypersphere constraint set (which follows
from the original hypercube constraint set), || X||, we minimize (10) by means of conjugate
gradients, for a collection of A’s. We choose that solution for which || X|| = || X||. This
yields the optimum A, and gives us the optimum, constrained, least-squares solution of

Y = AX.

This approach is equivalent to solving for A using a trial-and-error method. This is
inevitable when using conjugate gradients. If we were solving a much smaller problem, we
could determine the singular value expansion of A, and use that result in setting up an
analytic equation for A, which could then be solved using Newton’s method, as indicated
in Lawson and Hanson. It remains to be seen whether this approach is faster than that
which constrains each component of the solution vector individually.

There is a serious problem with this approack, however. The inscribed hypersphere in
N-dimensional space has a volume that is much smaller than the N-dimensional constraint
cuboid, when N is only reasonably large, whereas the circumscribed hypersphere has a vol-
ume that is much larger. Hence, using the inscribed hypersphere results in a very strong
(and undoubtedly incorrect) constraint, whereas using the circumscribed hypersphere re-
sults in a very weak constraint.
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APPENDIX A

Efficient Computation of Convolutions and Correlations

If we attempt to solve (1) using an iterative technique, such as the conjugate gradient
method, it will be necessary to evaluate the vector-matrix product many times. This is a
PQ-step operation, where P is the number of rows (equations), and Q is the number of
columns (unknowns) of the matrix T'. If the matrix is square, with dimension N x N, this

process can be reduced to N log, N operations by using the Fast Fourier Transform (FFT)
for evaluating discrete convolutions.

The appropriate theorems (in one dimension) that relate discrete Fourier transforms
and convolutions and correlations are ( <= denotes a discrete transform-pair):

i 9(j) < G(n)
h(j) <= H(n)

N-1

N-1
Then Iir‘ Y 90 + k)h(k) =% > a(k)h(k - 5)
k=0 k=0 (A-1)(a)
<= G(n)H(-n)

=G(n)H(N - n)
y N2 y N
& T oG +B) =35 Y ok~ )hCR)

k=0 k=0 (A.1)(b)
<= G(~n)H(n)

=G(N - n)H(n)
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1 N-1 1 N-1
~ 2 9k — k) == ) g(j — k)h(k)
N > (A1)
&> G(n)H(n),
where j =0,---,N -1, n=0,---,N ~ 1 in all of these. Several points should be made:

first note that correlation summing is not commutable, ard that one must use negative
frequencies in the discrete Fourier transform (which, of course, introduces the term N —n).

Let’s look at the matrix structure of convolution and correlation sums and see how
we can use FFT techniques to compute them. We’ll work in one dimension. Consider the
following convolution sum, which is written as a vector-matrix equation:

Yo my Mm-.; M_2 M_y i)
n = m, mo m.y m_2 z (A2)
v2 m; m mo m_; z32
Ys my m; m mo Ts

Rewrite this in the expanded form (padding with zeros to get a power of two) in order to
achieve a circulant-matrix:

R Fmg m_; m.z m_gs 0 my m; wm;] [20]

n m my m.; m_z m.y 0 my m; z)

Y2 m m; mpy m_; m_2 m.g O my z3

s{_|ms m m my m,; m.; m O T3 (A.3)
* 0 ms m3 m; My M.y Mm_3 m_g 0]’ )

* m_gs 0 ms ma m; mo m_1 Mm_2 0
* m_2 Mm_s 0 ms ma m, ™Mo m_) 0

. * J LT _1 M_3 M_3 0 ms ms m, my J L 0 )

where the * denotes a discarded entry. Hence, the sequences to be FFT’d are: (mg, m;,m,,
ms, 0’ m_s,m_z2, m—l) md (30, Z,,T2,2s, 0) 0’ 0’ 0)) a'nd the output sequence is (yO ' Y1,Y2,Vs,
#, %, % %). The order of the entries in the sequences is very important.

Now for correlations:

Yo mo my M2 My To
m; m3 ms m z
W = 1 2 t ] 4 1 ( A. 4)
Y2 m2 ms ™My Mg T2
Ys ms my M5 Mg 23

Rewrite this in the expanded form (padding with zeros to get a power of two) in order to
achieve a circulant-matrix:

" Yo 'mog my my my my msg mg 07 [2o]
v m m; my mg ms mg 0 mo| |z
y2 mg my mq mg mg 0 my my| |=2;
ys| _[ms my msg mg 0 mg m;y my| |2 (A.5)
«|  Ilmy msg mg 0 mog m;y my my 0]’
* ms mg 0 meg ™My M2 My My 0
* mg 0 me my my my my mg 0
[ » 0 mp my ma ms my my mel LOJ
11-14




where the * denotes a discarded entry. Hence, the sequences to be FFT’d are: (mo, m;, m2,
ms, my, ms5, mg,0) and (zo,21,22,25,0,0,0,0), and the output sequence is (yo,v1,¥2,¥s,
», %, % %). The order of the entries in the sequences is very important, and also don’t forget
to negate the frequencies in the transform of the z-sequence.

To summarize: we expand the original data, padding with zeros, as necessary, to get
a circulant matrix, and then take FFT’s.

APPENDIX B
Bi-Conjugate Gradients

Let us consider the following equation,
AX =Y, (B.1)

where A is a known operator, X is the unknown, and Y is the known vector. For a
non-Hermitian operator, the conjugate gradient method solves the normal equation,

A*AY = A%Y, (B.2)

where A*® is the adjoint operator of A. It is noted that the condition number of the original
equation (B.1) is squared in the solution of (B.2). In the bi-conjugate gradient method, one
solves the non-Hermitian operator equation (B.1) directly. For this algorithm an additional
2N storage spaces is required, where N is the dimension of the unknown vector X.

Method of Solution

To solve (B.1), one starts with an initial guess, Xo, for X, and then defines the
residual Ry = Y_— AXjy, and an initial search direction Py = Ry. In parallel, we define
the bi-residual Ry = Rj and bi-directional P, = Py, where (*) denotes the complex
conjugate. In addition, we have a convergence parameter, e. Then for k = 1,2,..., if
Test= ||Re|l/||Y || < ¢, stop. Otherwise, update X; by the following steps:

Sy = AP, ; Si= A.E"
air = S&J_ELZ_ . b = <Ray1,Rag1>
k= s P> AT Y-
Xk.'.] = - Xk j‘ akPk - (B3)
Peyi=Ripn+0ePe 5 Py =Rina + 5P
Riyyi=Ri—arSk ;5 Rit1=Re—aiSe.

The scalar {a;} is chosen so0 as to force the bi-orthogonality conditions,
<§,.,Rm >=<R,.,§m >=0 ; 0<m<n<N,
and {b:} is chosen to force the bi-conjugacy conditions,
< Pn,Sm>=< Sn,Pm>=0 ; 0<m<n<N,
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provided that the algorithm does not break down; i.e., for all ¢ for which
<Si,P,>#0 ; <R,R;>+0.

The algorithm must terminate with R, = R, = 0 in at most N iterations. It is
important to point out that the bi-conjugate gradient algorithm does not minimize the
norm of the residual, ||R||, at each iteration. Nevertheless, if the algorithm does not break
down, it converges at a much faster rate than the normal conjugate gradient algorithm.
From our experience with large size and ill-conditioned operators, however, the bi-conjugate
gradient algorithm does seem to break down; (ie., | < S;,P;>| <6 ; |<Ri,Ri>|<
4, where § is a very small positve number), before it meets the convergence criteria.
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CHAPTER II11
RECONSTRUCTIONS USING SIMULATED AND LABORATORY DATA

1. Introduction

The goal of our work is to reliably reconstruct three dimensional flaws in workpieces
from emf measurements that are inherently noisy. First, though we tested the algorithm
using simulated data, that is, computer generated data. Through these tests, we were
able to learn how the conjugate gradient (CG) algorithm performs as a function of the
frequency range of the emf data and the degree of overdeterminedness of the system.
Also, the equations we are trying to solve are ill-conditioned and so we needed to know if
acceptable solutions could be expected using this form of the CG algorithm. The results
of the tests using simulated data are very encouraging. We also include some preliminary
results based on actual measured data.

2. Reconstructions Using Simulated Data

(a) Simulating the EMF Data

Two types of synthetic data were available. Since, in the fourier domain, we are
solving an equation of the form Az = B, we can provide a test solution z; and calculate
B, = Az,;. Then, using A and B;, we can try to reconstruct z, using the CG algorithm.
This type of synthetic data will be referred to as “exact” data.

Another type of synthetic data resulted from our model of the direct problem. In
the direct problem, we calculate emf data from a flaw definition and a transfer func-
tion derived from internal and external Green’s functions (see Chapter I). This transfer
function is discretized using the method of moments and becomes the operator A in
the inverse model. The discretization introduces error so that the emf calculated using
the direct model differs slightly from the emf calculated using the discrete operator A.
The difference between the two diminishes as more terms are used to approximate the
operator. This type of synthetic data will be referred to as “direct model” data.

All tests using simulated data used the “direct model” data.

(b) Material and Data Collection Parameters

The emf that is measured depends on the material parameters and and the parameters
of the data collection system. Figure 1 shows the typical arrangement of workpiece,
source (whip) and sensor. For the synthetic data tests the distances shown were as
follows.

Zoource = 0.0131in.

Zoensor = 0.019 in.

Zegturn = 0.273 in.
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The sensor consisted of ten square turns from 0.10 inch to 0.55 inch. The workpiece
was 0.11 inch thick. The conductivity tensor was (mhos/m)

104 0 0
0 10* O
0 0 1

This represents a graphite-epoxy composite material that is isotropic in-plane and essen-
tially nonconducting through its thickness.

Data measurements were simulated at each point of a 32 x 32 grid in the sensor plane
at a resolution of 0.1 inch. The thickness was discretized into four layers, each also a
32 x 32 grid. A test flaw, then, could be defined as a collection of “voxels” each with
dimension 0.1 x 0.1 x 0.0275.

(c¢) Convergence Test

A convergence test variable was defined in terms of the L; norms of the simulated
data and the residual. Specifically, at iteration i, the convergence test variable §; is

5, 1Y = 4xil,
7T,

where Y is the simulated emf data, X; is the flaw function at iteration ¢t and Y — AX; is
the residual.

(d) Test Set #1

A flaw in the shape of a cross was chosen as the standard test flaw. This test flaw
was placed in the center of each of the four layers (one at a time) and an attempt was
made to reconstruct the flaw from emf data. The conductivity was scaled so that flaw
locations had a value of 1 and host material locations had a value of 0. For ease of
reference, we will refer to a particular flaw using the word ‘flaw’ followed by digit(s)
indicating the layer(s) that contain the test flaw. This first test set, then, involves flawl,
flaw2, flaw3 and flaw4. Data was simulated at 5 frequencies: 1, 3, 5, 7 and 9 MHz. The
unconstrained version of the CG algorithm was used and the initial guess was no flaw,
that is, all zeroes.

The number of unknowns in this problem is 32 x 32 x 4 = 4096. Because the emf
data is complex and our solution (conductivity) is real, each set of emf data provides
2 x 32 x 32 = 2048 equations. For 5 sets of emf data and 4 layers, the overdeterminedness
of the system is 2.5.

The purpose of this set of tests was to determine the ability of the CG algorithm to
isolate the flaw to the proper layer. Also, we wanted to find out the effect of depth on
the convergence.

Figure 2 shows grayscale plots of the attempted reconstruction of flawl at four stages
during the iterative process: 100, 500, 1000 and 2048 iterations. Table 1 below shows
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the value of the convergence measure, §;, as well as the minimum and maximum values
of the solution for each layer.

Table 1
flawl Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min | max | min | max | min | max | min | max
100 0.00397 | -0.270 | 1.343 | -0.068 | 0.142 | -0.118 | 0.025 | -0.074 | 0.053
500 0.00067 | -0.215 | 1.216 | -0.164 | 0.176 | -0.093 | 0.037 | -0.034 | 0.047
1000 0.00027 [ -0.293 | 1.300 { -0.170 { 0.171 | -0.065 { 0.044 { -0.050 | 0.027
2048 0.00011 | -0.350 | 1.364 | -0.156 | 0.139 | -0.044 | 0.050 | -0.037 | 0.036

Figure 3 shows three-dimensional plots of the solution after 2048 iterations. The
solution exhibits overshooting at the transition from host material to flaw. That is, near
the base of the flaw “tower” some values drop to -0.350 and at the edges of the top of
the “tower” some values reach 1.364.

Figures 4 through 9 are similar plots for flaw2, flaw3 and flaw4. Likewise, Tables 2
through 4 show the convergence measure and upper and lower limits of these solutions.

Table 2
flaw2 Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min | max | min | max | min | max | min | max
100 0.00972 | -0.066 | 0.154 | -0.259 | 1.108 | -0.107 | 0.455 | -0.221 | 0.149
500 0.00166 | -0.165 | 0.166 | -0.257 | 1.220 | -0.154 | 0.333 | -0.152 | 0.086
1000 0.00079 | -0.170 | 0.165 | -0.192 | 1.258 | -0.158 | 0.248 | -0.175 | 0.131
2048 0.00036 | -0.155 | 0.133 | -0.136 | 1.232 | -0.191 | 0.239 | -0.182 | 0.111
Table 3
flaw3 Layer 1 Layer 2 Layer 3 Layer 4
Iterations 6 mn | max | min | max | min | max | min | max
100 0.01762 | -0.120 | 0.026 | -0.108 | 0.456 | -0.152 | 0.615 | -0.120 | 0.472
500 0.00431 | -0.089 | 0.040 { -0.156 | 0.322 { -0.279 | 0.976 | -0.170 | 0.507
1000 0.00199 { -0.060 | 0.041 | -0.160 | 0.237 | -0.203 | 1.042 | -0.176 | 0.442
2048 0.00088 | -0.041 { 0.046 | -0.184 | 0.238 | -0.208 | 1.049 | -0.208 | 0.365
Table 4
flaw4 Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min [ max | min | max | min | max | min | max
100 0.03249 | -0.066 { 0.048 | -0.219 | 0.141 | -0.114 { 0.470 | -0.199 | 0.668
500 0.00600 | -0.029 | 0.041 | -0.153 | 0.080 | -0.170 | 0.512 | -0.290 | 1.048
1000 0.00268 | -0.047 | 0.031 | -0.172 | 0.135 | -0.171 | 0.452 | -0.242 | 1.151
2048 0.00123 | -0.041 | 0.043 | -0.184 | 0.112 | -0.214 | 0.369 | -0.180 | 1.181
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The results of this first set of tests are encouraging. Flaw3 and flaw4 are more difficult
to isolate and this is to be expected. Figure 10 is a plot of the convergence measure, §,,
for the first 500 iterations. Notice that the deeper the flaw is, the slower the convergence
is. The “skin effect” phenomena suggests that the results should be better if some of the
data were taken at higher frequencies. With this in mind, more tests were performed.

(e) Test Set #2

The error in our solutions reported in the previous section was greatest in the layers
immediately adjacent to the layer that contained the flaw. The worst case for layer
discrimination, then, would seem to be having a flaw in layers 2 and 4. The error that
would appear in layer 3 may be large enough to lead us to believe that there is a flaw in
that layer also. We will call this flaw arrangement flaw24. First we tried to reconstruct
flaw24 using data taken at the same five frequencies as above (i.e, at 1, 3, 5, 7 and 9
MHz). The results are shown in Figures 11 and 12 and in Table 5.

Table 5
flaw24 Layer 1 Layer 2 Layer 3 Layer 4
Iterations &; min [ max | min | max | min | max | min | max

100 0.00992 | -0.048 | 0.142 | -0.221 | 1.096 | -0.198 | 0.927 | -0.166 | 0.639
500 0.00251 | -0.170 | 0.194 | -0.206 | 1.097 | -0.253 | 0.820 | -0.245 | 0.930
1000 0.00120 | -0.177 | 0.181 | -0.133 | 1.110 | -0.291 | 0.674 | -0.175 | 0.998
2048 0.00053 | -0.128 | 0.128 | -0.123 | 1.118 | -0.402 | 0.489 | -0.186 | 1.045

At 9 MHz, the skin depth of the workpiece is 0.066 inches or 2.4 times the layer
thickness. A second reconstruction was performed for flaw24 using data simulated over
a wider frequency range. The frequecies used were 1, 5, 10, 20 and 30 MHz. At 30 MHz,
the skin depth is 0.036 inches or 1.3 times the layer thickness. The results of this second
reconstruction are displayed in Figures 13 and 14 and in Table 6 below. As expected,
the higher frequency data improves the solution.

Table 6
“flaw24 Layer 1 Layer 2 Layer 3 Layer 4
Iterations 5 mn | max | min | max | min | max | min | max

100 0.02541 | -0.029 | 0.034 | -0.323 | 1.381 | -0.147 | 0.499 | -0.329 | 0.693
500 0.00452 | -0.062 { 0.065 | -0.210 | 1.270 | -0.184 | 0.308 [ -0.310 | 1.148
1000 0.00189 | -0.044 | 0.042 | -0.151 | 1.239 | -0.196 | 0.198 } -0.321 | 1.315
2048 0.00072 | -0.024 | 0.024 | -0.238 | 1.242 | -0.185 | 0.255 | -0.291 | 1.398

Earlier we noted that 5 sets of emf data made the system overdetermined by a factor
of 2.5. To see if additional data sets from the same frequency range would improve the
solution, we tried a third reconstruction using 9 sets of emf data (1, 2, 3, 4, 5, 6, 7, 8 and
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9 MHz). This increased the factor of overdetermination to 4.5. The results are shown
in Figures 15 and 16 and in Table 7. Note that the results in Table 7 are essentially
identical to those in Table 5. The additional data sets may be important, though, when
data with noise is used.

Table 7
flaw24 Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min { max | min | max { min | max { min | max

100 0.00953 | -0.048 | 0.146 | -0.219 | 1.088 | -0.199 | 0.932 | -0.165 | 0.647
500 0.00244 | -0.174 | 0.198 | -0.206 | 1.091 | -0.243 | 0.826 | -0.243 | 0.926
1000 0.00117 | -0.182 | 0.187 | -0.131 | 1.106 | -0.290 | 0.684 | -0.176 | 1.000
2048 0.00052 | -0.134 | 0.133 | -0.123 | 1.120 | -0.399 | 0.490 | -0.184 | 1.043

In Chapter II a method of constraining the solution was considered. A final recon-
struction was performed with all variables constrained to the interval [-0.0001,1.0]. The
results are shown in Figures 17 and 18 and in Table 8 below.

Table 8
~ flaw24 Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min | max | min | max | min | max | min | max

100 0.1041 | -0.001 | 0.714 | -0.001 [ 1.000 | -0.001 | 1.000 | -0.001 | 1.000
500 0.1035 { -0.001 | 0.706 | -0.001 { 1.000 | -0.001 | 1.000 | -0.001 | 1.000
1000 0.1035 | -0.001 | 0.706 | -0.001 | 1.000 | -0.001 { 1.000 | -0.001 | 1.000
2048 0.0400 | -0.001 | 0.379 | -0.001 | 1.000 | -0.001 | 1.000 | -0.001 ] 1.000

These results are not very good compared to the unconstrained solutions we have gen-
erated. More work is needed in this area to determine whether our implementation
of constraints should be modified. The results are interesting in that the convergence
measure §; goes from 1.0 to 0.104 in about 100 iterations and then changes very lit-
tle through iteration 1460. Then, at some point between iteration 1460 and iteration
1470, a direction for significant improvement is found and the solution improves steadily
through iteration 1560 and then again little changes until some point between iteration
1960 and iteration 1970 when another “good direction” is found. Figure 19 is a plot of
§; illustrating this phenomenon. More work is needed to determine if convergence can
be speeded up for the constrained case.

To make sure that there is nothing fundamentally incorrect with the constrained CG
algorithm, we used the actual flaw as the initial guess. This guess would yield §,=0
and terminate the algorithm if we were using “exact” data. Since we are using “direct
model” data, though, our initial guess is not the best fit. Figures 20 and 21 and Table
9 show the results of this last run.
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Table 9
flaw24 Layer 1 Layer 2 Layer 3 Layer 4
Iterations & min | max | min | max | min | max | min | max

100 0.01504 | -0.001 } 0.116 { -0.001 | 1.000 | -0.001 { 0.275 | -0.001 | 1.000
500 0.01256 | -0.001 { 0.110 | -0.001 | 1.000 | -0.001 | 0.674 | -0.001 | 1.000
1000 0.01254 | -0.001 | 0.110 { -0.001 | 1.000 | -0.001 | 0.704 | -0.001 | 1.000
2048 0.01253 | -0.001 | 0.110 | -0.001 | 1.000 | -0.001 | 0.706 | -0.001 | 1.000

Notice that although some isolated points build up to help match the data, the flaw
locations from the initial guess are unaltered. Also, the convergence measure is much
smaller in Table 9 than than in Table 8. Hopefully this means that our previous test
(Figures 17 and 18) will eventually evolve (albeit slowly) to this same solution.

Post-processing Using Classification Theory

Returning to the unconstrained results, post-processing based on some classification
theory results seems to “clean up” the solutions. Using some of the solutions as a
“training set”, 0.23 was determined to be the optimum value for partitioning the data
into two classes, host material and flaw (see Chapter VI). If we filter our first test from
Test Set #2 by assigning 0 to all variables less than 0.23, we obtain the solution shown
in Figure 22.
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3. Some Preliminary Results Using Measured Data

Several tests that use actual measured data have been performed to validate the
model. Results of a few of those tests will be presented in the following.

A 0.11 inches-thick work-piece of graphite epoxy, in the form of woven fiber, has
been used for measurement in the laboratory. Holes at various depths have been drilled
into this workpiece, as shown in Figures 23-25. A multi-frequency measurement of the
work-piece has been performed, as explained in Chapter V. For the test, an algorithm
based on a ten-layer, five-frequency model has been chosen. Figures 26-30 show the plots

of the real and imaginary parts of the measured data, B, for the f~squencies of 2, 4, 8,
12 and 16 MHz.

In order to reconstruct the flaws from the measured data, a normalization process
is performed. First, the left hand side, Y, of equation (II — 1) is calculated by using
the flaw as the unknown X; these results are shown in Figures 31-35. Next, the real
and imaginary parts of the measured data, B, are normalized with respect to Y at each
frequency. This normalization procedure attempts to compensate for amplitude and
phase variations during the data acquisition. The sup-norm of the real and imaginary
parts of B, as well as Y, versus frequency are depicted in Figure 36. It is noted that the
real and imaginary sup-norms of B are greater than the real and imaginary sup-norms

of Y at all frequencies. The normalized value of B is then used to solve for the unknown
X of (II-1).

Figures 37-39 are samples of the real and imaginary parts of the 64 x 64 elements
of the operator, A, that appears in (II — 1), for different layers and frequencies. The
elements of the operator are highly localized around the origin, as indicated in Figures
37-39. This simply states that the coupling effect is localized in physical space.

Figures 40-42 show the results of the reconstruction of the flaw. The constraint
of positive conductivity is used; the Levenberg-Marquardt parameter is set to 1.5, the
number of iterations is 500 and the threshhold is 0.3. Figure 43 shows the flaw and
its reconstruction in gray scale. The flaws of layers two to six have been somewhat
reconstructed. Excessive noise is accumulated in layers one, two, seven and ten, which
makes the flaws somewhat unrealisable.

Although the reconstruction with actual data is not perfect at this preliminary stage,
it is very promising for further investigations. This shortcoming is in part due to the fact
that the theoretical model for this study is based on the Born approximation. For the
future study a more accurate and realistic model for reconstruction is proposed, which
is discussed in the following chapter.
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Figure 2

Reconstruction of flaw1
5 Frequencies: 1357 9 MHz
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Figure 3
3D Reconstruction of flaw1

5 Frequencies: 1357 9 MHz
2048 Unconstrained Iterations
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Reconstruction of flaw2
5 Frequencies: 13 57 9 MHz
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3D Reconstruction of flaw2
5 Frequencies: 1357 9 MHz
2048 Unconstrained Iterations
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Reconstruction of flaw3
5 Frequencies: 1357 9 MHz

m-13




[y

Layer 1}

1.,30000 W
1.,00000
«300000

4.00000 J ~C

- 50000 4

Layer 3

1.,90000 4
1.00000 4
+300000

.80000 l g

-, 30000

Layer 2

1.50000
1,00000 4
+300000 4

0,00000 J

~,500000 4

Layer %

1,30000 4
1,00800 4
+300000

8,00000 1 05

Figure 7
3D Reconstruction of flaw3

5 Frequencies: 1357 9 MHz
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Figure 11
Reconstruction of flaw24
5 Frequencies: 1357 9 MHz

I-18




Layer 2

1.30000 4
1.50800 W
1.80000 1
1,00000 4
+300000 4
«500002 1

1

=,300000 7

Layer 3 Layer 4

1,%0000 1
1,90000 1

1.20000 <
1.00000 1

+300800
+30000¢

€,80000 4
$,00000

-.%00009 -

=4300900 -

Figure 12
3D Reconstruction of flaw24

5 Frequencies: 13 57 9 MHz
2048 Unconstrained Iterations
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Reconstruction of flaw24
5 Frequencies: 1 5 10 20 30 MHz
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Reconstruction of flaw24
9 Frequencies: 1234567 89 MHz
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3D Reconstruction of flaw24
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Figure 17
Reconstruction of flaw24
S5 Frequencies: 1357 9 MHz
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3D Reconstruction of flaw24
5 Frequencies: 1357 9 MHz
2048 Constrained Iterations
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Figure 20

Reconstruction of flaw24
5 Frequencies: 1357 9 MHz
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3D Reconstruction of flaw
5 Frequencies: 1357 9 MHz
2048 Constrained Iterations
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Figure 22
Post-processed Solution
Threshhold = 0.23
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Figure 25: Ten layered graphite epoxy with some drill hole flaws in various
depths; layer 9 - layer 10.
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Figure 26: Real and Imaginary parts of the measured data, B, at 2 MHz.
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Figure 27: Real and Imaginary parts of the measured data, B, at 4 MHz.
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Figure 28: Real and Imaginary parts of the measured data, B, at 8 MHz.
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Figure 29: Real and Imaginary parts of the measured data, B, at 12 MHz.
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Figure 30: Real and Imaginary parts of the measured data, B, at 16 MHz.
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Figure 31: Real and Imaginary parts of the measured data, Y, at 2 MHz.
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Figure 32: Real and Imaginary parts of the measured data, Y, at 4 MHz.
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Figure 33: Real and Imaginary parts of the measured data, Y, at 8 MHz.
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Figure 34: Real and Imaginary parts of the measured data, Y, at 12 MHz.
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Figure 35: Real and Imaginary parts of the measured data, Y, at 16 MHz.
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Figure 36: The sup-norms of the real and Imaginary parts of B and Y.
+ 4 are real and imaginary sup-norms of B;*,o, are real and imaginary
sup-norms of Y respectively.
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Figure 37: The element of the operator A for the layer 1 at the frequency
2 MHz.
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Figure 38: The element of the operator A for the layer 2 at the frequency
4 MHz.
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Figure 39: The element of the operator A for the layer 3 at the frequency
8 MHz.
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Figure 40: Reconstruction of the flaw; Levenberg-Marquardt parameter is
1.5, the number of iterations is 500 and the threshold value is 0.3; layer 1
- layer 4
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Figure 41: Reconstruction of the flaw; Levenberg-Marquardt parameter is
1.5, the number of iterations is 500 and the threshold value is 0.3; layer 5
- layer 8
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Figure 42: Reconstruction of the flaw; Levenberg-Marquardt parameter is

1.5, the number of iterations is 500 and the threshold value is 0.3; layer 9
- layer 10
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Figure 43: Gray scale of the flaw and its reconstruction; first two rows is
the actual flaw, and second two rows are the reconstruction.
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CHAPTER 1V
RIGOROUS FORMULATION OF THE INVERSE PROBLEM

1. Introduction

Throughout this report we have simplified the model by approximating the anomalous
current density, J(®) = 5(°) . E, as J(¢) = 5(9). Ey, where Ej is the incident electric field
produced by the whip (or any other source) in the absence of the flaw. This approximation
linearizes the problem, and obviously simplifies the task of inversion. Nevertheless, the true
problem is nonlinear, because it involves the product of two unknowns, 5*) and E.

In our earlier work in eddy-current inversion we solved the nonlinear problem by re-
sorting to a package of nonlinear equation-solvers, called MINPACK. In addition, we used a
variable-metric, nonlinear-programming package, called VMCON, in an attempt to satisfy
constraints. These worked well for rather small problems, but for the three-dimensional
problems that we are currently addressing, it becomes necessary to use storage-efficient
algorithms that allow us to take advantage of special structures of our matrices, such as
convolution. Hence, we will go back to the rigorous problem to see how it might be attacked
in the light of what we now know about iterative algorithms for solving large problems.
There should be no doubt, however, that the rigorous solution of a large nonlinear problem
will be time-consuming.

2. The Nonlinear Coupled Integral Equations

Let region 1, where the excitation source and sensors are located, be above the slab,
and region 2 be the slab, which contains the anomaly. Assume that we measure the
magnetic induction field, B, from which we compute EMF’s in the usual way. Then the
appropriate pair of coupled integral equations is

E(r) =EO(r) + / G (r|r') - 3)(r')dr!
flaw

=EO(r)+ [  GYI(rr!)- 5)(r") - E(r")dr' (1)
Slew
B(r) — B(r) =pq / G™(rlr') - 59 (r') - B(r')dr.
Slaw

The superscripts on the Green’s functions denote their type, the first denoting the type of
field (electric or magnetic), and the second the type of current source (electric or magnetic),
whereas the subscripts denote the regions which are coupled by the Green’s function; the
first subscript denotes the region which contains the field point, and the second the region
that contains the source point. The superscript, (0), on E or B denotes the incident field,
which is the field that exists in the presence of the slab without the flaw. The left-hand
side of the second equation is integrated over the sensor coil to give the measured EMF.

This system is nonlinear (or, more precisely, bilinear) because of the presence of the
product 5*)(r') - E(r'). We have been linearizing the problem by replacing E(r') in the
second equation by E(°)(r'), and then ignoring the first equation.
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To solve this system, we first discretize it in the usual way by means of the method of
moments, and then apply an iterative technique to the resulting algebraic equations. The
iterations start by replacing E in the second equation by E(°), and then solving for 5(2)
by using one of the iterative methods just described. This step uses measured data, and
is the ‘inverse’ phase of the problem.

Once we have an accepiable approximation to 5(*), we substitute it into the first
of (1) and solve the resulting ‘direct problem’ for an improved version of E, the electric
field within the flawed region. This step will usually converge more rapidly than the
inverse phase because the equations are better conditioned. We can use the same iterative
technique here that was used during the inverse phase.

The result of the direct phase is then substituted into the second equation, and the
second-level inverse problem is solved. The process is continued until the error in the
solution is of the order of the error in the measured data.

The process that we have just suggested may not be the most efficient way to solve

system (1). We will look at conjugate gradients, and see how to handle the nonlinearity
there.

Keep in mind that if we use multifrequencies on this problem, a number of distinct
incident fields and Green’s functions will have to be computed and stored, one for each

frequency. Because of the convolutional nature of the problem, however, we will be able
to utilize storage efficiently.

3. Discretization of the Coupled System: Method of Moments
We start by writing the Green’s function as a two-dimensional Fourier transform,
oo
G(“)(z - zr,y _ y', z, z') = .&% /[_wG(ee)(z’ z')e-j[k.(z-z’)*'kg(v—l/ )]dkzdky, (2)

with a similar expression for G(™¢). From here on we will drop all subscripts that are
related to regions 1 and 2.

When (2) is substituted into (1) the integrals over z' and ' become Fourier transforms.
The resulting integral equations become:

B() = EO(r) + o5 [ "//: Gz, 2') - Tu()e it Midk b, (3)(a)

[~ <]
B(r)—B(°)(r).—_-4’% /dz'/ G(me)(z, 2') . T (2')e I kez+he¥)dk dk,.  (3)(D)

The measured data are usually EMF’s induced into flat coils that are oriented parallel
to the workpiece. In such a case, therefore, we are only interested in jwx the z-component
of (3)(b) integrated over the sensor-coil position. This produces another integral relation
with a new Green’s function to replace (3)(b):

EMPF(r) = ’ Lo / // G(Be)(z,2') . I (2')e I kext o) gk, dk,, (3)(c)
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where G(F¢) js the z row-vector of G(™¢) multiplied by the transfer function corresponding

to integration over the sensor coil. The Green’s functions that appear in (3) are computed
in Appendix A.

The discretization of the coupled system of integral equations is done by subdividing
the region of space occupied by the anomaly into a regular grid of (N; + 1) x (N, + 1) x
(N;+1) cells, each of size §; x §, X §,, and then expanding the electric field and anomalous
conductivity tensor using pulse functions defined over the grid:

E(r) = }fizfmm,ﬂ( 2)Pu(LIP(E), ()

=0 m=0 ;=0

and
- N' z

5(r) = Yo Z”‘"‘JP‘(s )Pm(6 )P( ) (5)

=0 m=0 j§=0

The pulse function, Pj(s), satisfies

n_J1, fj<s<ji+1;
Fi(s) = {0, otherwise. (6)

Note that the anomalous current density, which is given by the product of (4) and (5), has
exactly the same expansion in pulse functions as either (4) or (5), except, of course, that
the expansion coefficients are given by the term-by-term product &m; - Eim;.

We are going to use Galerkin’s variant of the method of moments to complete the
discretization. In Galerkin’s method, we ‘test’ the integral equations (3) with the same
pulse functions that we used to expand the unknowns in (4). For example, we form
moments of (3)(a) by multiplying (3)(a) by Pi(z/6z)Pm(y/8y)Pj(2/62))/62646., and then
integrating over each cell. This yields an algebraic system for E;m;:

N- N1 Ns
Eﬁ?, =Emji—Y Y Y, G§'f’(l ~Lm~M) -Gums-ELmy, (7
L=0 M=0 J=0

where

G\ -Lm-M)=

ws // oilkebal=Eythyby (=M (kz,ky)

(-mg;f;f)) (smlff;f;zﬂ))zdk,dky.

(8)
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=(ee)
T,; is the result of the integrations with respect to z and 2":

=(ee) £ p2i(4)
Ty (ko ky) = / dz / dz'G(*)(z, 2')
P pai(+)
/ dz/ dz'G(z - 2')

z;(+) -
/ )dz/ dz'Gp(z - 2')

]

The subscripts, I, D, R, denote the incident, depolarization, and reflected Green’s functions,
respectively.

We will show how to compute the integrals of the incident and reflected Green’s
functions later. The depolarization function, however, can be integrated by inspection;
the result is j(6x;8,/wé:;)a.a,, where 6x; =1, if ¢ = j; =0, otherwise.

In taking moments of (3') we must keep in mind that the sensors lie in a fixed z-plane

above the workpiece. Hence, we multiply by only Pi(z/6z)Pm(y/éy) and then integrate to
get the algebraic system:

N. NY Nz

EMFy, = Z Z ZGSEC)(I—L,m—M)-ELMJ-ELMJ, (10)
L=0 M=0J=0

where

) ®© =(Ee)
GEN(1_ Lym— M) = Jw;;:rﬁ;éy // e=ilkebaU=L)+ky by (m—d) T 7% (1 1

, ‘ (11)
in(kz8; sin(ky 4,
€ 15,5,6/:{2))2( k(:sf/zﬁ))zdkzdky,

and

=(Ee) 5(+)
T, (keoky) = /(_) dz' GEI(3, o), (12)

]

=(Ee) ~
Keep in mind that I‘( ) , G(Ee) and G(B¢) gre vectors, not dyads; they take vectors into
scalars (EMF).

Equatxons (7) and (10) are the coupled system of discrete equations that define the
rigorous inverse problem. The system is nonlinear (bilinear) in the unknowns, Gimj, Eimj-
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Note that in two of the three dimensions, the indices appear in a Toeplitz (or convolution)
form. We will discuss the computation of the matrices shortly.

4. Multifrequency or Multiview Reconstruction Methods

Eqnation (10) indicates that if we measure the EMF’s at a single z-level, then we
don’t have enough data to reconstruct a three-dimensional flaw. The additional data to
reconstruct the third dimension can be obtained several ways. For example, we can excite
the system from a single coil at a number, Ny, of frequencies, where N f2 N;+1. In that
case, the Green’s functions and electric field in (7) and (10), as well as the measured EMF’s,

vary with frequency (but the unknown conductivities are assumed to be independent of
frequency).

If we let the integer, n, index the frequency parameter, then (7) and (10) become

Efm;i(n) =Eimj(n)
N, Ny, N,
- Z Z ZG(“)(I-—L m— M n) U’LMJ ELM_](n) (13)(3)
L=0 M=0 J=0
N- NU N:
EMFn(n)=)Y_ Y Y G¥9U~Lm—Min) 61ms-Epus(n), (13)(b)
=0 M=0 J=0

where GSE°) is a vector, not a dyad.

This is the “multifrequency reconstruction algorithm”. Note that here the Green’s
functions vary with frequency, as do the measured EMF’s and the computed electric fields.

Another method is to excite the system at a single frequency, but with a number of
different exciting coils. In this case, only the electric fields and measured EMF’s vary with

n, which now indexes the location of the exciting coil. Hence, the system of equations
becomes

l N' l
}?,3,(7:) =Eimi(n)- Y Y ZG(")(I—L m—M)-Grms-Erpms(n)(14)(2)
L=0 M=0 J=0
N« Ny N,
EMFim(n) =Y Y Y G- L,m - M) -5Lps - Ermi(n), (14)(b)
L=0 M=0 J=0

where GS,E') is a vector, not a dyad.

This is the “multiview reconstruction algorithm”. It has the advantage over the
multifrequency algorithm in not requiring the computation and storing of a number of
different Green’s functions. This is not too important when the linearized theory is used
for inversion, but could be quite significant in the present context of the rigorous theory.
Another advantage to the multiview algorithm is that it can be applied to problems where
the unknown conductivity is frequency dependent.
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An advantage of the multifrequency approach, however, is its relative flexibility in
the laboratory, especially with regard to hardware implementation. That is, it is probably
easier to change frequencies than to change excitation sources.

5. The Conjugate Gradient Algorithm for the Coupled System

We are going to apply the conjugate algorithm to the coupled system of either (13)
or (14). This will be an interesting application of conjugate gradients to a nonlinear
problem, and in this context we will use some ideas of Stephen J. Norton, “Iterative
Seismic Inversion”, Geophys. J. Roy. Astr. Soc. (submitted).

We will consider (14) first, and work in the coordinate system in which & is diagonal.
Then we can rewrite (14)(b) as

Na N' Nl

0= Rimn = ~EMFin(n)+ Y. Y ) [G‘,‘j"(z —Lym— M)ormszELmia(n)+
L=0 M=0J=0

GE0— L~ Mowaen (o)

Ggfe)(l _ L,m - M)O‘LMJzELMJZ(n)]

N,
= ~EMFim(n)+ Y [G‘f:'" ® 01z Esz(n) + G5 ® 05y Ezy(n) + G © aJ,EJ,(n)] ,

J=0
(15)
where Rimn is the Imnth component of the residual vector, and ® denotes a two-dimensional
discrete convolution.

We form the squared-norm of the residuals

Nl N’ Nv
B(oLMIz OLMIy,0LMI) = D 3 Y RimaRimn, (16)

=0 m=0 n=0

where N, is the number of “views” (i.e., the number of source locations), and then differ-
entiate with respect to G1my = {oLMIz, OLM Iy, 0LM I}

8@ N- N' Ng (E)
—_— =2R Rimn |Dia (G e'l—L,m—ME' n)+
06Lms e§,§)§ ""[’g 7 JELp s(n)
. 17
G‘,""‘(I—L,m_M).gLM,.QEgﬂ(_"_)] (17)
85Lms
=2§1'GdLMJ.

In (16) and (17) the asterisk denotes complex conjugation. We are using dyadic notation
in (17). For example, the first term within the square brackets is the diagonal part of the

dyadic product of the vectors G{°°)* and E},, ;(n). We can write (17) in the form of a
two-dimensional convolution, also, but we will not need it here.
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E7] A ;(n) satisfies the conjugated version of (14)(a) (but keep in mind that & is real);
what can we say about the dyad E},, ;(n)/85.Mms7 This can probably most easily be
computed by using a finite-difference approximation, in which (14)(a) is solved for two
values of 5, and then the difference-quotient is formed. It is possible, however, that some
insight into the computation of the derivatives can be obtained by directly differentiating

(14)(a) with respect to &ym:;, keeping in mind that & is diagonal. The result, after a
straightforward computation, is

G{7(1 - I';m — m') - Diag(Epmj(n))

8Eimi(n)  ¥a {5 & (ee 8Eims(n)  (18)
= G l-Lm-M) -0 —_—
aa’l’m 'y LE—D;O; ( ) LMJ aallml i

This is the tensor version of (14)(a). After solving for 8ELam s(n)/05 1 m:j:, We keep the
“diagonal” entries in which (I,m,j) = (I',m',j'). These correspond to local gradients, in
which the variations of conductivity and electric field are within the same cell.

Actually solving (18) is out of the question, because of the computations involved.
A possibility is to keep only the local gradients in (18), and solve the resulting equation.
We might wish to simplify the problem further and approximate the solution for the local
gradients by the term on the left-hand side of (18) when (I,m, j) = (I',m’, j'):

GY:2.(0,0)Eimja(n)  GY52,(0,0)Eimjy(n) GY52.(0,0)Eimjs(n)

Uimj(n) = | G$52.(0,0)Eimjz(n)  GS5)(0,0)Eimsy(n) Geer(0,0)Eimjs(n) | - (19)
G452 (0,0)Eimjz(n)  GS50)(0,0)Eimjy(n)  Gl5e(0,0)Eim;s(n)

This would be a form of Born approximation for the local gradients.

The conjugate gradient algorithm starts with the iterative step a(:g, = F(L"MIJ) +
=(k-1)

ak ;( LM 7- We choose ax to minimize $(G6},, f ) + ax f( Lmy) with respect to ax, for a given
f L M 7- We will shortly determine the optimum f,, ;.

Let us first derive an expression for the kth residual, (15), using a linearized expression,
in which the electric field is replaced by its (k — 1)th approximation:

Na Nl Nl
RY, =~ EMFn(m)+ Y. 3. 3 G- Lm — M)- (3857 + acfias) - Bl (n)

L=0 M=0J=0
% Yo Or, N E (k=1)
=RV +a > > ZGS (i -Lm-M)- ;(LMJ -Efi(n)
L=0 M=0J=0
k-1 k
= gmn) Fl(m)n

(20)
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Upon substituting this result into (16), we get

N, v v .

k— k k- k

o =35 5° 3 (R + anrih) (RED + P
0 m=0n=0

(21)
=<1><" D 4+ a,2Re[F®) . RE-D] 4 o} |[FV|2,

where we are using vector-matrix inner-product notation. Hence, $(*) is minimized when

Re[R("‘l) . F(k)]

R T CT )
and when this is substituted into (21) we find the minimum value to be
Re(F(*) . R(k—x))]’
Q(k) Q(k 1) _ [ 9
Foe )

The greatest decrease occurs when F(*¥) = R(¥=1) in (23). What this means in terms

k =
of the direction, f( L 2, 7, of the change in &1 s can be determined by returning to (20):

Re[R“-l) . F(k)]

Nc NY Nv N N N
e3> 3o 3 R[S 30 36~ Lm - M)- Pl B (o)
=0 m=0 n=0 L=0 M=0 J=0
SO R QL R (k-1) (Be)e (k—1)s
=Y 3> fims- [Rcz S SR Diag(G_, (1- L,m - M)EV, (n))].
L=0 M=0 J=0 =0 m=0n=0

(24)

Upon comparing the summation term within the large square brackets of (24) with the
expression for the gradient, (17), we see that the summation term is the linearized gradient,

which is (17) with 8EJ ,,;(n)/85 Lms = 0. Hence, (24) shows that the maximum decrease
in the norm of the residuals occurs when

B = Cradt=y). (25)

This is the steepest-descent direction.
There is an important orthogonality relation that holds:

2.: Z' Z. Lis - Gradly, =0. (26)

L=0 M=0J=0
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In order to derive this result, substitute the final version of (20) into the expression, (24),
for the linearized gradient and get the following recursion relation:

—— N- NI Nv
Cradlley =Re . 3° 5[ R+ auFi Ding (G - 1,m - MBS ()

I=0 m=0n=0
No Nv Nv

=Crad{;? +axRe} Y Y F®) Ding (G‘f"'(z ~ L,m - M)E(72)* n))

=0 m=0n=0

(27)
When the definition of F,(,:L from (20) is substituted into (27), and the resulting
expression is multiplied by f( L?, 7, and then summed, we get

N, Ny, N, k) _ . N, N, N, b _ \

Z Z Z LMJ 'Era’d(lfb)l.l = 2 Z Z f(LMJ -ﬁrad(“;y + akRe”F(k)Hz

L=0 M=0 J=0 L=0 M=0 J=0 (28)
=Re[R*~1) . F()] _ Re[R*-D). F(®)
=0.

We have used (22) and (24) in arriving at the final result.

The conjugate gradient algorithm starts with a pure gradient step, (25), for k = 1,
and then continues with 5 -
= Lk -
vy =Grad{yy? + b fiar). (29)

bi will be chosen to minimize the denominator in (23), thereby guaranteeing an improved
convergence rate.

Before deriving an expression for b;, we will derive another expression for the numer-
ator of ai, which appears in (22).We start with (24), and use (29):
Numerator of a; =Re [R("'l) . F(")]
N- N' Nn

= Z E Z [Grad{;Y + bkf(:};lJ)] - Grad{y? (30)

L=0 M=0 J=0
=(|Grad*-1|?,

where the final result is due to the orthogonality relation, (26).

The derivation of b; starts with

N. N’ Nv
k k)e
IFOE =33 3 RO R,
{=0 m=0 n=0 (31)
N- N’ Nc N. N’ Nl

=E Z E Z E E F(Lka)u;z.'uf.r' zfiu' L':)M'J',

L=0M=0J=0L'=0M'=0J'=0
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where

N. NI Nv

Ee k-
r.(LMJ M= IZ Z Z:OD“‘S G( - Lm~ M)E(LMTI)("')) (32)
=0 m=0n=

Diag(GE*(1 - L',m — M)EL 35 (n))
is Hermitian in (LM J; L'M'J'). Equations (31) and (32) are derived from the definition of
F,(mn in (20), together with an interchange of summations, and a rearrangement of terms.

Upon substituting (29) into (31), and then minimizing the result with respect to b,
we get for the optimum value of by

k = =k-1)
by = —Re L-—o J’— r(L}atJ;L'M'J’G”’d( MJ Jrmer (33)
- N. Uy =y :
Le0'"" J'—OPLMJL'M'J’fLMJ frmr

It is straightforward to rewrite (27) in terms of I‘(L",L HLMOT
- N'
k—
d(LM_,—Grad(LMJ +a1.ReE z Zf(IMIJ;rLMJL,MIJ:. (34)

L'=0 M'=0J'=0

There are two fundamental conjugate gradient orthogonality relations:

k-1)
}: z ;(L ;(L'M'J'RC{P(LkJZU;L'M'J'} =0, (35)(a)
L=0 J'=0
and
}: Z Zﬁmdg’;,‘} Grad®) , =0. (35)(b)
L=0 M=0 J=0

The first relation is easily proved by substituting b; from (33) into (34), multiplying

by Re{I‘LM_, L.M,J,}f(,:Ml,) and then summing over (LMJ) and (L'M'J").

In order to prove the second relation, we multiply (34) by ﬁrad(:glj) and sum

2': g: Z.Gra &1 . Cra M,-i §'; EGr adit=1) . Gradly?
L=0 M=0 J=0 L=o M=o J=0
+“'=RCZ Z Grady) ';(L'M'J'FLMJ LM
e (36)(x)
IV-10
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Next substitute Gra LEMT, = L M 7— b f( kMIJ), which follows from (29), into the second

term on the right-hand side of (36)(a), and rewrite the right-hand side as

N, N,
= - k)« k) k)
"3"44(" l)"2 + akReE T Z [P(Lll)lJ;L’M'J' LMJ LM
i o (36)(b)

k)e =(k-1) (k)
—bkr(LMJL'M'J'fLMJ fL'M'J’]

The second term under the summation sign vanishes because of the first orthogonality
relation, (35)(a), and the first term under the summation sign is equal to || F(*)||?, because

of (31). Therefore, when we recall that a; = —Hﬁrad"“l)nz/”F(")”z, which follows from
(22) and (30), we see that (35)(b) vanishes, which proves the theorem.

Our last task is to derive a simpler expression for b;. In order to do this we must
assume that the change in the model (i.e., conductivity) is sufficiently small to permit us
to say that the electric field within the anomalous region does not not change too much
from iteration to iteration. If this is the case, we can write I'*) &~ I'¥-1) 5o that

k-1) k-1)
bk —Re 2]'-OPLMJL'M'J'6rad(LMJ JTrmr

[|F=1)2 ’

(37)

where we have used (31) and (33).

Next, take the complex conjugate of (34), replace ai in the resulting expression by
(22) and (30), replace k by k — 1, and get, after rearranging:

N. N, k-1))12
-1) (k-1) ||F( I = k-1) k- 2)
Re Z E -F(L'M'J’PLMJ 70 7 (B S — z'7"“4(1,1«1 “d( (38)
L'=0 M'Z—o J'=0 ||5rad("‘3)||’

Upon taking the dot product of (38) with 5rad(:,§f,) , and then summing over LM J, we
get

k-1) k-1) | FC-D)2 s k—1) )2
Re§: 2:1‘"‘ o g o Fag g - Gradtin) = W @rag-D)2, (39)
&~ &~ LML, L'M'J'JL'M'J LMJ uGrad("")H’

where we have used (35)(b). Upon comparing (39) with (37), the result follows immedi-
ately:

Ao (k=1)(2
by = —1Crad® VI (10)
[Grad 2|2

Note that ax and b, are negative here, whereas they were positive in our previous
notes on the conjugate gradient algorithm. This is due to the fact that we have defined
our residual vector to be the negative of the previous definition.
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We can summarize these results by saying that the nonlinear conjugate algorithm
is similar to the linear one, except that the operators must be updated at each iteration,
because the electric field is updated. In addition, we may have to ensure that the increments
in the solution vector are not too large.

Let Y be the array of complex scalars, {EMF},,(n)}, where Imn index the array
elements, and define the operator

N- N' Nl _
AV =3 3 3 GFN - Lm - M) Fras-Efy ()
L=0 M=0 J=0
(41)
N- Nl Nz

=YY ¥ Diag (G(f"’(z ~Lm-— M)E‘L‘;;‘}(n)) Fomr

L=0 M=0J=0

together with its adjoint

Ns Nﬂ Nu
AOE) =ReY. 3 3 RinaDing( G0~ Lm ~ MBS (). ()

=0 m=0 n=0

Note that 4 produces an array of complex scalars from an array of real vectors,
whereas A" produces an array of real vectors from an array of complex scalars. The
electric field at the kth step is computed from (14)(a), using the kth approximation of
GLMJ.

. . . . = =(k— k
We can derive a recursion relation for the electric field when E(Lkgl 7= &(LkMy +ag f=( L ,3,, 7

in the following way. Substitute this expression into (14)(a), in which the electric field is
replaced by its kth approximation. Subtract from this result (14)(a), in which the electric
field and conductivity tensor are replaced by their (k — 1)th approximations. Then, if we

say that E(Lkg, g E(Lk&f,), we get the final result

Nn Nl Nl

- . = k—
EE:;), = ES:.,'I) +a ) YN G§f’(l —Lym—M)-fou; Efyy. (43)
=0 M=0 J=0

The second term on the right hand side of (43) is the correction vector induced in
the electric field, due to the correction term in the conductivity. Clearly, (43) gives E®)
explicitly in terms of E(*~1), Hence, this is an explicit recursion relation for the electric
field vector. We can get an implicit relation by simply replacing the electric field vector
in the correction term of (43) by E(¥)| which means that we would have a large system to
solve in (43). Therefore, the explicit recursion relation has an obvious advantage over the
implicit. We should also remember that (43) was derived under the assumption that the
changes in conductivity are not large, from iteration to iteration. This means that a; is

small.

The conjugate gradient algorithm starts with an initial guess, X,, from which we
compute Ry = Y — AVX,, P, = Qo = A*WR,. In addition, we have a convergence
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parameter, €. Then for k = 1,..., if Test = ||Ri||/||Y]| < ¢, stop; Xi is the optimal
solution of (14)(b). Otherwise, update X; by the following steps:

Sk = AN P,
ap = | Qk-12
| Skl|2

Xk =Xio1 +ar Py
Ri = Re—1 ~— arSi (44)
Qe = A"R,
by = Q|

1Qr-1[]

Py =Qk + b P

comment (1): For a linear problem, solved in infinite precision arithmetic, the algorithm
terminates at the Mth step when Qar+1 = 0, so that X4, is the least-squares solution
of Y = AX. We have already shown that the vectors @y, @1, Q2,..., are mutually
orthogonal, as are the vectors, S;, Sz, Ss,.... In addition

if j <k,
TP { 1) )
Sk 1Q:1,

otherwise.

comment (2): This suggests that we monitor the iterates {Qx} for loss of orthogonality,

and restart when the condition |Q7 Qi+1| > c;QfﬂQk.H is satisfied, where ¢; = 0.2
(say). When this occurs, we set by = 0 in the last line, and then continue (i.e., we restart
with a pure gradient step).

comment (3): Allen Mclntosh, Fitting Linear Models: An Application of Conjugate
Gradient Algorithms, Springer-Verlag, 1982, gives an alternative expression for by:

_ QF(Qk — Qx-1)
S o Y

which seems to produce Q;’s that are more orthogonal, when using the criterion of com-
ment (2). This definition requires, however, that an extra array to store @Qx_; be made
available. This is no problem if we monitor for orthogonality for the purpose of restarting,
because that array is required anyway.

The Toeplitz operations that are a part of A and A" are evaluated by using the FFT,
as described in Appendix A of Chapter II. This, together with the fact that the storage
requirements are reasonably modest, are the reasons why the conjugate gradient algorithm
becomes attractive for large problems in our model.

APPENDIX A
Internal Green’s Functions, G,3, G32, in the Bulk Model
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We are going to sketch a procedure that organizes the computations in such a way
that the ' dependence is displayed explicitly, so that integrations with ruspect to 2' are
computed more easily. There is a bit of preliminary work that must be done. We will use
our previous equations and notation as much as possible.

x o]
~%,
1 -Az
al-%w |eht 4 b g e 7
0 oo
{ L (S'Lo_j -
- 2 (3-%) _ Y -~ ) - iy
cveh HNLQ-;\,(% U\Levgeﬂ‘(% ?)+(V4€-;}3(g.”
e R , t- < !

——

eV, e h(¥-2) _LA\QLe-ﬁ.(%-%’)_, e \73 ery(¢-¢') 10 'v; o Msl22))

[ 0 ] [0
(1o | o Po(2+ ) n 1 |o#(3+%)
0] @ ‘o
= |~ b
We rewrite the equation of continuity at T;he bottom interface in the following form,
which is suggestive of a scattering operator:

[ﬁzlful — 10| - 1730]

= —[5: 5] [f,] , (A1)

where

d' =d'eti(=ot)
f =f:ex.(zo+s') (A.2)
& =c'e~M(s0+s) '

) =e:e-x,(so+:')_
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Equation (A.1) defines the scattering operator at the bottom interface:
JI

fg' =§‘,,[:'] (A3)
h

where

-g—b =[172 [Ta| — Brof — 1730] - [—‘l'hl - 173]

B;; By,
- B;; Ba; (A.4)
Bsy By |-
B4y Bs:
It is easy to express these equations in terms of the expansion coefficients defined at
z=2'(-)
dl
f' _ =(-)[¢
0| =5 "lep (A.5)
h
where
’e‘-*l(zO"‘Z') 0 0 0
=(“) 0 e—h(zo+z') 0 0 — e_x‘(zo_‘.‘:) 0
O 0 1 0 0 e (20T Z
L0 0 01
F By e~2M1(20+5) Bjge—(M+2s)(z0+2") (A.6)
Ba; e‘-(iﬁ-k.)(zo-{»z') Bzze—2la(xo+z')
= B;le"’"(“'*‘") B”e—kl(loht')
L Bsy e"Al("’*‘") Bne-ﬁl(lo+z')

A similar analysis, starting at the top interface and working down to 2'(+), yields

a
b =+ [d
c _3 [j], (A.7)
e
where Tll eX1 'Y leeksz'
=(+) Tyretr® Tpae*e*
S5 = T::c’lu' Typelat+ds)s’ | (4.8)
Tye(htdods' T, e2hes’
and
Tn T
;:: ;:: = [BaolBu0] — 91| — 53] ™ [v2%4] (4.9)
T41 Tﬂ
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is the scattering operator at the top interface. The discontinuity equation at z = 2z’

becomes
c—-c
d-d 1= =
e—e | = ["hl"”zlﬁalﬁ] 'T. J, (A.10)
f-f
or
c—c =h,
d—d =h,
Al
e — el =h3 ( 1)
f - f' =h4)

and the h’s are independent of 2o and z'. Don’t forget that we have a different set of h’s for
each type of current (electric or magnetic), and for each orientation of the current source.

Now, on to the algebra! When written out, (A.7) and (A.5) become:

e =Sd+ s
b =S(+) (+)f

S(+)d+ S(+)f
e _S(+) (+)f

(A.12)
d' =57+ 5

f' =8¢ + 537)¢!
g =8{¢ + 5;¢
h =S¢ + 55,

and when (A.11) is substituted into the middle four equations in (A.12), we get, after some

steps
and—ay f =r (A.13)
—and + azn f =r;, '
h
here 1 =1 - S8 _ si)glh)
a2 =S S(+) S S(+)
- (+) =) o(+)
az; —S S + S Sa1 (A.14)

Qs =1 — s§, Isi) — 5708
ry =hy — Sk — S8Ry
ra =he — S0y — 8577k,
When we expand a;; and aa3, using (A.6) and (A.8), we find that they are independent

of 2/, but we find that a;3 is proportional to exp(A; — A3)z’ and aj; is proportional to
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exp(—(A; — As)z'). Hence, when we solve (A.13) using Cramer’s rule, the denominator
determinant is independent of 2’ (as we knew it had to be). This means that z' appears

only in various exponential terms in the numerator of the solution. This makes it easy to
integrate.

Let’s continue. After solving (A.13) we substitute (d, f) into the first two equations
in (A.12), and get what we are really looking for: the field above the slab. The result is

[Tu(l — By Tyze~(a#2)50 _ By Ty e=220%0)
a =N1

D
+ T12(Byy Tsje~(Mi+29)20 4 By Ty e~ 2As%0)
D
Tll(Ble328-2A1z° + BlzT4ze~(X1+.\3)zo
+N4 +
+ Tn(l - BuTne‘””') - BlzTile-(AH-Aa)zo
- (A.15)
b=N Tn(l — leT32e—(h+Aa)zo _ B”T“e-ﬂ\;zo) .
=N, 5
+ Tya(Bayy Taae~Pa+20)20 4 By Ty e=2Pa%0)
D
T2 (BuTszve'n‘zo + By Type—(M1+2s)zo
+N4 +
+ Tzz(l - BnTne_"“"° - BuTﬂe-()«x+A,)zo
D ’

where

Ny =eM% hy — by Byye=1%0g=22' _ j B oe~(hi+As)zog-2as’
Ny =€} by — by Byye~(1+r)zmg=27' _ b B ~2az0g—2as’
D =(1 — By Ty;e~*1%0 _ B, Ty e~ (M1+2a)50)(1 _ By, Type~(M1+2)20 _ B, Type=2ro%0)
— (Ba1TyyeA1t2s)%0 | By, Ty e223%0)( By Type~221% 4 By Type~ (A1 +da)se )(A )
.16

Equation (A.15) is needed for computing G121, where the subscripts refer to regions of
space (1 being above the slab, and 2 being the interior of the slab). In order to compute

G322, we need the coefficients ¢, e, d', f'. These are gotten, after solving (A.13), by using
(A.11) and (A.12):

c=5{1d+ S3f
e =S{Pd+ s

(A7)
d =d-h;
f'=f = ha
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There is another way of getting the results of this note that reflects the physics of
the problem. It is less complicated algebraically, and will produce expressions that are
easily integrated with respect to z'. The technique is based upon the notion of incident
and reflected Green’s functions, and uses the scattering operators that have already been

defined.

We start with (A.11) and decompose the fields within the slab into incident and
reflected parts. Because the A’s in (A.11) are independent of 2o and z', being properties
of only the exciting point source and the material within the slab, they are used to define
the incident field within the slab:

Fr= {h;ﬁze'*‘(“") + hu':,e"*'(""), fzr<z<0

_hlﬁlexl(l—;') — hsﬂsex’(g_z')’ if — 20 <z< z’. (A.18)

Note that the incident field is decomposed into an upward-traveling wave above z', and a
downward-traveling wave below 2.

The incident field contains all those singularities of the Green’s function that are
associated with the source and sink points. The reflected Green’s function, therefore, is

regular, and is the response due to the presence of the boundaries at 2 = 0 and z = —z,.
The reflected field is given by the remainder of the total proposed field and the indicent
field:
Fg =c1-’lekx(z—x') + eﬁseka(z—:') + dlﬁze—lx(z—z') + flﬁ4e-lg(z—z')

=c"1718x" + e"ﬁae*" + d"i')ze-x" + f"64e—l" (A.lQ)

where d' = d’e*"' f” = f'e*”'
] - - ’ n - 4 (A20)

" =ce M, " =ee %,

Note that Fg is continuous across z', and that the (c",e") terms are downward-
traveling (which means that they originate at the upper boundary, z = 0), whereas the
(d", f") terms are upward-traveling (which means that they originate at the lower bound-
ary, z = —zp).

Eventually we will have to integrate Fr with respect to z and 2'. The integral with
respect to z is trivial, being simply the integral of the exponential terms. The integral
with respect to z', on the other hand involves the coefficients, ¢", d", e", f", and these
are only implicitly defined in terms of z'. This is the same problem that motivated these
notes in the first place; now we are going to develop another formalism for expressing these
coeflicients in terms of 2/, in order to evaluate the integrals.

In terms of our new notation, (A.3) and (A.4) are equivalent to

d" Bue—zh %0 Bnc-(x,+x.).° hye—* s
f”] =~ [Bne—(xﬁ-h)to B"e—zx.:o h;e‘x”'

By e~ Bue-(h-O-la):o c"
+ [le e—(l;-}l')lo Bzzc—2X.8° e" ]

(A.21)
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and (A.7) and (A.8) produce
"] _[Ts1 Ts2] [ hoe™® Ty, Ts2| (4"
[e” ] - [T41 T42 ] [ h{CA’z' + Tu T42 f” ) (A22)

The physics implied by (A.21) and (A.22) is interesting. The first term in (A.21)
corresponds to the reflection from the lower boundary of the downward-going part of the
incident field, and the second term represents the reflection from the lower boundary of
the downward-going wave that has been reflected from the top boundary. In (A.22) the
terms correspond to reflections from the top surface.

Equations (A.21) and (A.22) can be solved for ¢", d", €”, f" in several ways. One
way is to use an iterative scheme, which starts out by assuming that ¢’ = 0, ¢ = 0 and
then computing [d”, f"] from (A.21). This result is then substituted into (A.22), from
which an updated value of [¢", "] is obtained. This completes the first cycle; the second
cycle starts with the updated [¢", e"] being substituted back into (A.21). This iterative
method mimics the multiple reflections that are produced in this system.

An alternative method of solution is simply to create a 4 x 4 linear system from (A.21)
and (A.22), which is then solved conventionally. No matter how (A.21) and (A.22) are
solved, these results are all that are needed to compute G, (don’t forget the depolarizing
term). In order to compute G,3, we need [a, b], as before. Rather than use (A.15), we
can derive a second equation from (A.7) and (A.8):

a]l _[Tu Tia] [heeM* T T |d”
H = [Tn Tzz] [me*“’] + [Tn oo | | ] (4.23)
This equation can be solved once [d", f"] is known.

Because the coefficient matrices in (A.21), (A.22) are independent of 2', we can easily
derive an equation for the integrals of [c", d", e", f"] with respect to 2'. In fact, the
equation is (A.21), (A.22), with the inhomogeneous terms replaced by the appropriate
integrals with respect to z'. Such integrals are easily computed because of the presence of
the exponentials.

Let’s charge on and solve (A.21) and (A.22) the old-fashioned way, by elimination of
pairs of unknowns. For example, if we substitute (A.22) into (A.21), thereby eliminating
[¢",e"] in favor of [d", f"], we get

= ====11d" ==1h s’ =[he—21%
P—Bﬂ[ f,,]=BT h::m.]_B[h;:_m.], (A.24)

where B is the matrix that appears in (A.21), and T is the matrix that appears in (A.22).
The solution of (A.24) is

" = ==-l== s = —==-1== -8
[;,.] = [7-3 T| B T[’,:::,;] - [7_3':7'] B [,’:::_,‘,] (A.25)
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and when this is substituted into (A.22), we get
e R l;l’ ~1 e 13’
[ ] [I +T[1-B T] B] T [;‘:;’, ] T [I B T] B [::‘_A,, ] . (A26)

Because we are only solving 2 x 2 systems, the inverses can be easily carried out by using
Cramer’s rule, as was done in solving (A.23).

The solution vector can be written as

c” Rll R12 R]s Rli hze“l z
e" _ R21 Rzz st Rz4 h‘CA'z'
d'"| “ |Rsy Rs2 Rss Rs hyje~™ PE R (A.27)

f'l lRa Ry Res Rud Lhse™

where the matrix elements are independent of 2/, and are called reflection coefficients. Note
that there is a matrix of reflection coefficients for each of the three components of electric
or magnetic current density, because h depends upon the current source.

In terms of the 2 x 2 matrices defined earlier, we have
R R12- _F.FF =="1=|=
[Rn Ry | -[I+TI-T_BE] B]T

[Rxs Ry, =——T.[

Ras  Ra4 | -BT

=~

=]—1=

Rs: Rs;) U QIS P (A.28)
1 Re| _[F_BFHF

[Ru Ry, | —P -B--f] BT

Rss Ru‘ _ = ==1-1=

[Ru Ra) [I_BT] B

The Dyadic Green’s Function G{:%(z, 2')

The “electric-electric” dyadic Green’s function has the following interpretration: its
first column is the electric field vector produced by a point source of electric current that
is oriented in the z-direction, its second column is the electric field vector produced by
a point source of electric current that is oriented in the y-direction, and similarly for the
third column. Of course, we are still working in the Fourier domain, so that the only

spatiai variables are (z,z'), where z is the field point, and z' the source point. Hence, we
can write

é(")(z, z') =
B £ B()
E(z) E(v) E(z)
(kB + by B fwtyy (~ke B + by B Jwtys  (—k B +Ic,H( )) wess
+J 6(2 —Z )a:a:

(A.29)
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The superscripts on the field componentsin each column denote the direction of the applied
electric point-current source. The delta function term that appears in the zz component
of the dyad is due to the fact that E, contains a term that is directly propo i or 1 to the
z-component of the applied electric current density. Hence, when this current density is a
delta function, as it is when computing the dyadic Green’s function, the same delta function
appears in the Green’s function. This term is the “depolarization” Green’s function.

The tangential components of the electromagnetic field that appear in (A.29) are
computed from (A.18) and (A.19), where the coefficients in (A.19) are given in (A.27).
We conclude, therefore, that the matrix in (A.29) consists of two parts: an incident part,
due to (A.18), and a reflected part, due to (A.19). Hence, we write G(“)(z 2')=Gy(z -

2)+Gp(z - =z 'Y + Gg(z,2'). Note that the incident and depolarization Green’s dyadics
depend upon the difference between the source and field points.

Let’s go into the computation of the dyadic Green’s function in a little more detail.
We start with (A.18) and (A.19), keeping in mind that there are three different A’s (corre-
sponding to each possible orientation of the point source of current) for the electric Green’s
function, and three different h's for the magnetic Green’s function. We are interested in
only the electric dyadic Green’s function now. Hence, each h will give us a column of the
Green’s dyad; how do we get the rows? Remember that the eigenvectors stand for

(A.30)

Hence, the entries of (A.29) can be easily picked out of this vector structure. For

example, the first column of the incident part of (A.29) is obtained upon referring to
(A.18):

Eg,) =hgz)v£1)e-)q(:-x') + hg’)vgl)e—h(z-x') <z

=~ hgz)vgl)e*‘("") - hg')vgl)e"'("'") z<2 (A.31)(a)
ES’) =hg’)vg’)e"“("") + hg’)vﬁz)e""(“") <z

= hg’)vgz)e*‘(“") - hg‘)vgz)e"‘(‘"') z2 <2 (A.31)(b)
I?g’) =h§')v§’)e'k‘(’_") + hﬁ’)vis)e”"("") 2 <z

=~ hg')vga)e’“(“") - hg')vgs)e"'(“") z <2 (A.31)(c)

E(,) ___h(zz)vgl)e-k;(:—:') + hﬁ’)vgﬂe—)a(l-x') 2 <z
= — h{Pp{VeX(3=2) _ p{{Dehals=s) ;< 4 (A.31)(d)

[-k,ﬁ,‘," + k,if'g’)]

wéygg

Iv-21

——




[( k‘"g4) + kv”ga))h(zz)e‘h(z—z')

Wz,

+ (—k2v, 04k v(’))h(') =a(s—s' )] 2’ <2
ll

+ (kgv{® - k,vg‘))hg”)e*a('-z')] z2< 2. (A.31)(e)

In order to compute the reflected part, we start with (A.19), and get
Eg’) =c"(')v§1)e‘\“ + en(z)vgl)exu + dn(z)vgl)e—a\;z + f"(t)vﬁl)e—kaz (A.32)(a)
El(!z) =cu(z)v§2)eA;s + en(z)vgz)ex.z +d"(=)v§2)e”‘" +f"(')v£2)e">‘" (A.32)(b)
ﬁiz) =cn(z)v§8)cx,z+en(z)v§!)ek,z+dll(z)v§3)e—11z+f"(=)v§3)e-h= (A.32)(c)
ﬁ;:) - cn(z)v(l) Mz eu(s)v(n sz du(z)vg‘)e-)qz + f"(’)vﬁ‘)e‘*" (A.32)(d)

B =

[-—k B + by 8]

[( k. v(*) +k v(’))cu(z) Az + (=ks 1)(4) +k v(a))eu(s) Asz

w:z

(ko vy + kyvf )@ e2x 4 (ko) + kvvﬁ”)f""’e‘*"] , (A-32)(e)

where [c"(2), ¢"(2), d"(®) | f(2)] jg given by (A.27), with the h’s given by [A{™), A, A(®), 1{®)).

It should be clear, now, how to compute the other two columns of the incident dyadic
Green’s function.

The Vector Green’s Function G{5(z,z')

We start with the dual of the bottom row of the dyad in (A.29), which produces the
z-component of the magnetic field:

H,(z,2') =

[(~ky B 4 kB Jwpo  (—ky B 4+ ko BV Jwpo  (—k, B + k:ﬂ")/m( L-sa)

If S(k., k,) is the transfer function corresponding to integration over the sensor coil, then
G{F)(z,2') = S(k,, k,)H,(z,2'). (A.34)

This is the expression that is used in (12) (see the comment below (3)(c), also). The
electric field is evaluated in region 1 of the figure (z > 0), so that we need [a, b] from either
(A.15) or (A.37).
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Consider (10); with a whip source that produces 1 y-directed electric field, Ey, in the
principal-axis system, we have

N. Nl N:
EMFim=3Y. % Y 6F99 - L,m - M)EoLms53%),. (A.35)
L=0 M=0 J=0

Now GSE')(') is given in (11) and (12), which uses the y-component of (A.33) and
(A.34)

GBI (2, 2') = Sk, ky)(—ky ED + kEW) Jwpo, (A.36)
where, from the figure,
EW = — g g e 20t
— A37
E!(,") = —~ aWMagge=20% 4 p¥)e=2oz ( )

a— a(¥) and b(¥) are given by either (A.15) or (A.23) with [h] = [A(¥)]. For example, in
(A.16) we have

N, =eA;z' hgr) _ th)Bue—zh loe—h" _ hgﬂ)Bue—(A;+4\;)zoe—Aaz'

A.
N, =e“"'hg") - hgy)Bn e~(atda)zo =2z’ _ hg")Bzze'n‘“e-hz') (4:3)
whereas (A.23) and (A.27) produce
[a(')] _ [Tll le] (7_’— [Ru Rsz]) [hg')ekxu]
bv) T T Ry Ry V) eres (A.39)

+ Tii Thz| | Rss Ru] [hi”e"‘*':] _
Toy Taa) [Res Rua| | R{Me—2sz
Clearly, we are using separation of variables, in which the coefficients, [a, ], carry the
z' dependence. Hence, in evaluating the integrals over z' in (12), we need only integrate
these coefficients with respect to z'. The results are readily apparent from (A.38) and

(A.39), because the z' dependence is explicitly stated in the exponentials; the coefficient
matrices are independent of z'.
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CHAPTER V

LABORATORY DATA COLLECTION
AND MODEL INTERFACE
FOR FLAW INVERSION

Jeff C. Treece




1. INTRODUCTION

Collecting and storing laboratory data became a fairly complicated task as a large
amount of data were taken under a wide range of physical circumstances. This chapter
gives an overview of the software and hardware involved in the complete data acquisi-
tion process. We first discuss the data collection software, which touches on the
hardware design for a complete understanding of the motivation behind the software.
We also review the sensors and excitations used for the project; these sensors are men-
tioned here to complete the documentation of handling and keeping track of the data.
Finally, we present some sample laboratory data.

2. DATA COLLECTION SOFTWARE

The data acquisition itself was just one part of the overall process, and began with a
““C” language data acquisition program designed to run on MS-DOS computers. We
used two different MS-DOS computers during the project, and the software was
developed to operate well with almost any type of MS-DOS computer, even one without
a hard drive. During the project, we upgraded from a PC-XT compatible computer to
12MHz PC-AT compatible laboratory computer, allowing us to acquire data much more
efficiently. Some changes to the data acquisition program were required to get the pro-
gram to run on the new computer; these changes are documented in the Sixth and
Seventh Quarterly Reports.

Data collected in the laboratory went through many handling steps before its usage
in the computer modeling program. This section outlines the steps that we used in
acquiring and storing the data collected in our laboratory at Indiana University (IU). The
laboratory was set up and operated through IU’s *‘Partners in Applied Research’’ (PAR)
program. Hardware used in the project was developed prior to this work, and is dis-
cussed in the reports for our contract with Naval Surface Warfare Center, contract
number N60921-86-C-0172, which expired in December 1988 [S1]. It will be necessary
to refer to features of the hardware in this report, but for detailed information, the reader
is encouraged to study the reports for the NSWC project and Reference [T2]. It is
sufficient for this project to model the electronics system as in the block diagram of Fig-
ure V-1. It is very important to note that the signals produced by the electronics are not
the true in-phase and quadrature EMF readings required by the model [S2], but are
derived from the EMF values after some amount of amplitude scaling and phase-angle
rotation. The actual EMF values must be determined from the laboratory measurements
by forming a linear combination of the measured “‘zero’’ and *‘ninety’’ signals. Refer-
ence to Figure V-1 is made later in this chapter when discussing the algorithms that we -
used for computing the actual EMF values.
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Figure V-1. Model of the mixer circuit.

2 a. Steps in the Acquisition Process

To obtain a sufficiently large base of data from different flaws requires special tools
and methods for compactly storing and retreiving the data. All data collected were even-
tually stored on our Alliant UNIX machine, and the UNIX environment was used to
access the growing database, process and plot the data, and maintain information about

the laboratory experiments. The following list summarizes the steps acquiring data and
making it ready for the model.

1. Collect measurements in remote laboratory. We will use the term “‘test’” to denote a
given set of measurements resulting from one scan over a sample of material. A test
typically consists of measurements at a multitude of frequencies on a grid of points in

the X -Y space, and is stored on a floppy disk or a hard drive in a number of different
files.

2. Transfer the data from laboratory computer to Alliant computer. This task was best
performed by first using an archive program to consolidate the data into one file (we
used the public-domain program 200), then copying the archive file to an JU UNIX
machine that could be used to send data to our Alliant by UUCP (UNIX-to-UNIX
copy). Alternativeiy we sometimes hand-carried floppy diskettes to an IBM-AT
networked to our Alliant.

3. Store the data in an orderly manner. Our method was to use a unique directory in the
labdata account, named by the year and date that the test was performed, that con-
tained a few standard files: the compressed archive in one of several formats, tar, zoo,
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or ar, Read.me, overview information about the measurement; db.entry, database
information in a specific format; and header, specific information about the measure-
ment. Read.me and header were also added to the archive.

4. Add db.entry to the database so that page number, data measurement statistics, sam-
ple, excitation, and other information could be accessed through the database pro-
gram.

5. Run a program called profile developed by Bishara Shamee and Jeff Treece to make a
profile page of grayscale images to add to our booklet of data.

2 b. Phase Shifts and Gain Errors

Note that there are two DC outputs of the circuit represented by Figure V-1, whose
phase and amplitude depend in part on several phase errors and the amplifier gain. In
short:

Ve =sin(wt) (V-0)
V, =A sin (@ + 0, ) (V-1)

v, =ALPF{ sin ( ¢ + Gpg ) sin (O + & + Oy )}
=A'c°s(¢M"¢s"¢A) + Voso (V-2)
Va=A LPF{ sin (¢ + Gpg + O ) sin (f + ¢ + Oy )}

=A"cos (O +06—0s —0a) + Voeo0 (V-3)

Where V; and V5 are the outputs of the in-phase and quadrature mixers, respectively,
and ¢, is the phase of the signal applied to the mixer input. Equations (V-2) and (V-3)
can be used to calculate system parameters when some of the variables are known. Also,
it is possible to calculate the mixer phase shift using the SPICE circuit analysis program.
One can also extract the amplifier phase shifts from the data sheets. Finally, another set
of two equations can be obtained after modifying the mixer circuit to bypass the amplifier
(thus bypass the amplifier phase shift). These equations and calculations yield an over-
determined system, however, the equations are non-linear, and several ideal assumptions
have been made. Moreover, the laboratory measurements are taken with some degree of
experimental error. The solution to the set of equations was attempted using MINPACK.
A more complete discussion of this calculation was presented in the Seventh Quarterly
Report.




2 c. New Method of Finding Phase Shifts, Based on Field Model

The MINPACK method of determining phase shifts, reviewed in this chapter and
described in the Seventh Quarterly Report, has certain drawbacks, one of which is its
complexity. The complexity of the process makes the error margin uncertain. Because
of this fact and that we wanted to test results using an independent method, we briefly
looked at a second method of calculating phase shift and gain multipliers for the lab data.
The second method was based simply on calculating the expected EMF values / and
determining from the calculations the proper scaling factor and phase angle for the actual
frequencies measured.

To calculate the expected EMF, we must know, apriori, the properties of the
material. For this, we selected various metals, whose conductivities were documented in
[W1]. We selected thin planar samples of the metals and measured the transmitted
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Figure V-2. Sensor and excitation arrangement for calibration experiments.

field using the setup of Figure V-2. We were able to comput the expected field using the
experiment geometry and sample conductivity as inputs to the model. The outputs of the
model were assumed the correct EMF values, and the outputs of the lab system were
assumed to be V; and V, as shown in Figure V-1. A simple linear transformation can be
used to transform V; and V, into the calculated EMF values. Then, assuming the same
hardware setup for other tests, other laboratory data can be converted using the same
linear transformation.

Plots of Figure V-3 show laboratory data and model calculations for the field
transmitted through a sheet of aluminum foil. Similar experiments were repeated for
other samples: copper, stainless steel, iron, and thick aluminum. Thick samples were
desirable because the thickness was convenient to measure, but were undesirable because
they attenuated the signal at high frequencies (demonstrating their EM shielding proper-
ties). Consistent results were obtained, indicating that a good agreement is seen after
scaling the lab data by a factor of about 10 and cormrecting the phase by almost 180

! The calculation itself is not simple, but the concept is simple. The calculation is based on
work reported in Chapter 1.
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Figure V-3. Laboratory data (top) and model calculations (bottom) for
transmitted field through thin sheet of aluminum at SMHz. On the left is the
“‘zero”” signal; on the right is the ‘“‘ninety’’ signal. Scaling and rotating
(phase angle) the lab data gives a close approximation of the model calcula-
tions. The required rotation and scaling are not alarming. See text for a full
explanation.

degrees. The 180 degree phase error is not distrubing: such an “‘error’’ could easily be
the result of connecting the sensor or excitation with the wires reversed or losing a minus
sign in a calculation. The consistency of these experiments indicates that this method
might be an excellent way to calibrate the laboratory data. The two biggest problems in
obtaining accurate results seem to be getting an accurate conductivity estimate and
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accurately measuring the thickness of the material.

2 d. Using High-Frequency Data

At high frequencies, phase shifts and gain errors in the laboratory hardware can not
be ignored. In competition with the hardware limitations are the needs of the computer
model, which uses a multi-frequency algorithm that benefits from a wide range of fre-
quencies. By compensating in software for phase shifts and gain errors and redesigning
some of the sensors and exciting coils, we were able to collect data over a wider range of
frequencies than expected at the onset of the project. The inductance of our sleeve exci-
tation source was about 80uH, and the sleeve had a self-resonance frequency in the 1-
2MHz range. In order to expand our usable frequency range, we first looked for an exci-
tation source with less inductance (though data collected with the sleeve are not useless:
it is, however, more difficult to characterize the current that is driven through the coil,
and thus determine the phase and magnitude of the excitation current). We next used a
whip excitation, which had nearly the same cross-sectional geometry as the sleeve, but
was formed of only one turn of wire instead of about forty. We were able to collect data
using the whip at frequencies up to 25MHz. Smaller sensors also allow us to make meas-
urements at higher frequencies -- sometimes up to SOMHz 2. We were not able to collect
data above SOMHz because that is the highest frequency we could generate with our
HP8116A signal generator.

The small excitations do not produce uniform fields, and the first version of the
computer model assumed uniform fields. Later, changes were made to the model (see
Chapters I and III) that allowed us to use data from whip, ring and other sensors and
excitations. We discovered several trade-offs when using the smaller sensors: they typi-
cally gave higher resolution, measured only the near-surface region of the sample, tended
to be more sensitive to lift-off, and gave a smaller flaw signal. Since the small sensors
gave higher resolution measurements, we were often able to detect micro-features of the
material, such as fiber weave structure and fiber orientation.

The software phase and gain compensation took place in three stages: we first
characterized the laboratory harware by performing experiments, then calculated parame-
ters required for rotating and scaling, and then we converted the data by calculating
actual EMF values, taking the excitation current into account. The first step was
hardware-dependent: for each new sensor/excitation arrangement, new experiments were
required to characterize the phase shifts. For this reason, EMF values could be accu-
rately calculated for only certain sensors and excitation (the ones for which we per-
formed the required experiments). The second step was accomplished by running a pro-
gram using the data of the first step as input. The program calculated best-fit values for a
number of unknowns. The entire method is described in detail in the Fifth Quarterly
Report for contract number N60921-86-C-0172, between Sabbagh Associates and Naval
Surface Warfare Center {S1]. An alternative method for the second step was

2 The data at high frequencies had much more error, that is the phase and amplitude were much
less accurate than at the low frequencies.




contemplated near the end of this project, and some preliminary results are presented in
Section 0. At certain frequencies, the final step can possibly fail (see Seventh Quarterly
Report, Appendix D, Section ¢). If the final calculation fails due to large specific values
of phase shifts, the data are not useful at that frequency for use in the model.

3. SENSORS, EXCITATIONS, SAMPLES, AND DESCRIPTIONS

We tested new sensors to optimize the design for flaw and feature detection. Cer-
tain sensor configurations were particularly good at detecting certain features. For exam-
ple, a directed cum:nt, such as our whip excitation, was found to be good at detecting
fiber “‘tows.”” 3 Certain innovative sensors, such as the ‘“‘figure-eight’’ sensor/excitation
described in the sensors listing, were useful for detecting flaws and other small features.
We have noted that certain sensor designs are optimum for particular applications; we
have already discussed an excitation that is good at detecting signals from tows, which
indicates micro-structure of the material. However, carrying the example further, large
tow signals hinder detection of flaws, so those sensors that are good at detecting tows
might not be good at detecting impact damage.

3 a. List of Sensors Used

SENSORS

1. Sensor "“HW1"
Pancake coil, 13 turns, 28 AWG. Diameter 0.16"

2. Sensor "HWla"
HWl’'s replacement. Pancake coil, 13 turns, 28 AWG.
Outer diameter 0.125%; Inner diameter 0.06"

3. Sensor "Hw2"
Pancake coil, 4 turns, 34 AWG. Diameter 0.09"

4. Sensor "“HwW3"
Pancake coil, 3 turns, 34 AWG. Diameter 0.06"

5. Sensor "HW4"
Pancake coil 3 turns, 34 AWG. Diameter 0.06"

6. Sensor "HWS"
Pancake coil, 3 turns, 34 AWG. Diameter 0.03"

7. Sensor "HW6"

3 Tows are the result of the bunches of fibers that are used when the materials are made. Con-
ductivity is better in the tow regions than between tows, resulting in a striped image. Some such
images are presented in the Fifth, Sixth, and Seventh Quarterly Reports. Tow is spinners’ cant,
now used by makers of graphite-epoxy. Satin weave, which has warp and woof without a twill, is
another borrowed textile phrase, taken from weavers at the loom.




Pancake coil, 3 turns, 34 AWG. Diameter 0.04"

8. Sensor "HWI"
Pancake coil, 2 turns, 34 AWG. Diameter ?"

9. Sensor "macOl*

Circuit board sensor, 0.6" x 0.565". 10 turns, each having a width of 20
mils.

10. Sensor "mac08"

A circuit board sensor made up of 8 mac0l’s with a spacing of 30 mils
between sach sensor. Center-to-center distance between sensors is
0.6%.

11. Sensor "jrb2"

0.375" diameter barrel, probe tip 0.25" diameter. This probe has a
black housing with three gold stripes. There is a female connector for
coaxial cable in back, and a small (less than 0.06" diameter) coil at
front. The number of turns in the probe tip is unknown.

Inductance ? henries. Resistance ? ohms.

12. Sensor "jrb2ns"
This is simply the jrb2 probe without its ferrite shield.

13. Sensor "HWS"
Pancake coil, S turns, 28 AWG.
Outer diameter 0.375"; 1Inner diameter 0.03"

14. Sensor "HW9"
Pancake coil, 5 turns, 36 AWG. Diameter 0.03"

15. Sensor "HW1lO"
Pancake coil, 5 turns, 36 AWG. Diameter 0.035"

16. Sensor "HW11l“
Pancake coil, 5 turns, 40 AWG. Diameter 0.03"

17. Sensoxr "“HW12"
Pancake coil, $ turns, 40 AWG. Diameter 0.025"

18. Sensor "capl"®

Circuit-board sensor. 0.745" x 0.385"

Fingers separated by 20 mils., 2 groups of fingers. The inner group has
four fingers, each outer group has two. The outer groups are connected.

19. Sensor “"cap2"®

Circuit-board sensor. 0.65" x 0.65"

Fingers separated by roughly 30 mils. Two separate groups of three
fingers each. The fingers zig-zag twice.

20. Sensor "cap3"

Circuit-board sensor. 0.5" x 0.75"

Fingers separated by roughly 20 mils. Two separate groups of five
fingers each.

21. Sensor “capi"
Circuit-board sensor. 0.6" x 0.575"
Six groups of two fingers roughly 20 mils apart. The groups are separate.

22. Sensor “cap5"
Circuit-board sensor. 0.6" x 0.55"
Two separate groups of three fingers, each separated by 40 mils.

23. Sensor “capé”
Circuit-board sensor. 0.75" x 0.55"




Both sides are different. One side has two groups of three fingers, the
other side has three groups of two fingers, where the outer two groups
are connected. The fingers are roughly 50 mils apart.

24. Sensor "cap?"
Circuit-board sensor. 0.275" x 0,575"
Six separate groups of two fingers separated by 20 mils.

25. Sensor "cap8"

Circuit-board sensor. 0.39" x 0.37"

Both sides are different. One side has four groups of two, the other
side has one group of four flanked by two groups of two. The fingers
are 20 mils apart. One finger in the four finger group is broken.

26. Sensor "HW13"
Pancake coil, 5 turns, 40 AWG. Outer diameter 0.15"

27. Sensor "HW14"“
Pancake coil, 5 turns, 32 AWG. Outer diameter 0.1"

28, Sensor "HW1S*®
Pancake coil, 5 turns, 32 AWG. Outer diameter 0.09" +/- 0.01"

29. Sensor "HW1é"
Pancake coil, 5 turns, 32 AWG. Outer diameter 0.09" +/- 0.Cl"

30. Sensor “HW17"
Pancake coil, 5 turns, 32 AWG. Outer diameter 0.09” +/- 0.01"

31. Sensor "280"
Sue Vernon’s 86.280 probe. The barrel is a highlighter pen. A coax
female connector is on one end, and an iron cup, 835 mils in diameter,
is on the other. Epoxy seals the cup. Inner diameter = 350 mils.
Barrel = 2,875 mils long. Inductance =? Henries. Resistance =? ohms.
A label says:

86.280 2971

1c 603

32. Sensor "335"
Sue Vernon’s 86.335 probe. The barrel is a highlighter pen. A coax
female connector is on one end, and an iron cup, 1% in diameter,
is on the other. Epoxy seals the cup. Inner diameter = 450 mils.
Barrel = 2,140 mils long. Inductance =? Henries. Resistance =? ohms.
A label says:

86.335 26 16 pa

400 3b%

33, Sensor "disk"
A disk drive head. See the lab book for details. This is basically
a split-core transformer, as far as we can tell.

34. Sensor "HW1g"
One loop, 34 AWG, 0.2" diameter.

35. Sensor "HW19"
One loop, 34 AWG, 0.1" diameter.

36. Sensor "eyel”
Two loops with one turn in each loop. The windings oppose so that the
background signal is eliminated, outer diameter .13" +/- 0.01", 34 AWG

37. Sensor "X1"

Four handwounds in series. Each Hw has two turns of 38 AWG wire
around the peg of a dual-row header. The four sensors were then bent
into an x shape such that opposing legs canceled each other in a
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uniform field. This sensor was then place in a ring excitation.

38. Sensor "rings*

Two handwounds with two turns of 34 AWG wire that were wrapped around
a peg of a dual-row header. The windings oppose so that the
background signal is eliminated.

39. Sensor "D1"

Two handwounds with two turns of 34 AWG wire that were wrapped around
a peg of a dual-row header. The windings oppose so that the
background signal is eliminated.

40. Sensor "microl"
Small micro sensor made at Purdue.

40. Sensor "micros"
Small micro sensors connected in series, placed side by side.

50. Sensor “"HW20"
Two loops, 34 AWG, .70" +/- 0.01" diameter.

51. Sensor "HW21"
Two loops, 34 AWG, .59" +/- 0.01" diameter.

3 b. A List of the Excitations

EXCITATIONS

-

1. Excitation "linch loop”
diameter 1", 34 AWG.

2. Excitation "big sleeve"
A 11" x 3.88" x 0.25" piece of Plexi-glass, wound by 28 AWG wire 16
times. Each winding is 0.125" apart.

3. Excitation "junk sleeve"

4. Excitation "large sleeve"
9" in length when flat. 39 conductors (standard computer ribbon cable)
connected together to form a solenoid. Width 1.94".

5. Excitation "small sleeve"
9.5" when laid flat. 14 conductors (standard computer ribbon cable)
connected together to form another solenoid. 0.7" width.

6. Excitation "bridge”

A circuit board sensor, mac08, is attached to a Plexi-glass backing,
which measures 9.06" x 5.06" x 0.24". The mac08 leads run out of the
bottom edge of the Plexi-glass, back to another board with one 200 ohm
potentiometer and 2 other resistors for each lead.

7. Excitation "HW2"
See above entry in SENSORS, Used as an excitation, HW2 was
arranged in a "ring" configuration.

8. Excitation "HWé"
See above entry in SENSORS and "HW2".
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9. Excitation "harp”
An 11" x 2" x 0.25" rectangular solenoid wrapped around Plexi-glass. It
has 17 turns of 28 AWG wire, each spaced roughly 0.125" apart.

10. Excitation "loop4™
28 AWG, diameter 0.875". Loop excitations are used in anisotrop) tests,

11. Excitation "loop21l"

12. Excitation "large loop"
28 AWG, diameter 2.22"

13. Excitation "small loop"
28 AWG, diameter 1.11"

14. Excitation "macO1l"
See above entry in SENSORS.

15. Excitation "monster”

28 AWG wire. 10" x 10.6". A 30 turn solenoid whose windings are in the
direction of the larger axis. The windings are spaced five to six
sixteenths of an inch apart.

16. Excitation "ringl”
28 AWG, diameter 0.625"

17. Excitation "ring2"

18. Excitation "ring3*®
Slightly bent. 28 AWG, diameter 1"

19. Excitation "ring4"
28 AWG, diameter 0.1"

20. Excitation "ringS"
34 AWG, diareter 1.5" + 0.06"

21. Excitation "ring6"

22. Excitation "ring?"
36 AWG, diameter 0.625" +- 0.06"

23. Excitation "ring8"
36 AWG, diameter 0.6" + 0.06"

24. Excitation "rings”
36 AWG, diameter 0.625" + 0.06"

25. Excitation "ringlo"
36 AWG, diameter 0.64" 4+- 0.06"

26. Excitation "ring20"
40 AWG, diameter 0.125"
Has broken lead wire.

27. Excitation "ring2l"
A double ring, one superimposed upon the other. 34 AWG, diameters 1"
+ 0.06".

28. Excitation "whip”
A single loop of 28 AWG wire. The loop is 8" when stretched flat.

29. Excitation “window"

A circuit board, 7.06" x 7" x 0.06", with copper on top. The left and
right edges are solid copper columns, each one 0.375" wide. Joining the
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two are regularly-spaced copper rows, each 0.06" wide, that completely
fill the board from top to bottom. There are 100 rows in all.

30. Excitation "loop5"
28 AWG, diameter 0.25".

31. Excitation “ringll®
36 AWG, diameter 0.625" +— 0.06"

32. Excitation "ringl2"
36 AWG, diameter 0.625" 4+ 0.06"

33. Excitation "fig8"

A sideways figure 8. The leads are attached to loop B. Diameter of loop
A is 0.625" 4+ 0.06". Diameter of loop B is 0.625" + 0.09". The

fig8 is made out of 36 AWG wire.

34. Excitation *“280"
See the above entry in SENSORS.

35. Excitation "335"
See the above entry in SENSORS.

36. Excitation "whip2"
A single loop of 28 AWG wire. The wire is 0.75" long when stretched to
a separation of roughly 60 mils.

37. Excitation "ring23"
34 AWG, diameter 0.2"

38. Excitation "ring24"
34 AWG, diameter 0.1"

39. Excitation “ring25"
34 AWG, diameter 0.12"

40. Excitation "xing26"
34 AWG, diametexr 0.06"

41. Excitation “ring27"

42. Excitation "“ring28"
34 AWG, diameter 0.33"

43. Excitation "Rings”
Two handwounds of 34 AWG wire that were wrapped around a peg of
a dual-row header. The windings oppose each other.

44. Excitation "micro2”
Small micro sensor made at Purdue.
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3 c. Samples

DESCRIPTIONS OF SAMPLES

- > > = - -

1. Sample "1"

Sample 1 is the well-known satin weave square sample that has twelve
flat-bottom drilled holes. The dimensions are 6.125" wide by 6.125"
long by 0.11" thick. The top side has twelve visible holes (6 0.5"
diameter and 6 0.25" diameter). The top side is smoother than the
bottom side. Weaves of dimensions approximately 0.1" are visible from
both sides. The pattern appears to be "under-~4, over-1." See the lab
notes for more detaijls.

2. Sample "panl2"

6.125" x 6.125" x 0,11" satin weave. Same weave pattern as Sample 1.
Yellow alignment lines run horizontally as shown in the lab notes. The
top side is smoother than the bottom side.

3. Sample *“3"
6.1" x 6.1" x 0.1" satin weave. There is a hole almost precisely in the
center of the top side (top side is the aide that is “"roughest"). The

hole is 0.2" in diameter, appears to be flat-bottomed, and is
approximately 55mils deep.

4. Sample "pil"
6" x 6" x 0.065" checkered cloth pattern, but not satin weave. Top side
is rougher than the bottom side. The panel flexes more easily along the
y axis than along the x axis, as in the lab notes. A tag attached to
the sample says:

10 layers

11 mil ohm

T = 67 -

wt = 57,1140 gm

v = 39.837 p = 1.434

high resistivity reasons unknown

S. Sample “pa4g"
5.9" x 5.9" x 0.08"., Top side has eleven holes of various sizes; see
the lab notes. The panel seems rigid in both directions.

6. Sample "4"

6" x 6" x 0.085". The top side is smooth, the bottom side is
cloth-patterned. The bottom has "5245C" and "#4" written in yellow
grease pencil. There is a yellow X connecting the four corners of the
sample. We will call the "5245C" edge the "0" direction. From the top,
one can see predominate (fiber?) lines, diagconal from upper-left to
lower-right. A blue grease pencil) arrow points to the left on the top
side. The board bends easier about the "0" direction axis than about
the axis of the blue arrow. The board is warped in the "easy"”
direction (about 50 mils in the center).

7. Sample "2*

11.375"x 11.5" x 0.085" cloth pattern. The top says “top/front." The
panel has blue grease pencil Xs near the center on both sides.
Horizontal grooves of various widths (from 0.125" to 1", two sets) have
been stamped on the top in four rows. The grooves average less than §
mils deep. 7" from the left edge, and 1" and 2" from the bottom edge,
are 2 depressions. The lower one is roughly 10 mils deep, the upper one
is around 5 mils deep. 2" above the second depression is a third, 0.5"
long and roughly 5 mils deep. On the back face, a crack extends from
top to bottom, 3.875" inward from the right edge. The sample is warped
near this crack, by (on the average) 5 mils. The whole sample bends
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along the axes parallel with the crack much easier than along other
axes.

8. Sample “"RAEl"
13" x 12.875" x 0.215" cloth pattern. The front has "RAE1" and "0-90"
on a sticker in the top right corner. Various irregular depreasions

are circled with yellow grease pencil, see the lab notes for more
details.

9. Sample “"RAE2"
4.94" x 4.38" x 0.125" rigid cloth weave. The panel has blue tape
saying "RAE2" in the upper right corner. The back shows fibers in x

patterns. The front has two circled regions. See the lab notes for
more details.

10. Sample "RAE3"

6.125" x 4.31" x 0.195" rigid cloth weave. The front and back are plain
except for a circled depression on the front. The depression is located
2.5" up and 3.5" over from the bottom left corner.

11. Sample "RAE4"

7.125" x 6.125" x 0.395" rigid cloth weave. The panel has no diagonal
fibers. No obvious flaws are on it. Blue tape saying "RAE4" is in the
upper right corner.

12. Sample "RAES"

12.25" x 11" x 0.32" rigid cloth weave. There is a tape saying "RAES"
in the upper right corner. Also in the top right corner is written
"0+/-45." The panel has 5 layers of roughly 0.06" each. The front has
two circled depressions. The upper left circle says "28.3 J."

13. Sample "5"

12" x 11.88" x 0.15". Top is smooth, bottom is a canvas-type of
surface. A blue X is drawn on the front. Lines run from left to right
on the top. The top is scraped in the bottom left quadrant. The edges
are rough and irregular. Fibers run vertically. The panel is rigid,
except for vertical axes. Two cracks are in the back. One is 0.75"
from the right edge, the other is 6.75" from the right edge. This is
the unidirectional sample made by Olaf Rask.

14. Sample “"bar"

2" x 12" x 1.44". The top is cloth weave, the bottom is satin weave.
The sample is obviously layered. the Middle of the bottom is warped
upward by roughly 15mils. The top says "4-10" and has two circular
depressions: one squarely in the center, and one 4 inches beneath the
firast. The top has shallow grooves spaced around 1" apart; these
grooves are apparently joints.,

15. Sample "A"

9" x 9" x 0.11". The top is smooth, the bottom is a tight canvas weave.
Fibers run diagonally, + and - 22.5 degrees. A red "A" and an arrow
indicating fiber direction are drawn in the upper left guadrant. The
panel has no obvious flaws.

16. Sample "B"

9" x 9" x 0.11. This panel has the same physical attributes as Sample

A. A red "B" and and arrow are drawn in the upper left quadrant, as with
Sample A. Again, no visible flaws are present.

17. Sample “"ceramic"”

Two ceramic disks, one white, one black. The white one has a circular
depression in it, 85 mils in diameter and 30 mils deep. The white disk
has a 465 mil diameter and is 242 mils deep; the black disk is 465 mils
in diameter and 212 mils deep. The black disk is abraded near the edges.
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18. Sample "xas"
12" x 12” x 0.17". This sample is described fully in the notes included
in the package from England. It is a 32-ply carbon-epoxy slab with nine
0.2-ply-wide delaminations ranging in diameter from 0.8" in the upper left
to 2" in the lower right. A label in the upper right corner of the top
face says:

070 688 / B.C.

XAS 914

32 ply 0/90/+0or-45

with delaminations

19. Sample "carba"
20. Sample "carbb"

21. Sample "C302"

10" x 13.25" x .14" carbon carbon weave sample. This sample has it’s lower
right corner cut out. The sample is warped down the middle, however it is

not obvious. The front of the sample is labeled with C302 written on it, also
the direction of the warp is indicated here. The sample also has a purple
square painted on the front.

22. Sample "copper"
3.995" x 3.930" x .024" piece of copper.

23. Sample "lead"”
4.5" x 4.6 x .106" piece of lead.

24. Sample "stainless”
16.88" x 7.9" x .062" piece of stainless steel.

25. Sample "slide"

1.074" x 3.135" x .274 carbon-carbon. The top side has two large
flaws, also the top right corner is ground down. Backside has a glossy
appearance.

SOLAR CELLS

1. 2L65-66-503

Solarcell marked with "O" on the bottom in black. Has obvious defect
going across the cell, 80 mils up from the centerline (silver strip at
the bottom).

2. 5J79-63-501

No defects are obvious, though there is a slight hump 80 mils up from
the centerline, with the silver strip at the bottom. Also, there may be
a defect along the upper right side. See lab notes for more details.

3. 5J69-20-06-501

There seems to be a defect 175 mils below the centerline, and the cell’s
appearance is "patchy,"” more reflective than cells #1, #2, or M.

4. 4L96-44-501

No obvious flaws, though there is a slightly raised area about 200 mils
above the centerline.

S. 4M59-30-501
6. 5K19-41-501
7. 2M16-49-503

8. 5K15-43-501
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9. 2L87-08-501

There is an obvious diagonal crack from the lower left edge going up to
the right.

10. 3M61-41-503
There is a lengthwise raised area 300 mils from the right edge.

11. 4M11-59-501

This cell has a crack on the lower right edge. There is also a smashed
spot in the lower right.

2. 4M59-35-501
There is a crack at the upper left edge.

13. 3M62-65-501
No glaring defects.

14. 4M78-48-501
No obvious defects.

15. 3M72-22-501
Nothing obvious.

16. 4M59-45-501
Nothing obvious.

17. 4048-37
Exposure.

18. 4048-60
19. 4048-14
20. 4048-54

21. 4048-07

CIRCUIT BOARDS

- e s e e

7.94” x 3.625" x 0.06” Copper-colored rectangle. See the lab notes for
a picture of it.

2.
9" x 3" x 0.06". Top is silver-green, bottom is dark green. There are

many large holes, but few pinholes. There are 2 solder globs on the top
and the bottom. See the lab notes.

3.

4.5" x 5.44” x 0.06"

This board is green. There is a 2.63" x 0.38" projection out of the
bottom, located 0.63" from the left edge. The top has a 5 x 7 grid of
contacts. Six chips are still on the board. The back "looks like a
parking lot.” See the lab notes for a diagram.

4.

9" x 3" x 0.06"

This board is a clone of #2, except it has no solder globs, and its
pinholes are smaller.

5.
5.44" x 3.38" x 0.06" green board. The top and bottom both have rows of
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silver near the top and bottom, roughly 0.125" wide, but the top has a
silver column at the left edge, 0.125" wide. In the middle of both
sides are pinholes, arranged in 6 groups of 16. These pinholes cover a
rectangular area totaling 4" x 1". The bottom left corner of the
pinhole rectangle is 0.75" from the left and 0.75" from the bottom.

6.

8.5" x 5" x 0.06" green board. The top face say "top" in the lower left
corner. There is a gold strip on the left edge of the top and bottom.
The top has sparse wiring, the bottom somewhat more wiring. The only
holes are close to the left and right edges, in the center. See the lab
notes for more details.

7.

4.06" x 2.44" x 0.05" brown board. The left has a contact projection
with dimensions 1.5" x 0.25", located 0.5" up from the bottom edge. The
front says "s2193626"” near the lower left. The upper right and lower
left corners have 0.625" long, 0.063" high cuts extending into the board
from the right along the top and bottom edges. Again, see the lab notes
for a diagram.

8.
6.69" x 6" x 0.06" board, dark green front, silvered back. There is a
contact projection on the left edge of the top. It is 0.25" wide, 2.5"
long, and starts 1.75" from the bottom.

9.

8.25" x 2.88" x 0.07" board. The front says "44112" near a resistor in
the upper left. A 4.12" x 0.375" contact projection starts 2” from the
right edge, near a capacitor. Two rows of 22 vertical, soldered,
pinhole columns cover the front and back faces., Two 0.125" diameter
holes are positioned at 2" and 6.25" from the left side, 0.5" from the
top.

10. copper3

16.25" x 10" x 0.06" brown board. The front face of this board has
"10424" in the upper right quadrant. The back face has a mailing label
along the top edge. There is a rectangular hecle in the upper left
corner of the front. Gold contacts are along the bottom edge. The
wiring and pinhole rows are predominately vertical on both sides. The
board is made up of 6 layers. The top and bottom edges of the front are
warped upwards by roughly 0.3", and the left and right edges are warped
downwards by around 0.1". The board is flexible in all directions.

3 d. Database Descriptions

1. tows
Linear disturbance in data due to the sample’s fiber direction.
When two or more fiber directions are present, a weave-like
pattern appears in the data.

2. flaws
Any man-made or natural cut, crack or blemish located on the sample
being analyzed.

3. anisotropy
Used to obtain directional properties of a sample. A pattern is
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obtained by using a single current loop placed either on top
(1)Reflected or on the bottom of the sample (2) transmitted.

4. foil
A piece of foil used to represent a "target". This piece of foil can
be any size, shape and at any location. (See Read.me files for detailed
information on location.)

S. aluminum
A piece of aluminum used as a sample.

6. orientation
Aluminum "targets" cut in various shapes and sizes. These "targets"
are then placed on the sample being analyzed. Useful for giving true
directions of sample with respect to the positioner.

7. monosensor

A single sensor being used for eddy current detection, as opposed to
using several sensors.

8. solarcell
A semiconductor solarcell was used as the sample.

9. subtraction
The subtraction of one data set from another. This is generally
performed on data coming from two samples of identical makeup and
orientation, except one of the two samples may have a man-made flaw.

10. saturated
Measured signal at the A/D converter exceeded the maximum readable
value. The data obtained at these points are generally useless. Asure
indication is areas in the grayscale that are all-black or all-white.

11. traces
Copper traces on a pc board.

12. weaves
Weave patterns can be seen on plots associated with satin weave
graphite epoxy composite materials.

13. SBIRSS
These data were used in a proposal for the SBIR 1988 solicitation.

14. 0.lufcap
A .luf capacitor was placed at the output of the lowpass filter on
amplifier. The resistor value used in the LPF was 10k.

15. 2.7ufcap
The lowpass filter at the output was using a 2.7uf capacitor. The
resistor used was 10k

16. 0.0lufcap
The lowpass filter at the output was using a .0luf capacitor. The
resistor used was 10k

17. transmitted
The anisotropy test was done in transmission (the sensor and excitation
were on opposite sides of the material).

18. reflected
The anisotropy measurement was reflected (the sensor and excitation
were on the same side of the material).

19. tee
The sensor arrangement was "tee."” For a tee arrangement, the sensor
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and excitstion are pancake coils, and the sensor is placed tangentially
to the material. The excitation is placed tangentially to the sensor
(in a plane parallel to the sample).

20. impact
Damage is visible in the measurement that was the result of impact.

21. cracks
This primarily applies to solar cells. A crack in the material shows
up in the measurements.

22. incase
This feature primarily applies to solar cells. The measurements were
made while the samples were still in their cases.

23. blast

The data was taken, but the real reason for the measurement was to
expose the sample to a “"blast" of excitation.

24. striping

Discontinuities in the Y direction in the plots caused by multiple
sensors covering adjacent areas of the sample.

25. lemon

An anisotropy test feature. The reflected or transmitted field has an
"oval" appearance (stretched in one direction).

26. fourfold

An anisotropy test feature. The reflected or tranamitted field has
four or more "lobes".

27. balazs

The data collected is bad for some reason. For example, a sensor may
have come loose during the test and only half of the data are valid.

28. metal

data were collected from transmitted field through a metal sheet so
that calibration data could be collected to determine gain and phase
shift of the amplifiers

4. DATA-HANDLING SOFTWARE

The phase angle and gain depends on many things, including the particular sensors
and excitations used. The numerical accuracy of the data, and hence the success of the
inversion algorithms, hinges on the proper characterization of these sensors and
hardware. An improved method of storing data was developed during this project that
involved using a different coding of data and a different data compression algorithm.

As mentioned above, proper handling an appropriate usage of the data can be as
complicated a task as actually acquiring the data. One difficult problem is documenting
the experiments well enough that the phase shifts, gain, and physical parameters can be
accessed when required by the conversion program. In addition to having the informa-
tion available, proper usage of the data demands that the user have knowledge of how the
data conversion tools operate. Another difficulty is locating the data required after it has
been stored away in its archive.
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Documentation consisted of more than notes about sensor size, distances, and physi-
cal locations of samples and sensors; we also performed experiments to characterize the
hardware. Results from the experiments were used data-handling software. Descriptions
of sensors, samples, excitations, and data features were updated for the laboratory data-
base, and a menu-driven program was developed to locate particular data based on
features or other keywords. Documentation was improved for the software tools required
for extracting and managing data to help the user understand the operation of the rela-
tively complicated data conversion utilities.

4 a. Keeping Track of the Data

Our method insured a standard way of storing the data, and reduced the amount of
disk space required, making it easy to recover raw data for a numerical experiment. By
placing vital information in the database, one later has the abiltiy to search for specific
samples or other keywords and immediately locate the data. The ability to select certain
features of the data helped us to gain insight about the data collection process. We can,
for example, locate all tests that demonstrate the ‘‘tow’’ feature, and then see what sen-
sors and excitations were used to gather those data. A listing produced by the database
program is included in this report. Sample entries from the laboratory data have
appeared in previous quarterly reports, and do not appear here. The complete summary
of all data appears in a collection of outputs from profile, that we appropriately call the
Tons-o-Data data book. One such entry was made for every test made for this project
and others. Also included in this report is a description of the operation of the database-
searching utilities. Standard UNIX and public software utilities were used to locate and
manipulate the data: awk, sed, tar, grep, ar, zoo, compress, and troff. The following
listing is an introductory notice that gives the user an idea of how the database operates.

INSTRUCTIONS FOR "DATA" USAGE

You have accessed a simple (really) database that will give you
information sbout data acquired in the lab. Some on-line definition
files can be viewed from the main menu. These definition files explain
characteristics of sensors, samples, excitations, and features from the
entire collection of lab data. A few simple database operators allow
you to pick out particular sets of data based on your selection of
features or other stored information. A report will be generated that
can be sent to the printer, a computer file, or the terminal screen.

In order to effectively use the database, you should understand how the
information is stored...

1) Raw information about lab measurements is edited into a form-like file
that is human readable. That file is called "db”.

2) The raw file is condensed into a more compact file that is not very
readable. Information is stored one-data-set-per-line. Separate
bits of information within the line are separated with the "@* sign.
The compact file is called "db.condensed".

To retrieve information, the compact file is "grep"ed for patterns that
match the keywords specified by the database user. The keywords can be a
list of words, and can involve logical operators: OR, AND, and NOT. For
example, one can search for all data listing features "flaws" but NOT
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"balazs.” Note that since the file is grepped on a line-by-line basis,
there is no way of telling what field the pattern matches. The pattern "1“
will match "1" in the SAMPLE field (see fields below), but will also match
*1988" in the DATE field. 1If you wish to match fields precisely, you can
surround the pattern with "@"; thus the pattern "@l@" matches the "1" in
the SAMPLE field (unfortunately "@1@" matches "1" in other fields such as
“AVERAGES” -- see below).

The fields appearing in the db file are listed bealow:

l) (empty) Empty; nothing in this field

2) PAGE Page number in the Tons-o-Data manual

3) SAMPLE The official sample name

4) DIRECTORY The pathname to the data on the Alliant

S) DATE Date recorded by data acquisition program

6) SENSOR The official sensor name

7) EXCITATION The official excitation name

8) ORIENTATION Orientation of sample, if applicable

9) TOPORBOTTOM Top --> sensor scanned over top of sample

10) RANGE Two numbers representing lower and upper frequency
11) TEST Name of the test performed (e.g. "flaw")

12) QUALITY One word describing data quality {good, fair, poor)
13) DIMENSIONS Size of scan in inches -- X and Y

14) RESOLUTION Step size in inches -- X and Y

15) AVERAGE Number of points averages together per measurement
16) VERSION Laboratory hardware ID number

17) FEATURES Features demonstrated by the data

For more information, refer to documentation for the data-taking program
and documentation for the conversion program.

4 b. Data Conversion

To correct in software for phase and gain errors, a program was run in the lab to
record the outputs of the A/D converters (all channels) under simplified conditions.
These data were used determine the phase-shift and gain effects present in the circuitry.
A program called adcounts.c reads the A/D converters on the lab computer at a
number of frequencies to provide required phase and gain information. A second pro-
gram is a c-shell program on the Alliant UNIX computer that takes adcounts output
and formats a ‘‘parameter’’ file to be used by the parameter-calculating program. A third
program, calcparms.f, uses the MINPACK equations and the parameter file,
params.dat to determine amounts of scaling and rotation. The output of the
calcparms program is called calcparms.dat. A fourth program, makesystem
takes the calcparms.dat file and produces mixer.parms. Finally,
mixer.parms is used by convert when the phase and gain calculations are made.
This process is further described above, in the DATA COLLECTION section.

convert was used to translate raw laboratory data, stored in a compact coded for-
mat, into user-ready EMF data, processed as needed to compensate for the phase and
gain errors described above. A great deal of input is required by convert before the
EMF values can be extracted. The values of N, and N,, along with the number of sen-
sors used and the ordering of the data files, are always required when attempting to
reorder the data. convert must also know the storage format of the data: several dif-
ferent storage formats were used throughout this project (see Image Compression and
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Archival). Also, the laboratory setup and parameters are needed to use the data in the
model (e.g. the list of frequencies and excitation voltages used). If the user attempts to
compensate phase and gain or normalize to the exciting coil current, then the values of
amplifier gains and exciting coil voltages are required. Other information is useful for
keeping track of how the data is collected: date of the measurement, version of data-
taking program used, number of measurements averaged to get one data value, sensor
used, excitation coil used, the sample material measured, and the physical dimensions (in
inches, for example) of the area covered by the test.

In early versions of the data-taker program, the data files were named with digits
indicating the sensor number and Y value of the pass. This storage is very different than
the storage method of later versions. Whenever a such a revision is made to the Iab
software, the required method of conversion changes. If a new there is a new hardware
setup, the sensor order is possibly reversed, and in some cases, sensors can be hooked up
with reverse polarity. Thus for every hardware or software revision, a new hardware ID
number was created that was used as an input to convert. The program can decide
from the unique ID how to reorder the data and invert certain channels if required. All of
the above parameters are read by convert in the form of a header, which is always
created by the data-taker program. The following list is a summary of the information
foundin header:

Hardware 1D Number

Date of Experiment

Description (Sample, Sensor, Excitation)
Beginning X Value in Inches
Ending X

Number of Data Values in X
Beginning Y Value in Inches
Ending Y

Number of Data Values in Y
Number of Frequencies Used
Number of Sensors Used

Number of Data Points Averaged
List of Frequencies in KHz

List of Exciting Coil Voltages
List of Gain Settings (O=H; 1=L)
Data~taker Version ID

Included in the list of inputs to convert is the revision level of the data-taking
program. The revision of the data-taker is important because a number of factors within
the data-taker can affect the accuracy of the measurements. If a measurement is repeated
for verification, it is important to use the original revision of the program. Also, when
the laboratory numbers are compared to model calculations, the accuracy of the measure-
ments is an important consideration. Under some conditions, the data-taker might give
erroneous results, and the revision level helps debug problems with the data.

A number of hardware system parameters must be determined before the phase and
amplitude of the signal can be calculated (see DATA COLLECTION). These parameters
are assumed to be stored in a file called mixer.parms in the lab data home directory.
When convert runs, it searches for the file and allows phase and gain calculations if
the file is present. If the file is not present, then the program will warn the user that no
phase/gain calculation can be attempted. Sometimes, convert can not perform the
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requested calculation of EMF values. In this case, the files are still created but are not
normalized: the result is ‘‘raw’’ values from the A/D converter. Thus, the user must pay
attention t0 any warnings given by the program.

The contents of mixer.parms are calculated by calcparms: mixer phase
shift, exciting coil current, exciting coil magnitude, amplifier phase shift (H and L gains),
individual channel DC offsets (H and L gains), and individual channel gains (H and L
gains). The values of the parameters change with different exciting coils, sensors,
cables, and mixer circuits; thus, a new mixer.parms file is required each time a new
experiment is set up (whenever the actual phase and magnitude is required). Since it is
not always feasible to produce a new parameter file every time an experiment is run, we
often *’live with’’ the phase and gain errors that result. Any time that the ‘‘standard”’
parameter file is not accurate enough, additional data can be taken to improve the
experiment’s accuracy. It is impossible for convert to estimate the accuracy of the
conversion, except when the frequency is known to be out of range.

Documentation for convert exists for the FORTRAN version of the program.
When the format of data storage was changed (data-taker Revision 1.17), convert was
re-written in C language to assure better portability to other computers, such as MS-DOS
machines. The operation of the C version of convert closely follows the documentation
in two internal documents: A Guide 1o Using Convert, and Convert Usage Instructions,
both written by Jeff Treece. Some amount of usage instruction is given when invoking
convert -h.

4 c. Image Compression and Archival

Counts measured from the A/D converters were originally stored in jeffcode. ¢ A
slightly more compact storage would result from storing a pair of readings in three bytes,
but it would be impossible to edit or view the file with standard text tools. The disk-
space savings would be 25 percent, ignoring the newline character at the end of every
line in the coded file. The standard file format for all hardware Revision Numbers 4.1
and 4.4, prior to software Revision 1.17, has two lines of jeffcode numbers for each X
value in the file: one line contains the in-phase measurements and the other line contains
the quadrature measurements. Each of the two lines has a coded measurement, occupy-
ing two characters, for each frequency recorded. Each line is terminated with the UNIX
newline character (10 decimal). Jeffcode must be first decoded since it is not a native
machine data type. Coding and decoding jeffcode can be done using bit operations to
speed up the process, but the process always takes some amount of computation. A
decoded number is always in the range of 0-4095 decimal, inclusive, and represents the
number of counts measured by the A/D converter. The analog input range of the A/D
converter is -10V to 10V; thus the counts are converted into a voltage by the equation
V=-10+C x20/4096, where C is the number of counts measured by the A/D

¢ Jeffcode is described in previous quarterly reports. It was created for convenience, not for
efficiency. Every byte of the coded file is a readable ASCII character, making it possible 10 edit
and view the file.

v-23




W WE WS W NN G5 Oh G BN @S an UGN R B ab ol U B

converter.

Data for each measurement are stored in a compressed archive. Three archive pro-
grams have been used: UNIX’s ar, UNIX’s tar, and the public domain program
z0o. Zoo has its own internal data compression; when the other two are used, the
resulting archive file compressed with UNIX’s compress utility. Data from the lab
stored in jeffcode does not typically have a good compression rate (not much disk space
is saved) because The like-features of the data are dissociated: the spatial structure of the
image is not maintained. One way to improve the compression is to store the gradient
(along columns) of the file. This simple operation improves compression by saving only
variations and not the absolute numbers.

Another way to improve compression is to store the data in a reordered space. The
normal ordering (adjacent X values stored in successive memory locations) makes the
most sense; if stored this way, regions of small variations compress well. There are other
advantages to storing data in the sensible ordering; for example, the data can be read
directly into arrays using low-level read statements, resulting in much more efficient I/O
in processing programs. Compression can often be improved by separating least-
significant bits and most-significant bits into separate files. The most significant bits
have little variation, and compress very well. This discussion applies only to general-
purpose data compression utilities, suich compress. There may exist other compres-
sion utilities that take advantage of the geometry of the data file that would perform ade-
quately without reordering the data. Prior to Revision 1.17 of the data-taker, storage was
in jeffcode; after that time, the data were written with the four most-significant bits in one
file and the eight least-significant bits in another file. The naming convention for the data
files became:

A number of experiments were performed using the techniques discussed above.
Timing results are not very accurate because they were performed on a UNIX machine
while it was tending to other tasks. The timing can be used to get a rough idea of the
computer resources required to store and extract the data. Experiments using several dif-
ferent methods yielded the following results:

V-24




Laob Data Files: Output of Convert:
namel0.0h namel10.00
vome |
Base Name Base Name
Frequency F‘requency“'
Phase Phase

Bit Significance

Figure V-4, File naming convention for the data files and convert out-
put files. The ‘‘Base Name’’ is up to five characters, and is determined
when the data is taken. ‘‘Frequency’’ is an integer, starting with 0, that indi-
cates the frequency index (0 is the first frequency, 1 is the second, and so
on). “‘Phase’ is either 0 or 1 in the lab data files and 00 or 90 in the con-
vert output files, and represents whether the data are in-phase or quadra-
ture. ‘‘Bit Significance’ is either h or ], and indicates whether the file con-
tains most-significant bits or least-significant bits. Lab data files are stored
in character format (one byte per datum), and convert output files are
stored in single-precision floating point binary format.

# _ Storage Method JC_DF__ Size Time'
1. Raw Jeffcode y n 424 35.1
2.  Differenced Jeffcode y y 252 30.3
3.  Reordered Jeffcode y n 220 259
4. Differenced Reordered Jeffcode y y 200 243
5.  Reordered 2-byte Integer n n 276 274
6. Differenced Reordered 2-byte Integer n y 208 27.8
7. Reordered 2-byte Integer Separate Files n n 216 25.5
8. Differenced Reordered 2-byte Integer n y 176 28.3
Separate Files

9.  1.5-byte Character No Compression n n 384 2.6
10.  2-byte Character No Compression n n 500
11.  1.5-byte Character Differenced Reordered n y 168 333
12.  1.5-byte Character n n 204 323
13. 2-byte Character Differenced in X-Y Reor- n y 140 26.1

dered Separate Files

* Very approximate

Table V-1. Experimental timings and disk usage values for various storage
methods.
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The column labeled ‘‘JC’* indicates whether or not the method uses jeffcode; if so,
some computation is required to extract the data. Likewise, the column ““DF’’ indicates
whether or not the data is differenced. Again, a ‘‘y"’ in this column indicates that addi-
tional computation is required to extract the original data. The size is given in k-bytes
used by the archive file. The time column tells how much time was required for extrac-
tion, in seconds. The time column is very approximate since the time depends on system
load and other factors. ‘‘Jeffcode’’ is the data format produced by the laboratory pro-
gram. ‘‘Reordered’’ means that the data has been re-written into a ‘‘normal’’ ordering
(see above). whose rows and columns correspond to X- and Y-indices of the data. *‘2-
byte’’ and ‘‘1.5-byte’’ indicate how many bytes are used to store one datum. ‘‘Integer’’
indicates that the counts of the A/D converter are re-formatted into the machine represen-
tation for an integer. ‘‘Character’’ indicates that the data are stored as-is from the A/D
converter, bit-for-bit. ‘‘Separate Files’’ indicates that the most-significant and least-
significant bits are stored in two different files. In terms of disk storage space required,
method 13 is the best. In terms of extraction time, methods 9 and 10 are the best. Other
methods, such as 2-byte character, might be more convenient for accessing and using the
data. The new version of software uses method 7.

5. SAMPLE LABORATORY DATA

It is beyond the scope of this report to present all 500 plus pages of the Tons-o-Data
booklet. We have presented some of these data in previous quarterly reports, and a rela-
tively complete discussion of the data is presented in the final report for the NSWC pro-
ject, mentioned previously in this chapter. For the purpose of this report, a few key sets
of data are presented (the data presented here bears special significance because it is con-
sidered in model calculations in Chapter III). The images are presented here as they
appear in the Tons-o-Data booklet. The data used by the model are these data, rotated
and scaled as discussed above.

5 a. Data Database Listing

A fairly complete summary of the stored data is presented here. The database list-
ing starting on the following page was produced by the database programs, and
represents one of the forms of output that a user can request when searching for particular
data. Page numbers in the listing refer to the page numbers from the Tons-o-Data book-
let, as in the Sample 1 and Sample 3 data presented in this chapter.
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Page Directary Sample Festures Sensor Source Q Res. Range Test
001  1987Akugl %/ampls ref A nflocsed anisotropy mac08 small loop good 0101 $00 16000 snisatropy
2 Tufcep
003 1987Augl 9/ampld et B nflectod enisogopy mac08 smal] Joop good 0.1 0.1 500 16000 anisotropy
27ufeap
005  1987/sug)%/empla.tran A anisotropy transmitted  mac08 small loop good 0101 $00 16000 snisatropy
2%ufcap lemon
007  1987/ugl9Ampld.tran B snisotropy transmiitted  macO8 small loop good 0101 500 16000 anisatropy
2 7ufcap lamon
009  1967/decO] B faws Lows SBIRSS macOs whip good 0.10.1 100025090  faws
2Tufcap impact
011 1987/dec10 aluminum seflected snisotropy mac08 tinch loop far 0101 1000 25000 anisotropy
ahuminum 2. 7ufcap
ssturstion
013  1987/decl) ahaminum reflectod anisotropy mac08 linch loop good 0101 1000 25000 anisotropy
ahminum 2. 7ufcap
015  1987/Meci4 akaminum reflected anisotropy mac08 lineh loop good 0101 501250 anisotropy
shaminum 2.7ufcap
017  1907/dec02/ample] 1 flaws 2. 7ufcap monosen-  mac08 whip good 0.10.1 1000 25000 faws
sor saturated
019  1987/dec02/sampleA_B AB flaws tows foil 2.7ufcap  macO8 whip good 0101 1000 25000 faws
' monosansor
@21 1987/dec07 1 flaws monosensor mac08 whip good 0101 1000 25000 Baws
SBIRSS 2. Tufcap
1987/u010 1 flaws 27ufcap striping  macO8 bridge good 0101 100 9000 bridge
' @5 1987/jl14Akmpl]. 110mils 1 faws 2 Tufcap suriping  mac08 bridge fair 010 100 9000 bridge
1987/l14/panl 2 Smils pani2 faws 2 7ufcap suiping ~ macO8 bridge fair 0101 100 9000 bridge
029 1987/ul15 2 flaws 2.7ufeap stiping ~ mac08 bridge fur 0101 100 9000 bridge
|1 198716 2 flaws 2 Tufcap striping ~ mac08 bridge fair 0101 10025000 beidge
033 1987/ul23 1 flaws 2 Jufcep striping ~ mac08 bridge far 0101 1000 31000 bridge
035 1987124 1 flaws 2. Tufcap striping ~ mac08 large slecve fair 0101 100 9000 flaws
037 19%7/u08 1 flaws 2.7ufcap striping ~ macO8 bridge fair 0101 100 9000 bridge
039 1987/109bempl2 2 flaws 2.7ufcap striping ~ macO8 bridge poor 0.10.1 100 9000 bridge
I 041  1987/mi09/backside.bempl 1 flaws 27ufcap striping ~ mac08 bridge fair 0101 100 9000 beidge
043 1987/jm] ampleS. Joopz 5 snisotropy 2. 7ufcsp mac08 small Joop good 0101 100 9000 snisotropy
Jomon trenmmitied
' 045 1937/junl S/amplS_sniso_topeide 5 reflected anisotropy mac08 swaall loop good 0101 100 9000 anisotropy
2 Tafeap
047  1987/jmn]S/ampl2_sniso_topeide 2 reflocted anisotropy mac08 small loop poor 0101 100 9000 anisoUopy
2. %ufcap striping balazs
049  1987/un1SA00p_only snisotropy 2. 7ufcap mac08 small loop good 010 100 9000 anisolropy
051  19%87/jRn024ample3 3 flaws 2. 7ufesp striping ~ macO8 large sleeve good 0101 100 9000 faws
053 1987/un02/4sampleped pad flaws 2.7ufcep stiping ~ mec08 large slocve good 0101 100 9000 flaws
055 1987/an26/00p.ref snisotropy 2. Tufcap mac08 small loop good 010.1 100 9000 anisotropy
reflected
057  1987/jan26/amplS.tran s snisotropy transmitted  mac0$ small Joop good 0.0} 100 9000 anisAAropy
2 Nufcap
059  1987/xn26/mnplS.ref ) anisotropy 2. Tufcap mac08 small Joop good 0.10.1 100 9000 anisotropy
nfiected
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061  1987/jun03/semplet 4 anisotropy 2. Tufcap mac0$ small Joop good 0501 100 9000 snisotropy
tranamintad fourfold

063  1987/jun00/pan]2 panl2 snisotropy 2. Tufcap mac08 small loop good 0101 100 9000 anisotropy
tranemitied fourfold

065  1987/un30ton] 1 flaws 2.7ufcap striping ~ macO8 Junk dlecve poor 0101 100 9000 flaws
balazs

067  1987/jn30Aen2 1 faws 2. 7ufcep striping ~ mac08 junk slecve poor 0101 100 9000 flaws
balazs

069  1957/un08 anisatropy 2. 7ufcap mac08 small loop good 0101 100 9000 anisctropy

071 19874mayl9 ] flaws 2. Tufcep striping ~ mac08 large sleeve good 0101 100 5000 flaws

073 198%may20/emp2as 2 flaws 2. Tufcap striping  macO8 large sleeve poor 0301 100 5000 flaws

075 1987Aney20/mmp2b 2 flaws 2. 7ufcap striping ~ mac08 large sleeve poor 030] 100 5000 faws

077 1987Anay21 /emp2a 2 flaws 2. 7ufcap striping ~ macO8 large sleeve poor 0101 100 S000 flaws
balazs

079 1987Anay21 femp2b 2 Baws 2. 7ufcap stiping ~ macO8 large sleeve poor 0101 100 5000 flaws
balazs

081  1987/may25/may25.iso 2 anisotropy 2.7ufcap mac08 large loop good 0101 100 5600 anisatropy
refected

083  1987/nay26/empiPit pil snisctropy 2.7ufcap mac08 large loop good 0101 100 5000 anisotropy
reflected fourfold

085 1987/may26/empiP12 P12 snisatropy 2. Tufcap mac08 large loop good 0101 100 5000 anisotropy
mflocted

087  1987/may27/empledr 4 anisotropy 2.Tufcap small loop good 0.10.1 100 5000 anisotropy
reflocted fourfold

089  1987/may27/ampicdz 4 anisotropy transmitied  mac08 small loop good 0101 100 5000 anisotropy
2 Nufeap fourfold

091  1987/may27fpani22 pani2 anisotropy i mac08 small loop good 0101 100 5000 anisctropy
2 Tufcap fourfold

093  1987/may27/snpl4.aniso 4 snisotropy 2.Tufcap mac0$ small loop good 0.101 100 5000 amisotropy
reflocted fourfold

095 1987/may28/pi)_2 pil anisotropy 2. Tufcap msc08 small loop good 010. 100 9000 amisoATopy
transmitted fourfold

097  1987/may28hilc il anisotropy 2. Tufcap small loop good 0101 100 5000 anisotropy
transmitted foudfold

099  1987/may28/ampl2.eniso 2 amisotropy 2.7ufcap mac08 small loop good 0101 1009000 anisatropy
transmitted lamon

10,  1987/movil AB faws tows 2. Tufcap mac08 whip fair 0101 1000 25000 flaws
wriping

103 1987/dec22/monstert 1 faws 2.7ufcap striping ~ mac08 monster fair 0.10.1 1000 25000 flaws

105 1987/nov02s_whip_112.5 A tows 2. Tufcap siriping mac08 whip good 0101 1000 25000 faws

107 19874dec2marp! 1 faws 2Tufcap striping ~ macO8 harp good 0101 100025000  flaws

109  1987/mov02/sa_whip_22.5 A tows 2. 7ufcap striping mac08 whip good 0101 1000 25000 flaws

111 1988/5an06 solarl solarcell monosensor HW1 whip fair 0.05 008 1000 25000 crack
flaws 2.Tufcap striping
eracks

113 1987%nov02ss_whip_45 A tows 2 7ufcap siriping  macO8 whip good 0101 100025000  flaws

115 1987h0v20 AB flaws tows foil 2.7ufcap  mac08 whip good 0101 1000 25000 faws
monosansor

117 1987hov0¥smplA A Baws subtraction mac08 whip fair 0101 1000 25000 flaws
2Tufeap sriping
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119  1987hov0dmplB B flaws subtraction mac08 whip fair 0101 1000 25000 flaws
2 hufi "

121  1987/mov0S AB BSaws 1ows 2. Tufcap mac03 whip fair 0.10.1 1000 25000 flaws
sriping

123 1987Ahov06 ariantation 2.7ufcep foil  macOB whip good 010] 1000 25000 orientstion

125  1987/oct13 2 Raws 2.7ufcap striping ~ macO8 whip good 0.10.1 1000 30200 flaws

127 1987harls 1 flaws 2. 7ufcap striping ~ mac08 whip good 0101 1000 25000 faws

129 1987/0ct02efroster| flaws 2. Tufoap suiping  macO8 window fiir 0101 100025000  flaws

131  19870a23 B flaws tows 2. Tufeap mac08 sleeve fair 0101 1000 25000 flaws
striping impact

133 19870029 B flaws tows 2. Tufcap mac08 whip fair 0101 1000 25000 flaws

135 1967/0c103/defrostex] flaws 2.7ufcap stiping ~ macO8 window fair 0101 1000 25000 flaws

137 1987/oct03/b_try_0 B fiaws tows 2. Tufcap mac08 whip good 0103 1000 25000 flaws
striping impact

139 198%5anll 1 flaws 2. 7ufcap monosen- HW1 ring! good 0.101 1000 25000 flaws
sor

141 1987/0c130 tows 2.7ufcap stiping ~ mac08 whip good 0101 1000 25000 flaws

143 1987hepl S/TMR 2 B anisctropy 2. Nufcap mac08 small loop good 0.101 500 ;.000 anisotropy
reflected leman

145 19874ep) S/TMR_1 B snisotropy 2.7ufcap mac08 small loop good 0101 500 16000 anisaropy
reflocted lamon

147 1987hep23/sb_try! B flaws tows 2.7ufcap macO8 large sleeve fair 0.10.1 500 16000 flaws
sriping impact

149 1987/4ep234d_try2 0 B flaws tows 2. 7ufcap mac08 large sieeve good 0.10.1 500 16000 Baws
striping impact

151 1987/0p23sb_try3_90 B flaws tows 2. Tufcap mac08 large sleeve fair 0.10.1 $00 16000 flaws
striping impact

153 1987kep28/4b_tryl 90 B fiaws tows 2. 7ufcap mac08 large sleeve fair 0.101 500 16000 flaws
striping impact

155 1987/ep29/s_wyl O A tows 2 7ufcap riping ~ macO8 large sleeve fair 0101 500 16000 flaws

157 1987kep30inodata 1 flaws 2.7ufcap mac08 whip good 0101 1000 25000 flaws

159  1987hep30/defroster 1 flaws SBIRSS 2.7ufcap  mac08 window fair 0.10.1 1000 25000 flaws

byl

161 1987/pr23/mnp3nd 3 faws 2 Tufcap striping mac08 large sleeve 0101 100 5000 flaws

163 1987Apr2i/empl2 2 flaws 2.7ufcap striping ~ mac08 large slocve poor 0.101 100 5000 Raws

165 1987/apr2¥sampled.ding 3 flaws 2.7ufcap striping ~ mac08 jarge slocve good 0101 100 5000 faws

167 1987/pr13 2 flaws 2. 7ufcsp striping ~ mac08 small sleeve poor 0.101 100 5000 flaws
balazs

169  1987/aprl6 3 faws 2. 7ufcap sriping  macO8 small slecve fair 0101 100 5000 flaws

171 1987hpr2/empl2.90 2 Baws 2. Tufcap suriping ~ mac03 small sleeve poor 010} 100 5000 flaws

173 1987hpr2/ampl3.90 3 flaws 2. 7ufcap suiping ~ macO8 small deeve fair 010} 100 5000 flaws

175 1987hpr0 1 flaws SBIRSS 27ufcap  macO8 small sleeve good 0101 100 5000 faws

17 198708 2 Baws 2. 7ufcap striping ~ macO8 small sleeve good 0101 100 5000 Baws

179 1987/p109/50mil mac08 flaws 2. 7ufcep srriping  macOS small sleeve good  0.050.05 100 5000 flaw

131 1987/pr09/100mil 2 flaws 2.7ufcap stoping  mecO8 smallsleeve  good 0.1 01 100 5000 flaws
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193 1987mar28 1 faws 27ufcap stiping  macO8 small deeve  good  0.10.1 100 5¢20 flaws

185 1987/mar26 1 flaws 2.7ufcap striping ~ mac08 small sleeve good 0101 100 5000 faws
ssturstod

157 1987/mar27/mmpl2 2 faws 2. 7ufcap striping ~ mac0$ small slecve poor 0101 100 5000 flaws

159 1967/ma2?/ampll diag 1 faws 2 7ufcap striping ~ mac08 small sleeve good 0.101 100 5000 flaws

191 1967Ana27 fumpl] back 1 Baws 2 Tufcap striping ~ mac08 small gleeve good 0.10.1 100 5000 flaws
sstursied

193 1987Anay1s 1 flaws 2. 7ufcap striping  macO8 large slecve fair 0101 100 S000 flaws
balazs

195 1987Amay0?7 ber flaws 27ufcap striping  macO8 big sleeve poor 0.10.1 100 5000 flaws
impect balazs

197  193%/e012 coppr] traces moncsensor HW! ring! fair 002002 100 25000 peboard
2%ufcap satunated

199  1983/an13s0larcell} solar] solarcell mancsensar HW2 ring2 fair 0.01 0.01 100 30000 crack
crucks saturated 2 7ufcap
flaws

201 1988/an13/pcboard pcboard] traces monosensor HW2 ring? good  0.020.02 200 25000 pcboard
2ufesp ssturated

203 1988/jan13Aclarcell] 2 solar} crcks flaws monosensor  HW2 ring2 fair 0.020.02 1000 S0000 crack
solarcell saturated
27ufcap

205  1938/anl4Asclarcell2 solar2 monosansor solarcell HW2 ring2 fair 0.020.02 1000 50000 crack
sswrated 2.7ufcap

207 1988(janl4/salarcclly solar3 Baws cracks monasensor  HW2 ning2 good  0.020.02 1000 50000 crack
salarcell 2.7ufcap

209 1988/janl4Aolarcell2 2 solar2 monosensor solarcell HW2 ring2 fair 0.020.02 1000 S0000 crack
2 Tufcap

211  1988/jan14/sclarcelld solard flaws monosensor salar-  HW2 ring2 fuir 0.020.02 1000 50000 crack
cell 2.7ufcap cracks

213 1988/an14/sample] 1 flaws monosensor HW2 ring2 good 0101 500 50000 flaws
weaves 2. Tufcap

215 198%jan15/pcboard2 ooppel traces monasensor HW2 ring2 good  0.01 0.01 500 50000 trace
2 7ufcap

217  1988%/jan28 1 flaws 0.1ufcap monosen- HW1 HW2 good 0101 500 50000 flaws
%01 weaves

219 1988/an29 copr2 tTaces monasensor HW2 ring2 good 0.01980.02 500 50000 pcboard
0.lufcap

21 19884an19/pcboard copprl traces moncsensor Hw2 ring2 good 0101 500 50000 pcboand
0.1ufcap

23 1988/jan21 fcoppri 1 traces monasensor HW? 1ing6 fair 0101 500 50000 pcboard
0.1ufcap

25 198822 solard monosensor solarcell HWS HW6 poor 0101 20000 50000  crack
0.1ufcap

27 198Mebl0 1 flaws monosensor HW1la ring3 fair 0101 500 50000 flaws
0.1ufcap

29  19887eb06 1 flaws monosensor macOl mac0l good 0101 100 6000 flaws
O.lufcap

231 1988/cbl1 1 Baws monosensor HW3 ring4 good 0301 500 50000 Baws
0.1ufcap weaves

23 19835030 2 faws 0.1ufcap monosen-  HW3 ring? good 0101 500 50000 flaws
[

25 19885en20 1 flaws 0.1ufcap monosen-  HWS HW6 good 0101 500 50000 faw
s0r weaves

37 19885e0194amplel 1 flaws moncsmsor HW2 fing2 good 0101 1000 50000 flaw
0.)ufcep weaves

09 1988413 solars solarcell HW3 ringd good 0101 1000 50000 crack
0.1ufcap
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M1 198%/feb) 4/aclarcells solaré solarcell monosensor HW3 fingd good 0.101 1000 50000 crack
flaws 0.1ufcap cracks

243 198%/ebl4/sclarcell? solar7 solarcell monosensor HW3 ringd good 0.10.1 1000 50000 crack
faws 0.)ufcap cracks

M5 1983/febl Solarcellt solar8 solarcell manosensor HwW3 ting4 good 0101 1000 50000 crack
0.1ufcap

U7 1988/7eb]17mpbb B flaws monosensor HW3 fing4 fair 0.1 0.1 1000 50000 flaw
0.lufcap impact tows

49 19%cb1 7/ampld B flaws monosensor HwW3 ringd fair 0101 1000 50000 flaw
0.1ufcap impact ows

251 198%/cb17/ampl2 2 flaws monosensor HW3 tingd poor 0.10.1 1000 50000 flaw
0.lufcap

253 1988/ebl 6Molarceli6h solaré solercell monosensor HW3 tingd good 0.101 1000 50000 crack
flaws 0.1ufcap cracks

255 1988/ebl6/alarcell solaré solarcell moncsensor HW3 ringd good  0.10. 500 50000 crack
flaws 0.1ufcap cracks

257 1983febl1S/copperd copper traces moncsensor HW3 ringd good 0101 100 40000 pcboard
0.1ufcap

359 19384cb22/Smplb22 B flaws monosensortows  HW3 ringd good 0.10.1 1000 50000 flaw
O.lufcap impact

261 19838/cb2S 1 flaws monosensor HW3 ringS good 0.101 500 50000 flaw
0.lufcap satursted

263 1988/jan07 pesansor traces monasensor HW! whip fair 0.00958 0.01 100 30000 trace
0.1ufcap

265  1988/mar04/norm 1 fiaws monosensor HW3 ringS good 0202 500 20000 faw
0.1ufcap

267  1988/mar0iislow 1 flaws monosensor HW3 tingS good 0202 500 20000 flaw
0.lufeap

269  198%/mar2) 1 flaws mcaosensor HW3 ring! good 0.10.1 1000 50000 flaw
Q.lufcap tee weaves

271 1988/mar2pce2 2 flaws monasentor HW3 ning! fair 0101 1000 50000 flaw
0.1ufcap toc saturated

273 198%mar2Aech B monocsensor 0.1ufcap tee  HW3 ringl 0.101 1000 50000 flaw
tows impact

215 1988/mar3 1 flaws monosensor HW3 ringl good 0101 1000 50000 flaw
O.1ufcap 10e weaves
samnted

217 1988/aprO1 solar) solarcel] cracks HW3 ring] fair 00250025 50050000 crack
monosensor 0.1ufcap tec
flaws saturated

19 198%/pr04 copr10 races Monasensor Hw3 ring! good  0.050.05 $00 50000 trace
0.1ufcap toe

21 198%/apr1S AB foil monosensar 0.1ufcap macO1 whip good 00750075 5009000 target
ows Raws

23 198%4pris solar] solarcell cracks mac0] whip fair 0.05 0.05 500 25000 crack
monasensor 0.1ufcap
Saws saturated

S 19%%apr19 salar} balazs cracks solarcell  macOl whip fair 0.050.05 500 25000 crack
monosensor 0.} ufcap
Saws satursted

27 19%%/apr20 solard cracks manosensor solar-  HW3 1ing20 poor  0.050.05 1000 SQ000 crack
cell incase 0.1ufcap
fawms

29  198tapr2 solard cmcks monosensar HW3 ring20 fair 005005 1000 50000 erack
incase solarcell 0.1ufcap
flaws

21 198%/pr2Shecl ) nel tows saturated O.1ufcap  macOl whip fair 0101 500 50000 faw
moncsansor
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Page Direciory

Res.

Range

Test

m

i3

31s

m

319

m

I

m

1988Api2Sfruel 2
1988/ape2S frac2
1980Apr25 rac
1988px25 fraok
19884p25 fracS
19884pe28

1988/nsy02/racd

1988/may02/racS

1988/nay02/solar

1988/may09hampleA

1988/may09Aarger
1988/may1 OfsampleA_B

1988/mayl 1/me2

1988/may! 1/aniso_A

1988/mayl 1/aniso_AB

1988/mayl 2/recl

1988/may11frac3

1938/may1 2/A_reflected

1988/mayi Oparges_X

198%/mayl 2/ampld

1980/mayi 3sample$

198%mayl 6hampieA_B

1988/may) 7/ree)

nel

4

£

i

nod

meS

ne2

snisotropy monosensor
0.1ufcap wanemitied
fourfold

anisotropy manosensor
0. lufcap transmitied
lemon fourfold

cracks monasensor
Q.]ufcap solarcell flaws

snisotropy 0.1ufcsp
monasensor tranamitted
lemon

0.lufcap monosensor foil
ssursied tows Baws

0.1ufcap monosensor foil
ows flaws

monasensor 0. lufcap
ined ani

fourfold

monosensor 0.lufcap
impact faws saturaied
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mac0]

macQd]

b2

mac01

mac0]

mac0l

mac0]

mac]

macO]

mac)]

macOl

mac0l

mac(l

mac0l

macOl

mac0)]

loop4

loopd

loopd

loopd

loop4

loop4

loopd

ring?

fair

fair

fair

fair

good

fair

fair

good

fair

fair

good

fair

fair

fair

fair

fair

fair

0101

0101

0101

0101

0101

0.05 0.05

0202

0202

0.05 0.05

0101

0.075 0.075

0.075 0.075

0.10.1

0.10.1

0.10.1

0101

0.10.1

0.10.1

0101

0101

0101

0.10.1

0101

500 50000

500 50000

500 50000

$00 S0000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

500 50000

$00 50000

500 50000

500 50000

flaw

flaw

flaw

flaw

anisatropy

anisotropy

anisotropy

anisotropy
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339 193%may] 7/netS.) mel eoncsensor 0. Jufcep Hw9 ting? poor 0.1 01 500 50000 faw
impact flaws balazs
sstureted tows

341 1988/nay) 7/med5.2 mel moncsansor 0.lufcap HW9 ring? fair 0101 500 50000 flaw
impact flaws wows

343 1988/mayl T/las] solari 7 monosansor solarcell HwW9 ring7? good 0101 500 50000 blast
O.Jufcap blast

M5 1980may) Thias2 solar)? monosensos solarcell HW9 ting? good 0101 500 50000 blast
0.1ufcap blsst

347 1988mayl 7Alas3 solarl7 monosansor solarcell HwW9 ring? good 0101 500 50000 blast
0.1ufcap blast

349 198%mayl TAclans-11 solasd moncsansor solarcell BW9 ring? good 0101 500 50000 crck
0.1ufcap cracks flaws

351  198%/mayl8Aolarl 4 solar] monasensor solarcell HW9 ning? fair 0.10.1 500 50000 crack
0.Jufcap cracks flaws

353 1988/nay26/fig8iost 1 faws monosensor HW3 fg8 good 0.10.1 500 50000 faw
0.1ufcap weaves

355  1988/may2Ssampleab AB anisotropy tansmitted  mac0l loopS good 0101 500 50000 snisotropy
foudfold monosensor
0.1ufcap

357  1988/may26/melclean nel anisotropy transmitied  macOl loopS fair 0.10.1 S00 50000 anisotropy
monosensor 0.1ufcap
fourfold saturated

359  1988/may26/rciflaw23) nel anisotropy transmitted mac0] loopS fair 0101 500 50000 anisotropy
monosensor 0.1ufcap
fourfold flaws impact

361  1988/un01 1 monosensor 0. lufcap HW10 ning? good 0.10.1 500 50000 flaw
weaves

363 1988/un(3/cap) 1 monocsensor 0.1ufcap capl capl fair 0.10.1 500 50000 flaw
saturated flaws

365  1988%/un03/caplr 1 monasesor 0.lufeap capl capl fair 0101 500 50000 flaw
flaws

367  198%jun(3/cap2 1 monosensor 0.1ufcap cap2 cap2 fair 0.10.1 500 S0000 flaw
flaws

369  1988/un03/caps 1 moncsansor 0.1ufcap capS cap$ fair 0101 $00 50000 flaw
fawms

371 1988/un06/ivemon t monosensor 0. 1ufcap 20 33§ fair 0.10.1 500 50000 flaw
satursied flaws

3713 19385unD6/cap2s 1 moncsensor 0. 3ufcap cap2 cap2 fuir 0.10.1 500 50000 flsw
flaws

375 1983/ un06/capb 1 monasensor 0.1ufcap capb capb fair 0.101 500 50000 flaw
flaws

377 198%/un07 veman280 1 monasensor 0. 1ufcap 280 whip fair 0.10.1 S00 50000 faw
flaws

379  1988/un07/veman33s 1 monosensor 0. lufcap 35 whip fair 0101 500 50000 flaw
faws

381 1988/pn09/eighichanncls 1 O.lufcap Raws striping ~ macO8 harp fair 0301 500 S0000 flaw

33 1983/unl13barp3_tch 1 O.lufcap striping flaws  mac08 barp fir 0101 500 50000 flaw

35 1988/un)3foler solars cvacks solarcell HW13 ring?7 good 005005 500 50000 erack
monosensor 0. Jufcap
blast flaws

387  1988junld/jquad_ring 1 flaws wesves striping HWY ring? fair 0101 500 50000 Baw
0.1ufcap satusation
balazs

%9  19345unl4/RAEL el flaws impact striping HwWY ning? fsir 0101 500 50000 faw
saturstion 0.1ufcap
balezs

31 1988unldiquad_ring2 mel flaws impact sriping HWY ring? fair 0101 500 50000 faw
ssturation 0.1ufcap
balazs
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33 1938/jun09swapped0_) 1 flaws striping O.1ufcap  macO8 harp fair 0101 500 S0000 flaw

%5 198%4unl6ren] 1 balazs striping 0.lufcep  HW14 fing? fair 0101 500 50000 faw
flaws

7 19885m2MAen6 1 flaws striping O.ufcap  macO$ harp fair 0101 $00 50000 faw

39 1988jun2l drive_head 1 flaws 0.1ufcap monosen-  disk disk good 0.10.1 50 5000 flaw
sor

401  198Vjim24/mel botiom_cspb mel fiaws 0.1ufcap monosen-  capb capb fair 0101 $00 S0000 flaw
sor

403  198%/jun24/ceramic_disks conm flaws 0.1ufcap monosen-  capb capb fair 005005 500 50000 flaw
sot

405  1988/un22clar solasé flaws 0.1ufcap monosen.  disk disk good  0.05005 50 5000 flaw
sor solarcell

407 1988/jun23jrae}_capb mel flaws 0.1ufcap monosen-  capb capb fair 0.10.1 500 S0000 flaw
sor

409  1988/un2¥/ree) _dizk mel faws 0.1ufcap monosen-  disk disk fair 0101 50 5000 faw
sor

411 1988/un2R/ree]_dchannels el faws O.lufcap striping ~ HW14 ring7 fair 0101 500 50000 faw

413 1983/jun28/sas_dchannels s flaws O.1ufcap striping ~ HW14 ting? fiir 0101 500 50000 flaw

415 1938/julllsampic] _weaves 1 flaws O.1ufcap monosen- HW?2 ringl fair 0.05 0.05 500 50000 flaw
sor weaves saturated

417 1988/julll foew_filter_caps 1 fews 0.01ufcap weaves HW2 ring! good  0.050.05 500 50000 flaw
moncsensor

419 1988/jull1 fno_filter_caps 1 flaws 0.1ufcap monosen- HW2 ring! good  0.050.05 500 50000 flaw
901 weaves

421 1988/ullSkampleh_hw2 b faws 0.1ufcap tows HW2 ring! fair 005005 50050000 flaw
moncsensor

423 1988/ull9fsampleb_new_flaw b faws 0.1ufcap tows HW2 ringl good 005005 50050000 faw
moncsensor

425 1988/nl194ampleb_new_flaw_back b flaws 0.1ufcap tows HW2 ringl good  0.050.05 500 50000 flaw
moncsansor

427 198%j120/whip_over_sampleb b flaws 0.1ufcap tows HW2 whip fair  0.05005 500 50000 flaw
moncsensor

429 1988/ul20/whip_over_back b Baws 0.1ufcap tows HW2 whip fair  0.05005 500 50000 faw
monosensor

431  198%/jul2] fcarbe_run2 carba faws 0.1ufcap weaves HW2 HWS fair 0.05 0.05 500 50000 flaw
monosensor

433 1988/jul20/carbe_runl carbs monosensor .1ufcap HW2 ringl fair 005005 500 50000 flaw

435  1988jul2lcarba_ran3 caba monosensor .1ufcap HW2 whip2 poor  0.05005 500 50000 flaw
balazs

437 1988/ul22/carbe_whip2 carba monasensor balazs HW2 whip2 poor 0.05005 500 50000 flaw

439 1988/ul22/carbe_cap? caba monosensor balazs capd cap9 poor  0.05005 500 50000 flaw

M1 1988/jl2/carba_tee carba monosensor balazs HW3 ring22 fair  0.05005 1000 50000 weave

443 1988/ul2/carbd_tee carbd monasensor belazs HW3 ring22 fair 0.050.05 1000 S0000 flaw

45 1988/ul2Skcarbb_weaves carbd weaves 0.1ufcap HW2 ringl fair  0.050.05 500 50000 flaw
moncsensor balazs

447 1988/jul26/carbd_fold casbb flaws 0.1ufcap monosen-  disk disk poor  0.05005 50 5000 flaw
sor balazs

449 1988/jul2b/kes_quadé xas flaws 0.1ufcap monosen- HW2 ring] fair 0101 500 50000 Baw
s0¢ balazs tows

451 1988/ ul/xas_dlamS xas flaws O.1ufcap monosen-  HW?2 ting! fair 0101 $00 S0000 flaw
soz balazs ows

453 1983/jul2S/carbe_wveaves carbe monosensor 0. lufcap HW2 ringl fair  .050.050 500 50000 weave
balazs wesves
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1988/jul22/sclar_toe solar9 monosansor .1ufcap HW3 ring22 good  .025 025 1000 56000 erack
cracks flaws solarcell
1983/jul28 kolar solars monasensor 0. }ufcsp HW2 fing) good 025 .025 1000 S0000 flaw

coacks flaws solarcell

459 198850125 Aclar2 solars flaw moncsonscr disk disk fair 025 .028 500 50000 crack
0.1ufcap solarcell

461  193%ul26Aciard solar? balazs monosensor disk disk fair 028 .25 500 50000 crack
0.1ufeap flaws cracks
solascell

463  1988/ul27/ciat solars crecks flaws O.Jufcap HwWi18 1ing23 good  .025.025 1000 S0000 crack
monosensor solagcell

465  198%/jl27kalay solarS flaw .1ufcap monosensor HW18 ring23 good  .025.025 1000 50000 flaw
solarcell

467  1988/mi27/xas xas monasensor tows .1ufcap  HW18 ring23 fair 099 .099 1000 50000 flaw

469  1988/ul29/carb9 carba moncsensor .1ufcap HWIig ning23 fair 0.1000.100  $0C S0000 weave
weaves

471 1988/ul29/carba carbe monosensor .1ufcap HW19 ring24 fair 0.1000.106 500 50000 weave
weaves balazs

473 1988/aug0l/carbe_detailed_weaves carba weaves .1ufcap HW19 ring24 good  .050.050 50050000 weave
monosensor

475 1988/sug01 /carbb_groove_grooveside carbb manosensor .1ufcap HW19 ning24 fair .050 .050 500 50000 flaw

477 198%/aug0l sclar_q solars flaws . lufesp monosen-  HW19 ring24 good  .025.025 500 50000 faw
sor solarcell

479  1988%/ug08Aolar_x solar8 flaws .lufcap monosen- HW19 ring24 good  .025.025 500 50000 flaw
sor solarcell

481  1988/augb8/cc_fiber_joint carbd monosensor .1ufcap HW19 fing24 fair 050 .050 1000 S0000 flaw
Baws

433 1988/aug09/be_an_top b flaws monosensor HW19 ring24 fair 050 .050 500 50000 flaw

435  1988/aug09/e_on_botiom b flaws tows moncsensor ~ HW19 ring24 fair 050 .050 500 50000 flaw

437  198%/augl0/B_top b flaws tows monosensor ~ HWS whip good  .050.050 500 50000 flaw

489  1988/sug10/B_botom b fsws tows monasernsor~ HWS whip fair 050 .050 500 50000 flaw

491  1988/aug11/B_wp_ring b flaws tows moncsensor  HWS ring8 good  .050.050 500 50000 flaw

493 1988/augl1/B_botiom_ring b flaws tows monosensor | HW8 ring8 good  .050.050 500 50000 flaw

495  1988/jan15/pcboard? ooppel traces monosensor HW2 ring2 010 .010 500 S0000 faw
0.1ufcap

497  1988/apr26/reelb mel monosensor 0.1ufcap mac0l] whip 0.1000.100 500 S0000

09 1988/apr27/reel me3 monasensor 0.1ufcap bl ring21 0.1000.100 500 S0000

501  1983%/apr27fracds me3 monasensor 0.lufcsp 2 ring2} 0.1000.100 500 50000

503  1938/unOlAwl0 1 monosensor 0.Jufcap HW10 ring? 099 .099 500 50000

505  1988/jui01 Aample]_pew.{.caps 1 monosensor 0. fufcap HW2 ring2 099 .099 500 50000

507  1933/mI07/dlam4 xas monocsensor 0. 1ufcsp macOl loopS 0.1000.100 500 50000
subtraction tranemitied

509  19838/p07/dlamS xas moncsensor 0. lufcap mac0! loop$ 0.1000.100 500 50000
subtraction

511 19838/j¥07Aquad] a8 moncsansor 0.1ufcap mac0l loop$ 0.1000.100 500 S0000
subtrection

513 1938/ul07/kquad2 s monasewor 0.1ufesp mecO01 loop$ 0.1000.100 500 S0000
subtraction transmitied
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NS 19385ul07/guadd a8 monosensor 0. lufcap mac0] loop$ 0.1000.100 500 S0000
subtraction transmitted
17 1980ui07/quadd a8 moncsensor 0. Jufcsp mac0] loop$ 0.1000.100 500 50000
Saract; 8
519  198%4ull1/no_tamsalum_ceps 1 monasansor 0. 1ufcap HW2 ringl 050 .050 $00 50000
521  198%ull Mdlamd xas monosensoe 0.1ufcsp mac0] loop$ 050 .050 500 50000
subtraction transmitted
53 1988/l Ydlam$ xas moncsensor 0.1ufcap mac0l loop$ 050 .050 $00 50000
bract; A
525 198%/ull 3quad] xas monosensor 0.lufcap mac0l loop5 050 .050 500 50000
Bract; -
S 1988/l Mquad2 xas monasensar 0.1ufcap mac0l loop$ .050 .050 500 50000
bract p
529  1988/ull3/iqued3 xas monosensor 0.lufcap mac01 loopS$ .050 .050 500 50000
subtraction trensmitted
531 19884ull 3kquadd a8 monosensor 0. lufcap macOl loopS 050 .050 500 50000
beracti -
533 198%/ul15/dSnot xas monacsensor 0.lufcap mac01 loop$ 0.1000.100 500 S0000
subtraction i
535 1988/ul15/d5n02 xas monaseansor 0. lufcap mac01 loop$ 0.1000.100 500 S0000
BTact -
537 1988/ull18/dlamd xas monasensor 0.1ufcap macO1 loopS 0.1000.100 500 50000
mubtrection i
539 1983/ull$/dlamS xas monasansor 0.1ufcap mac0l Joop$ 0.1000.100 500 50000
subtryction i
541 1988/l Riquad] xas moncsensor 0. 1ufcap mac0] loop$ 0.1000.100 500 50000
subtraction tranemisted
3543 19825ul184quad2 a8 monosansar 0. Jufcap macO] loopS 0.1000.100  $00 50000
beracs; .
345 198%/ul1fkquad) s monosensor 0.1ufcap mac0l loop$S 0.1000.100 500 S0000
subtrection transmitted
7 198fullBiquadd xas monacsensar 0.1ufcap mac0l loopS 0.3000.100 500 50000
subtraction transmitted
349 198%3/ul27/diff/dlam?2 xas monosensor 0.1ufcap HWI18 loopS 0.1000.100 1000 SO000
abtracts .
351 1988/ul27/diff/dlam8 xas monosensor 0.1ufcap HWI18 loopS 0.1000.100 1000 SO000
subtrsction i
$S3  198%ul27/diffiquad] xas moncsansor 0. lufcsp HW18 loop$ 0.1000.100 1000 50000
subtraction tranemined
555  1983/ulZ7Adiffiquad2 xa8 moncsensor 0.1ufcap HWi18 loop$ 0.1000.100 1000 S0000
subtraction i
557 1988/l Adiff Aquadd xas monosensor 0.1ufcap HWI1S loop$ 0.1000.100 1000 SO000
subtraction i
359  198%3/l27MiflAquad4 xas monasensor 0. lufcap HWIiS loop$ 0.1000.100 1000 50000
subtraction i
561  1983jul28/dlam?2 xss monasensor 0.1ufcsp HW4 loopS 0.1000.100 500 50000
subtrsction transmitted
563 19%%/ul28/dlam$ xas monosensor 0. lufcap HW4 loop$ 0.1000.100 500 50000
subtraction i
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365 1988ul28iquad) xas monosansor 0. Jufcap Hw4 loop$ 0.1000.100 500 50000
sultraction transmitied
567 19%Mul28/quad2 xas moncsensor O.lufcap  HW4 loopS$ 0.1000.100 SO0 50000
subrraction transmitted
369 198RuI28Mquad) X8 monasensor 0. 1ufcap Hws JoopS 0.1000.100  S00 S0000
suburaction transmitied
S 198Uml28kguads xas monosensor 0. fufcsp HBW4 loop$ 0.1000.100 500 50000
subrsction tranemitied
573 198%AugO8Adifi/dlam2 s monasensor 0. 1ufcap HW4 loopS 0.1000.100 500 S0000
Berect, - and
575 1988/ug08/diff/dlam$ xa8 moncsansor 0.1ufcap Hw4 loop$ 0.1000.100 500 50000
subraction transmined
ST 198%/ugOsAdifl/quad] ass moncsmsor 0. lufcap HW4 loop$ 0.1000.100 500 S0000
subrsction transmitted
519 193%aug08/diffiquad? xas moncsensor 0. 1ufcsp HW4 loop$ 0.1000.100 500 50000
subtrsction tranamitied
581 198%/augOBAdiffiquad3 s monasensor O.Infeap ~ HW4 loop$ 0.1000.100 500 50000
eract; ited
583 198%/aug08/diffAquads s moncsansor 0. 1ufcap HW4 loop5 0.1000.100 500 S0000
subtraction trenemitted
S35 1988/aug09/diffAdlam? xas moncsmnsor O.lufeap  HWS 1oopS 0.1000.100 500 50000
beracts ined
537 1988/aug09/diff/dlams xas monosensor 0.1ufcap HWS loopS 0.1000.100 500 50000
subtraction tranemitted
589 198%/aug09/difiiquad] xa8 moncsensor 0.1ufcap HWS loop$ 0.1000.100 500 50000

subtraction i
591 1988/ug09Adiffiquad2 xas manosensor 0. lufcap HWS loopS 0.1000.100  S00 S0000
subtraction i
593 198%/sug09/difTAquad3 xas moncsensor 0.1ufcap HWS loop$ 0.1000.100 500 50000
subrraction tranemitted
595 198%/aug09/diffiquads s monosensor 0. lufeap HWS loop$ 0.1000.100 500 SO000
sulxraction trangmitied
597 198%/sug] O/diff/dlam?2 s maonosensor 0. lufcap Hws loopS 0.1000.100 500 S0000
subtraction transmitied
599  1983/aug) O/iffAdlam8 xss monasensor 0. Jufeap Hws loopS 0.1000.100 500 50000
subtraction transmitied
601  198%/augiOAdifTiquad] us moncsensor 0. lufcap HwWE loop5 0.1000.100 500 50000
subtraction tranemitied
603  198%/ang10MifTiquad2 ass monosensor 0. 1ufesp HWS loop$ 0.1000.100 500 50000
subtraction tranemisted
€05 198%/aug10Atiffiquad3 xas moncsensor 0.lufcap HwWs loopS 0.1000.100 500 S0000
sulxraction trangmitted
607 1988/ aug! OAlifliquadd xas monocsansor 0. lufcap HWS loop$ 0.1000.100 500 50000
subtraction tranemitted
609  1988/sug) 1 Aifl/dlam2 88 monosensor 0. 1ufcap HWS loop$ 0.1000.100 500 50000
subtraction tranemitiod
611 1988/aug1 1 AiffAdlam8 s monosansor 0. lufcap HWS loop$ 0.1000.300 S00 50000
sulraction trangmitied
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613 198%ug] 1 MiffAquad] xas moncsensos 0.lufcap HWS loop$ 0.1000.100 500 S0000
subtrsction transmined

613 198%4ug] 1 diffAquad2 e moncsensor 0.1ufcap HWS loop$ 0.1000.100 500 50000

ion transmitied

617  1988Aug! 1AkifTAuad3 as moncsenaor 0.1ufcap HWS loop5 0.1000.100 500 S0000
subtraction tranemitied

€19  1988ug! 1 diff/quadd a8 monosenor 0. lufcap HWS loop$ 0.1000.100 500 50000
subraction trensmiued

€1  198%mgi2/idmg s monasensor 0.lufcap HW19 ring24 0.1000.100 00 50000
subtraction tranemitted

€3 198%kug! 24Smg xas monasansor 0. lufcap HW19 ring24 0.1000.100 SO0 S0000
subxraction tranemined

625  198%Aug1 24 7mg s moncsensor 0.1ufcap HW19 ring24 0.1000.100 500 S0000
subtrsction tranemitted

67  198%4ugi2ig2mg a8 monasansor 0. lufcap HW19 ring24 0.1000.100 500 50000
subtraction tranemitted

629 198%augl 24q3mg s moncsensor 0. 1ufcap HWi9 ring24 0.1000.100  $00 S0000
subtraction transmined

631  198Vsugl2igdmg xas monasensor 0.1ufcap HW19 ring24 0.1000.100 500 50000 flaw
subtraction tranaminted

633 198%/aug20holar solar§ monasensor 0. lufcap HW20 ring25 .£10.010 1000 50000 crack
salascell

635  198%sug22/ass s moncsensoe 0.1ufcsp HW20 dng25 .019 020 1000 50000 flaw
ows

637 198%aup23/xes2 s monasansor 0. Iufcsp HW20 ring25 019 .020 1000 50000 flaw
wows

639  198%4ug30/dlam dam monosensor 0.lufcap HW20 xing25 050 .050 1000 50000

641  1988/augdi/xasmo zas moncsensor 0. lufcap HW20 ring25 041 040 1000 50000

643 1988/cp0l/xas02 xas monosesor 0. fufcsp HW20 ning25 040 040 1000 50000

645 19884ep] 1 /xas0? ass monosensor 0. 1ufcap hig test 082 082 1000 50000

647  1988/ep1 Uxas08 s moncsensor 0.1ufcap big st 082 081 1000 50000

649  198%/epl Vxas09 aas moncsasor 0. lufcap big st .082 .081 1000 50000

651  198840p1 6/kasl0 ass moposensor 0.1ufcap HW19 ring24 082 .081 1000 50000

653 1988hep26/dlam?2 xas monosensor 0.Jufcap mac0l loopS 0.1000.100 500 $0000
subtrection tranemined

655 198%Aep26/dlamS xas monasensor 0.1ufcap macO1 loopS 0.1000.100 500 0000
subtraction tranamitted

657  1988%4ep26/xasgl xas monosmsor 0. 1ufcap mac01 loopS 0.1000.100 500 50000
subtraction tranemitted

€59  198%4ep26/xesq2 aas monosensor 0. 1ufcap macOl loopS 0.1000.100 500 50000
soberact ’

661  1983Acp2é/nang3 s maonosensar 0. 1ufcap mac01 loop$ 0.1000.100 500 50000
subcraction transmined

663 19884cp26/nasqd a8 monasensor 0. 1ufesp mac0] loopS 0.1000.100 500 50000
subtraction transmited AN

665  1988/40p28idilam?2 aas monosensor 0. fufcsp 2ucOl loop$ 0.1000.100 500 50000
subtraction transmitied

667  1938k0p28/dlam$ a8 monosensar 0. 1ufeap mac0l loop$ 0.1000.100 500 50000
subtraction i
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69 19%%hep2iiquad] xas moncsansor 0.1ufcap mac0l loopS 0.1000.100 500 50000
subtraction tranemitied
671 1988Aep28iguad2 a8 moncsensor 0.iufcsp mac08 loopS 0.1000.100 500 50000
ion transmited
673 198%kep28iquadd ans monasensor 0.1ufcap macOl loop$ 0.1000.100 500 50000
subtrection tranemined
675 198%%ep28iquads 288 monocsensor 0. lufcap mac01 loopS 0.1000.100 500 50000
subtraction transmitied
677  1988%/oceB/dlam?2 aas monosansor 0.lufeap mac0l loop$ 0.1000.100 500 S0000
subtraction transmitied
679  198%/oct03/dlam$ xas moncsensor 0.1ufcap macOl loop$ 0.1000.100 500 50000
subtraction tranemined
61 198%ociBhuad] a8 monosensor 0. lufcap macOl loop$ 0.1000.100 500 S0000
sulkraction tranemitied
683 198%/0c203/quad2 s monasensor 0.1ufeap mac01 loopS 0.1000.100 500 50000
mbtraction anamined
685 198%/0ct03/quad3 xas monosansor 0.1ufcap mac0l loopS 0.1000.100 500 50000
beracss .
687 1988%/0c103/quad4 xas moncsansor 0.1ufcap mac01 loop$ 0.1000.100 500 50000
subtraction transmitied
689  1988/0ct04/dlam3 xas monosensor 0.1ufcap raac0l loopS 0.1000.100 500 SO000
subtraction transmined
691 198%/oct04/dlam3 s moncsensor 0.1ufcsp mac0l loop$ 0.1000.100 500 50000
subtraction tranemitted
3 198%0ctddAquadl xa8 monosensor 0.1ufcap mac0l loop$ 0.1000.100 500 50000
beracs; .
65  1988/octdiAuad2 xas moncsensor 0.1ufcap mac0] loopS 0.1000.100 500 50000
subtraction tranemitted
67 1988/0crd4iquadl xas moncsensor 0.1ufeap mac0l 1oop$ 0.1000.100 500 50000
subtraction trangmined
69 1988/octD4/kquadd xas monasensor 0. lufcap macO] loop$ 0.1000.100 500 50000
bract -
701 19880110 solar solarcell monasensar oyel ring27 .050.050 1000 30000
0.1ufcsp
703 1988/0ctll solerd solarvell moncsensar al 1ing28 050 .050 1000 35000
0.1ufcap
05 1988/0cti2solarls 4p8243 monasensor xl ring28 019.020 1000 35000
O.1ufcap
707 1988/oct12alar2e 20031 monasansor al ring28 .019.020 1000 35000 crack
0.1ufcap
09 198%octl Usolards 4AP3668 solarcell monosensor x1 ring28 019 .020 1000 35000 crack
O.lufcsp
711 1988/0cti2kalarda 504538 monasasor 0. lufcap x] ring28 019 .020 1000 35000 crack
solarcell
73 1988/0ct1 2/salarée solaré moncsensor 0.1ufeap al 1ing28 019 .020 1000 35000 crack
solarcell
715 198%0cti3pdarTs %1513 moncsansor 0. lufcap x1 fing28 .019.020 1000 35000 erack
solarcell
7 198%/0ci13Aolar8a 393944 moncsensor 0. lufcap HW? ring? {019 .020 1000 25000 erack
solarcell
719  1988/octi4fjcent idunno monosensor 0. lufcap HW7 ring7 019 .020 1000 50000
21 198%ct14palards 42028 HW? sing? .019.020 1000 25000 crack

monasensor 0. lufeap
solarcell
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723  198%0cti 7Aalar]2 Q3944 monasensor 0.Jufcap HwW7? ring8 .019 .020 1000 50000 crack
solarcell

725 198%0ct]?palar]d 43563 monosensor 0. 1ufcap HW? ring$ .019 .020 1000 50000 crack
solarcell

727 198%0ct1sclar)4 5h4a53s monosensor 0.1ufcap HwW? ring8 019 .020 1000 S0000 enack
solarcell

729  198%octi7hclan)T 42028 monosansor 0.1ufcap HW7 ring8 019 .020 1000 50000 ack
solarcel)

731  19%%oct18kclar)s 4p3663 monasensor 0.1ufcap HwW? ring8 019 .020 1000 50000 crack
solarcell

733 198%ct)8AalarS] 2p8645 monosensor 0. Jufcap HW? 7ing? .019.020 1000 S0000 erack

735 198%0ct19holarS2 42028 moncsensor O.fufcap ~ HW7 ring? 019.020 100050000  crack
solarcell

7 1981 9olars? 4p8243 monosensor 0.1ufcap HW? ring? .019 .020 1000 50000 erack
solarcel]

739  198%0ct20A0larS4 1514 monosenscr 0. lufeap HW7 ring8 019 .020 1000 50000 crack
solarcell

741 1988/0ct20/alarSS 20031 monasensor 0. lufcap HW? ring8 .019.020 1000 50000 crack
solarcell

43 198%0ct24/s0larS6 2p6262 monasensor 0.1ufcap HW7 ring% 019 .020 1000 S0000 crack
solarcell

745 1988/0ct28/s0lar10 21514 monasensor 0.}ufcap a1 srings1 019 .020 1000 20000 crck

747 1988/0c125 solarSS 42028 moncsensor 0.lufcap d1 sings1 019 .020 1000 20000 crack
solarcell

49 198%/0ct2S folarS9 43563 monosensor 0. lufcsp dl rings1 .019.020 1000 20000 enack
solarcell

751 198%0c26kolart] 48268 monosensor O.lufeap  dl ringx1 019020 100020000  crack
solarcell

753 198%/0ct26/s0lar12 3q3934 moncsensor 0.lufeap d1 ringl .019.020 1000 20000 erack
solarcell

155 198%/oct26/s0lar13 4p8243 monaosensor 0.1ufcap d1 rings] .019 .020 1000 20000 crack
solarcell

757 1988/c27/dlams xas monosensor 0. lufcsp di rings1 0.1000.100 1000 20000 faw
tows

759  1988/0ct27/dlamb xas monosensor 0.1ufcap d rings} 050 .050 1000 20000 flaw

761 1988027 polar14 2p6262 monasensor 0. lufcap di ringx1 .019 .020 1000 20000 crack
solarcell

63 198%oc28/delamC s monosensor 0. 1ufcsp 4 fingal 0.1000.100 1000 20000 flaw

65 198%/0c28/delamD xas monaensor 0. {ufcap d1 ningz1 049 .049 1000 20000 flaw

767 198%/0c28/micro 393944 monasensor 0. 1ufcap mirco) micro2 019 .020 1000 50000 crack
solarcell

9 198800131 micrd 42028 monosensor 0.1ufcap microl micio2 .019.020 1000 50000 crack

771 1988/0ct31 Amicrol 21514 moncsansor 0. lufcap micro} micro2 .019.020 1000 50000 erack
solarcell

T3 1988/0ct3) fmicro2 413563 monasensor 0.Jufcap microl micro2 019 .020 1000 50000 creck
solarcell

S 19%%nov0lblenz 2p8645 monaosansor 0.)ufcap microl micro2 019 .020 26464 26464 crack
solarcell

T 198%nov0llenzt 42028 manosansor 0.lufcap microl micro2 019 .020 26464 26464  crack
solarcell

T9  198%mov01/nicrd 4pl243 mancsensor 0. lufcap microl micro2 019.020 1000 50000 crack
solarcell

T8 1988/mov0] fmicrS hias3s moncsensor 0. Jufcsp microl micro2 019 020 1000 S0000 ersck
solarcell

783 1988kmov0] Amicy6 208645 maonasensor 0.ufcap microl micro2 019 .020 1000 50000 erack
solascell

73 19%%hov02hien2 4p8662 microl micro2 019 .020 26464 26464  crack

monacsensor 0. Jufcap
solarcell
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77 1988nov0dolenss Sha$3S monasensor 0.3ufcap microl micro2 019 020 26464 26464  crack
solarcell

789  1988hov03bicaS 43S monosansor 0.1ufeap ol micro2 019 .020 26464 26464  crack
solarcel)

™ 198%hov0¥miced 2p6262 monosensor 0.1ufcep microl micro2 019 .20 26464 26464 erack
solarceli

M3 198%hov04fq10 4p8243 moncsenzor 0. 1ufcap microl micro2 019 .020 1000 1000 crack
solarcel)

W5 198%aov04miq60 4p8243 monosensor 0.1ufcap microl micro2 .019 .020 6000 6000 crack
solarcell

M7 1988hov04miq70 4p8243 monosensor 0. lufcap microl micro2 019 .020 7000 7000 erack
solarcel]

9 198nov04Miq80 4p8243 monasensor 0.1ufcsp microl micro2 .019 .020 8000 8000 crack
solarcell

801 198%hov09miqO] 4p8243 monosensor 0.1ufcap micros ring28 019 .020 19464 19464  crack
solarcell

803  198%/nov1iNfq02 43563 moncsensor 0. Jufcap micros ring28 .019 .020 1000 45000 crack
solarcell

805  1988/movidicent2 4r2028 monasensor 0. lufcsp micros ring3 .019.020 1000 50000 crack
solarcel)

$07  198%/movi4/centr 42028 monasensor 0. lufeap micros HW3 019 .020 1000 50000 erack
solarcell

909  1988/nov17/beckl 42028 monaosensor 0. 1ufcap micros fing28 019 .020 9000 9000 crack
solarcell

811  198%nov1 Tback2 4p8243 manasensor 0.1ufcsp micros ring3 019 .020 24464 24464 crack
solarcell

813 1988%ov1Ygmdl 4p8243 monosensor O.lufcap  micros fing3 019020  S000S0000  crack
solarcell

815 198%hov17gmd2 4p8243 moncsensor 0.1ufcap micros ting3 [019.020 5000 50000 crack
solarcel]

817 198¥nov21Ald1b ad] manosensor 0. 1ufeap micros ting3 050 .050 1000 50000 flaw

319 198%nov2241d1 ad1 monosensor 0.1ufcap HW19 ting24 050 .050 1000 50000 flaw

821  198%mov22Aldld ald1 monosensor 0.1ufesp HW19 ting24 .050.050 1000 S0000 flaw

$23  198%hov23kc_301b 2 moncsensor {.lufeap HW14 nng3 0.1000.100 1000 S0000 flaw

$25  198%nov23/cc_302a C32 moncsensor 0. tufeap HW14 ring3 0.1000.100 1000 S0000 faw

§27  1988%mnov28/dlama s monasensor 0.lufeap micros loopS 050 .050 1000 50000 flaw
ows

829  1988ov28/dlamb s moncsensor 0. lufcsp micros loopS .050 .050 1000 50000 flaw
ows

831 198%nov30mpb} B monosansor 0. lufcap macOl whip .019.020 1000 28000 flaw

833 198%/decl/unpb2 B monasansor 0. lufcap HW14 whip 019 .020 1000 45000 flaw

835 1988/dect2mpb3 B moncsansor 0.1ufcap HW14 whip .019.020 1000 45000 faw

837 1988/decO7/ampbd B monosensor 0. lufcap Hw14 loopS .019 .020 1000 50000 flaw

839 1988/dec07/anpbS B manasensor 0. 1ufcap Hwi4 loop$ 019 .020 1000 50000 flaw

841 1988/dec08Ampl6 B monosensor 0.1ufcsp HW14 loop$ .019 .020 1000 50000 flaw

843 1988/dec09/mpb? B moncsensor 0. Jufcap HW20 ring2$5 019 .020 5000 50000 flaw

$45  1988/dec] 2Zempbs B monasensor 0.1ufeap HW21 nng2S 019 .020 5000 50000 flaw

847 1988/dec] 2mpbh B maonasensor 0.Jufcap Hw21 Ting25 050 .050 3000 50000 flaw

49 1988/eciJample 3 monosensor O.1ufcap macOl whip 050 050 1000 25000 flaw

851 1988/dec] JmpD 3 monosensor 0. lufcap macOl whip {050 .050 1000 25000 flaw

853 1988/dec] IApb10 B monosensor 0.1ufcap HW3 whip 019 .020 5000 S0000 flaw
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855 198%/deciInpbll B moncsemsor 0. 1ufcap HW3 whip 050 .050 5000 S0000 faw

857  1988/dec15Au0l Sainless monosensor 0. 1ufcep mac0l nngl 050 .050 5000 50000 anisotropy
tranemitiod metal

859  1988/dec]b/copO] copper monasensor 0. 1ufcap mac0l tingl {050 .050 100 4000 smisotropy
tenamitted metal

861  198%/declGma(2 stainless monasensar 0. 1ufcap mac01 ning! {050 .050 100 4000 snisotropy
trmamitied metal

363 1988%/dec!9Alum} alum monosensor 0.1ufcap mac0) ringl 050 .050 100 4000 anisotropy
trenamitted metal

865  1988/dec19/iead) Joad monasensor 0. lufcap mac0l ring! 050 .050 100 4000 anisotropy
transmitied metal

367  19%9/anl) foil metal tranamitied mac0l ring! 050 .050 100 4000 anisatropy
monaosensor 0.1ufcap

869  1939/jan12 foil metal monosensor macOl ning! good  .050.050 5000 S0000 anisotropy
0.1ufcap transmitted
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5§ b. Sample 1 Data

Laboratory data considered in Chapter Il was taken from Sample 1, a satin weave
sample with twelve flat-bottom drilled holes of two different diameters and six different
depths. A complete discussion of the modeling and inversion of these data appears in
Chapter III. Here, images from the Tons-o-Data booklet are presented before any rotat-
ing or scaling, as outlined above, is done to the data.
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Figure V-5. Drawing of Sample 1, satia weave graphite epoxy panel with
twelve flat-bottom holes of two diameters: 0.5" and 0.25". Depths of the
holes are as indicated.

The layout of Sample 1 appears in Figure V-5. Depths of the holes are shown in inches.
The overall size of the sample is 6" by 6". The larger holes are 0.5" diameter; the smaller
holes are 0.25" diameter. All holes in this sample are flat-bottom machined. Pages from
data profiles are presented in Figure V-6.

5 c. Sample 3 Data

Sample 3 is a satin weave sample of graphite with one 0.25" diameter flaw in the
center. Thus, it is a convenient comparison with model calculations: it is easy to describe
the flaw to the model, and relatively easy to interpret the results since they are known to
come from a single flaw rather than a number of flaws. Some tests were done with Sam-
ple 1, both right-side-up and up-side-down. The topside images are presented here
because they represent a convenient measurement to be considered for model calcula-
tions.
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Figure V-6. Data from Tons-o-Data booklet used in the model for recon-
struction of flaws. See previous figure for layout of actual flaws. Data here
are ‘‘raw’’ laboratory data, without normalization and phase angle rotation.
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Figure V-7. Data from Sample 3, a satin weave with a single flat-bottom
machined hole in the center. These data are convenient for reconstruction
because of the relative simplicity of the flaw geometry. The actual flaw is
approximately 0.1" deep and 0.25" in diameter. Data here are ‘‘raw’’ la-
boratory data, without normalization and phase angle rotation.
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