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been observed for the first time by our group, by time-resolving photoconductvity in the first
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to differentiate between sequential and resonant tunneling.

UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE

MEINNNNNNNII————




ey
ARO  AU4El.[-EL-SDT

Time-Resolved Hot Electron Transport in
Electronic Devices

Final Report

By G. Mourou, J. Whitaker, T. Norris and K. Meyer

December 1988

U. S. Army Research Office

Contract No. DAAL03-86-K0152

. Accesion For

Wms CRALI
OTiC TAB 0
University of Rochester Unannounced 0
Laboratory for Laser Energetics Justification
250 East River Road sy
Rochester, NY 14623-1299 By _ L
Distribution |

———m P

Avarlobuity Codes

TR
Approved for public release; Dist | special
distribution unlimited ‘ ‘
Sl .




THE VIEW, OPINIONS, AND/OR FINDINGS CONTAINED IN THIS REPORT ARE
THOSE OF THE AUTHOR(S) AND SHOULD NOT BE CONSTRUED AS AN OFFICIAL
DEPARTMENT OF THE ARMY POSITION, POLICY, OR DECISION, UNLESS SO
DESIGNATED BY OTHER DOCUMENTATION.




II.

Table of Contents

The Ulirafast Investigation Techniques.

In this report we are describing the optical and electrical techniques that we had to

implement to directly investigate the electron transport in the picosecond and
femtosecond ime domain .

LLA.

I.B.

I.C.
Velocity

II.A.

II.B.

II.C.

Time-Resolved Photoluminescence

LAl Laser Oscillator

[LA.2  Time-Integrated Photoluminescence Spectroscopy
[LA.3  Time-Resolved Photoluminescence Spectroscopy
[LA.4  Cryogenics

Subpicosecond Absorption Spectroscopy
[LB.1 The Dye Laser

1.B.2 Nd:YAG Regenerative Amplifier

[.LB.3 Dye Amplifier

I.B.4 Contnuum Generation and Amplification
[.B.5 Pump-Probe Experiments

[.B.6 Data Acquisition

Description of the Electro-Optic Sampling Technique

Overshoot in GaAs

Description of the Two Approaches: Time-Resolved Photo-
conductivity and Transient Absorption Spectroscopy

Time-Resolved Photoconductivity
[I.LB.1 Prediction of the Monte Carlo Theory
I.LB.2  Experimental Observation of Velocity
Overshoot and the Jones-Rees Effect
I1.B.2.1 Excitation at 620 nm
[1.B.2.2 Excitation at 720 nm

Transient Absorption Spectroscopy
[I.C.1 Monte Cario Model of the Dynamic
Electron Distribution Function
[1.C.2  Experimental Resuits: Subpicosecond
Heating and Thermalization of the
Electron Distribution Function
[1.C.2.1 Continuum Probe Results
[1.C.2.2 Discrete Probe Results

~N N W W

12
15
16
19
24

26

31

31

33
33

38
39
45

17

47

54

54
59




s B

Hot Electron Transport 2
[II. Tunneling in Quantum Wells 67
III.A-. Tunneling from a Single Quantum Well 67
IIILA.1. Experimental Results 70

III.A.1.1 Sample Structure 70

[I.A.1.2 Excitation and Luminescence 72

II.A.1.3 Photoluminescence Decay Times 73

I.A.1.4 Field Dependence of Photoluminescence Decay 77

[0.A.1.5 Photoluminescence Stark Shifts 80

ITII.B. Theoretical Interpretations 81
[1.B.1. Electric Field vs Bias Voltage 81

[1.B.2. Tunneling-Time at Zero Field 82

[I1.B.3. Field Dependence of the Tunneling Time 83

[II.B.4. Luminescence Blue Shift 8§

III.C. Tunneling from Asymmetric Quantum Wells 86
II1.C.1. Photoluminescence Experiments 86

[II.C.1.1. Sample Design 87

[I.C.1.2. Electronic States 88

[I.C.1.3. Experimental Set Up 90

OI1.C.1.4. Experimental Results 91

IV. Time-Resolved Resonant Tunneling 114
IV.A  Theoretical Consideration 114
IV.A.1. Current Voltage Characteristics 117

IV.A.2. Coherent vs Sequential Tunneling 119

IV.B. Tunnel Diode Operation 122
IV.C. Switching Time Measurement 126
IV.C.1.  Test Experiment 128

IV.C.2. Experimental Observation 133
REFERENCES 139




Hot Eiecton Transport 3

I. The Ultrafast Investigation Techniques
I.LA. Time-Resolved Photoluminescence
[LA.1. Laser Oscillator |

The dye laser used in the time-resolved photoluminescence (PL) experiments was of a
standard design. The pump source was a cw mode-locked Nd: YAG laser (Quantronix model 116,
mounted on a Super-Invar slab for high thermal and mechanical stability). The Nd:YAG laser was
acousto-optically mode-locked with a S0 MHz rf source, and the laser repetition rate was 100
MHz. Typical ourput parameters were 7 Watt average power, 80-ps pulse width, and 1% peak-to-
peak power fluctuations. The output was frequency-doubled in a 5-mm KTP crystal, giving an
average green power of 0.8 N-1.0 W. As was first shown by Sizer, er al.,! the frequency-doubled
cw mode-locked Nd:YAG laser is a nearly ideal pump source for picosecond dye lasers because of
its high stability, short-pulse width, and, as I will discuss later, it makes possible high gain
synchronous amplification of short pulses.

The dye laser cavity was a standard folded astigmatically compensated design? with cavity
length equal to that of the Nd: YAG pump laser, so the repetition rate was also 100 MHz. The laser
setup is shown in Fig. 1. Laser dyes LDS 721 or LDS 698 (Pyridine 1) were used depending on
the desired pump wavelength. The laser was tuned with a single-plate birefringent filter (Lyot) and
(if necessary to force the laser to operate at a single wavelength near the edge of its tuning range). a
S um uncoated pellicle. The output power and pulse width depended, of course, on the laser
wavelength and tuning elements in the cavity. What is important for the PL experiments, however,
is that the pulse width was always shorter than the 20-ps time resolution of the streak camera, and

the output powers generally had to be kept lower than about 60 mW to avoid the generation of

satellite pulses.
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Figure 1: Synchronously pumped near-infrared dye laser used for ime-
resolved photoluminescence studies.

[.LA.2 Time-Integrated PL Spectroscopy

Luminescence from the sample was collected by an 3 lens. For time-integrated (cw) PL
spectroscopy, the luminescence was imaged through a 0.32 m grating monochromator with 300
1-mm grating (Instuments SA model HR320) onto an optical multichannel analyzer (OMA). The
OMA detector head was an EG&G PAR model 1420R, which is an intensified 1024-element diode
array with extended red sensitvity. The OMA was controlled using an EG&G model 1461
contoller interfaced to the PDP-11 computer via a direct-memory-access (DMA) board. A shutter

in the pump beam was used to enable subtraction of background noise from the specoum. The
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spectral resolution of the system was 7 A (1.3 meV), and the spectral range covered on a single
spectrum was 2160 A (365 meV).

ILA.3 Time-Resolved PL Spectroscopy

The PL spectroscopy system is shown in Fig. 2. A mirror on a kinematic mount was used
so that the PL could be directed to either the OMA for cw spectroscopy, or the streak camera for
time-resolved studies. The streak camera was a Hamamatsu model C1587 with model M1955
synchroscan drive unit. The output of a PIN photodiode monitoring the output of the Nd:YAG
laser oscillator was amplified, and this 100 MHz rf was used to drive the deflecton plates of the
synchroscan streak camera. Thus the PL signal arriving at the streak camera photocathode at 100
MHz was synchronized to the voltage driving the deflection plates (hence the term "synchroscan™).
The jitter between the deflection plate voitage and the dye laser output is the principal limitatgon on
the time resolution of the streak camera system. For typical signal integration times (1 second to a
few minutes) this jitter limits the time resolution to about 20 ps.

The photocathode was an extended-red S-1 type, which covers the spectral region 300-
1500 nm. The streak camera images the output of the photocathode onto a detector, and this
imaging capability was used to enable us to do time-resolved spectroscopy. The luminescence
from the sample was dispersed through a 0.32 m monochromator with 300 1/mm gratings across
the entrance slit of the streak camera. A spectral resolution of about 3 meV could be achieved, with
a total coverage of about 110 meV on a single spectrum. The streaked image was integrated on a
two-dimensional intensified SIT detector (Hamamatsu model C1000) and stored on floppy disk for
later analysis. It should be noted that the temporal dispersion of the luminescence signal by the

grating was only about 0.5 ps over the entire detected spectrum, so no correction of the spectra for

the group-velocity dispersion of the grating was necessary.
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I.LA.3 Cryogenics

The PL experiments were always carried out with the sample held at 6K. This was
required for two reasons: (i) low temperatures were required for the PL signal level 1o be strong
enough to be detectable by the sireak camera detection system with reasonable signal integraton
umes, and (11), we wanted to avoid as much as possible complications that arise at higher
temperarures, such as phonon effects and the effects due to broad carrier distribution functions.

The cryostat was a TRI Research model RC110 flow cryostat. The sample was held in
vacuum on an oxygen-free copper cold finger. Electrical vacuum feedthroughs were provided so
that a bias voltage could be applied to the sampie. A calibrated silicon diode (Cryocal model DT-
500) was used to monitor the temperature of the cold finger near the sample; for all the experiments
reported here the temperature was 6K.

The laser beam was focused onto the sample surface, usually with a 152-mm-focal-length
lens. The spot size of the pump beam at focus was measured by scanning a 12.5-um pinhole
across the beam at the same position as the sample. The pinhole was scanned using a computer-
controlled stepper with 1-um resoluton. The light passing through the pinhole was detected with a
PIN diode, integrated on an A/D converter, and stored in the computer. (A descripaon of the data
acquisition software may be found in ref. 6). The spot diameter was typicaily 30-60 pm, though
the error in the measurement was about -5%, +40%, due primarily to the difficulty of positioning

the pinhole at precisely the location of the sample in the cryostat.

I.B. Subpicosecond Absorption Spectroscopy

[n this section we describe in detail the laser system we have developed in our laboratory
over the last several years that is now capable of performing time-resolved absorption (or
reflection) specroscopy over the entire visible spectrum with 100-fs resoludon, and with kHz data
acquisigon rates. Such experimental capabilities have been developed only in the last few years: a
good recent review of the state-of -the-art techniques of amplified femtosecond lasers has been

provided by Knox.3 We will first discuss the laser system components used to generate a white-
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light continuum-pulse, and then describe in some detail the techniques used to perform pump-probe

experiments using these short continuum pulses.

[.LB.1. Dye Oscillator
The first requirement of a short-pulse white-light laser system is, of course, an oscillator
capable of producing pulses in the 100-fs range or shorter. Such pulses can be achieved using

pulse-compression techniques to generate femtosecond pulses from picosecond dye oscillators.

However, aside from the fact that such techniques had not been well-developed at the time we
began work on the dye oscillator, the stability requirements of the short pulse source for the
generation of a stable, useful, white-light continuum are extremely stringent, and the usefulness of
this technique to generate a stable continuum has yet to be demonstrated. Hence the requirement

for a femtosecond dye oscillator.

The most widely used source of femtosecond optical pulses is the colliding-pulse-mode-
locked dye laser (CPM)3, which typically produces pulses in the 60-100 fs range, although pulses
as short as 27 fs have been achieved.® In its usual ring configuration, the CPM is pumped by a cw
argon-ion laser. The ring contains separate gain and saturable absorber jets. The laser operates in
its minimum-loss condition, in which there are two pulses counterpropagating in the ring which
collide in the saturable absorber. The pulses interfere in the absorber jet, so the absorber is
saturated more deeply. This serves to shorten the pulses and stabilize the laser output. The pulses
can be amplified by pumping a dye amplifier with nanosecond pulses from a frequency-doubled Q-
switched Nd: YAG laser’ or from a copper-vapor laser.8

[n our laboratory, however, we have taken an alternate approach to amplification of
ultrashort dye laser pulses, in which we pump the dye amplifier with short (<100 ps) pulses..10
Pumping with short pulses results in an efficient high-gain amplifier with good contrast between
the amplified pulse and amplified spontaneous emission, and also makes the further amplification
of the white-light continuum straighforward. This scheme of amplification requires that the dye

oscillator and amplifier pump pulses be synchronized to within a few tens of picoseconds. hence
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we term the “synchronous” amplificaton. Synchronous amplification requires that the dye
oscillator be synchronously pumped. The dye oscillator we describe here is synchronously
pumped. but has the additional advantage of being colliding-pulse mode-locked. We have further
discussed the design and development of this laser in references 10 and 11.

A necessary condition for a dye laser to be both synchronously pumped and colliding-pulse
mode-locked is that the critical position of the saturable absorber be unaffected by adjustments of

the cavity length. The use of an antiresonant ring as one end mirror of a linear cavity!2 enables this

condition to be satisfied. An antiresonant ring consists of a S50% splitter and a ring to return the
beams to the splitter. An incoming pulse from the linear part of the cavity is split into two equal
parts by the 50% splitter; when the two puises recombine on the splitter, they interfere so that the
entire pulse is returned to the cavity. In fact, as Siegman has shown, 12 if the splitter reflectivity is
R and the transmission T, then the power returned to the cavity is given by 4RT, and the power
coupled out of the cavity is (T-R)2. As suggested by Siegman!3 and subsequently demonstrated
with Q-switched Nd: YAG!4 and Nd:Glass!5 lasers, colliding-pulse mode-locking may be
obtained by situating a saturable absorber exactly opposite the 50% splitter in the antiresonant ning.
Our laser represents an extension of this technique to the synchronously-pumped, cw mode-locked
regime.

A diagram of the dye laser is shown in Fig. 3. The laser consists of a four-mirror linear
cavity, for which one end mirror is a $% output coupler mounted on a transladon stage and the
other is an antiresonant ring. The gain medium is a 200-um jet of Rhodamine 6G in ethyiene
glycol, and the saturable absorber is a 20-um jet of DODCI (Diethyloxadicarbocyanine lodide) in
cthylene glycol. The typical DODCI concentration is 2 x 10-3 M, which causes the laser to operate
with a central wavelength of 615-618 nm.

The dye laser is synchronously pumped at 100 MHz by the frequency-doubled ourput
of the cw mode-locked NG:YAG laser. Both the Nd:YAG pump laser and the dye laser are
mounted on Super-Invar slabs to minimize cavity-length fluctuatons. The shortest pulses and

greatest stability are obtained when the cavity lengths are properly matched and the Nd: Y AG laser

J——_
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Figure 3: Synchronously pumped, colliding-pulse mode-locked antiresonant ring dye laser. The
arrows on the first prism indicate how the prism is moved to tune the intracavity
dispersion.

cavity length is adjusted so the phase jitter of the Nd: YAG output is minimized. Both the pump

and dye lasers also have end-mirrors mounted on piezo-electric ransducers to make the required

submicron cavity length adjustments easy and reproducible. When the cavity lengths are well
matched, the dye laser stability is of the order of the pump laser stability, which for frequency-
doubled Nd: YAG is about |% rms.

The dye cavity mirrors have single-stack high-index coatings centered at 620 nm to
minimize the effects of unwanted temporal dispersion.!6 In order to control the dispersion in the
cavity, four quartz Brewster prisms are situated in the linear part of the cavity. As first
demonstrated by Fork e£.a/.6:17 in a cw-pumped CPM laser, the angular dispersion of the prisms
introduces negative group velocity dispersion (GVD), while the prism glass introduces positive
GVD. Therefore, by contolling the amount of glass in the cavity (i.e., by moving one of the
prisms in or out of the cavity along its axis), one may tune the net GVD of the cavity. The
dependence of the pulse width on the intracavity glass is shown in Fig. 4. [t should be noted that

not only is there a sharp minimum in the pulse width but also the pulse shape and specum dutfer
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qualitadvely in_two different regions of the graph. When there is too little glass in the cavity, the
pulse has negligible wings, the spectrum tails to the yellow, and the time-bandwidth product tpAv
is 0.35. When there is too much glass in the cavity, the pulse has broad wings, the specrum tails
to the red. and tpAv is 0.5. The minimum pulse width occurs with approximately S0-100 um less
glass than the prism position which yields a symmerrical spectrum. This is consistent with a
picture of pulse shaping where the minimum pulse width occurs when positive self-phase
modulation (SPM) is bzlanced by negative GVD tfrom a stable pulse. The dependence of the laser
spectrum on the intracavity glass is shown in Fig. 5. Generally the laser is most stable when

operated with a slight net negative cavity GVD (i.e. with slightly less glass than that which gives

Al | | 1 | | T
220 r- -
° [ J
- 200 — ® o -
o
180 - * —
g .
3 . .
160 ° ° -
2 5
- | ]
& 140 ° -
120 - o -
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Relative Prism Position (mm)
(more glass —)

Figure 4: Pulse width of the antiresonant ring laser vs intracavity glass.
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the shortest optical pulse). Typically the laser pulse width is bout 90 fs (assuming a sech? pulse
shape), determined by background-free autocorrelation, but pulse widths as short as 45 fs have

been obtained.

[.LB.2 Nd:YAG Regenerative Amplifier

The pump source for the dye laser amplifier is the frequency-doubled output of a Nd:YAG
regenerative amplifier. The regenerative amplifier is cw-pumped, so that the laser can be Q-
switched, injected with a short (80 ps) seed pulse, and cavity-dumped at a 1KHz repetition rate. A
schematic drawing of the amplifier configuration is shown in Fig. 6. The basic idea of the
synchronous dye amplifier is to see the Nd: YAG regenerative amplifier with a pulse from the cw

NERUIN
AL

Figure S: Pulse autocorreladons and spectra with two different laser condidons.
Top: net negative intracavity GVD. Borom: net posidve intracavity GVD.
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mode-locked Nd: YAG that is the pump source for the dye oscillator. This guarantees that the
amplifier pump pulse and the dye laser pulse will be strictly synchronized. Timing between the
pump and signal pulses is then simply accomplished with an optical delay line.

A porton of the 1.06-um radiation from the Nd: YAG oscillator is injected into an optical
fiber. The fiber is used simply to transport the beam across the laboratory to the amplifier and to
decouple the alignment of the Nd:YAG oscillator and regenerative amplifier. After the fiber, a
Pockels cell switchout selects a single pulse from the 100-MHz wain of pulses. This pulse is
injected into the regenerative amplifier off a 4% reflector. The injected pulses are of approximately

100-pJ energy and 80-ps duration.

The regenerative amplifier design is shown in Fig. 6. The laser head is a Quantronix model
117 with 3 x 104 mm Nd:YAG rod. The thermal lensing of this rod is very strong, and a cavity
round-trip time of about 12 ns is desirable so that any secondary pulses in the cavity due to
injection of unwanted pulses from the oscillator will be separated in ime from the main pulse.
Furthermore, ideally the beam in the intracavity Pockels cell should be large enough to prevent
damage to the Pockels cell crystal, and be collimated to enhance the switchout contrast rado. The
contrast ratio can be further enhanced by using the thin-film polarizers in reflecion mode. The
laser cavity shown in Fig. 6 satisfies all these requirements.

The operation of the regenerative amplifier is as follows. The quarter-wave plate in the
cavity frustrates the cw lasing and rejects any injected light that leaks through the first switchout
after two round trips. The amplifier is riggered by applying a voltage step to the lithium niobate
Pockels cell sufficient to compensate for the quarter-wave plate. This action not only Q-switches
the laser but also traps the injected pulse (selected by the first switchout) in the cavity. Following
approximately 40 round trips (480 ns), a second voltage step is applied to the Pockels cell
providing an additional quarter-wave rotation, and the pulse is rejected from the cavity.

The result is that the regenerative amplifier output is routinely 1.2 mJ at a repetition rate of

up to 1.7 kHz, with a pulse width of 80 ps. The repetition rate is limited entirely by the first

_
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Figure 6: Nd:YAG cw-pumped regenerative amplifier. On top is a schematic of the cavity
design. Below is the calculated beam diameter in the cavity.
switchout; typically the laser is operated at 1 kHz. The pulse energy is limited by the thermal
depolarization in the Nd:YAG rod combined with the use of high-contrast dielectric polanizers in
the cavity. Output energy fluctuations are typically less than 2% rms.

The output of the regenerative amplifier is down-collimated by a telescope to a diameter of
approximately 500 um, and is frequency-doubled in a 2.5 cm CD*A crystal which is temperature-
tuned to phase match at SO°C. The second-harmonic energy is SO0 w per pulse. The second-
harmonic is directed by a dichroic mirror to the dye amplifier; the remaining fundamental is again

down-collimated and frequency-doubled in an 8-mm KTP (pouassium dtanyl phosphate) crysual.
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This second-harmonic, which is used to amplify a portion of the white light continuum, has an

energy of 80 pJ per pulse.

I.B.3. Dye Amplifier

The dye amplifier is configured as a standard two-stage, collinearly pumped amplifier.!8
The stages are 1 cm in length with flowing dye solution. We found the optimum dye solution to be
Sulforhodamine 640 dissolved in a 50/50 mixiure of methanol and water. This dye solution offers
the best combination of high gain but low amplified spontaneous emission (ASE) level, essentially
because the ratio of water to methanol can be varied so that the gain spectum of the amplifier dye
matches the dye oscillator spectrum. (A higher proportion of water, which is a polar solvent,
produces a gain spectrum which is shifted to the red). The dye concentration is about 5 x 10-3 M.

The spot sizes and relative pump power for each amplifier stage were carefully optimized
so that the maximum gain could be extracted from the amplifier consistent with a minimum of pulse
broadening due to gain saturation. The optimized amplifier has a first stage pumped by 20% of the
second-harmonic energy from the frequency-doubled Nd: YAG regenerative amplifier. The spot
size of the pump and oscillator beams is about 150 um diameter, and the gain is typically 1000.
The amplified dye beam then passes through a 200-pum jet of Malachite Green saturable absorber,
which serves to absorb the unamplified 100-MHz dye pulses and most of the ASE from the first
stage. The amplified beam suffers a loss of about two in the absorber. The second stage is
pumped by the remaining second-harmonic. The spot size is about 1-mm diameter, and the gain is
typically 100. Thus, including the absorber loss, the net gain is § x 104, so since the input pulse
energy from the oscillator is about 200 pJ, the amplified pulse energy is 10 . (This corresponds
to the measured average power of 10 mW). The highest pulse energy we have observed with this
system without pulse broadening is 15 uJ. If pulse width is not a concemn, the spot sizes in the
two stages can be reduced so the amplifier will be driven further into saturation. This can produce
amplified pulses with energy in excess of 40 wJ, but the pulse then broadens to about 200 fs

FWHM.
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The radp of the amplified short pulse energy to ASE at the output of the amplifier is
typically 1000:1, though this figure varies significanty with the age of the amplifier dye and the
relative water to methanol content of the solvent. This figure is of concern only when a pump-
probe experiment is being performed where a pump pulse near 615 nm is necessary, in which case
the effect of the ASE portion of the pump pulse must be considered. In all the experiments
reported here, the amplified dye pulse was used to generate a white light continuumn, from which a
pumnp puise far to the red of 615 nm was selected, so the ASE from the amplifier was not an
important consideration

Aside from avoiding saturaton of the amplifier to maintain a short dye laser pulse. it is

necessary to compensate for the GVD of the amplifier chain. This is accomplished by passing the
oscillator output through a flint (SF-10) prism pair in 2 double-pass configuration before the
amplifier chain. The pulse width at the output of the amplifier is then easily minimized by
adjusting the amount of glass the beam travels through in the prism pair (in exactly the same
fashion as in the dye oscillator). Thus the prism pair puts a slight negative chirp on the dye pulse
that is exactly compensated by the positive GVD of the amplifier chain, and the output of the
amplifier is typically 90-120 fs. The prism pair is placed before the amplifier so that the loss due o
reflections and scattering in the prisms can be recovered in the amplifier. (If it were placed after the
amplifier, there would be less energy available for the continuum generation). As 2 f:rther
precaution against GVD that cannot be compensated with the prism pair, the mirrors in the
amplifier chain all have single-stack dielectric coatings centered at 615 nm.

The stability of the amplified dye pulse is 3% rms (measured by taking a histogram of the
pulse energy). It is extremely important for the generation of a stable, useful continuum that the
amplified dye stability be less than or of the order of 3%.

I.B.4. Continuum Generation and Amplification
The amplified dye laser pulse is focused with a 65-mm lens onto a 1-mm jet of ethylene

glycol. A thick optcal-quality jet 1s obtained using a low-pressure flow system with a high-quality
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sapphire nozzle (Precomp model PRE10ONO15). The resultant intensity is about 1013 W/cm?.
This intensity for a 100-fs pulse is sufficient to produce a white light continuum, which extends
over the entre visible range.1920 Apart from the effect of GVD, this continuum pulse is as short
as the pump pulse, namely 100 fs. The spectrum of the continuum peaks strongly at the pump
pulse wavelength and falls off roughly exponentally to each side, though under certain condidons
the spectrum shows structure due principally to self-phase modulation.2! The posidon of the dye
Jjet reladve to focus is critically important for obtaining a smooth, unmodulated, stable specum.
Usually the optimum glycol jet position is just beyond focus. The focal length of the pump lens is
also critical; a longer lens will produce a modulated spectrum since the continuum generation will
be closer to threshold. A shorter lens will produce an intensity that is too high, and the dye laser
beamn will actually atomize the front and back surfaces of the giycol jet, and a mist of ethylene
glycol will be blown off the surfaces. This scatters the laser beam, destroying the beam quality
and introducing instabilities in the continuum spectrum and energy.

A portion of the white light spectrum used in the experiments is shown in Fig. 7. (The
spectrum is not corrected for the responsivity of the OMA detector). This spectrum is an
integration of 5000 laser shots. When the laser system is running properly, the shot-to-shot
fluctuations of any given spectral portion of the continuum are about 8-12% mms.

The white light is collimated by a 38-mm achromatic lens after the glycol jet. A
beamsplitter reflects about 50% of the light into the pump arm of the pump-probe setup, as is
shown in Fig. 8. A filter selects a 10-nm bandwidth portion of the spectrum. This beam is sent
through a computer-controlled delay line (1-um resolution), and amplified in a 1-cm dye flow cell.
The 80-uJ second-harmonic from the second (KTP) frequency-doubling of the Nd:YAG
regenerative amplifier is used to pump this amplifier. A filter after the amplifier is used to block
any remaining pump light (and, when possible, ASE from the amplifier). The amplified
condnuum energy is typically in the 10-70 nJ range in the spectral region of interest in the
experiments (690-820 nm). The ASE is at least 100 x below the amplified pulse energy.




The rematRing portion of the white light after the splitter is arenuated and used as a probe
beam. Typically the probe energy is below the pump energy by at least 100 x. We discuss how

pump-probe experiments are performed in the next section.
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Figure 7: Typical white light spectrum over the robe range 1.4-1.8 eV. An RG780 filter (with
transmission edge between 1.6 and 1.7 eV) was used to block the intense poruon of

the continuum at higher photon energies.
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Figure 8: Schematic of the pump-probe setup. Not shown are the pump beam for the continuum
amplifier, the neutral density filters in the probe beam, or the probe reference beam
detector.

1.B.S. Pump-Probe Experiments

The basic idea of a pump-probe experimeat is very simple. A short optical pulse is used to
pump the sampie and induce a change in its optical properties, such as its reflectivity or absorption
specrum. A much weaker pulse is delayed in time and used to probe the change in optical
properties of the sample due to the pump. The time resolution is obtained by varying the time
delay between the pump and probe. Since the pump and probe pulses are derived from the same
source by using a beamsplitter, there is no temporal jitter between the pump and probe; hence the

ume resolution is limited only by the optical pulse width.
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When a-spectral continuum is available for the probe, then the change in the entire spectral
region of interest due to the pump can be accumulated at once by using parallel detection: the probe
beam after passing through the sample is dispersed through a monochromator and integrated on an
OMA. Thus we can do time-resolved spectroscopy. When the change in optcal propertes due to
the pump is small and higher sensitvity is required, the OMA may be replaced with a narrow slit
and photomultiplier or photodiode detector. Then the detection is at a single wavelength, but the
detectors are fast, so that if the probe beam is simultaneously monitored before it goes through the
sample, energy fluctuations may be normalized out on every single laser shot, and a substantial
sensitivity increase may be obtained.

The dme origin, i.e. the delay line position for which the pump and probe beams arrive at
the sample at the same time, is precisely determined by cross-correlating the pump pulse with the
probe pulse. A nonlinear crystal (LilO3) is placed at the same position as the sample. The pump
and probe beams are aligned so they are parallel and about two beam diameters apart. They are
focused on the crystal, which is aligned to generate the sum frequency of the pump and probe
pulses. The sum frequency beam is dispersed in a monochromator before being detected by a
photomultiplier tube. By tuning the monochromator wavelength, one may easily select which
spectral portion of the probe is to be correlated with the pump. The sum frequency signal is
detected as a functon of time delay, the result being the cross-correlation; a typical example is
given in Fig. 9. The FWHM is 180 fs. The pump and probe pulse widths are likely very close, so
to a good approximation the cross-correlation may be deconvolved to get the real pulse width in the

same fashion as an autocorrelation. For sech2 pulse shape, the deconvolution factor is 0.6482,28
so the pulse width is 120 fs.

[t is particularly important when doing time-resolved spectroscopy to avoid systematc error
due to GVD, since the entire probe spectrum must arrive at the sample at the same ame. [f the
continuum spectral range of interest is very broad, then the temporal shift due to GVD in the glycol
jet, lenses, and filters between the red and blue portions of the probe spectrum can be significant.

This temporal shift can be directly measured by cross-correlating the probe with the pump over e
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Figure 9: Cross-correlation of the 770 nm portion of the probe with the 790 mm pump beam.
The correlation width is 180 fs, which corresponds to a pulse width of 120 fs.

probe spectral range of interest. The result is displayed in Fig. 10 (squares). The pulse wadth of

any given portion (of approximately 10-nm width) of the spectrum is 140 fs, but there is an

approximately linear chirp that leads to a S00-ps temporal dispersion over the 120-nm probe

specoum.




.

Hot Electron Transport 29

This dispersion may be corrected by inserting a prism pair in double pass arrangement in
the probe beam. The white light dispersion when quartz prisms are used is shown in Fig. 10
(circles). The pulse width for each spectral component is 120 fs and the dispersion over the 120-

nm bandwidth is 30 fs. Unfortunately the quartz prisms are not useful since to obtain the

necessary negauve chirp, the prisms must be far apart and the beams must go through the prisms

as close to the tip as possible. However, in this case the beam suffers from vignetting (due to the
several-millimeter beam diameter), and the probe beam quality is destroyed and energy lost.
Possibly this problem could be overcome by focusing the beam through the prism arrangement,
with the focal position just beyond the second prism. However, a simpler solution is to use flint
prisms, which give a much higher dispersion. Thus the necessary prism separation is smaller, and
the vignetting problem is eliminated. The continuum dispersion for flint (SF-10) prisms is shown
in Fig. 10 (miangles). The pulse width at each spectral component is 110 fs, and the dispersion
over the 120-nm bandwidth is 100 fs. This dispersion is somewhat worse than that for quartz
prisms, since the flint prisms have a higher quadratic as well as linear dispersion. In fact, to show
that the minimum achievable dispersion is limited by the quadratic dispersion of the prisms, we
have firted the dispersion data to parabolas. The result is the dotted curves of Fig. 10. Itis
important to note that each time the central probe wavelength of interest is changed, it is necessary
to adjust the amount of glass the beam passes through in the prism pair to minimize the continuum
dispersion.

A further consideration in doing pump-probe experiments is that the probe beam must be
centered on the pump beam at the position of the sample. Ideally, the pump beam will be larger
than the probe so that the pump intensity is roughly constant over the area of the probe spot. This
1s accomplished by down-collimating the pump beam after the continuum amplifier. The pump and
probe spots are then overlapped by putting a small (12.5 um) pinhole adjacent to the sample. The
sample is then placed precisely at the focus by maximizing the throughput of the probe beam
through the pinhole; the overlap is then easily obtained by aligning the pump through the pinhole.

The overlap may be venfied and the spot sizes measured by scanning the pinhole through the




————‘

Hot Electron Transport 23

300

o

VXCODO

<»rmo
[ ]
8
*

°¢|b

B b
-y~

-100F

-mL - = —- —
e
WAVELENGTH

Figure 10: Temporal dispersion of the white-light continuum pulse. The squares show the
positive linear dispersion of the uncompensated continuum. The circles (triangles)
show the dispersion when quartz (SF-10 flint) prisms are used to compensate for the
linear chirp of the continuum.
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beams and dete¢eng the ransmitted light through the pinhole. For the experiments reported here,
the spot sizes were typically a pump diameter of 48 um and a probe diameter of 26 um. After the

alignment and focus are optimized, the sample is simply translated into place.

I.B.6. Data Acquisition
All the white light time-resolved spectroscopy experiments reported in this report measured
the so-called differential absorption of the sample. What is measured is AT/T, where T is the

ransmitted probe energy with no pump beam incident on the sample, and AT is the change in
transmission due to the pump, i.e., the transmitted probe with pump incident minus the transmutted
probe with no pump incident on the sample.

As we mentioned at the beginning of the previous section, the differential absorpdon
spectrum may be accumulated using an OMA. The readout of the OMA diode array is
synchronized to the laser by triggering the readout with a pulse timed to the laser amplifier. The
kilohertz trigger from the amplifier iming electronics is divided down typically by 30x, so that the
OMA will integrate 50 laser shots and be read out at 20 Hz. Shutters are placed in both pump and
probe beams, which may be triggered by the OMA controller. The shutter sequence used to
accumulate the differental absorption spectrum is as follows. Both shutters are initally open. and
one scan of the transmitted probe is accumulated into memory A. The pump shutter is then closed,
and one scan of the probe is subtracted from A. The probe shurter is then closed and a background
(dark current) spectrum is added to A. The pump shutter is then opened, and any pump light that
is scartered onto the OMA is subtracted from A. (For very high quality samples and large signal
levels the last two steps are not necessary). The transmitted spectrum without pump is then
accumulated into memory B. An ignored scan is performed between each accumulated scan since a
scan readout does not completely reset the OMA diode array. The cycle is repeated as often as
necessary to achieve the desired signal-to-noise rado. Once the dat is acquired, it is transferred to
the PDP-11 computer and memory A is normalized to memory B; the result is the AT/T specorum.
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For reasonable (5-30 min) integraton tmes, the typical minimum AT/T signal observable
(i.e, fora singic.-to-noisc ratio of one) is about 0.5%. This is limited by contnuum fluctuations
and the cavity-length stability of the dye oscillator. It may be possible to improve the sensitivity
substantially by stabilizing the dye oscillator cavity length with a feedback loop.

For experiments where it is not necessary to accumulate the entire differental absorption
spectrum at once, photodiodes or photomultipliers may be used to monitor the probe light. For
these experiments, a portion of the probe is split off before the sample and used as a reference
bearn. Both transmitted probe ("A") and reference ("B") beams are passed through

monochromators to select the wavelength of interest, and detected with photodetectors. For the

experiments reported here, the probe energies were so low that photomultpliers with extended red
muld-alkali photocathodes (Hamamatsu type R2066) were required. For each laser shot, A and B
are integrated and digitized using a LeCroy 2249W pulsed A/D. The computer acquires A and B,
checks to see that B is within an acceptable energy range, and computes the signal S=(A-B)/B.
This yields the differential absorption of the sample up to a factor due to the chosen signal level of
B. The signal S may be calibrated to yield the quantitative value of AT/T.

The artainable sensitvity for these single-wavelength experiments is limited by two things.
First, the sample surface must be of high quality and the probe beam directionality must be stable.
Otherwise the detectors A and B will not observe exactly the same signal and random fluctuagons
will be introduced. (It is also extremely important that the two detectors be monitoring exacty the
same wavelength portion of the spectrum). Secondly, in order to avoid saturating the
photocathode output, it is necessary to limit the incident photon flux. I have found it necessary to
Limit the flux such that only about 625 photo-electrons are emitted from each photocathode for each
laser shot. Thus the shot noise fluctuations will be about 4%. For a reasonable experiment, about
20,000 laser shots may be accumulated at each data point, so the shot noise limit to the sensitivity

is about 3 x 104, In practice the sensitivity limit is about 0.1%.
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I.C. Description of the Electro-Optic Sampling Technique

The elecro-optic sampling (EOS) technique has been chosen as the tool for measuring
photoconductively generated transient voltages for a number of reasons. The primary reason is
that of temporal resolution; this technique is capable of 100-fs resolution if lithjum tantalate is used,
and could achieve even higher speeds if other electro-optic materials were uulized. Another reason
is the flexibility and noninvasiveness of the technique. A number of embodiments have been
developed, including ones that require little or no special modification of the device under test and
which can be set up relatively casily. The technique is insensitive to wavelength over a wide band
giving the experimentalist complete freedom to choose the most appropriate laser for the research at
hand. The development of the technique and its different embodiments will be discussed below.

The EOS concept is based on the linear electro-optic effect. In certain "electro-optic”
materials an electric field applied across the material will induce a birefringence. Polarized light
passing through the material will be rotated to align itself with the molecules and the applied field.
Hence a measurement of the degree of rotation of polarization of the probe light will yield a
measurement of the applied field. Specifically, the phase retardance 8 introduced by a voltage AV

1s given by

AV (1)
d=x v,

where Vg is the "half-wave voltage” of the material determined by its crystalline structure. If an
analyzer, placed after the electro-optic medium, is used to measure the degree of polarization in a
particular direction then the intensity of the ransmitted light will be

.2 8
I:Iosm (2) (2)

This reladonship is shown in Fig. 11. If the medium is optically or electrically biased at the half-

wave point, then a small change in electric field will result in a linear change in transmussion.

|
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Hence, after a d¢ calibration, measuring the intensity modulation of the probe beam will yield a

direct measurement of the unknown electic field.

Oplicel Tronemission

Figure 11: Transmission curve for an electro-optic modulator.

The original EOS test geometry was developed by Valdmanis ef al 22. In this case the
GaAs photoconductive switch is the device under test. In some manner the unknown transient
electric field must be coupled into the electro-optic medium. In this first experiment this was
accomplished by fabricating a transmission line on lithium tantalate and electrically connecting the
photoconductive switch to the ransmission line. One laser pulse was used to "close” the
photoconductive switch, launching a transient voltage onto the transmission line which then
propagated away from the switch. A second synchronized laser pulse was focused into the
transmission line and sampled a narrow slice of the transient waveform. The pump and probe

pulses are actually pulse trains that are closely synchronized, so that by changing the pump/probe
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delay and measuring the modulation of the probe beam as a function of delay the unknown

transient voltage as a function of time is obtained.

Valdmanis pioneered the sampling technique and demonstrated useful applications in
discrete device testing, characterization of pulse propagation on transmission lines, and
measurement of high-speed connector bandwidths 23- He also showed that under most
experimental conditions the temporal resolution is determined by the particular sampling geometry
and not by the intrinsic response of the electro-optic medium. Specifically, the temporal resoludon

Texp is the sum-of-squares convolution of four factors:

1
2
texp=[21f+t§+t§+tf] 3)

where 1] is the pump/probe laser pulsewidth, g is the transit time of the optcal probe pulse across
the electric field lines, te is the electrical transit time across the probe beamwaist, and t; is the
intrinsic electro-optic response. 1 is determined by the transverse width and the separation of the
ransmission line electrodes, and 7. is determined by the optical beam spot size. Valdmanis er al.
showed that by reducing the thickness of the sampling microstrip from 500 um to 100 um and
reducing the probe beamn waist from 110 um to 15 um the temporal resolution could be
dramadcally improved from 2.4 ps to 0.85 ps.

19 is the dominating factor in the microstrip geometry. Because it is not feasible to fabricate
microstrips thinner than 100 um it is necessary to use a different geometry to further improve the
temporal resolution. Mourou and Meyer 2 repeated the experiment using a coplanar strip
transmission line, shown in Fig. 12. In this case, 79 is govemed by the penetration depth of the
field into the substrate, which scales with the separation between lines. Using a 50-pum-strip width
and spacing, they observed a 0.46-ps rise time. Further improvements in the temporal resoluton
may be realized by reducing the probe beam spot size to S um, reducing the stripline dimensions to
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10 um, and reducing the laser pulsewidth to 50 fs. Using these parameters and assuming that the
intrinsic response of lithium tanualate is 50 fs 25, Eq. (3) yields a practical resolution limit of
I51 fs. All of these refinements are necessary in order to resolve velocity overshoot phenomena

on a ume scale of a few hundred femtoseconds.

QIC“““M Puise
Probe Puise —

Cr:GaAs

Figure 12: Coplanar stripline sampling geometry 24,

The EOS technique only requires that some field lines from the device under test extend
into the elecro-optic medium. It is not strictly necessary o fabricate a separate electro-optic
transmission line and then have to worry about efficienty coupling the electrical signal into it (a
non-trivial probiem). Figure 13 demonstrates several EOS embodiments that have been developed.
“In-situ” EQS, () in the figure, may be used if the substrate of the device under test is itself
electro-optic. GaAs, [nP, and CdS are examples of technologically important semiconductor

materials that are also electro-optic (Si is a notable exception). Weingarten, er. al 0 and Ja,
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et al. 27 have shown that this approach may be used to test internal nodes on GaAs IC's. The
drawback tc this approach is that the probe wavelength must be sub-bandgap, which for GaAs
requires near-IR light. Though picosecond and subpicosecond near-IR lasers have been

developed, a stable source of sub-100-fs near-IR laser pulses free of temporal wings has yet to be

e @ é%m
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demonsmated.
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Figure 13: Embodiments of the electro-optic sampling technique.

The electro-optic superstrate geomety, Fig. 13(d), was first described by Meyer and
Mourou 28 as a way of performing two-dimensional mapping of transient electrical fields on the
surface of a circuit or sample. A high-reflectivity dielectric coating is required in this case on the
surface of the EO medium in proximity to the sample. Fringing fields from the sample substrate
extend into the superstrate. The probe beam is focused into the area of interest, passes through the
fringing field, is reflected off of the HR coating, passes again through the field and exits the
sampling crysal. Two-dimensional mapping is achieved simply by scanning the locaton of the

probe beam to different x and y positons of interest. This is the pnmary geometry used in this
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work and will be further detailed in the following section. One disadvantage to this geomeny is

due to the high dielectric constant of lithium tantalate (40), which may tend to load certain circuits
under test. To minimize this loading, the size of the superstrate may be reduced, resulting in the
so-called "finger-probe” geometries shown if Fig. 13 (d) and (e). Valdmanis 95 and Nees and
Mourou %6 have used these geometries to measure transient waveforms on GaAs- and Si-integrated

circuits.

II. Velocity Overshoot in GaAs

ILLA. Description of the Two Approaches: Time-Resolved Photoconductivity and
Transient Absorption Spectroscopy.

The purpose of this work has been to develop and utlize experimental techniques capable
of time resolving the dynamics of electrons in GaAs under the influence of an applied electric field
during the first few hundred femtoseconds of transport. The specific phenomenon of interest was
velocity overshoot, which is of fundamental importance to the operation of a wide range of modemn
submicron semiconductor devices. Existing experimental evidence for this phenomenon has been
reviewed and found to be, at best, incomplete.

The approach taken here has been to concentrate on measurements that may yield direct
information about the transient electron drift velocities and energies and that maintain the necessary
temporal resolution. The only techniques currently available with sufficient temporal resoluton are
all-optical or hybrid electro-optic measurements that utilize ultrafast dye lasers. One classic
experiment is the measurement of transient photoconductivity, which probes the drift velocity of an
ensemble of carriers drifting in a bulk sample by measuring the current induced in the external
circuit by the motion of the carriers. This technique has been used extensively from dc down to the
nanosecond and picosecond time scales, and in this work has been extended into the
subpicosecond regime.

Monte Carlo calculations of the transient electron drift velocity for our partcular

experimental conditions of temperature, electnc field, excitadon wavelength, and camer density
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have been developed. They have been compared with the temporal evolution of voltage
waveforms generated by a GaAs photoconductive switch. It has been shown in a qualitative
analysis that under conditions in which the electron and hole densities and the hole velocities are
approximately constant, which is true for this experiment, the time dependence of the voltage
transient is determined by the temporal evolution of the electron drift velocides. Hence the
measured temporal behavior of the voltage waveform and the calculated time dependence of the
electron drift velocity may be compared directly.

Calculations and experiments have been compared with excitaton wavelengths of 620 nm
and 760 nm and under conditions of high and low applied fields. All of the qualitative features of
the Monte Carlo theory have been observed in the experiment. In particular, a significant
photocurrent overshoot has been measured at E = 10 kV/cm which is not apparent at lower fields.
This constitutes the first fully time-resolved qualitative measurement of velocity overshoot in
GaAs. In addition, the Jones-Rees effect, which is apparent as a delay in the onset of
photoconductivity at low fields, has also been measured.

Transient absorption spectroscopy is an all-optical technique which measures the shape of
the joint electron and hole distribution function. To date this technique has been used to study the
relaxation of a hot photoexcited distribution to its thermalized equilibrium state, in the process
yielding important information about subpicosecond scattering processes in GaAs. A slight
modification of the standard sample structure (addition of an n* layer and metallization) allows the
experiment to be performed with an applied electric field. Thus heating of the electron distribution
by the field may be studied, and this is the process which drives velocity overshoot. Monte Carlo
calculations of the evolution of the electron distribution function with various applied fields have
been developed and compared with the experimental resuits. An increased population in the high-
energy tail of the distribution has been consistently observed which takes place on a ime scale of
100-200 fs. Due to difficulties with the samples which resulted in nonuniform field distributons

in the structures, the observed effects were not as large as predicted.
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I1.B.1. Predictions of the Monte Carlo Theory
The Monte Carlo model used here is a standard one that has been applied to the study of
mransport in GaAs. The band stucture includes three nonparabolic valleys (I",L,X) in the

conducton band and a single parabolic heavy hole band. The light hole band and split-off hole
band have been neglected due to the low density of states in those bands. Scattering from elastic
acoustc phonons, inelastical optical phonons, and ionized impurities have been included. All
simuladons for conditions of the transient photoconductivity experiment have been run with T =
300K and have assumed a density of n = 1x10!7cm-3. Osman and Ferry3! have shown that at this
moderate density electron-hole scattering may be neglected. Photogeneration of the electron/hole
gas is assumed to be a delta function in time and in energy (determined by the wavelength of
photoexcitation). One subtlety of the photogeneration process is that, unlike for carmier injection
from contacts, this generaton process results in an initial state of the carriers which has no
predetermined net momentum. The calculation therefore initializes the carriers with a fixed energy
but with a k-vector chosen at random.

The simulation models transport in the bulk without detailed consideration of what happens
when carriers reach the contacts. This is justified if the transit time of carriers across the device is
much longer than the time scale of interest (the “long device" limit). For the case of interest here
clecrons moving at ve = 1 x 107cm/s cross a 10-um gap in 100 ps. Only the first 3 ps of
transport is considered here so the assumption is well justfied.

The contribution to the photocurrent due to the holes is considerably less than that for the
elecaons. The hole effective mass is much larger than the electron mass, hence the hole velocities
are much smaller. A steady-state calculation of hole velocities by Brennan and Hess32 indicates
that the equilibrium hole velocity at E = 10 kV/cm is only vy = 2 x 106 cnys, a factor of 5-10 times
smaller than the electron velocity. The transient hole velocity is also expected to experience
overshoot 33 but the degree of overshoot would have 0 be S:1 or greater to compete with the
electron overshoot . There is no reason to expect the hole overshoot to be this large. In addigon.

the hole overshoot takes place on a faster ime scale because the density of states is higher and
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hence scattering rates are larger than for the electrons. Thus any hole transients are expected to
have subsided within the first 100 fs. For these reasons hole velocities have been neglected in the
following calculations.

A calculation of the electron drift velocity and the reiative populations in the I" and L valleys
for Aex = 620 nm and E = 2 kV/cm is shown in Fig. 14. At this photoexcitation wavelength the
electrons have an excess energy of 519 meV, weil above the threshold for I"-L scantering (290
meV). Intervalley scattering is very efficient so that in the first 100 fs, 20% of the elecaons have
already scattered into the L valley. The electrons in the I valley relax down toward the bandedge.
but as long as their energy is above 290 meV they continue to scatter into the L valley. After 500 fs
the energy of the I'-valley electrons has fallen below the intervalley scattering threshold, and the
population in the [" valley begins to rise again as electrons that initially scattered to the L valley
begin to scatter back into the I valley. At equilibrium about 90% of the electrons reside in the I’
valley.

This behavior is reflected in the net drift velocity of the electrons, also shown in Fig. 14
The drift velocity follows the velocity of the ["-valley electrons with only a small conmribution from

the L-valley eiectrons (at no time are there more than 25% of the electrons in the L valley). Hence
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Figure 14; Transient I and L valley populations and velocity calculations for Aex = 620 nm and
E=2kV/cm.
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Figure 15: Transient I" and L valley populations and velocity calculatons for Aex = 620 nm and
E =10kV/cm.

for this photoexcitation wavelength and applied field the electron drift velocity is expected to rise
gradually to a constant value in approximately 2 ps with no velocity overshoot.

The situation is quite different for the high-field case shown in Fig. 15. In this case the
relaxation of the photoexcited electrons toward the bandedge competes with the elecoron heating
from the applied field. More electrons remain above the intervalley transfer threshold and hence
more get scattered into the L valley. After 1 ps more than 50% of the electrons have scartered into
the L valley, and at equilibrium 55% of the electrons are in the L valley and 45% reside in the [

valley. Therefore the equilibrium drift velocity is the average of the velocides in the two valleys

and is significantly reduced. This large percentage of electron wransfer to the sideband and the

qvershoot in GaAs. The degree of overshoot in this case is only 1.5:1 because electrons were
initally above the intervalley transfer threshold and began scattering out of the [ valley
immediately. [t will be shown that the closer electrons are photoexcited o the bandedge, the more

dramadc will be the degree of velocity overshoot.
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Considc‘r_again the low-field calculartions of Fig. 14. One anomalous detail of the mansient
drift velocity is the delay in onset during the first 300 fs. At first this feature was thought to be
insignificant and due to numerical noise, but it was found repeatedly for several different low-field

calculations. In fact it is a signature of the Jones-Rees effect 3 and its potential role in ransient

photoconductivity measurements has been discussed by Grondin and Kann 35 The phenomenon
is shown schematdcally in Fig. 16. At t=0 states (a) and (b) are equaily populated by the laser
excitation. Electons initially at point (b) will cool down toward the bandedge and will have a
negative velocity. Electrons generated at point (a) will be accelerated by the field and will scatter
into the L valley and slow down. Therefore at low fields and short imes the elecons will either
have a negative or a small positive velocity and the net drift velocity will be close to zero.

For high fields, as already discussed above, many more electrons scatter into the L valley
and the inidal even distribution between states (a) and (b) is randomized very quickly. This is
shown more clearly in Fig. 17 in which the total number of electrons with negatve velocity is
plotted for the first picosecond of ransport. The contribution from negative-velocity electrons s

lower at high field and therefore the drift velocity rises without any delay. Hence the prediction ot

————
[ 4

(8) retum 10 satellite vailey

(B) remain in contral valley
but velocity is negative

D. Jones and M. D. Rees, J. Phys. C §, 1781 (1973).

Figure 16: Schemanc diagram of the Jones-Rees effect. >
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Figure 17: Calculation of the total number of electrons with negative velocity for conditions of
low and high fields.

the Monte Carlo theory is that there will be a delay in the onset of the photoconductivity for low
field relative to the onset at high field.

Most of the calculations of velocity overshoot published to date have assumed that the
electrons were initially at the bandedge, and the degree of overshoot predicted was on the order of
3:1. This initial condition is the optimal condition for overshoot of the electrons before they gain
enough energy to scatter to the sideband. For reasons to be discussed in the next section the
experiment could not be performed with bandedge photoexcitation (871 nm) but could be
performed at an intermediate wavelength of Aex = 760 nm. In this case the electrons have an
excess energy of 188 meV, well below the threshold for intervalley ransfer. Monte Carlo dnift
velocity calculatons for Aex = 760 nm and several different applied fields are shown in Fig. 18.
Note that, as expected, for E = 10 kV/cm the degree of overshoot is enhanced to 2.5:1 and for the

extreme field of 1S kV/cm the overshoot is 3:1.
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This section has outlined the Monte Carlo simulations of the transient electron drift velociry
that have been carried out for the experimental conditions of interest in this work. The following

section will describe the transient photoconductivity experiments that have been performed and will

compare these predictions with the experimental results.
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Figure 18: Predicted mansient electron drift velocity for Aex = 760 nm and several different
applied fields.

IL.B.2. Egggtimental Observation of Velocity Overshoot and the Jones-Rees

This section will detail the photoconductivity experiments that have been performed that
consttute a time-resolved measurement of velocity overshoot and the Jones-Rees effect. Included
in this discussion will be the development of different sampling geometries and the study of
various forms of GaAs and contact metallizations to optimize the magnitude and reproducibility of
the overshoot effect. The basic device under test is a simple photoconductive switch, consisting of
a sample of bulk GaAs with two ohmic contacts, which is incarporated into a high-speed
transmission line. According to the analysis by Auston 84, when a dc bias is applied and the

switch is "closed” using a short pulse of light (which generates photocurrent), a transient voltage is
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launched in both.directions on the ransmission line away from the switch. The ransient voltage is

equal to the convolution of the transient photoconductivity of the switch with the gap capacitance.

written as 38

o) =a, (1-f,0)-f 1) (5)

where oy is the unperturbed (time-independent) coefficient and f. and fj, are the respective electron
drift velocities. Therefore, in a situation in which ne, ny, and vy, are approximately constant and
ZoCyg is small relative to the time scale of interest, the transient voltage follows the transient
electron velocity. With proper design these conditions may be satisfied in a simple

photoconductve switch.

Once the voltage waveform has been generated it can be measured by the electro-optic

sampling technique 2.

I1.B.2.1. Excitation at 620 nm

The initial set of measurements were carried out using the coplanar stripline geometry (Fig.
12). This geomety was chosen for its improved temporal resolution, as discussed in section 4.2
The fabrication of the structure is as follows. A number of GaAs and LiTaOs pieces are cut and
polished to form plates of approximately the same dimensions (typically 10x10x0.5 mm). One
edge of each piece is ground and polished very carefully to achieve maximum flamess and
smoothness. These respective flat edges of the two materials are then butted together, and the two
pieces are mounted on a flat glass plate using UV -cured cement; the two pieces are pressed together
during the cure to insure a very close fit. Next, the two materials are ground and polished
simuitaneously to an optical finish to insure a smooth contour from one material to the other.
Finally, photoresist n2izzms are formed photolithographically across the interface, metal is
evaporated onto the pattern, and the wransmission lines and photoconductive gaps are defined

through liftoff to the excess photoresist and metal.

_
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One of the requirements of this geometry is that bulk (boule-grown) GaAs be used because
there is considerable grinding and poliching of the material during fabrication (a thin epitaxial layer
would not survive this treatment). Because it is also necessary to use semi-insulating material (so
that the dark current is small relative to the photocurrent) the two options are to use either Cr-doped
Bridgeman material or undoped LEC GaAs. The first experiments utilized Cr-doped GaAs
because it was relatively inexpensive and readily available. In this case no dependence of the
ransient photoconductvity of the applied electric field was observed and in particular no
photocurrent overshoot was observed. This was presumably due to two reasons. The first is that
Bridgeman material is of relatively poor quality and the Cr (and other) impurities act as scattering
centers and traps that severely limit the mobility of the electrons. The other is that all
metallizations tested (including evaporated Au, AuGeNi, and In, both annealed and unannealed)
resulted in nonreproducible non-ohmic contacts. This was reflected in highly non-linear dc [-V
characteristics.

The next step was to utilize undoped LEC GaAs. In this case the contacts were more
reproducible and the best contacts were obtained using annealed evaporated In. Even in the best
case, however, the dc I-V characteristics varied significantly from one photoconductive gap to the
next. Best-case transient voltage waveforms for these samples are shown in Fig. 19. This was the
first instance of an observed photocurrent overshoot that was present at high fields but not at
low fields. Two difficulties were apparent during the experiment. First, the shape of the voltage
transient was strongly dependent upon the illumination of the gap, which is an indication of poor
contacts 36. Secondly, the rise times of the transients were unexpectedly long, on the order of 1.5
ps, which can only partially be explained by the relatively large linewidths and line separation
(50 um) of the geometry used. Some of this slow response is also likely due to contact effects.

Improvements in the temporal resolution would require using smaller stripline dimensions.
However, it was found that the difficulty in fabricating continuous Transmission lines across the
GaAs/LiTa0O; interface increased dramatically as the linewidth was reduced. Yields for 20-um

linewidths were extremely low and for 10-um linewidths or smaller were essentially zero.
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Figure 19: Transient voitage waveforms obtained using the coplanar strip geomety\with semi-
insulating LEC GaAs and annealed In contacts.

At this point it was decided to make two significant changes in the experiment. The first
was to perform the experiment in the reflection-mode geometry and is shown in more detail in Fig.
20. This geometry has several advantages and one disadvantage. One advantage is that it
separates the photoconductive switch fabrication from the sampling crystal fabricaton, each of
which can be done independently with standard procedures and very high yields. In parucular, the
coplanar strip linewidths on the GaAs may be made as small as practicable with the lithography at
hand. Another advantage is that the probe beam may be moved arbitrarily close to the switch,
thereby minimizing any distortion of the voltage waveform due to modal dispersion on the
transmission line. The disadvantage is that the probe beam must pass through the fringing field
twice which yields an effective optical transit time 10 that is twice that of the ransmission
geometry. Fortunately this is easily compensated for by sufficient reduction of the stripline

dimensions.

——
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The second change in the experiment is made possible by the transition to the reflection-
mode geometry. Because gﬁnding and polishing of the GaAs is no longer necessary, very high-
quality MBE or MOCVD GaAs may be used which will have extremely low impurity
concentrations and correspondingly high electron mobilitdes. The use of epitaxial GaAs has an
additonal advantage in terms of ohmic contact formation. Ohmic contacts require a heavily doped
n* region between the metal and the semiconductor to serve as a source of electrons to the
semiconductor. It is clear that the heavier and more uniform the doping the better the contact will
be. Such a layer is easily incorporated into an epitaxial growth process as a cap layer and a very
high-quality n*-n interface is assured.

As expected, it was found that the uniformity and quality of the contacts increased
dramatcally with the utilization of epitaxial GaAs. The best metallizaton was found to be
sputtered NiAuGe annealed in an argon atmosphere at 400°C for 10-15 minutes.

Excitation
Pulse

Figure 20: Reflection-mode electro-optic sampling geomety.
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Experimental photoconductive ransients for these samples are shown in Fig. 21 37. For
this measurement the coplanar linewidths and separation were each 10 um, the gap length was 10
um, the pump and probe beam diameters were 10 um, and the propagation distance from the gap
to the probe point was 20 um. Although data was taken with uniform illumination of the gap, it
was found that the shape of the voltage transient did not depend critically on how the gap was
iluminated. The transients were reproducible with several samples from the same wafer as well as

with samples from different wafers of both MBE and MOCVD GaA:s.
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Figure 21: Transient photoconductivity data and Monte Carlo calculations for Aex = 620 nm.3’
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Also shown in the figure are Monte Carlo calculations of the electron drift velocity for the
particular experimental conditions of electric field, temperature (300 K), excitaton wavelength
(620 nm), and density (1017cm-3). All of the qualitative feagures of the theory are reproduced in
the experimental results. These features include a decreasing rise time with increasing field and
moderate overshoot that occurs at the extreme high field. Note also that the magnitude of the high-
field overshoot prediction of 1.6 is in qualitative agreement with the measured overshoot of 2.1. It
was shown that the temporal resolution for the sampling system wit™ this geomewy is under 200
fs. The measured response is a convolution of the transient drift velocity with the system
response. Because the system response is considerably faster than the predicted velocity transient
the measurement should reflect the inherent velocity response with only slight instrumental
broadening. Therefore, because considerable care has been taken to optimize the temporal
resolution and to fabricate reproducible ohmic contacts on high-quality epitaxial GaAs, the
conclusion is that this measurement constitutes the first subpicosecond time-resolved observation
of velocity overshoot in GaAs.

Another phenomenon predicted by the Monte Carlo theory and discussed in the previous
section is the Jones-Rees effect 34. The signature of this effect is a delay in the onset of the drift
velocity for low fields when electrons are photoexcited at or above the intervalley transfer
threshold. In this experiment this should be apparent as a delay in the onset of the
photoconductivity at low fields. The effect should be observed for excitation wavelengths shorter
than 700 nm.

Referring again to the data in Fig. 21 there is a shift that is apparent between the 10 kV/cm
and 5kV/cm curves. There is no visible shift between the 5 kV/cm and 2 kV/cm curves but this
maybe obscured by the relatively large noise level on the low field data. One way of quantfying
the onset ume of the photoconductivity is by measuring how long it takes for the transient voltage
to reach 10% of it peak value at each field. These measurements are shown in Table 1 and are

compared with the relevant Monte Carlo predictions. For the high- and medium-field cases the
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agreement is very good, and for the low-field case the agreement is within the uncertainty of the
data and the calculaton (low-field Monte Carlo calculations suffer from numerical instabiliges).

This constitutes the first ime-resolved measurement of the Jones-Rees effect in GaAs.

2kV/cm 2k¥/cm 10kV/cm
Monte Carlo Prediction 04x.05ps 0.30ps 0.10 ps
Photoconductivity Results 033+£.05ps 031lps 0.12 ps

Table 1. Values of the measured photoconductivity onset times compared with the
predictions of the Monte Carlo theory for onset of the electron drift velocity.

II.B.2.2. Excitation at 720 nm

[t was shown in the previous section that velocity overshoot increases as the
photoexcitation energy approaches the bandgap because the electrons will spend a longer time in
the central valley and therefore will have gained more energy from the field before scattering to the
sideband. In an effort to measure an enhanced overshoot the transient photoconductivity
experiment was repeated using the same optimized samples as above but with photoexcitation and
probing accomplished using a near-IR dye laser running at 760 nm. Details of this laser source are
found in the previous section. Note that for absolute optimization of velocity overshoot a short-
pulse high-repetition-rate laser running at 850 nm should be used. At the time of this wnting a
laser with these properties has yet to be developed.

Transient photoconductivity data with 760-nm excitation at the high and low fields of
15 kV/cm and 2 kV/cm are shown in Fig. 22. Note that once again a very significant photocurrent
overshoot is apparent at high field but not at low field. However, for the high field case the degree
of overshoot is much smaller and the rise ime of the photocurrent is considerably slower than what
is predicted by the Monte Carlo theory (Fig. 18). In this case the limited temporal resolution is

understood. The near-IR laser produces pulses only as short as 300 fs. Recall that the laser
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Figure 22: Transient photoconductivity results and Monte Carlo theory for Aex = 760 nm. Note
that the Monte Carlo curves have in this case been convolved with a 500 fs system
response 37.

pulsewidth enters into the calculation of the temporal resolution twice, once for the probe pulse and
once for the excitation puise. In this case the non-negligible laser pulsewidth dominates the
temporal resolution and therefore the full velocity overshoot cannot be resolved. Fortunately, since
the temporal resolution is well known it is still possible to compare the data with the Monte Carlo
predictions as long as the finite system response is taken into account. Specifically, if the
theoretical predictions of Fig. 18 are convolved with the system response of SO0 fs then a realistc
estmate of the amount of overshoot that may be observed in this measurement is obtained. These
curves are also plotted in Fig. 22. Once again very good agreement between the experimental
results and the (convolved) theoredcal predictions is found.
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For this wavelength, as explained in the previous section, no Jones-Rees effect is expected.
Unfortunately, the question of whether or not there is a delay in the onset of the photoconductivity
cannot be answered because the temporal resolution is insufficient to resolve such a delay.

In this section the development of optimized samples, contacts, and sampling geometries to
achieve a reproducible measurement of photocurrent overshoot has been described. Very good
agreement has been obtained between transient photoconductivity results and Monte Carlo
calculations of the transient electron velocity. In the next chapter an all-optical experiment will be
described which is designed to measure not electron velocities but the electron distribution
function. These two complementary approaches will yield a complete picture of the dynamic

behavior of electrons in GaAs during heating by an applied electric field.

II.C. Transient Absorption Spectroscopy

[1.C.1. Monte Carlo Model of the Dynamic Electron Distribution Function
The use of transient absorption techniques to measure the shape of the dynamic electron
distribution function is based upon the bleaching of optical ransmission due to the presence of

excess carriers in the conduction and valence bands. The dynamic absorption coefficient may be

written as 38

) =a (1-£0-£0) @

where ag is the unperturbed (time-independent) coefficient and fe and f), are the respectve electron
and hole distribution functions. The transmission of a thin sample, neglecting interference effects,

may be written as

T=(1-R)2e*"-, (6)
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where R is the reflection coefficient and L is the sample thickness. For thin samples (al<<1) the

exponential may be expanded and it is easily shown that the differential transmission has the form

T-T,
AT _ 0 _
T = T (a,L)(f, + £)) . N

Therefore if the ransmission data is plotted in this way the shape of the joint distribution function
is obtained directly.

During velocity overshoot e.ectrons are accelerated in the I valley under the applied field
and eventually scatter into the L valley when they have gained sufficient energy. In terms of the
energy distribution this implies that the distribution will develop a high-energy "til". The
measurement of the arrival time at high excess energies for electrons accelerated from bandedge
amounts to a measurement of the scattering time into the L valley, which is of fundamental
importance to velocity overshoot theories.

The Monte Carlo model is identical to that described earlier with a few modifications. Due
to experimental limitadons transient absorption experiments tend to be performed at higher
densities than ransient photoconductivity measurements (as high as n = 5x10!8cm-3), which
requires the inclusion of electron-hole scattering effects. The finite spectral width of the excitation
pulse (10 meV) has been included in the initial distribution. The excitation wavelength for the
experiments is 830 nm, which generates electrons with an excess energy of 60 meV. This
corresponds to approximately two LO phonon energies above the bandedge. The holes are
initialized with an energy of 7 meV below the vaience bandedge. The sample is assumed to be at
T =300 K in all cases. The electron and hole distribution functions will be calculated as a functon
of pump/probe delay, carrier density, and applied field.

A calculation of the relaxation of the hole distribution with n = 1017cm-3and E = 0 is
shown in Fig. 23. The very nonthermal initial distribution is randomized quickly and after 200 fs

has evolved into a quasi-Fermi disaribution. Note that all of the important dynarrucs take place
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Figure 23: Calculated evolution of the hole distribution withE=0 andn = 107cm3.

within 50 meV of the bandedge. The experiment is focused on detecting changes in the tail of the
distribution (above 100 meV), where the hole conwribution is negligible, so the remainder of this
discussion will be limited to the electron distribution.

Relaxation of the electron distribution function under the same conditions is shown in Fig.
24. Att = 100 fs the distribution has two peaks, one at the initial photoexcitation energy and one at
€ =30 meV. The lower-energy peak is at exactly one LO phonon energy below the initial peak,
indicating that LO phonon emission is the dominant scattering mechanism during the first 100 fs.
After 200 fs both peaks have been smeared out by electron-electron and electron-hole scanering
and the distribution is nearly thermalized. This 200-fs time scale for thermalization is consistent
with calculation of Collet 39 and Bailey40 discussed in the previous section.

A simulaton for the same conditions but with a moderately high carrier density of
n = 2x10!8c¢m-3 is shown in Fig. 25. The behavior is significandy different. In particular, the

inidal peak persists for up to 500 fs and no LO phonon peak is apparent. The persistent peak 1s




Hot Elecron Transport 50

10,000 - - 6000 - -
8000 f - -J
vc o -
g 6000 - s .

Fi o ]
_.
—

0 DN ) [ . o - N . B
0 100 200 300 0 100 200 300

Energy (meV) Energy (meV)

Figure 24: Simulated evolution of the electron distribution for E = 0 and n = 10!7cm-3.
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Figure 25: Calculated evolution of the electron distribution E = 0, and n = 2x10!8cm3.

due to two factors. First, at a density of 2x10!8¢m-3 the electron gas is moderately degenerate, and
the scattering rate out of the initial state is limited by the number of states available to scatter wnto.
Second, electron-hole scattering ransfers energy to the hole distribution and prevents the
immediate build-up of a high-energy wil. In this case the electrons are thermalized in

approximately [ ps. As will be discussed in the next secaon, no such long-lived nonthermal peax




Hot Electron Transport 51

has been observed in the experiments. The experiments were consistenty conducted at as low a
density as possible, estimated to be n = 2x1018cm-3. For these reasons the remainder of the
discussion will be limited to densities on the order of 1017cm-3.

Next, a dc electric field is turned on in the simuladon. Calculatons for the high-field case
of E = 10 kV/cm are shown in Fig. 26. As expected, the applied field has a dramatic effect on the
evolution of the distribution. A high-energy tail begins to form immediately and there is no LO-
phonon peak. After 500 fs the tail continues to grow and significant numbers of electrons have
energies as high as 300 meV, sufficient to scatter into the L valley (recall that for E = 0 there were
essentially no electrons with energies higher than 150 meV). Beyond t =1 ps the distribution
continues to shift as elecons scatter back and forth between the I' and L valleys, and equilibrium
is reached after 2-3 ps.

A simulation for the same conditions but with a moderately high carrier density of
a = 2x1018cm-3 is shown in Fig. 25. The behavior is significantly different. In partcular, the
initial peak persists for up to 500 fs and no LO phonon peak is apparent. The persistent peak is

A different way to visualize the dynamics of the distribution function is to look at the

distribution at discrete energies above the bandedge as a function of time. This corresponds to
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Figure 26: Simulated evolution of the electron distribution function, including heating by the
applied electric field, for n = 1017cm3 and E = 10 kv/cm.
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performing the experiment with discrete probe wavelengths rather than with a contdnuum probe,
which will be discussed in the next section. Three probe wavelengths of interest are Aprobe = 870

nm, 780 nm, and 750 nm, corresponding approximately to respective energies of 100, 150, and
200 meV above the bandedge. In the following plots the distribution function at these wavelengths
will be weighted with the absorption coefficient ((100 meV) = 10%cm-!; a(150 meV) =
1.2x10%m"}; a(200 meV) = 1.34x10%cm-1), in accordance with
. (4) 1o allow for more direct comparison with the experimental results.

The data of Fig. 24 (n = 1017cm-3, E = 0) is replotted in Fig. 27 for these three probe
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Figure 27: The calculations of Fig. 24 (n = 1017cm-3, E = 0) are replotted for three discrete
energies of interest as a function of pump/probe delay. The data is also weighted
with the absorption coefficient

wavelengths to demonstrate the advantage of this perspective. It can be seen immediately from
this graph that there are fewer electrons at higher energies and that they arrive later. As already
discussed, with no applied field there are extremely few electrons with energies as high as 200
meV.

Figure 28 simulates the same conditons but with the addition of the high applied electnc

field (E = 10 kV/cm). Two effects are apparent. A "population overshoot” occurs at all three
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wavelengths as electrons are accelerated up from the bandedge, arrive at the probe energy, and

sweep past to move o higher-energies. Again a delay is seen as the arrival of the electons is
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Figure 28: Evolution of the electron distribution function at discrete energies for n = 10!7cm-3
and E = 10kV/cm

probed further from the bandedge. Also note the very significant number of electrons in this case
at € =200 meV. This is emphasized in Fig. 29, which compares the distribution function at 200
meV with and without the applied field. Essentially all of the electrons at this or higher energies
have arrived there because of heating from the applied field.

In summary, Monte Carlo calculations predict that an applied electric field should have a
dramatic effect on the evolution of the electron distribution function. A high-energy tail is expected
to develop as electrons gain energy from the field In particular, it should be possible to measure a
transient absorption above 200 meV which is significanty enhanced when a high-electric field is
applied.
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Figure 29: Comparison of the time dependence of the electron distribution function at
e = 200 meV for high field and zero field conditions.

IL.C.2. Experimental Results: Subpicosecond Heating and Thermalization of the
Electron Distribution Function.

This section will describe the transient absorption experiments that have been performed
with an applied electric field. The experiment will be described in two modes, with a continuum
probe and with discrete probe wavelengths. The experimental results will be compared with the

theoretical predictions of the previous section.

I1.C.2.1. Continuum Probe Results

The dye laser and regenerative amplifier utilized to generate the white-light continuum for
this experiment have been described in Section I. The output of the laser system is a train of high-
peak-power pulses with energies of 10 yw/pulse, a wavelength of 620 nm, a duration of 100 fs,
and a repetition rate of | kHz. These pulses, when focused into a jet of ethylene glycol, water, or
other medium, have sufficient peak power to generate a continuum through the high-intensity
nonlinear index response of the material 41. The discrete pump/continuum probe arrangement is

shown in Fig. 30. The contnuum maintains the onginal 100-fs pulse width but the specoum has
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broadened to cover the range of 400-900 nm, which results in an exremely useful subpicosecond

specoscopic tool.

Figure 30 Discrete pump/continuum probe arrangement.

After the white light is generated it is split into two beams. The probe beam passes through
a computer-controlled optical delay line, then is focused through the sample and the entire spectrum
is recorded with an optical multichannel analyzer (OMA). Not shown in the figure is the
compensation for the chirp oa the probe pulse. Continuum generation with a relatively thick
(1 mm) jet results in a pulse in which the red frequencies are leading the blue or vice versa, which
is referred to as a "chirped pulse”. In a femwosecond spectroscopy experiment all of the probe
wavelengths must arrive at the same time. The chirp is corrected by passing the probe beam
through a pair of high-index glass prisms42. In this way the chirp was reduced to 50 fs across the
700-850 nm band of interest, which is quite reasonable for a 100 fs pulse duration.

[n the pump beam the pump wavelength of interest (in this case 830 nm) is selected out

with a 10-nm bandwidth interference filter. The energy of the pump pulse is boosted with a single-

___—_
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stage dye amplifier which is pumped wiih leftover light from the regenerative amplifier. The result
is as much as 20 nJ per pulse in the pump beam. The pump energy was adjusted during the
measurements to yield densities of approximately 2 x 1017cm-3. The pump beam was aligned
parallel with the probe beam and was focused into the sample through the same 50-mm lens.

The pump and probe pulses were timed by placing a second harmonic generaton (SHG)
crystal at the sample position and performing a cross-correlation measurement. In addigon, it was
necessary to carefully overlap the focused spots of the two beams at the sample position (0
optimize the transient absorption. This was accomplished by mounting a 12.5-um pinhole adjacent
to the sample and scanning it both vertically and horizontally across the pump and probe spots. In
this way the probe beam could be precisely centered over the pump beam. The probe beam
diameter was typically 70 um and the pump diameter was 120 um.

NiAuGe 500 A 10'8GaAs

STSTESTRTIISISISIRY

5000 A undoped GaAs
2 um undoped Al ;Ga (As

AR coating substrate:
undoped semi-insuiating GaAs

Figure 31: Sample sucture for the transient absorpdon experiment.

The sample structure in these experiments is shown in Fig. 31. The MBE-grown layers
consisted of 2 um of undoped AlGaAs (60% Al) grown on a semi-insulating substrate, followed
by SO00A of undoped GaAs and a SO0A n* GaAs cap. The n* cap was included to facilitate ohrmuc
contact formation. The AlGaAs layer serves as a structural support for the thin GaAs layer and is

opacally transparent at the wavelengths of interest (€gap = 2.1 eV). The metallizauon was annea:ed
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NiAuGe. Windows were etched through the substrate using a H2Oy/NH,4OH calibrated GaAs
selective etch. The final fabrication step was to clean the samples thoroughly and then deposit
onto both surfaces a thin dielectric broad-band anti-reflection coating. This reduced the reflectdon
losses from 35% at each surface to less than 2% and helped to minimize interference effects. The
metallic lines were 100-um wide and the length of the gap was 100 um. No attempt to fabricate a
high-speed ransmission line geometry was attempted as it was unnecessary for this experiment

Experimental ransient absorption curves for E = 0 and n = 2x1017cm-3 are shown in Fig.

32 for various pump/probe delays. The curves are plotted versus energy from the GaAs bandedge

— | |
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Figure 32: Experimental transient absorption data for E = 0, n = 2x1017cm'3, and various
pump/probe delays. The pump energy, LO phonon energies, and intervalley
scaitering threshold are indicated.

and each is offset vertically for clarity in the figure. Each curve required approximately 20 min of
integration. The dme origin is somewhat arbitrary and was chosen w coincide with the peak of the
initial nonthermal distribution. Some contribution from the leading edge of the excitaton pulse can
be seen at t = -120 fs. The distribution thermalizes rapidly and after 240 fs has become a quasi-
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Fermi distibution. These results may be compared directly with the Monte Carlo predictons of
Fig. 24. The presence of the LO-phonon peak at 120 fs is indicated by a shoulder in the

experimental distribution at € = 30 meV; this feature is not sharper because of the finite duraton of
the pump pulse (the Monte Carlo simulation does not take into account the temporal extent of the
pump pulse). Note also that there is no evidence of a long-lived nonthermal peak such as is
predicted for n = 2x1018cm-3 (Fig. 25). The agreement between experiment and theory is very
good for E = 0 and a density on the order of 10!7cm-3.

1 A measurement of the effect of a 10 kV/cm electric field for a fixed delay of 480 fs is
shown in Fig. 33. As expected, the presence of the field enhances the ransmission at shorter
wavelengths, indicating a higher electron population in the tail of the distribudon. Unfortunately it
was found that the degree of this ransmission enhancement was not very reproducible. Broad-

band probe measurements are complicated by the fact that the shape of the white-light spectrum
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Figure 33: Comparison of the measured electron distribution at t = 480 fs for E = 0 and
E=10kV/cm.
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tends to “wobble” even when all components have been optimized, which limits the sensitivity of
the measurement to 5% changes in transmission. This is the same order as the expected changes in
the tail of the distribution. For these reasons it was decided to proceed with the experiment using

discrete probe wavelengths, a technique which improves the sensitvity by an order of magnitude.

I1.C.2.2. Discrete Probe Results

The principal of probing at discrete wavelengths is illustrated in Fig. 34 with the data of
Fig. 32 used as an example. The three probe wavelengths selected are 810 nm, 780 nm, and 750
nm, corresponding to electron energies of 100, 150, and 200 meV respectively. As explained,
with no applied field there are never very many electrons with energies as high as 200 meV, so

only a very small transient absorption signal is expected at that energy. When a field is applied,

however, electrons are heated by the field, a high-energy tail develops, and the transient absorption
should be enhanced.

The simplest way to probe at discrete wavelengths would be to put interference filters in the
probe beam in front of the sample. This is not an ideal situation because changing filters tends to
misalign the pump/probe overlap and the optcal delay introduced by each filter varies from one
filter to another. This makes it difficult to make precise comparisons for different wavelengths.
Instead, the full probe spectrum is focused through the sample and the discrete wavelengths are
selected after the sample. One other modification is necessary, shown in Fig. 35. A beamsplitter
placed in the probe beam divides it into two beams, one which passes through the sample and one
which serves as a reference. The reference and probe beams are detected with matched
spectrometers and PMT's. The spectrometers are set to the discrete wavelengths of interest. By
taking the difference spectrum between the probe and reference beams and normalizing to the
reference amplitude the pulse-to-pulse amplitude fluctuations in the white-light specrum may be
subtracted out, which yields an order of magnitude improvement in sensitivity. The sensiuvity

limit in this mode is a change in mansmission of 2x10-3.
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Figure 34: Discrete versus continuum probing of transient absorption.
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Figure 35: Details of the differential technique used in the discrete probe wavelength mode.

Experimental results for E = 0 and n = 2x10!7cm3 are shown in Fig. 36. The arrival of
the electrons at € = 100 meV is immediate, limited in this case by the pump pulsewidth. Electrons

arrive later for € = 150 meV and there are fewer at that energy. At the exteme energy of 200 meV
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they arrive laiérsall and there are so few that the transient absorption is barely detectable. These
results may be compared with the predictions of Fig. 34, all of the qualitative features of the theory

have been reproduced in the measurement.
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Figure 36: Transient absorpton data for three discrete wavelengths with E = 0 and
n=2x1017cm-3,

The next step is to apply a dc bias o the sample. A 100 V bias across a 100-um gap
should result in a uniform field in the sample of 10 kV/cm. The voltage switched across the gap
was ronitored on the load side of the gap with a high-speed oscilloscope. Under no conditions
was the switched voitage greater than 0.5% of the applied voltage, indicating that the photoexcited
density was low enough to induce only a small perturbation. in the applied field. This jusafies the
assumpdon of a time-independent field in the Moate Carlo simulation. Transient absorpton data
for the intermediate probe wavelength of 780 nm (¢ = 150 meV) is shown in Fig. 37 for both E = 0
and E = 10 kV/cm. Clearly, there is an enhancement of the ransmission with the applied field and

the onset occurs earlier in ime. This indicates that there are more electons at this point in the tard
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and they arrive sooner with an applied field, as expected. However, there is no sign of the large
"population overshoot” predicted for a 10 kV/cm field. This discrepancy will be discussed below.

Transient absorpton data for the exueme wavelength of 750 nm (e = 200 meV) is shown in

Fig. 37 for E=0and E = 10 kV/cm. Although the signal-to-noise is not large in this
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Figure 37: Transient absorption data with Agrobe = 780 nm for high-field and zero-field condidons.

measurement, it is clear that there is an enhancement of the ransmission when the field is applied.
[n fact there are so few electrons in this point in the tail of the distribution with E = 0 that they
cannot be detected. It may be said that a transient absorption signal was observed with the field on
but could not be detected i~ the absence of the field, in qualitative agreement with the predictons of
Fig. 36. Again the effect was not as large as predicted and no overshoot of the ransmission was
observed.

The data in Figs. 37 and 38, when compared with the Monte Carlo predictions, indicate the
presence of a field but one which is much smaller than E = Vg/L. This could be due to poor

contacts, but the contact fabrication used (n-GaA¥/n*-GaAs/AuGeNi) is essentially idenacal to that
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Figure 38: Transient absorption data with Aprobe = 750 nm for high-field and zero-field
conditons.

used for the transient photoconductivity samples. More likely is the formation of a stable high-
field Gunn domain in the sample, which occurs when the background doping ng or the sample
length L, or both, are too large. When the domain forms, all of the applied field appears across the
domain (at the anode) and the field in the rest of the gap is supressed to a level below the threshold
field of 3.8 kV/cm. The role of Gunn domain formation in GaAs photodetectors has been
discussed by Wei et.al. 43 A linearized calculation by Jeppesen and Jeppsson?4 will be used t0
estmate the domain width for the samples parameters used here.

[n Fig 39 is plotted the domain width Lp relative to the gap length L for different applied
biases and for representative values of the background doping. A polaron measurement of the
doping versus depth for one of the absorption samples revealed that the doping level was
2x1018cm-3 near the surface (the n* cap layer) , fell to 5x1016cm-3 in the undoped n-GaAs layer.
exhibited a spike up to 1x1018cm-3 at the GaA/AlGaAs interface, and fell to Sx10'6cm3 in the
AlGaAs layer. The spike may be due to contamination at the interface or formation of a two-

dimensional electron gas. The relevant number is that in the GaAs and AlGaAs layers the
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background doping is Sx1016cm3. Referring to Fig. 39 indicates that the extent of the domain
under these condidons is 10-15% of the sample length. In other words, the high-field region is
limited to the domain within 10-15 pum of the anode; the field in the remainder of the sample is less
than 3.8 kV/cm. This is consistent with the transient absorption data, which indicated the existence
of a field but one cunsiderably smaller than the applied field.

An artempt was made to focus the probe beam more tightly in order to sample the high-field

domain close to the anode, but the smallest spot size attainable was 30 um, which was not small

enough to resolve the domain.
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Figure 39: Calculation of the extent of the high-field domain versus bias for several
representative doping levels.

There are several improvements in the experiment that could be carried out to defeat the
domain formaton. The primary solution is to reduce ngl. L is easily reduced by fabricanng
shorter gaps. The 5x10!6cm-3 background doping in the GaAs layer is not ideal; that material can
be grown with much lower background levels. In addition, the AlGaAs layer could be removed
with a selecave ewch from the back side of the sample. This would eliminate the AlGaAs
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contribution to the domain formaton (the background level in the AlGaAs is about as low as can be
expected with current MBE technology). Also it might be possible to pulse-bias the voltage on a
ume scale which is shorter than that required for domain formation but long enough to insure that
dispiacement currents do not play a large role in the experiment.

The quesdon arises as to why there was no indication of a nonuniform field in the mansient

photoconductivity measurements. In that case L was 10 um and the measured background level
was 5x1014cm-3. This yields an ngL product of 2x1011cm-2, which is below the threshold for
stable domain formation estimated by Jeppeson and Jeppsson to be (ngL Jreshold = 1.5x1012cm-2.
[n that case it is reasonable to assume that the internal field is uniform and given by E = Vg/L.

[n this section experimental details of the transient absorption measurement have been
described. Using the conanuum probe approach relaxation of the initial nonthermal electron
distribution on a 200 fs timescale has been observed, in good agreement with Monte Carlo
predictions and results published in the literature. Some heating of the distribution due to an
applied electric field was observed but was not extremely reproducible.

In the discrete-probe wavelength mode the experiment was repeated with an order of
magnitude improvement in sensidvity. In this case the enhancement of the transient absorption
was consistently observed with the application of the field, and in the high-energy tail of the
disribution a transient signal was measured with a field applied that fell below the limits of
sensitvity when the field was turned off. These results are in qualitative agreement with the Monte
Carlo predicgons, but indicate that the fiz.s in the sample is much lower than expected. A
reasonable explanation of this discrepancy is that due to stable Gunn domain formation in the
sample, most of the applied field appeared across the domain near the anode. Suggestons were
described for future work to defeat the formation of the Gunn domain and perform the expenment

with a uniform field.
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III. Tunneling in Quantum Well
[II.A. Tunneling from a Single Quantum Well

We describe a set of experiments performed to investigate what might be called the
"tunneling-out" problem in GaAs/AlGaAs quantum well (QW) structures. An electron is initially

confined in a thin QW, where the well is coupled to a continuum through a thin barrier (Fig. 40).
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Figure 40: Conduction band diagram for the electron nneling-out problem. The electron is
inidally confined in the QW, but decays via unneling into he bulk GaAs region.

Hence the QW electronic state is really metastable, since the electron can tunnel out of the well into
the continuumn. This tunneling is irreversible, since after the electron escapes from the well it
relaxes to the band edge of the continuum and hence cannot return to the well. The goal, of

course, is to determine the tunneling decay rate of the electron, and the dependence of this rate on
the barrier width, height, and an applied electric field. The nneling of the heavy hole may be

neglected; its effective mass is so large that the tunneling rate is orders of magnitude slower than

that of the electrons.
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The tunneling-out problem has been around in various forms for many years; among the
famous manifestations of this problem are nuclear alpha decay and the cold emission of electrons
from a metal surface (the so-called Fowler-Nordheim tunnneling). The problem has been
understood in principle since the early days of quantum mechanics; a comprehensive discussion of
the theory of irreversible tunneling through a barrier has been given by Landau and Lifshitz.+3

As was mendoned earlier semiconductor heterostructures offer a rich field for the study of
tunneling in condensed-matter systems. In the GaAs/AlGaAs system, the barrier width may be
contolled to monolayer tolerances, and the barrier height may be controlled by varying the
aluminum compositon of the AlGaAs barrier. Diode structures may be used to study the effects of
an electric field. For this study, we have tuned the sample parameters so that the tunneling decay
tme falls within a range accessible by the time-resolved photoluminescence (PL) system described
in the previous chapter. Thus we have been able to perform a fairly comprehensive study of the
tunneling-out problem in QW structures using time-domain optical techniques. At the ime we
commenced this study, no such studies had been done. Recently, however, Tsuchiya, er.al.,
published a similar study?6 in which they investigated the tunneling escape rate of electrons from a
QW through very thin A1As barriers. The principal differences between our study and theirs is
that we used thicker AlGaAs barriers, where we could vary the A1 compositon to study the effect
of varying the barrier height, and our samples had the QW region placed in a diode structure so that
the effect of an electric field could be studied. We also had a single barrier instead of doubie
barrier structure. For a double barrier saucture, the electron can tunnel out of the well in either
direction. Thus when an electric field is applied, the tunneling rate through one barrier increases,
but the rate through the other barrier decreases. We used a single barrier structure so that the effect
of the field on a single barrier could be isolated.

Aside from thc question of principle regarding the nature of the tunneling-out problem,
there is an addidonal, practical reason for studying this problem. The semiconductor
heterostructure that has attracted the most interest for tunneling studies is the double-barrier diode

(DBD). This structure is of particular interest for two reasons. First, from a practical point of
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view, because they display negative differential resistance (NDR) with large peak-to-valley ratos,
DBD's are useful for millimeter and submillimeter wave devices, such as oscillators and mixers.
Oscillations at frequencies up to 56 GHz have been reported.*7-49 and detection and mixing at
frequencies up t0 2.5 THz.50 Secondly, there are outstanding questions regarding the quantum-
mechanical nature of the resonant tunneling in this structure. There are two related
questions of particular interest. The first is, what is the time dependence (or conversely, the
frequency response) of the tunneling in these structures? Second, what is the mechanism of the
tunneling in real structures, where the effects of scattering must be considered? The lanter quesuon
is relevant both to understanding the dme dependence of the tunneling and the current-voltage (I-V)

characteristics of DBD's.

Considerable theoretical effort has been directed towards answering these questons. The
first calculations considered an ideal double-barrier structure with no scattering, interface disorder,
or other mechanism by which the resonant energy level in the QW could be broadened. In this
case (most thoroughly discussed by Ricco and Azbel3!), the structure is completely analogous to a
Fabry-Perot etalon, where one need only consider the transmission coefficients of each barrier 1o
determuine the I-V characteristic. The frequency response is determined by the requirement that for
resonant enhancement of the tunneling, the electron probability amplirude must peak in the well.
The buildup dme for this peak is expected to be of the order of the resonant state lifenme.

In the fundamental paper, Luryi52 pointed out that the Fabry-Perot picture of resonant tun-
neling fails to account for the observed frequency response and the I-V characteristics of real
DBD's. The observed frequency response is much too fast and the [-V curves display smaller
peak-to-valley rations than predicted. He proposed an additional mechanism for resonant tunnel-
ing, namely “sequential” tunneling. The Fabry-Perot picture requires that the elecron wavefunc-
tion be coherent over the endre DBD structure. However, any scattering process in the well will
destroy this coherence. Hence, the tunneling process may be viewed as a two-step process, where
the electron tunnels first into the well where it is localized by scattering, and then it tunnels out of

the well. Many authors53-66 have considered the time dependence of resonant tunneling when eacn
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of these tunneling mechanisms is operating. Capasso, er.al..87 have reviewed the roles of
coherent and incoherent tunneling in DBD structures. The important thing to note here, though, is

that in either case, one of the most important parameters is the resonance width I of the confined
electron state; whether the tunneling proceeds in a coherent or sequential fashion depends on the
relative magnitude of I'; to the scattering width of the state I's. The width I, is related to the run-
neling decay time tT of the state by the Uncertainty Principle: tt=h/T,. Our experiment directly
measures in the time domain the dependence of this tunneling time and hence the resonance width
on the applied electric field. Further discussion of these tunneling mechanisms may be found in

Section IV.

III.A.1. Experimental Results
IILA.1.1. Sample Structure

The structure of the samples used for this study is shown in Fig. 41. A single 30-A GaAs
QW is bounded on top by a thick (0.2 pm) AlyGaj.xAs barrier, and on the bottom by a thin
AlxGay.xAs barrier and 0.1-um-thick GaAs region. This undoped structure is clad between and
0.1-um p* cap layer and a 1-um n* buffer layer grown on top of the semi-insulating (SI)
substrate. [t should be noted that the photon energy of the luminescence from the QW lines below
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Figure 41: Sample saqucture for the tunneling-out experiments
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the AlxGa1.xAs band edge, so there are no effects due to reabsorption of the luminescence from the
Qw.

Tunneling is possible only through the thin barrier beneath the QW. The barrier width b
and A1 composition x were varied to study the effect of these on the tunneling rate. In all, five
samples were studied. One set of samples had an Al composition x of 30%, and nominal barrier
width: b of 85, 111, and 121 A. A second set had a barrier width b=86 A, and A1 compositions x
of nominally 38% and 50%. A 600-um-diameter mesa was etched down to the n* buffer and
ohmic contacts were made on both n+ buffer and p* cap, except a 200-um-diameter hole was left
for optical access®8. The p-i-n diodes were operated in reverse bias. Typical current-voltage
characteristics are shown in Fig. 42, with and without laser light incident on the sample. The

reverse bias breakdown voltage was typically about 4V.
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Figure 42: Current-voltage (I-V) characteristic for the sample shown in Fig. 2. Ontopisthe I-V
curve with no light incident on the sample. Below s the I-V curve with the laser
pump beam incident. The horizontal scale is 1 V/division; the vertical scale is

20 pA/div.

[II.LA.1.2. Excitation and Luminescence

Electron-hole pairs were injected into the QW at t=0 by a picosecond pulse from a dye
laser. The laser system was described earlier. The laser dye was Pyridine 1; the laser was tuned
so only electron-heavy hole pairs were generated. This was to avoid complications due to light
hole tunneling through the barrier. However, we found that there was no difference in the results
when light holes were also generated; evidently the light hole-heavy hole relaxadon time 1s fast

enough so the observed PL decay rates are unaffected.
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The samples are held in a cTyostat at a temperarture of 6 K. At this temperarure virtually all
the elecoon-hole pairs are bound in excitons. The strong exciton luminescence spectrum was
detected and time-resolved. A typical time-resolved PL spectrum is shown in Fig. 43. The
advantage of performing tme-resolved spectroscopy is that the Stark shift of the PL line with
applied electic field can also be simultaneously measured, along with the ime dependence of the

luminescence. Furthermore, the scattered pumnp light is also accumulated on the spectrum, so the

precise ume origin is given.
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Figure 43 Typical time-resolved photoluminescence spectrum. On the left is the scantered laser
pump light; on the right is the luminescence from the quantum well.

II1LA.1.3. PL Decay Times

The PL decay rate is expressed as
L oL, L ™M
to LTt
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where 1R is the-electron-hole recombination (radiative and nonradiative) ime, which is of the order
of a few hundred picoseconds. (The actual value depends on the density of trap levels and the

injected carrier density). However, the escape time 7T is quite independent of those effects and
would be equivalent to the measured PL decay time if it were much faster than tR.

The PL decays were, therefore, fitted with single exponential decays. For decay times
much longer than the saeak camera response time of 20 ps, this was done by simply performing a
least-squares fit on the PL decay at t > 20 ps. For decay times close to the streak camera
resolution, the data was fitted by using a simple rate equation model so that the effect of the rise
time and finite streak camera resolution could be included. The model assumes that electrons are
generated with a rate g (described by a Gaussian puise with FWHM and time origin determined by
the measured pump pulse) into the QW conduction band. The occupation of the initally populated
state is described by n. The electrons relax to the conducton band origin, where they may bind
with the holes to form excitons; this state is describe by nj. (The hole relaxation is assumed to be
extremely fast 69). Thus the combined subband relaxation and the exciton formation time are

included in a rate kgr. The electron tunneling rate is kT and the recombinaton rate is kr. Hence,

the rate equanons are

1
-— =g - (k'['+k") 9
2 10
__=k§_nl-(k_l_<|-kk)n2 (10)

The observed luminescence is just proportional to n?.
The equatons were numerically integrated, and the rates kg and kT varied to give a best

fit. (The rate kR is too small to be important for the case of fast tunneling where the rate equation
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fit is required). .An example of the fit is shown in Fig. 44, for the case of the sample with x = 0.3,
b = 85A ata bias voltage of -1.75V. A good fit is obtained for 1/kg = 20 ps and
1/kT = t1 = 31 (+ -5) ps.
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Figure 44: Rate equation fit of the lymi dawa for the sample with A lcomposidon x = 30%
and barrier width b = 85A, with an atpplied bias of -1.75V. The dashed line is the laser
pulse, the dotted line is the solution for n7 from the rate equations, and the solid line 1s

the experimental daa. (The time axis is plotted in units of the detector channel number).
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Figure 45: Luminescence decay time vs injected carrier density.

The decay time vs calculated injected carrier density are plotted in Fig. 45. There was no
applied electric field for this data. The data shows a density-dependent decay tme. At low
density, the decay time for all samples is about 150 ps, except for the smallest barrier sample
(x =0.3, b = 85A), which has a density-independent decay time of about 60 ps. For larger barrier
samples, the decay time increases with density, though this decay time seems to saturate at high
density. This behavior has been observed by other workers?0, and is attributed to trap sawragon.
At low injected density, many carriers (probably holes0) fall into waps, thus increasing the
observed PL decay rate. At high density, the traps are filled, so the observed PL decay is due only

to recombinaton and tunneling.
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III1.A.1.4. Field Dependence of PL Decay

The PL decay as a function of the applied bias is shown in Figs. 46 and 47 for the various
samples. For the data in Fig. 46, the A1 composition x is 30%, and the barrier width is varied.
For Fig. 47 the barrier width is constant the A1 composition is varied to study the effect of
changing the barrier height. The estimated injected carrier density for these experiments is about
2 x 1010 ¢cm-2. (The observed PL decay times are somewhat longer than observed in the
experiment of Fig. 45 The discrepancy is likely due to the uncertainty in determining the laser spot

size on the sample, and therefore the precise value of the carrier density.)
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Figure 46: Luminescence decay time vs. applied bias for different barrier widths. The Al
composition x = 30%. The barrier widths are {a) 121A, (b) 111A, and (c) 86A. The
solid lines are the results of the tunneling-out theory described in secton 01.C.3.
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The decay tme T at zero bias is strongly dependent on the barrier width (as reported in Ref.
46) and on the height, as expected. Near zero bias, the decrease of t with applied bias is weak for
samples with large barriers; for the data of Figs. 46(a) and 47(a) the recombination rate dominates
at low bias. For higher fields the decay time decreases rapidly with applied field as the tunneling
rate begins to dominate, except for 47(a), which evidendy has such a high barrier that no tnneling
is possible. In Fig. 46 it is apparent that the rate of decrease in tunneling time with applied field is
higher for samples with wider barriers. The reason for this is that as the field increases to tlt the

barrier. the effectve barrier width to the runneling electron becomes close for different samples.

ITI1.A.1.5. PL Stark Shifts

We mentioned previously that the time-resolved PL spectroscopy system allows the
transition energy of the PL to be simultaneously determined. The resulting Stark shifts are shown
in Fig. 48. For wie sample with x = 50%, b = 86A, which shows no evidence of tunneling, the
start shift is to lower energy by a few milli-electron-volts. This red shift is typical of previously
studied QW structures’!-73. However, in all other samples the Stark shift appeared as a small blug
shift (peaking at about 3 meV for reverse biases in the range 1-2V). To our knowledge this is the
first observation of a blue shift in the PL from a QW with an electric field. We discuss the

possible origin of this shift in the following sectuon.
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Figure 48: Stark shifts of the luminescence lines (a) for samples with different barrier width,
and (b), for samples with different height (i.e., A1 composition x). The error is

about 1 meV.

MII.B. THEORETICAL INTERPRETATION
[II.B.1. Electric Field vs Bias Voitage
Of course, before any comparison of experiment and theory is possible, it is necessary 10

determine the relation between the applied bias voltage and the magnitude of the electric field at e
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location of the QW structure. Sze’® has calculated the electric field inside a p-i-n diode. The
difficulty with applying this calculation to a real MBE-grown AlGaAs p-i-n structure is that the
“intrinsic” region, in fact, has a nonzero background p-type doping.’5 Typically this doping will
be in the range 1015-1016 cm-3, subject to the precise MBE growth conditions. This background
doping will have a strong effect on the field profile inside the diode. Due to the difficulty of
determining the doping level in each region of the diode independently, it is not clear how to
accurately and self-consistently determine the field profile.”® To our knowledge only Miller e
al., 7 have attempted to determine the field profile; however, they have not published the method
they used to determine the (nonuniform) field.

We have taken the simplest approach, where we determine the depletdon region width w by
a capacitance-voltage (C-V) measurement,’6 and express the field simply as F=V/w where V is the
external applied bias. (We find w is in the range of 4000 A, so for example the field at -2V bias is
about 5 x 104 V/cm). Of course this neglects the built-in potential of the diode structure.
However, as is shown in Miller er al.,77 the background p doping tends to reduce the field in the
region near the p-i junction, which is where the QW is situated in our samples. Hence our simple
approach is a reasonable first approximation to the field. The good agreement we find between

theory and experiment for the tunneling rates provides further confirmation that our approach is

reasonahle.

[I1.B.2 Tunneling Time at Zero Field
In a semiclassical model, the tunneling rate /T can be expressed as the product VT of the
frequency v of the electron _ollisions with the barrier and the ransmission probability T through

the barrier. The oscillation frequency of the electron in the well under flat band conditions is

=l E (1h
Y4\

v
where E is the electron energy (relative to the band edge), d is the well width, and my, 1s the

electron effective mass inside the well. For our structure, v is 1.3 x 1014 51,
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The transmission coefficient T of the barrier is calculated in the usual way by matching the
wavefunctions and probability current across the barrier. The only refinement necessary is that
because the electron effective mass is different in the barrier from that in the well and continuum
regions, continuity of probability current requires that (1/m*)(dydz) instead of just dy/dz be

continuous across the boundaries. The expression for T under flat band condidons is then

4r(V-E)E
[c-DE+V]’ sinh? [ Z/ 2mB(V-E)] + 4(V-E)E

where r=mp/my, and my (my) is the effective mass in the barrier (well). The calculated tunneling

T= (1)

tmes for the five samples are shown in Table 2, where we have assumed that 65% of the total

band offset i< :he conducton band.

x=0.3 b=86 A
b(A) T (ps) x T (ps)
85 17 0.38 143
111 21 0.5 3400
121 809
Table 2: Calculated electron tunneling times for the s2amples with no applied electric field.

I11.B.3. Field Dependence of the Tunneling Time
When an electric field is applied to the tunneling structure, both the electron oscillanon
frequency v and the ransmission coefficient T will change. For the electric fields we are

concerned with, v is essentially constant. It is easy to show that the correction term to the elecoon
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oscillation period is (FA/E)?/32, which shows that even at a field of 105 V/cm the oscillation
period changes only by 0.2%.

The transmussion coefficient, however, has a very strong dependence on the field. Landau
and Lifshitz43 show that the dependence of the transmission coefficient on the evanescent

wavevector K of a particle inside a potendal barrier is

b
T =exp -ZJ xdz (13)
0

Thus, we may account for the alting of the barrier by the electric field by writing the tunneling time

b
T =cexp %IJ 2m(V-E-Fz)dz
0 (14)

as where c is a constant. We make the approximaton that ¢ and E do not change appreciably with
the electric fields considered here. The proportionality constant is obtained by calculadng the
tunneling tme at zero bias as described above.

The results of this calculation are shown as the solid curves in Figs. 44 and 45. We did not
plot the result in Fig 48(a), since for this high barrier , the tunneling time is always much greater
than the recombination rate, consistent with experimental observatdons. For the curve of Fig.
44(c), we used a zero-bias nneling time of 65 ps instead of the calculated value of 17 ps. This
was because we want to show that the expression (7) properly displays the field dependence of the
tunneling time, even if it is difficult o accurately calculate the absolute magnitude of the rate.

The difficulty of calculating the precise values of the tunneling time is due to the
exponential dependence of the time on the effective mass and barrier width and height. Thus small
uncertainties in the sample parameters will produce very large changes in the calculated tunneling

time. One might consider fitting the data by varying the sample parameters, (e.g., the bamer
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width) but there are too many degrees of freedom to produce a unique fit. Hence we have assumed
that the nominal sample parameters are correct, and have adjusted only the conduction band offset
ratin. To illustrate the srong dependence of the tunneling time on the band offset rado, we note the
following. Suppose the conduction band offset ratio is in the range 62+3%. Then the tunneling
time for the sample of Fig. 45(a) will be 1.3, 2.1, and 3.2 ns for 59%, 62%, and 63%,
respectively. The 59% value yields results that are inconsistent with experimental observations at
high applied bias. Using a ratio of 65% produces a reasonable fit for all the data except for Fig.

44(c).

I11.B.4. Luminescence Blue Shift

Previously we noted that the Stark shift of the PL line appears as a blue shift for all
structures which display tunneling. This is in contrast to the usually observed red shift. Thus the
blue shift is intimately connected with the tunneling. We believe that considerable further
experimental and theoretical work will be necessary to understand the cause of this shift.
Nevertheless, in this section we will make a few remarks on its possible origin.

One possibility is that as the electrons tunnel from the well, a dipole field builds up that
raises the potential barrier seen by the remaining electrons in the well, The higher barrier increases
the confinement energy of the electrons in the well; hence the shift in PL to higher energy. This
explanation turns out not to be reasonable, since the electrons that have tunneled out of the well
will be swept away from the barrier region in about a picosecond. Thus a dipole field cannot build
up. Furthermore, the possibility of a transient dipole field can be ruled out, since this would
produce a dynamic Stark shift, contrary to observations.

Another possibility is that the shift is due to the holes that are left behind in the well. The
holes are swongly confined in the well. Therefore when most of the photogenerated electrons
tunnel from the well, the hole lifetime becomes very long since there are no electrons with which

they may recombine. If the Lifetime is comparable to or longer than the 10-ns ume between pump
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pulses, a substantial positive charge density will build up in the well. Thus the QW will behave in
a manner very similar to a p-doped QW.

It is well known that free carriers screen the electron-hole coulomb interacton, thus
reducing the exciton binding energy.”8 In fact Sanders and Chang 79 have calculated the exciton
binding energy as a function of dopant charge density for p-type modulation-doped wells. Such a
reduction in binding energy would, of course, produce a blue shift in PL energy. However, a
competing effect is band-gap renormalization, which shifts the band edge to lower energy with
increasing densiry.80 There have been some calculations of the optical properties of doped QW's
but they have principally concentrated on the absorption spectrum.”9-81.82 Obviously, further
theoretical and experimental study is required to determine if the blue shift is, in fact, a many-body

effect.

IIIL.C. TUNNELING FROM ASYMMETRIC QUANTUM WELLS
[II1.C.1. Photoluminescence Experiments

In this section, we present the results of time-resolved and continuous (cw)

photoluminescence (PL) spectroscopy experiments we performed to observe tunneling in
asymmetric DQW structures. As we mentioned in an earlier section, the time resolution of the
streak-camera PL system is about 20 ps; hence, one cannot observe coherent resonant tunneling
with this systern. Nevertheless, many interestng tunneling-rate processes are observable.

The DQW structures used in this study are of an endrely novel design. The two QW's are
of different widths, but the Al composition of the wider well is adjusted so that under flat band
conditions the electron energy levels are near resonance, and the hole energies are sufficiently
different so that the PL energies of the two wells are well separated.83 This is possible because the
heavy hole mass is much larger than the electron mass, so the holes sit close to the top of the
valence band in each QW. As we will discuss below, this makes possible at reasonable electmic

fields the existence of a "charge-transfer” (CT) state, in which the electrons and holes are in
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different wells. In these experiments, we have directly observed for the first time the buildup of a

CT state via electron and hole tunneling in opposite directions in asymmetric DQW structures.

II1.C.L.I. Sample Design

Semitransparent Contact

GaAs 50 A
Alp 39Gag 61As 500 A
GaAs 34 A
Alg 39Gag 61As 50 A

rsx Alg,10Gasq 90As 74 A
Alg.39Gag 61As 300 A
n*GaAs 2000 A
SL Buffer 800 A
GaAs 3000 A
n* Substrate

Figure 49  Double QW sample structure for PL studies. The nominal growth parameters in

angsu'qus are given. For sample A, the barrier width b is 50 A; for sample B,
b=100A.
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The samples used for this study were grown by molecular beam epitaxy at the central
research laboratory of Thomson-CSF in Orsay, France. The growth layers are shown
schematcally in Fig. 49.

The nominal growth parameters are as follows. A 74-A Alp.15Gag gsAs QW (QW1) is
coupled to a 34-A GaAs QW (QW2) through an Alg 45Gag 55As barrier. Two samples were grown
from this study; sample A has a thin (50-A) barrier so the electron states are somewhat delocalized
over the two wells, and sample B has a thick (IOO-A) barrier so the electron states are strongly
localized in each QW. Twenty-five periods of the DQW structure were grown on an n* GaAs
substrate and n+ GaAs buffer layer. The doping level is 5 x 1017 cm-3. (A 20-period n*
AlAs/GaAs superlattice was used to smooth the substrate surface.) A semitransparent Al, Schottky
contact was evaporated on the top surface so that the effect of an electric field applied along the

growth direction could be studied.

I1I.C.1.2. Electronic States
The electron and hole states for the above-described DQW system have been calculated by

B. Vinter.84 He obtained the exact wavefunctions and energies by numerically integrating the
Schrodinger equatdion for the coupled well system, rather than starting with the localize  states as a
basis. The band diagram and results for the wavefunctions for sample A are shown in Fig. 50,
both under flat band conditions and with an applied electric field (reverse bias). The band offset
ratio was assurned to be 0.62. Under flat band conditions the hole states are strongly localized in
each well (due to their heavy mass), but the electrons are somewhat delocalized as expected. With
a moderate applied electric field, the electron states become localized in each QW. For sample B,
the electrons are always strongly localized.

The energy levels vs applied field shows strong level repulsion near resonance due to the
coupling of the wells. Unfortunately, the PL transition energies predicted by this calculagon do
not agree very well with the observed values (7038 A for QW1 and 7160 A for QW2 at 6 degrees

K). Therefore, we have had to revise the sample growth parameters in order to fit the observed PL

e
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spectra. If we assume that the ALAs growth rate Ro} was as desired, then the PL energies can be
fit by varying the GaAs growth rate RGa. The thickness of each AlGaAs layer is then given by
(Ra1+RgGa)t, where t is the growth time for that layer. The Al composition x is given by
x=Ra1/(RA1+RGa).

By varying the GaAs growth rate, we determined values of the QW widths and Al
compositions that gave a reasonable fit to the PL energies. The results were that QW2 is only 26 A
wide, the barrier is 43 A (86 A) for sample A (B) with x=0.45, and QW1 is 50 A wide with
x=0.15.
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Figure S0. Band diagram and calculated electron and hole states for sample A (50-A bamer). 12)
with no electric field, and (b) with an electric field of 30 kV/cm. Simular resuits are
obtained for sample B, with the important difference that the elecon states are
scongly localized in each QW.
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I11.C.1.3. Experimental Setup
The samples were held in a cryostat at a temperature of 6 K. The laser and time-resolved

PL setup have been described in detail previously. The laser dye used was Pyridine 1; the laser

was tuned with a single-plate birefringent filter (Lyot) and an uncoated S-um pellicle to 6947 A, so
electron-hole pairs were generated in both wells at t = 0. For the ume-resolved experiments
discussed here, we estimate that each laser pulse injected a pair density of approximately 10!! cm2
in each well. (This results in a band-filling in the conduction band of 2 meV and in the valence
band of 0.4 meV.) The resulting PL was dispersed by a 0.32 m monochromator with 300 1/mm
grating across the entrance slit of the synchroscan streak camera. The streaked image was
integrated on a 2-D SIT detector, allowing us to obtain PL spectra with a spectral resolugon of
about 3 meV and a temporal resolution of 22 ps (i.¢., the FWHM of the dye laser outpun).
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Figure S1. Time-integrated (cw) PL spectra for samples A and B with zero applied bias at a
temperature of 6 K.

The time-integrated PL spectra presented here were obtained at Thomson-CSF using 2

separate sysiem with sub-mulli-electon volt spectral resolunon. CW PL spectra are shown tor

—
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both samples with zero bias voltage in Fig. 51. For sample B, the w, and w» transitions are about
the same magnitude; but for sample A, the @) intensity is much smaller than for wy, indicating

stronger tunneling processes for this sample as will be discussed below.

II1.C.1.4. Experimental Resuits

Time-resoived spectra for sample B (thick barrier) are shown in Figs. 52 and 53 for reverse
bias voltages from 0 to -6V. The spectra show the scattered pump light (defining the tme origin)
and two PL lines corresponding to recombination within each of the two wells. (The small peaks
just after the pump pulse at approximately the same wavelength are due to an unavoidable spurious
reflection of the laser onto the streak camera and should be ignored. Also it should be noted that
the absolute intensities cannot be compared for different plots.) The high energy PL line
corresponds to the QW1 transition, and the lower energy line to QW2. The PL rise and decay
umes change very little with applied bias, as is shown in Fig. S4. The Stark shift of the PL peaks,
plotted in Fig. 55 is observed to be a few meV to the red as expected.85

In the cw PL spectra shown in Fig. 56, however, we observe a third PL peak which shifts
strongly and approximately linearly towards the red with applied bias. In the narrow barrier
sample (A) this peak appears even more clearly in the cw spectra (Fig. 57), and presents a stronger
Stark shift. The origin of this peak can be elucidated by examining the time-resolved PL spectra
for the thin barrier sample; the line comes from radiative recombination between electons in QW !

and holes in QW2, which we refer to as the charge-transfer (CT) state.
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Figure 52: Time-resolved PL spectra of sample B for (a) zero applied bias and (b) -2V
reverse bias.
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Figure 53: Time-resolved PL spectra of sample B for (a) -4V and (b) -6V bias
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Luminescence (arbitrary units)

1.70 1.72 1.74 1.76 1.78
Photon Energy (eV)

Figure 56: CW PL spectra of sample B at different applied voltages.
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Figure §7:  CW PL spectra of sample at different applied voltages.
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Figure 58: Time-resolved PL spectra of sample A for (a) zero applied bias, and (b) -2V
reverse bias.
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Figure 59: Time-resolved PL spectra of sample A for (a) -3V and (b) -4V
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Figure 60:

Time-resolved PL spectra of sample A for (a) -5V and (b) -6V
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Figure 61: Stark shifts of the three lines observed in the time-resolved PL spectra of sample A.

A selection of the time-resolved Pl spectra vs applied bias is shown in Figs. 58-62 for
sample A. At low bias, one sees the scattered pump light and two PL lines corresponding to the
w1 and @) + aCT) transitions of Fig. 50. It should be noted that at zero bias, the PL of QW2 and
the CT state have the same qansition energy. As the electric field is increased, the w and wcT
lines separate and wcT is swongly Stark-shifted to lower energy. This PL has a long lifetime that.

in fact, approaches or exceeds the 10-ns ime interval between pump pulses and the synchroscan
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sweep cycle time; hence the PL signal that appears roughly constant vs time on the streaked
spectrum. (This is clearly seen as a signal at "t < 0.")

Tre Stark shifts of the three PL lines vs bias are shown in Fig. 61. For bias voltages less
than about -3V, the @2 and wcT lines are not well separated. The wy wavelength was determined
by the peak position near t = 0, and the wcT wavelength by the peak position at "t < 0" except
where this component did not appear, in which case the position at t~600 ps was used. The w,
and @y lines show a shift of a few milli-electron-volts typical of an exciton confined in a QW. The
Stark shift of the wcT line, however, is much stronger, and is approximately linear with applied
bias. The strong red shift and long decay dme indicate that this PL, in fact, is the result of
recombination of electrons and holes in the CT state. The CT state is built up by electrons
tunneling from QW2 to QW1 and holes tunneling from QW1 and QW2. The long lifetime is the
result of the small overlap of the electron and hole wavefunctions, but the CT luminescence is
nevertheless observable due to the nearly complete charge separation that takes place. This
explains why the CT luminescence is observable in the cw PL spectra but not in the tme-resolved
spectra tor sample B. In this case, the charge separation is not so strong due to the much slower
electron and hole tunneling rates between the wells, so although the long-lived radiative
recombination is observed as a line in the cw PL spectrum, the instantaneous intensity is low and,
therefore, extremely weak on the time-resolved spectrum. In Fig. 62 the time-resolved specum
of sample B at -6V bias is shown for a higher pump intensity than that for Fig. 53, and one can
observe just above the noise a very weak red-shifted component at several hundred picosecond
delay that is from the CT transiton. (It is likely observable in this case since a larger charge
separation apparently occurs with larger band-filling.)

One further observation confirms that the origin of the strongly red-shifted PL line is from
the CT state. The Stark shift of this line is dynamic, since as the carriers recombine the screening
of the applied electric field by the CT state is reduced and the red shift increases. This is most
easuy observed by comparing the CT wavelength just after the pump pulse with the CT PL

wavelength at a very long delay nme (which in practice is done by observing the PL at "t < 0" on
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Figure 62: Time-resolved PL spectrum of sample B at -6V bias.

the synchroscan streak image). This is only reliable in the range 2-4 V, where the CT lifetime is
not so long that the principal part of the signal at t = 0 is, in fact, due to PL emited att >> 0.

We mentoned previously that the CT state can have a lifetime that can exceed the pump
pulse period. As a consequence, a dc charge can build up in wells (this is most dramadcally
apparent in Fig. 60, where all the CT luminescence signal comes from these steady-state separated
electron-hole pairs). This charge screens the applied field, thus reducing the observed CT Stark
shift. Since the CT Stark shift effectively gives the average electric field in the DQW region, the
separated charge density can be estimated by comparing the observed PL Stark shift to the
calculated electric field in the Schotky diode without the presence of charge carriers. We can then
estimate an effective lifetime ¢ for the separated carriers from n=gt where g is the generation rate.

This procedure is accurate for cw experiments and yields good approximate results for the
tme-resolved experiments since the lifetme t is comparable to or lon ser than the pump pulse
period of 10 ns. We make the simplifying assumpdon that complete charge separation takes place

after each pump pulse; this is reasonable for sample A, particularly at voltages greater than about
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-3V, but is not reasonable for sample B. Since the separation between the QW's is much less than
the laser pump diameter, to a very good approximation the electric field due to the separated

charges may be calculated by assuming infinite sheets of charge with areal charge density 6. This
screening field is then

E=0/¢gp,

where € is the dielectric constant of GaAs. For example, a pair density of 10!l cm-2 will give a
field of 1.5 x 104 V/cm. The effective cw generation rate for the cime-resolved experiments
described above was 1019 cm-2s-1. The Schottky barrier height of the Al contact on the GaAs
surface is 0.8 eV,86 and the not-intentionally-doped region of sample A is nominally 9710 A: thus
the built in electric field in the DQW region is approximately 8.2 x 103 V/cm. To a good
approximation (i.e., ignoring barrier-lowering), the total field under reverse bias is just the sum of
the built-in field and the applied field The results for the carrier density and CT state lifetime for
the time-resolved experiments on sample A are given in Table 3; also given is the band-filling due

to the dc charge buildup for both electrons and holes.

Bias Voltage (V) n(cm-2) 1(ns) AE(meV) AE.(meV)
-1 5.7 x 1010 5.7 1.7 0.3
-2 1.1 x 1011 11.0 33 0.6
-4 1.9 x 1011 19.0 5.8 1.0
-6 2.5 x 1011 25.0 7.6 1.3

Table 3:  Separated charge densities, CT state liferime, and conduction and valence band filling
for sample A time-resolved experiments at various reverse bias voltages.

The lifetimes are surprisingly short. A separate experiment was performed to investigate

the dependence of the CT state lifetime on the injected carrier density. Table 4 shows the results

for the average separated charge densides n and CT ufetime t vs injected camner density n, r1 e . ine
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electron-hole pair density injected by a single laser pulse). The bias voltage for this data was -6V,

so the charge separation should be complete.

n;(cm-2) n(cm-2) t(ns)
6.6 x 1011 2.4 x 1011 3.6
9.9 x 1010 1.8 x 1011 18.0
3.2 x 1010 1.6 x 1011 50.0

Table 4:  Average separated charge densides and CT state lifetime vs. injected charge density for
sample A, -6V bias.

(There is a discrepancy between the results of this experiment and the results presented in Table 3

for the lifeime at an injected carrier density of 101! cm-2; this is most likely due to error in

determining the pump laser spot size precisely at the location of the cryostat in the sample, resultng

in an error in calculating the injected carrier density.)

Apparently there is a srong dependence of the lifetime on the injected carrier density, but
the average separated charge density depends only weakly on the inigal injected density. This
indicates that the observed short lifetime may be due to band-filling. This notion is supported by
cw PL experiments performed at Thomson-CSF,58 where a strong dependence of the lifetime on
the pump intensity was also observed: for sample A at -3V bias and 300 W/cm*2 pump intensity,
tis 20 ns; but at 3 W/cm*2, tis 1.2 ps. '

A more refined analysis treating the charged QW's in a self-consistent manner would be
required to elucidate the processes that determine the lifetime t, which it must be noted is not
necessarily the radiative lifetime for the CT transition.

~ The decay rates for sample A of the @) and w7 lines vs. bias are also extremely difficult to
interpret. The w; decay rate vs. applied bias is plotted in Fig. 63. We have not ploted the u»

decay rate, since at low bias the situaton is complicated by the fact that the w and wcT lines are
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very close in energy, and therefore are indistnguishable on the PL spectra (see Figs. 58 and 59).
The difficulty of defining a decay rate for the w; line except at high bias is clearly shown in Fig.

64, where we have plotted the data of Figs. 59(a) and 60(a) in a different way, so that the time
dependence of the different spectral components may easily be seen. It is obvious that the
measured decay tme would depend entirely on the spectral window around w, selected. At high
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Figure 63: Decay ume of the wl PL line vs. applied tias for sample A.




Hot Electon Transport 106

7148

7029

§842 wavelengtn

S p——
o —

s———
e ———————,

) 100 200 300 4«0 %00 ¢00 700
tine (ps)

0 100 200 300 400 9090 @0 700
tias (pe)

Figure 64: Time-resolved PL spectra of sample A at () -3V and (b) -5V bias plotted to show
the time-dependence of the different spectral components.

bias, where the @7 and acT lines are well separated and the W, rate can be well-defined, the
observed wy decay rate is limited by the streak camera response.

From Fig. S0, the simplest interpretation of the rates is that the W line decays with the hole
runneling rate from QW1 to QW2, and the w line decays with the electron tunneling rate from
QW2 10 QW1 (in addition, of course, to the recombination contributon to the total decay rates)

The wn decay is always very fast, because the barmer is thin and the electron mass 1s low, and it
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low bias the electon wavefunction extends over both wells. The @) decay is at low bias longer
than the combination decay rate, but rapidly increases with electric field, undl by -3.5V bias the

observed decay is limited by the streak camera response time.

S T

k‘, m

Figure 65: Band diagram for the tunneling-out theory applied to the DQW problem.

An approximation to the rate for a carrier to tunnel from one QW to another may be
obtained by applying the theory developed earlier for the tunneling-out problem. A slight
modification of the calculation of the transmission coefficients at zero field is necessary due to the
misalignment of the band edges of the two QW's; Fig. 65 shows the relevant band diagram. The
ransmission coefficient at zero field for mnneling from region I to region I is given by
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where m is the effective mass in region I, my the effective mass in the barrier, mj the effective
mass in region I, and the k; are the wavevectors in the three regions (k3 being the evanescent

wavevector in the barrier). For the heavy holes tunneling from QW1 to QW2 the k's are

12
k, = 2m(E-V) /hlj

> 12
k,= Zmb(VZ-E) /h ]

2]”2.

ky= 2mE/h
For the electrons tunneling from QW2 to QW1 the k's are
7]
k, = (2mem?)

k, = [zmb(vz-s) /h’)u2

ky = [st(E'Vx) ’hz}m-
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Figure 66:  Calculated electron QW2—QW1 mnneling times for sampie A.

The results for the wnneling rates vs. electric field for a 43-A barrier, assuming a
conduction to valence band offset ratio of 62:38, are shown in Figs. 66 and 67. The electron
tunneling rate is much faster than the streak camera response, and so will not be resolved. which is
consistent with the experimental results (remembering that at low bias w» and wcT are
indistinguishable). The hole tunneling rate, however, is always much slower than the
recombination rate (which is a few hundred picoseconds); thus an interpretation of the w,; decay as

the hole tunneling rate requires an anomalously fast decay.
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Figure 67: Calculated heavy hole QW1 QW2 wnneling times for sample A using the tunneling-
out theory.

The results for the electron tunneling for the 86-A barrier are shown in Fig. 68. These
calculated rates appear to be too fast to be consistent with the experimental observatons. If the
tunneling time at high bias were as short as 50 ps, then a substantal charge separadon would occur
(due to the fact that the holes injected by the laser into QW2 remain there, but most of the elecaons
would tunnel to QW1 before recombination in QW2 could occur). Hence, the an PL intensity
would decrease substandally, and a large Stark-shifted component at wcT would appear. This s

contrary to experimental observations (see Fig. 56).
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From the above argument, it is tempting to conclude that the electron tunneling-out theory
does not apply. Before one jumps to this conclusion, however, it is worth repeating the caution
that the calculated tunneling rate is an extremely steep function of the assumed barrier height and
width. For example, if the barrier is 100-A thick, the electron tunneling time would be 1 ns at zero
field, and would become equal to the PL decay rate only at a field of 6 x 10# V/cm. This field was
not attained experimentally (due to the screening of the field by the separated charges). Thus the
extreme sensitivity of the theory to the growth parameters (and assumed band offset ratio) makes it
difficult to conclude to what extent the tunneling-out theory may apply.

The results for the hole tunneling for the 86-A barrier are not displayed. In this case, the

hole tunneling time is never faster than a few hundred microseconds even at high bias; hence, the
hole tunneling may be ignored.

Returning to the problem of interpreting the time-resolved PL spectra of sample A, it
should be noted that the electrons are injected into the QW's with a small excess kinetic energy.
They will, therefore, be warmer than the lattice. It follows that as long as the electron levels in the
two QW's are within a few kT, of each other, where T, is the electron temperature, then the
observed decay of the wy line (in fact, the evolution of the wy + wcT combined lineshape) will
depend on both the tunneling rate and the electron cooling rate in the coupled QW system. We
have calculated the initial electron temperatures in each QW. The results are kT, = 5.7 meV for
QW1 and 8.2 meV for QW2 (consistent with the experimental results of Polland er al.7). Polland
et al. have shown that these temperatures decay with a time constant of several hundred picosecond
in 2 SQW. When one also includes the effect of the band-filling due to charge buildup in the
QW's, it becomes clear the electrons in QW1 can be thermally excited into QW2 over a bias range
of several volts, consistent with experimental observation. The fact that the energy resolution of
the time-resolved PL system is about 3 meV further complicates the interpretation of the time-
dependent w+wcT combined lineshape.

A further difficulty with the above interpretation of the wy and w; PL decay rates as hoie

and electron tunneling, respectively, is that it cannot account for the low intensity of the wy line




#

Hot Electron Transport 112

unless the hole mnneling has a component that is faster than the streak camera response time of

20 ps. If there were no such fast component, then in fact, the @; line would dominate the time-
resolved spectra, since the population of QW2 would be depleted by electron wnneling, but all the
holes would remain in QW1 (at low bias); hence, the instantaneous intensity of @y would be much
greater than the wcT line, which is not what we observe. It is straightforward to show by a simple
rate equation analysis that a hole tunneling time of about 36 ps is required to explain the relatve
intensities of the PL lines in the cw and time-resolved data (with the assumpton that the hole

tunneling rate is independent of the hole momentum in the plane of the QW). This tunneling rate is

several orders of magnitude greater than the simple theoretical estimate given by the tunneling-out
theory.

Of course, another interpretation of the relative intensities is that since the QW1
recombination is in Aly ;5Gag gsAs, which is lower quality material than GaAs, there may be a
nonradiative contribution to the decay which dominates. Possibly there are many hole traps, so
there are few holes in QW1 with which the electrons may recombine. Another possibility is that
the nonradiative recombination rate is so fast in QW1 that the electrons and holes recombine faster
than the transfer time of electrons from QW2. The principal difficulty with this interpretation is
that for sample B, which was grown in the MBE run immediately successive to sample A under
identical conditions, the wy and a» lines have roughly equal intensides. It is unfortunately not
possible to determine whether the low w; intensity for sample A is due to fast hole tunneling or
nonradiative decay on the basis of PL experiments; the only unambiguous way to settle the issue
would be to have a third sample with barrier width between that for sample A and for sample B, so
that a trend in relative PL intensities could be clearly observed.

What is clear, however, is that at high fields the decay of both w; and w7 PL components 1s
streak-camera limited and; therefore, we can conclude that at least at high fields the tunneling 1s fast
(less than 20 ps) for both electrons and holes. The wunneling-out theory cannot account for the fast

observed hole tunneling rate.
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Figure 68: Calculated electron QW2-QW 1 tunneling times for sample B using the tunneling-out
theory.
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IV. RESONANT.TUNNELING DIODE

Resonant-tunneling devices, employing heterostructure quantum wells or superlattices of
quantum wells, have been proposed as the next generation of electronics, since they would have
gain over very broad bandwidths and be able to attain extremely short switching speeds on account
of their very fast ransport mechanisms. It is thus appropriate to end this work on ultrafast
electrical signals with a chapter that experimentally investigates transport in these unique devices
and reports on the fastest electrical switching event yet measured for an electronic component.

The inital development of resonant-tunneling devices to exploit their potendally ultrafast
response has taken place in two-terminal devices, or resonant-tunneling diodes (RTD), also known
as double-barrier heterostructure diodes (DBD). A heterostructure is a series of junctions formed
between two dissimilar semiconductor materials. In the case of the DBD, the device consists of
two heterojunctions formed by the presence of one type of semiconductor material grown on both
sides of another semiconductor layer with a lower band gap. Careful measurements on this type of
device not only provide technological information on its switching operation and potential for high-
speed applications, but can also contribute scientific knowledge concerning the mechanisms of

transport that occur on the picosecond time scale.

IV.A. Theoretical considerations

Resonant tunneling occurs in the double-barrier quantum well when carriers from the
Fermi sea of electrons in the bulk semiconductor material on either side of the structure are able to
tunnel through one barrier, find an allowed state in the well material, and then tunnel through the
second barrier to the bulk material on the other side. The situation of tunneling through a barrier is
treated quantum mechanically as a beam of particles impinging on a rectangular region having a
potential energy greater than the energy of the electrons. An expression for the transparency of this
region, where classically an incident wave would be totally reflected, is given by
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2

1_,,_V
YE(V-E)

F=1 sinh® (2xa) | (15)

where V is the barrier height, E, is the energy of an electron, and a is half the thickness of the

barrier. The energy difference E, - V is the kinetic energy of the electron in the barrier, and its

momentum is given by hk/2x. The transmission coefficient is thus proportional to the inverse of
sinh?ka, but even though as the barrier decreases in size, the transmission through it increases, T
for each of the barriers is stll only on the order of 107 2. The transmission coefficient for the
complete double barrier soructure, approximately given by the product of the ransmission
coefficients for the left and right barriers, is thus extremely small.

However, in a semiconductor there are no bulk states in which electrons may exist, but
rather there are allowed energy bands with forbidden gaps between themn. A single layer of

semiconducting material grown between two layers of another semiconducting material, where the
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Figure 69: Bound energy levels and electron wavefunction in a finite double-barrier quantum well.

embedded layer has a lower bandgap than the surrounding layers, would also exhibit these

allowed, or bound, energy states. In the case of an infinitely deep well of finite extent, the wave

funcdon of an electron in one of these states is found to be zero in the confining laycr.90
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However, for a finite quantum well, an electron’s wave function is not absolutely confined
between the barriers, but rather it is discovered to decrease exponentally in the barrier regions due

to the evanescent states in each of the layers.g‘ This situation is depicted in Fig. 69, where k and

K are momenta terms for the electrons in the two layers. It should be noticed that as the size of the
structure decreases, it is possible for the electron wave function to be ransmitted through the endre
double barrier structure. Since this can only occur when an electron in an emitter on the other side
of a barrier from the well is at the energy of a state in the well, the condition is considered to be one
of resonance, and hence the term resonant runneling.

The global transmission coefficient for the finite double barrier quantum well structure has

been derived and is re:producc:d92 below in order that the resonant aspect of this phenomenon may

be further clarified:
T - S (16)
G Tl T’ 1 '
C, T:T,*sz“cs?l*cq-l—f

where the subscripts { and r identify the left and right barriers, and the C, coefficients are phase

factors that to first order may be considered to be constant and of the same order of magnitude. As
discussed previously, the magnitudes of the individual barrier transmission coefficients are
considered to be much less than unity, so when the energy of an incident electron does not

Jeorrespond to an energy state in the well, the global transmission coefficient reduces to

C
TG-éT,T,-T,T,. (17)

The global transmission is small, and the well would have an effect only on the phase of an

electron. If the phase factor C4 goes to zero, however, as happens to be the case when an clectron
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s at an energy corresponding to a level in the well, the global transmission coefficient peaks:

T Co Tr T Co Tl 8
==L o To~=>w= . (18)
G CZ TI G C3 Tr

where the T in the numerator would represent the barrier which exhibited the smaller cransmission
coefficient. This corresponds to the resonant condition described earlier, and depending on which
barrier had the maximum and minimum transmission coefficient, the global expression could be

written as

T .
T -~ (19)

This demonstrates that even if the individual barrier ransmission coefficients are very small, as
long as the energy of an electron matches that of the bound state, it has an excellent chance to be

ransmitted through the endre structure.

IV.A.1. Current-Voltage Characteristic

The current-voltage (I-V) characteristic of a tunnel diode is interesting and useful due to its
negative differential resistance (NDR) region. The RTD also exhibits an NDR region, and thus
may eventually find applications as an oscillator, mixer, and fast switch. An explanation for the
existence of NDR in this device follows, referring to Fig. 70. The layers that the double barrier
structure are embedded
between are heavily doped semiconductor (GaAs doped to 1018 cm™3 typically) material, and they
act as the contact electrodes to the RTD, although there would actually be ohmic metal contacts
outside of these heavily doped regions, too. A voltage bias is applied across the RTD through the

use of these contacts. The equilibrium, zero-bias case is shown at the top of Fig. 70. Only the
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Figure 70:  Schematic band diagram and current-voltage characteristic for a hypothetical resonant-
tunneling diode.

first allowed state in the well material is given, and the Fermi level is indicated by the shaded area
in the bulk material At the very bottom, the I-V curve indicates the amount of conducton for the
given bias voltage, where at V = 0 volts the current is also at the arigin.

As the bias voltage is applied to the RTD, the resonant state is pulled down in energy with
respect to the more negative electrode, and when the Fermi level in this electrode is at the same

energy as the bound state, enhanced conduction occurs and the -V characteristic peaks. [n our
schematic drawing, this has happened at V = V|, which can also be given by V = 2 E /e, since the
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applied voltage is split into two equal voltage drops at each barmer. When the resonant state is

pulled down bélow the conduction-band edge of the heavily doped material, the tunneling current

decreases. The resonant state is well below this point at a voltage of V = V5 in the figure, where
the current is seen to have artained a minimum. At bias voitages greater than this value, there is
significant current flow of electrons from the Fermi sea that have energies above the top of the
potendal barrier, and the characteristic in this region appears similar to that for a p-n juncton as it
begins to conduct. The rise in conduction to the peak of the I-V curve is reasonably gradual at
room temperatuis, as the tunneling current depends on the density of occupied states in the
electrode as determined by the Fermi funcdon. This peak should therefore become quite sharp at
very low temperatures. Of course, if there are more allowed states in the well, the [-V
characteristic would have multple peaks, and these have been observed by a number of in-

vcsn’gators.95

IV.A.2. Coherent vs Sequential Resonant-Tunneling

The global transmission function at the resonance condition, as described earlier in the
chapter, is observed to achieve a maximum when the transmission coefficients of the two barmers
are equal to each other. This ransmission exhibits a resonant enhancement that behaves much like
that in an optical Fabry-Perot resonator. This assumes that there is negligible scartering of the
electrons in the well, which is not actually the case in the vicinity of room temperature, but even at
non-cryogenic temperatures there is some enhancement in transmission due to the resonance.

With the barriers behaving like the mirrors of a cavity resonator, the electrons incident on
the well from the emitter at the energy of the bound state experience multiple reflections in the gap
berween the barriers. When a small amount of the wave function leaks out of a barrier upon each
reflection, it is in phase with the other transmitted waves (they exhibit phase coherence), and out of
phase with the reflected waves. From the theory of the resonance properties of passive optical
cavites, it is known that the amplitude of the electron wave function circulating between the

barriers would build up inside the well, and, depending on the ransmission coefficients of each of
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the bamers, either enhance the mansmitted waves or the reflected ones. As indicated in Sect. [V A,
when the transmission coefficients of the barriers are matched, it is the ransmitted waves that are
enhanced and the reflected ones that are cancelled on resonance. This is analogous to an
impedance matched condition on an ordinary transmission line where the load and characteristc
impedances are the samne so that there are no reflections.

The inidal belief was that the peak in the transmission of current through the double barrier

structure was entirely due to this coherent tunneling process that occurs when electrons in the

Fermi level are aligned in energy with the bound state. Theoretical calculations have consistenty
proven to overestimate the peak-to-valley ratios of the I-V curve, however,33 with a logical
conclusion being that as an electron scatters off other particles in the well material, the collisions
randomize the phases of the electron waves and prevent the build up of the amplitude of the wave
function in the well due to the multiple reflections. Since there would be no resonant enhancement
of the transmission, the electrons would tunnel through the region without maintaining the co-
herence of the incident wave, sequentially scattering until they reached the extent of the structure at
an amplitude lower than that expected from the resonance condition.?4 While this would indicate
that coherent resonant tunneling was present just because there was a peak in the [-V characterisuc.
it would also substantiate the 93 of incoherent resonant tunneling due to the diminished peak in the
conducton.

Further theoretical work, however, has suggested that although the scattering destroys the
phase coherence and strongly reduces the probability for coherent tunneling, the tunneling current
does not depend on whether the resonant runneling is coherent or sequential, but only on the
alignment of occupied states in the emitter with the bound state. This is an indication that it may be
necessary to concentrate on the time response of the tunneling process rather than the dc studies of
the [-V curve in order to determine which tunneling mechanisms dominate, or whether there is
actually any contribution from coherent resonant tunneling to the current at all.

A study of the time it takes an electron to traverse the double barrier structure is useful

because there is a difference between the build-up time of the amplitude of the wave functon in the
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well due to the multiple reflectons of the electron and the time for the electron to scatter acToss the

region. The duration of time before the interference produces a high ransmission on resonance is

on the order of W/(2rI"p), where [, is the FWHM of the energy interval over which the resonance

occurs. This time, t., can be considered to be a quantum mechanical time delay for the onset of the

coherent resonant tunneling current. The energy line widths for several RTDs with different

J AlGaAs-barrier thicknesses and a 5S-nm GaAs well width are given in Table IV.1 at the end of the
chapter.93 along with the approximate time constant for the build-up tme for the coherent
wavefunction at the output of the device. These times are seen to vary from over S0 ps for the
barrier width of 70 A to about 100 fs for the barrier width of 20 A.

When collisions in the sructure interrupt the development of the coherence of the
wavefunctions, the resonance does not occur. In terms of iming, the scartering time, or ime
between collisions, g, is less than the build-up time of the cavity, and thus the probability is
greater that a collision occurs than that interference between wavefunctions occurs. These
collisions may be elastic, such as scattering between carriers, carriers and impurities, or carriers
and poor layer interfaces, or they may also be inelastic, such as when phonons carry away energy
towards the other side of the structure. These collisions provide alternate channels for current that
may compete with the coherent transport. Regardless, the total resonance energy width of the
system, [T, becomes equal to ['s + I, so that the resonance is said to be collisionally broadened.
The total device response time, t, is thus observed to become shorter on account of scattering
contributing to the transport of the carriers before the slower, coherent transport has a chance to

dominate. Calculations on the example AlGaAs/GaAs RTDs?3, which have a mobility of about 7
x 103 cm?/s, indicate that [ broadens the resonance energy width of any of the structures in Table

V.1 by approximately 2 meV at room temperanure. This does not have a great effect on the RTD
with the 20 A barriers, as it decreases the response time from about 100 to 75 fs, but it makes a
large improvement in the response time of the RTD with the 70 A barriers so that its wnneling
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time decreases by over two orders of magnitude:

o _ _658x100evos
T +r  00128meV +2.13mevV - S

Therefore, at room temperature, the response always appears to be subpicosecond for the example
RTD, either because of the small barriers and large coherent tunneling linewidth, or because of the
collisionally broadened resonance.

At lower temperatures, such as 77 K for a liquid nitrogen bath, scattering can be frozen out

and markedly decreased so that the mobilities may exceed 10° cm?/s and the time between

collisions rises above 1 ps. The broadening now would be less than 0.5 meV, which would
decrease the response for the 20-A-barrier RTD by only by about 8%, but would still diminish thc
runneling time for the 70-A-barrier device to between 1 and 2 ps. An observation of a response on
the order of a single picosecond from the former device would signal the definitive presence of
coherent resonant tunneling, while the picosecond response in the latter RTD, rather than the 50 ps
expected if there were no broadening, would lead to the conclusion that sequential tunneling sall
dominated. The connection between this tunneling time and the actual observed operation of an

RTD are discussed in the next section.

V.B. Tunnel Diode Operation

Part of the usefulness of the I-V characteristic of any device is that the operating behavior
of the component may be deduced from the intersection of this curve with a load line. The load
line is simply a plot of the current through the load versus the voltage across the device, and so for
resistive loading it is & straight line whose intercept with the voltage axis is the input voltage to the
circuit and whose intersection with the [-V curve gives the operating voitage and current. Itis
particularly useful when applied to drastically non-linear devices such as the unnel diode. By
placing load lines on the [-V curve , the various useful operating regimes of the tunnel diode can be
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identified in Fig. 72. A potential dc load line may be considered whereby the absolute value of the
negatve msistar{cc is greater than the series resistance present in the circuit. [f the circuit

containing the diode can be tuned so that the parasitic circuit parameters attain such values that the

impedance [/RC is equal to the magnitude of the negative resistance, then stable sinusoidal
oscilladons are output from the circuit. Qualitadvely, it should be remembered that all conventional
circuit components have positive resistance and thus dissipate power; but when a tunnel diode

_ contributes its negaunve differental resistance to a circuit so that the net resistance vanishes, no
power loss results and the circuit oscillates at its resonant frequency. If the magnitude of the tunnel
diode's negative resistance is greater than the impedance, then the load line is steeper than the siope
of the NDR region and the oscillations are damped. However, when this magnitude is less than
the impedance, such as when the circuit has a large inductance and a small capacitance, the slope 1s
more shallow than the NDR's slope and a bistable, or switching, mode is realized.
Bistable operation results when there are multiple intersections of the load line and the I-V curve.
In Fig. 71 there exist three intersections, two of which are stable, and one, point 3, which is
considered to be in a region of unstable equilibrium. If a circuit is brought to this point, the current
immediately begins to change undl it settles at either point 1 or point 2, the two stable operaung
states of the circuit. The circuit may be switched from one of the points to the other by the
application of a voltage. This process serves to change the intercept of the load line with the
voltage axis, but since the impedance does not change when this occurs, the load line is simply
shifted to a position parallel to where it started. For instance, if the circuit begins at point 1, and a
voltage is applied such that the load line shifts to exceed its intersection with the current peak, the
operating point shifts to the other branch with positive slope until the voltage is removed and the
load line shifts down until it intersects the I-V curve at point 2. The speed with which this
switching action takes place and the relevance that this has to the tunneling mechanisms are to be

discussed presently.




Hot Electon Transport

f»

Irf s R/LC (stapble osc1!lations)

05

Current (mA)

T
Irl > R/LC (damped osciliations)

irl > R (dc '0ad 1ine)

irf <R/LC (switching)

Figure 71:
as switch and oscillator.

0.2 0.4

Voltage (V)

Hypothetical resonant tunneling diode [-V curve with load lines indicating operation

NDR
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The sw?tching speed of the RTD is constrained due to the fact that for any logic applicadon,
Or even any measurement in a practical situation, the device exists in a circuit. A simplified version
of the RTD equivalent circuit, a device capacitance, C, in parallel with a resistance that includes the
negative differential resistance, is displayed in Fig. 72. The switching would occur when a current
step, Al is furnished to the RTD so that the load line exceeds the peak of the I-V curve. When the
capacitance is considered to be constant during the switching, the switching speed from points 1 to
2 in Fig. 71 only depends on the time it takes to charge the capacitor from the voltage
corresponding to the point marked 1 to the voltage at the point marked 2.94 The rise time of the

switching event can be estimated as
(vz - vl)
. (IPTV) , (20)

where V5 and V| are the voltages corresponding to the points 1 and 2, and lp and [, represent the

peak and valley currents as indicated on the I-V curve in Fig. 71.
More accurately, a load resistance, R, would also be included in the circuit, so that the Al

would have to be large enough so that it was greater than the peak current plus the peak voltage
divided by the load resistance, or if there is a constant bias with the step superimposed on top:

\%
-2
IB+AI > IP+R1 , 2D

in order to cause switching in the RTD circuit. It would then be more accurate to write the

expression for switching time as¥4
\'

v, v IB+AI-F1

d 1
tr=CI——‘7 = CR‘ln———v—2 , (22)

vIg+Al-— [ +Al-==

2 3

where V is the voltage across the RTD. Typical values for the rise ime of the switching event can
be on the order of 100 fs if the capacitance is not large and the peak current can be kept in the
milliamp range for a large load resistance. More commonly the switching time is in the single-pi-
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cosecond regime, but if a large device capacitance is present, switching takes place in the range of

tens of picoseconds.

In the experiments conducted on the RTD, the physical quantity measured has been the ime

for the current to switch from a high value at the peak of the I-V curve to a lower value in the
valley. As just discussed, this is not necessarily the same as the tunneling or response time of the
RTD, due to the presence of the device capacitance in the circuit. In this sense the capacitve
effects are the ones that are measured, so that the switching time is an upper limit of the tunneling
time. That is, we measure a time that the unneling time could not exceed, since if the tunneling
time were longer, it would be measured instead of the parasitic response. If, because of the
presence of a narrow resonance energy width, the tunneling time were to be on the order of tens of
picoseconds, and the capacitance of the device set a lower limit on the measurement response o a

time on the order of a single picosecond, then the response measured would surely be the one

resulting from the tunneling.
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w /oMue contact
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2x10'%cm In- GaAs——oe \18 A AlAs berrier
o4 um -
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Fig. 73. Cross-section of ALAs/GaAs resonant-tunneling diode.

IV.C. Switching-Time Measurement
The resonant tunneling diodes used in the experiment discussed here were developed and
fabricated at the Lincoln Laboratory of the Massachuseus Institute of Technology. They were
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grown by molecular beam epitaxy to have two barriers of 1.5-nm-thick aluminum arsenide (AlAs)
separated by a-(-}aAs well 4.5 nm thick. The outer regions of the GaAs contained silicon doping to
an electron density of 2 x 1017 cm™3. These material parameters resulted in a peak-to-valley ratio
at room temperature for the I-V curve of 3.5/1, and the peak current density was 4 x 104 A/em?.
Although grown on a large substrate of GaAs, the tiny device is isolated on a mesa of 4-mm
diameter. This is depicted in Fig. 73, where an ohmic contact of gold/nickel/germanium resides on
a layer of n*-GaAs on the top of the mesa, and another ohmic contact is present on the back of the
heavily doped substrate material. Since the charge storage in the device occurs predominantly in
the areas just outside of the double-barrier region, by making the cross-sectional area small, the
capacitance can also be made small.

The barriers were fabricated of AlAs in this instance rather than AlGaAs to maximize
barrier heights up to ~ 1.0 V.95 This reduces the thermionic emission of electrons over the top of
the barriers and can therefore increase the peak-to-valley ratio. The AlAs barriers could also be
grown at the relatively low temperature of 560 °C, helping to yield smoother heterojunctions and
fewer traps.95 The barriers have been made to be only 1.5 nm thick mainly for reasons associated
with the analog applications of the device. The current density is greater for thinner barriers, and
the higher current density results in a higher output power for the device when applied as an
oscillator. The doping density of the bulk GaAs regions just outside the double-barrier structure
has been chosen to help minimize the capacitance while maintaining the GaAs as an emirter. Due 0
the presence of the potential barriers, charge accumulates on the left side of the structure and is
depleted on the right side. A lower doping density reduces the capacitance by increasing the width
of the depletion region and lengthening the distance between the plates of the capacitor. The
depletion width into the doped collector region was approximately 70 nm, and using a relatve
permittivity for GaAs of 13.1, the capacitance was found to be about 20 fF, or the same as the
measured value. The series resistance was measured to be 15W.

The estimate of the rise time from Eq. [V.8 returns to the more simplified estimate of Eq.
V.B.1 when the load resistance is large with respect to the voltages V| and V5, as is the case in
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this experimental work. The values of the voltages before and after switching, as well as the peak

and valley currents, have been measured from a curve tracer in order that we may get an idea of the

switching ime. These measurements gave V5 - V| =0.44 V and Ip -1, =3.0 mA, and the rise

time was thus computed to be 2.9 ps.

IV.C.1. Test Environment

With switching times on the order of a single picosecond, it once again is necessary to use
the electro-optic sampling system in order to resolve an electrical event of short duration. Instead
of the signal at the output of the photoconductve switch being guided onto a transmission line, it is
coupled into the device and then the output of the device appears on the transmission line. The test
geometry is demonstrated in Fig. 74, where the two optical beams and the electronic connections
between the electrodes and the device are shown. A GaAs wafer with coplanar electrodes, one
with a 20-mm long switch gap near one end, was used as the source of ultrafast-rise-time electrical
impulses to the device. The sampling crystal also had a coplanar stripline with 20-mm-wide lines
separated by 20 mm deposited on it. The device wafer, diced into small chips of approximately
0.025 x 0.025 x 0.010-cm size, contained an array of tunneling diodes on one of the larger faces,
and an ohmic contact on the other large face. The chip was mounted on the LiTaO3 sampling
crystal on one of its sides so that the array of mesas faced back towards the switch, as
shown in Fig. 74. The back of the chip then was connected to an electrode on the sampling crystal
using highly conductive epoxy - Epo-Tek H20E silver-filled epoxy with p = 100 mW-cm. The
sampling beam passed between the electrodes of the bulk electro-optic sampling crystal in order to
measure the field on the transmission line at the output of the device. A wire bond connected the
ground electrode from the GaAs to the LiTaO4, and a provision was also made for a dc bias to the
diode through a looping, inductive wire bond that connected to the electrode on the output side of
the switch, The electrical output from the sampling crystal was coupled to SMA connectors and
thmugh coaxial cable so that it could be monitored on an oscilloscope.
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Figure 74  Experimental test geometry for electro-optic sampling of signals from the resonant-
tunneling diode.

The contact to the top of the mesa containing the diode was made using the only technique
for connecting externally to a pad of such small area - a whisker wire.?6 The whisker was a 12-
mm-diameter wire of phosphor-bronze, or C-bronze, which was sharpened down to approximately
a 1-mm-diameter at its tip and then plated with gold in order to reduce its resistivity to less than 10
mW-cm. The wire was sharpened using an electro-etching technique where the tip was dipped ~2
mils into an 8% solution of sulfamic acid (H3NO4S) so that the meniscus of the fluid extended
slightly up the wire. Electrodes were connected to the pin vice holding the wire and a copper shim
acting as the cathode was inserted into the acid bath about one inch from the wire. At that pointa
clean, debounced switch was closed for 1-2 seconds so that 18 V was applied across the soludon
(which was heated to 30° C), and the wire was etched at a rate proportional to the amount of acid
surrounding it so that the tip became pointed. The electro-plating of gold onto the whisker was
accomplished using a Sel-Rex Pur-A-Gold solution, heated 10 ~30° C and stirred magnetically.
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The entire length of the whisker to be used was now inserted into the fluid, and 2.5 mA of current
was supplied through the plating solution with the whisker as the cathode for about 90 seconds.
The whisker then had to bent in order for it to be able to make contact with both the
electrode at the output of the switch and the mesa that resided within 250 mm above the surface of
the sampling crystal supporting the diode chip. It was also necessary to have the whisker bent so

that it was flexible when it made contact with the diode mesa. By maintaining its flexibility, a

strong contact that stayed in place could be made

—ay b

¥

Figure 75. Phosphor-bronze whisker wire for contacting to resonant-tunneling diode. The
12-mm-diameter wire is electro-etched to a 1-mm-diameter at its tip. (Photo courtesy
NASA Jet Propulsion Laboratory.)

using the whisker. Once a measurement of the distance from the switch to the diode was made, the
whisker was bent between two tungsten electronic probe tips. The procedure was observed at a

magnification of 180X under a stereo-microscope. The whisker was held fixed parallel to the
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ground, while the probe tips were manipulated using X-Y-Z translation stages. By placing one
probe next to thc whisker and moving the other probe so that it caused the whisker to bend around
the first probe, two bends were made in the whisker in order to attain a rough S-shape that would
sull be pliant when a force was applied to the tip. A picture of the shaped whisker is shown in Fig.

75. The bent whisker, soldered to a metal support post, was then clamped into a pin vice on

another X-Y-Z translation stage, and the whisker and diode array were viewed through a mag-
nification as great as 400X. The whisker tip was translated toward the diodes unal it was just tens
of microns away, and then the whisker was lowered until it touched the elecarode on the GaAs.
The final distance from the whisker's tip to the mesa was then covered as the bottom of the
whisker was dragged along the electrode, and the tip was placed upon the mesa. The contact at
this point was still rather dubious, so the whisker was moved several more microns longitudinally
until the force from the spring created in the bends of the wire ensured a good connecton. A
sharpened whisker with its ip contacting a diode mesa on the face of the RTD chip is seen in

Fig. 76.

To contact the other end of the whisker to the circuit, the length of the wire resting on the
metal electrode was covered with Chomerics Chn-Solder 5§74 <ilver epoxy (p = 4 mW-cm), and
left under a heat lamp at T = 100°C for 15 minutes. When the epoxy was completely cured, the
wire was cut away from its support post by a scalpel blade positioned using an X-Y-Z translator.
Occasionally, the whisker wire moved off the mesa at some point after the epoxy had cured, so the
tip was reposidoned on a diode by manipulating the whisker with the tungsten probe tips again.
The use of the 400X magnification was only necessary when it was desired to view the exact mesa
the whisker would contact. It was more common to use 180X magnification and move the
whisker untl the resistance between the dc bias line and the output electrode on the sampling
crystal was observed to drop to a low value.

The test geometry from Fig. 74 can also be viewed as an equivalent circuit, as in Fig. 77.

The RTD is represented as a capacitor in parallel with a variable resistor, G, which can be negaave,

and these are in series with a positive resistor, R;. The RTD was connected in series wath a load
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Figure 76. Whisker wire contacting mesa on resonant-tunneling diode chip (Photo courtesy of
NASA Jet Propulsion Laboratory).

resistance, the inductance associated with the whisker wire, and the time-varying photoconducdve
switch, R(t). The dc bias to the RTD is connected to the output side of the switch, which is the
input side of the device, through a large inductance so that the high frequencies from the switch are
incident on the RTD. All the other parasitic circuit elements have been ignored. When an
additional current Al was presented to the RTD as the switch was illuminated and closed, a
potental difference developed across the diode, the load line shifted, and the operating point was
changed. An observation of the output of the device was made across the load on an ordinary
oscilloscope. Although the fast characteristics of the signal were filtered out due to the limuted
bandwidth of the connectors, cables, and oscilloscope, this observation was still very important
because it allowed the experimenter to verify that the excitation beam was correctly aligned on the
switch; that is, that there was some sort of an output from the switch transmitted through the
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whisker, device, and elecrodes. The absence of this ourput would trigger an invesdgation into a

potential open circuit, such as the whisker contact failing by slipping off the mesa.

Vae
bias
tee
—0
T
/ T C
photoconductive
l switch whisker tunneling
device
v, Rioed
L JE— Y
Figure 77: Equivalent circuit for resonant-tunneling diode and test fixture.

IV.C.2.. Experimental Observations
As previously mentoned, when the output of the switch was incident upon the RTD, an ac

load line like the one for the switching operation in Fig. 71 would move up and to the right an

amount proportional to the amplitude of the switch output, all the time remaining parallel to the
initial load line. Itis assumed here that this ac load line represents the operation of the device at the
broad band of high frequencies of interest in this investigation. Since the switching time was to be
observed at some point in a waveform that was traversing the RTD and being affected by a wide
translation of the load line (not just the part that dropped from a high current to a low current), it
was necessary to develop a new way to look at this sort of signal. To explain in another way, if
upon the increase in potential due to the switch, the load line ascended so that the output first
increased up to the peak of the [-V curve, and then decreased due w the NDR region, then this
rapid drop in current would be embedded in the signal appearing at the output of the device. This
signal was extracted from the waveforms acquired in this experiment by comparing them with a
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reference waveform that was generated by setring the dc bias to zero. When the load line began at
the origin, the output of the switch was not great enough to cause it to exceed the I-V curve's peak,
and thus it raversed a mosdy linear region of the -V characterisuc. When this curve was
subtracted from one that had a sudden drop in amplitude, the difference in the two signals gave the
evoludon of the switching event and the switching tme. This (A - B) signal measurement

technique allowed the switching to be observed when otherwise it would have been difficult to

Figure 78. Output waveforms from a resonant tunneling diode, where switching from a high to a
low current state has occurred only for the lower-amplitude trace. “A - B" signal
measurement would have 10 be used to extract the rise tme of the switching.

resolve in the transmitted waveform. Examples of two waveforms, one causing switching and the

other not, are shown in Fig. 78. The upper trace is an output when the load line did not exceed the

[-V curve's peak, while the bottom trace occurs when the input pulse to the diode is the same, but

the dc bias is such that input has forced the operating point to switch from a high to a low current.

The difference waveforms from four different bias conditions are shown and explained in

Fig. 79, where the reference load line follows the I-V curve in the region marked "2" in each of the

four cases, even though it is only drawn for the first row. The varying bias is represented by

region "1", which follows a different part of the [-V curve in each of the four rows of Fig. 79(a).

The -V characteristic shown in this figure is an approximation of the actual dc device characterisuc

observed on the curve tracer, where the values have been given previously in this chapter.
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Figure 79. Resonant-tunneling diode switching as a function of bias: (a) I-V curves with load
lines; (b) analytic representation of waveforms resulting from movement of load lines;
(c) experimental signal difference.

An ecxaggerated rendition of the behavior with time of the waveforms from the two regions in each

of the four cases is schematically given in Fig. 79(b), where the difference has been approximated

and sketched below the waveforms. The solid line is for the reference waveform in region 2 in

each case, while the dashed line represents the waveforms from region 1. The experimental result

of subtracting the two waveforms from regions 1 and 2 is presented in Fig. 79(c).

For the first bias condition, the waveform in region 1 was set so that it would also only
waverse a linear regime from the [-V characteristic. The output waveforms were found to be nearly
identical to within the noise of the system, and the cancellation between the two was nearly
complete as expected. The discrepancies observed were due to noise and to small deviatons in the
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regions of the I-V curve traversed. The switching process can be observed in the second and third
rows of Fig. 7§fb) and (c¢). In the second row, curve 1, the dashed line, followed curve 2 only
from points A to B, where it coincided with the rising portion of the [-V curve. When the load line
exceeded the current peak of the [-V curve, the diode switched to point C and a rapid drop in
current was observed. In the second row, as the input decreased, the optical switch current also
decreased so that the load line dropped below point E, and the operating point returned to point F
and relaxed to point A, where waveforms 1 and 2 are again nearly identical. This is indicated in
the difference waveform (1 - 2) of column (b) and can also be seen in the experimental difference
waveform in column (¢).

The third row of Fig. 79 displays the same switching action, but with the device artaining a
latched state. The operation from points C to D to E was along a path of the I-V curve that
approximately cancelled with that from region 2, leading to a long plateau on the difference
waveform and a device that had been switched into its lower current state. This was distinctly
observed in row 3 of column (c). Since the peak of the I-V characteristic was reached by the load
line earlier than in the frame above, the switching took place at an earlier time, as evidenced by the
position of the waveforms relative to the thin vertical line of Fig. 79(c) that represents a constant
time reference. In row 2, the onset of the switching began at the marker, while in row 3 the
switching event was aiready about halfway completed. For row 3, during the relatdvely long ume
of 10 ns between optical pulses, the bias point returns to point A. This is possible because the
impedance determining the low-frequency load line is much smaller than the high-frequency
impedance, and plus there are negative reflections following the main waveform that would
temporarily cause the waveform to descend and the operating point to rerurn to A. In row 4 of this
figure, the dc bias point was extended above the area of negative differential resistance, where
region 1 traverses virtually the same slope as region 2. The cancellation of the waveforms was
again expected and found.

The rise time of the switching event, as most easily measured from the third row Fig. 79(c)

was discovered to be 1.9 ps in duration between the 10% and 90% points. The rise time of this

:
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switching event is shown in an expanded view in Fig. 80. This represents the first experimental
observation of picosecond bistable operation in a double-barrier diode and is the fastest switching
event yet observed for an electronic device. It is also possible that the instrumental response of the
electro-optic test fixture has limited the resolution of the measurement, in which case it could be

deconvolved with the 1.9-ps rise time to give a potendally shorter
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Figure 80. Resonant-tunneling diode switching as a function of time, as it corresponds to the
third row of Fig. 79. The rise time of the switching is 1.9 ps.

switching time. Regardless, bearing in mind that Eq. 20 was only approximately valid, the

computed switching time of 2.9 ps is in reasonable agreement with the strict measured time of 1.9

ps.
The resonant tunneling diode tested here had a geometry such that I', was about 2 meV.

The resulting device response from this RTD could be on the order of a single picosecond. Since
the collisionally broadened resonance width would only make this response faster, and the
switching experiment is either limited by the circuit or the measurement response, it is impossible
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to make any statement about the contribution of either sequential or coherent tunneling from this
switching time. -Howcvcr, it would be most interesting to test an RTD having dimensions such
that the coherent resonance width was small and the tunneling time was on the order of tens of
picoseconds. At room temperature the incoherent resonance width would still cause a fast response
s0 that the switching would be rapid. However, at cryogenic temperatures when the incoherent
resonance also became small, the response time should also increase. The unique situation of a
decreasing temperature causing an increase in switching time would result. An investigation into
this possibility will be undertaken in the future, with the initial work involving the non-trivial
problem of contacting the whisker to the diode's mesa in a cryogenic environment.

The investigation undertaken here on the RTD has proven that this kind of experiment on
the fast switching ume of the device can lead to an increased understanding of its mechanisms of
transport. Furthermore, it has shown that the switching speed of the RTD is comparable to those

observed in the fastest optical bistable devices.

Table §:

well width | Barrier widtn I T,
(A) (A) (meV) (ps)
-2
50 70 128 x 10 51.4
50 50 15 439
S0 30 1.76 037
50 20 603 011

Resonance energy line widths and build-up times for AlGaAs/GaAs RTD's of four

different barrier dimensions (from 67).
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