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PREFACE

The 1987 Chemical Research, Development and Engineering Center Scientific
Conference on Obscuration and Aerosol Research was held 26-30 June 1987 at the
€dgewood Area Conference Center of Aberdeen Proving Ground, Maryland. The
Conference is held annually, the last full week in June, under the direction of
Or. Edward Stuebing, Research Area Cordinator, Aerosol Science, from whom it
receives its unique and productive character.

The Conference is an informal forum for scientific exchange and stimulation
amongst investigators in the wide variety of disciplines required for Aerosol
research and a description of an obscuring aerosol and its effects. The
participants develop some familiarity with the Army aerosol and obscuration-
science research programs and also become personally acquainted with the other
investigators and their research interests and capabilities. Each attendee is
invited to present any aspect of a topic of interest and may make last minute
changes or alterations in his presentation as the flow of ideas in the
Conference develops.

while all participants in the Conference are invited to submit papers for
the Proceedings of the Conference, each investigator, who is funded by the Army
Research Program, is requested to provide one or more written papers that
document specifically the progress made in his funded e!fort in the previous
year and which indgicate future directions. Also, the papers for the
Proceedings are collected in the Fall to allow time for the fresh ideas that
arise at the Conference to be incorporated. Therefore, while the papers in
these proceedings tend to closely correspond to what was presented at the
Conference, there is not an exact correspondence.

The reader will find the items relating to the conference itself,
photographs, the list of attendees, and the agenda, in the appendixes following
the papers and the indexes pertaining to them.

The use of trade names or manufacturers' names in this report does not
constitute an official endorsement of any commercial products. This report may
not be cited for purposes of advertisement.

Distribution of this document is limited to conference attendees to reduce
the risk of its unauthorized disclosure while providing a valuable exchange of
unclassified information. The proceedings are not to be used as reference
material for other persons or organizations. It is incumbent on the recipient
to safeguard the contents, contro) the dissemination, and destroy properly in
accordance with DoD Industrial Security Directive 5220.22-M or Information
Security Directive 5220.1-R.

Reproduction of this document in whole or in part is prohibited except. with
permission of the Commander, U.S. Army Chemical Research, Development and Engineer-
ing Center, ATTN: SMCCR-SPS-T, Aberdeen Proving Ground, Maryland 21010-5423,
However, the Defense Technical Information Center and the National Technical

Information Service are authorized to reproduce the document for U.S.
Government purposes,

This report has been approved for release to the public.
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DETERMINATION OF LIQUID VAPOR PRESSURES
FROM SINGLE PARTICLE GEOMETRICAL NCES

G. 0. Rubel
U.S. Army Chemical Research, Development and Engineering Center
Aberdeen Proving Ground, Maryland 21010-5423
ABSTRACT
This paper presents a methodology for determining the evaporation rate and vapor pressure of
arbitrary liquids using geometrical 1ight scattering resonances. The technique involves the
measurement of the 90 degree elastic light scattering from single droplets, and the detection of
periodic resonances in the light scattering pattern resulting from constructive interference between
surface waves and the incident beam. Using well known relationships between the resonance periodicity
and the change in dronlet size, the vapor pressure of dimethylphthalate is determined within ten
percent of previously reported values.
INTRODUCTION
In the past, classicai ASTM methods have been used to measure the vapor pressure of volatile
liquids. Recently, a new method was introduced that uses electrodynamic trapping of single particles
to determine droplet evaporation rates and their concomitant vapor pressures [1]. The technique rests
upon using a combination of + .atic and oscillating electric fields to balance the droplet against its
own weight. By monitoring the time dependent droplet balancing voltage, we are able to determine the
the droplet evaporation rate. Yhe method 1s rapid and highly accurate. In this paper, a technique
for measuring l1iquid vapor presiures using 90 degree 1ight scattering is introduced that eliminates
the need for monitoring the droplet balancing voltage. By measuring the 90 degree 1ight scattering
during droplet evaporation, we are able tc¢ detect the geometrical resonances that appear due to con-
structive interference between refracted sui‘face waves and the incident radiation. From the period-
icity in the resonances, the time dependent droplet size {s determined. Using classical expressions

for continuum evaporation, the 11quid vapor pressure is determined from the droplet evaporation rate.

EXPERIMENT
Electrodynamic suspension of single dropletc hes proven to be a valuable tool in the investigation

of a wide range of phenomena in aerosol physics. 7The princ.ple for droplet suspension is based on
developing a phase lag between the droplet motion and the os-i11lating electric field. For linear
electric fields, the droplet experiences a net time--averaged :arce that opposes the weight of the
droplet. In addition, 1f a static electric field that exactly hclances the particle weight is
impressed across the chamber, the droplet remains stationary at the null point of the oscillating
field. Successive droplet masses are determined from the successive balancing voitages, assuming

constant droplet charge.

Figure 1 shows & schematic of the electrodynamic droplet suspension chamber, approximately 60 cm3
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in volume., and the associated electrooptical circuitry. The static electric field is impressed across
the top and bottom electrodes that are electrically insulated from the central electrode using two
200 volt d.c. power supplies in series. An oscillating voltage of 500 to 1000 volts is applied across
the central electrode that establishes a linear electric field inside the chambar and provides the
appropriate restoring force for the charged droplet. As the droplet evaporates, the static voltage is

reduced to maintain the droplet at the null point of the chamber.

A dimethylphthalate (DMP) droplet is generated by applying a high voltage to a capillary tube that
contains the DMP (index of refraction of 1.5138.) At a critical voltage, a spray of charged droplets 1is
generated, and they are guided into the chamber using focusing fields. All droplets except one are
removed from the chamber. The droplet is accurately positioned at the electrical null point by
monitoring the light scattered by the droplet at 90 degrees (Fig. 1 .) Light from a 2 mW helium-neon
laser (6328-A wavelength) is targeted onto the droplet and the light scattered at 90 degrees is
detected with a split photodiode. The split photodiode consists of two diode panels that independently
respcnd to the light scattered by the droplet. The siygnal from the two diodes is passed through a
difference/sum amplifier that outputs into a digital multimeter. [f the droplet is positioned at the
null point, then the difference vutput reads zero. If the droplet moves up or down, the difference
output will be nonzero, and the static voltage is adjusted to bring the difference output back to zero.

The balancing voltage is reccrded on a y-t recorder.

The sum output of the amplifier represents the total light scattered at 90 degrees by the droplet
and is recorded on a y-t plotter that is driven by a quartz drive. The light is projected onto the
split photodiode using a 32mm objective that is focused onto the droplet. The acceptance angle of the
microscope 1s approximately 4 degreos. The initial droplet size is determined using a telemicroscope
that s fitted with a scanning graticule. Using back illumination of the droplet, we were able to

measure the droplet diameter within one micrometer.

RESULTS AND DISCUSSION
Figure 2 shows the measured 90 degrees far-field light scattering for an evaporating OMP droplet,
the initial diameter of which is 84 micrometers. Because the chamber is unsaturated with DMP vapors,
the droplet evaporates ana resonances in the light scattering are observed. The signature of the
resonance 1s that of a broad peak that is followed by two sharp peaks. The second sharp peak is super-
imposed onto a broad peak whose amplitude is smaller than the first broad peak. This distinctive

pattern was also observed by Ashkin and Dziedzic [2] in the measurement of the radiation pressure on

Cargille droplets the index of refraction of which is 1.51. Chylek et al. [3] showed that the sharp

and broad peaks are associated with second and third order electric and magnetic resonances,
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respectively. Interestingly, while the relative amplitudes of the peaks varies, their spacing remains
invariant., In the present case, the spacing between successive resonances is 1.3 minutes. From
Figure 2 we are able to establish an accurate measure of the time for the appearance of successive

resonances as shown in the accompanying table.

As stated earlier, the appearance of a resonance is due to constructive interference between
surface and incident waves, and this will only occur for specific droplet sizes. Chylek et al. [3]
derived an expression for the separation between the resonances in terms of the liquid index of
refraction that applied to droplets the size of which was very much greater than the incident wave-
length. Using the Mie solution to single particle 1ight scattering, they showed that the separation
in the size parameter obeyed the relation

Az = fan(mi-ni”
(mf-1)'2
where m 1s the index of refraction and x is the droplet size parameter defined as the ratio of the
droplet circumference to the radiation wavelength. For DMP, ax = (.75. At constant radiation wave-

length, we then have a measure of the droplet size at successive resonance, namely  Aa =-0.75\ 2r

One may use this relation to define the droplet radius at successive resonances, i.e.,

0.75)

ﬂ,=d,—f(‘) 2
x

Using continuum theory to model the transport of vapors away from the droplet, the liquid vapor

pressure can be determined from the relation P pRT_ Aa?
2D, M, At

where temperature, Dg 1s the gas phase diffusion coefficient, and M, is the molecular weight of the
vapor. Using the data fn Fig. 2, along with the expression for the liquid vapor pressure, we obtain
for DMP the vapor pressure 9.37 x 10-4 mmHg at 20C. This value is 1n good agreement witk the literature

value of 1.0 x 10-3 mmHg as reported by Frostling [4].
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LIQUID DROP EVAPORATION DYNAMICS BY ACQUSTIC LEVITATION
IN A HORIZONTAL WIND TUNNEL

Mark Seaver and T. J. Manuccia
Optical Sciences Division
Code 6540
Naval Research Laboratory
Washington DC 20375

ABSTRACT

We have buill the first combination acoustic levitator and horizontal wind tunnel.
Comparison of our data for the evaporation of water with known water evaporation data indicates
that while the precision is excellent the accuracy can be off by as much as 100%. Potential
sources of this discrepancy are discussed. Qualitative experiments into the evaporation of 1-
butanol/water mixtures demonstrate switching from one-phase to two-phase behavior and back
in this partially miscible system. Future directions include solving the accuracy discrepancy,
applying in-situ optical diagnostics to monitor gaseous species uptake by liquid drops, further
improvements in apparatus design and additional studies of evaporating mixtures.

INTRODUCTION

Acoustic levitation offers two advantages over electrodynamic
levitation when it comes to studies of single aerosol particles. First, one
can easily set up a laminar flow of gas around the particle which
effectively removes the chamber walls from consideration in the
particle-gas system dynamics. The second advantage lies in the ability to
levitate uncharged particles.

With these considerations in mind we have built the first
combination wind tunne! and acoustic levitator. In tais report we briefly
describe the apparatus, evaluate instrument preformance and discus
preliminary results from evaporation studies of the partially miscible
mixture, 1-butanol/water.

APPARATUS

Acoustic levitation relies on a nonlinear acoustic effect!. The
levitation force in rectangular coordinates is given by
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51tp1
Flevitate = 6pc2 kr3  sin(2kx)

Where p, is the acoustic intensity, p is the particle density, ¢ is the speed
of sound in the gas, k is the wave vector and r is the particle radius. Note
that the r? term will cance! in the force balance expression making the
levitation dependent only on particle density. In a cylindrical resonator
such as ours the sin term is replaced by appropriate Bessel functions in
the radial dimension. At frequencies which excite high order Bessel
modes our system produces multiple trapping positions thus allowing
future investigations into the effects of near neighbors on particle
behavior.

We have built our cylindrical resonator around the working section
of an open-jet horizontal wind tunnel. Using a modulated smoke wire for
flow visualization we see laminar flow in the velocity range 50-300
cm/s. Drop sizes range from a maximum diameter of ~2mm down to
~100um.

A minimum particle size arises because of an acoustic force node
coaxial with the wind tunnel jet. Because of this node the horizontal
restoring force depends on particle size. Thus, the node allow small drops
to be pushed horizontally through a "mountain valley” by the drag force
unti! the drops reach a point where the vertical force no longer exceeds
the gravitational force. Operation of the resonator in a Bessel mode with
no azimuthal nodes would enable particles of any size to be levitated.

Air conditioning equipment allows us to vary the relative humidity
and gas compostion. Constant temperature coils wrapped around the wind
tunnel control the temperature to 10.2°C over the range 10-35°C. Air
temperature is measured with a thermocouple. Relative humidity is
determined from wet bulb measurements. When liquids other than water
are used the wet bulb wick is immersed in the appropriate liquid to give a
temperature for the evaporating drop.

Drop size measurements are made from photographs taken with a
microscope of known magnification. Because the acoustic field distorts
the drops into oblate spheroids, both a horizontal and a vertical diameter




are measured. From these measurements the drop surface area and volume
are calculated.

THEORY

The evaporation rate, in terms of surface area (S), for a volatile
liquid in still air is given by

dS BnDM d ]

In this equation Dy is the diffusion coefficient of liquid vapor in the gas,
Md is the molecular mass of the liquid, pd is the density of the liquid, R is
the gas constant, p. and pd are the vapor pressures of the liquid in the
gas stream and at the drop surface respectively and T and T4 are the gas
and drop temperatures. For moving air this expression is multiplied by the
so called ventillation coefficient, fy. An empirical correlation for fy has
been given by Pruppacher and Beard?.

fv = 0.78 + 0.308 (Nsc)1/3 (NRe)1/2 NRe > 4

In this equation NS¢(Schmidt number) = kinematic viscosity/liquid vapor
diffusivity and NRg is the drop Reynolds number.

Our data can be compared with theory by plugging our measurements
of NRe vs time into eq. 1 and integrating. The resulting calculated surface
area vs time behavior is then compared with the surface area vs time data
ddtermined by the experiment.

EXPERIMENTAL
Figure 1 shows the results of five seperate experiments measuring

the ovaporation of water under constant conditions. Each experiment
started out with a drop of a different size. Therefore we have scaled the
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time axis so that all drops of the same surface area coincide in time.
Such scaling illustrates the precision of our measurements as well as
definitively ruling out the possibility of contaminated water. Similar
data precision has been obtained for all pure and mixed liquids evaluated
to date. Such precision enables us to distinguish between the evaporation
behavior of liquids at temperatures differing by as little as 1°C and wind
speeds differing by 15%.
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° ] ‘\1 ® 1729787a
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=
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(] 2 4 6 8 10 12
time(min)

FIGURE 1. WATER EVAPORATION (135 cnvs: 12.6°C; 40% R.H.). Data s
shifted in ime so that drop surface areas coincide.

Slopes obtained for plots of S vs t for water at various wind
velocities, relative humitities, and temperatures display differences with
their calculated counterparts which range from 10% to 100%. Thus our
accuracy is not reliable. One possible explanation for these discrepancies
lies in our indirect determination of the drop temperature. If the actual
drop is absorbing a small amount of energy from the acoustic field it will
heat up. A 1.5°C temperature rise in the water drop would account for the
largest discrepancy. An alternative explanation lies in the reiative
humidity measurement. However, much larger changes in relative
humidity (>10%) are required to account for the observed disagreements.
In the case of other pure liquids such as 1-butanol or undecane, the
agreement between calculated evaporation slopes and measured slopes is
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better than 15%. Further investigation into this aspect of the levitator is
underway.

We have observed a puzzling behavior in the evaporation of 1-
butanol/water mixtures. At relative humidities below 80% the S vs t
curves for the mixture are smooth, reminiscent of fig. 1. When the
relative humidity exceeds 80% one can visually observe two-phase
behavior. That is one sees small drops of one liquid circulating on/in the
larger drop. These small drops grow in size until the system coalesces
back to a single phase. When we monitor the drop surface area as this
behavior occurs we generate the S vs t ploi seen in Fig. 2. It is
interesting to note that the discontinuity in the curve coincides with the
return to one phase behavior. We are also surprised by the fact that the
evaporation rate of the butano! rich surface is not perturbed by the
presence of increasing amounts of water rich matterial on or just below
the drop surface until all the butanol rich liquid has evaporated.
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FIGURE 2. 1-BUTANOUWATER EVAPORATION (9/1; 150 cnvs; 12.2°C; 92%
R.H,). Two-phase behavior begins at about 5 min and ends at the discontinuity.

We have also seen discontinuous behavior in the evaporation of
undecane/1-butanol mixtures and undecane/tridecane mixtures. Both of
these latter mixtures are fully miscible systems whereas 1-butanol/
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water is only partially miscible. The miscibility limits are ~8% 1-butanol
in water and ~20% water in 1-butanol near room temperature.

SUMMARY

In summary, we have built and tested the first combination acoustic
levitator and wind tunnel. Tests indicate that precise measurement of
drop evaporation can be made under controlled conditions of wind speed,
temperature and gas composition. The absolute accuracy of the method
requires further testing to resolve the reason(s) behind discrepancies in
the measured versus calculated evaporation of water. In the partially
miscible system, 1-butanol/water, we observe evaporating drops switch
from single-phase to two-phase systems and back. The two-phase
behavior occurs only when the relative humidity exceads 80%.

1 R. T. Beyer, Nonlinear Acouslics. (Naval Sea Systems Command, Dept. of the Navy,
Washington DC, 1974) ch. 3.

2 K. V. Beard and H. R. Pruppacher, J. Almos. Sci. 28, 1455 (1971).
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A THEORY OF VERTICAL PNEUMATIC TRANSPORT IN

H. Littman and M, H, Morgan II!
Department of Chemical Engineering
Rensselaer Polytechnic Institute
Troy, New York 12180-3590

ABSTRACT

This paper presents a new theory for calculating the choking gas velocity in a draft tube,
The only experimental information required is the axial pressure profile and the particle mas:
flowrate in the tube. Axial profiles for the voidage, gas and particle velocities, and slip velo-
city can then be calculated,

The choking gas velocity is important practically as it determines the minimum volumetric gas
flowrate needed to move the particles through the line at a particular flowrate.

INTRODUCTION

In the design of equipment for spraying particulate aerosols, it is important to be able to pre-
dict the minimum gas velocity necessary to move the particles in dilute phase flow, and to determine
the voidage of the particles exiting the draft tube (or transport line) and the mass flowrate of the
particulates. There is no fundamental theory in the literature for predicting any of the aforemen-

tioned quantities, The partly theoretical approaches and data which exist are useful primarily in

testing the general soundness of our approach,

In this paper, a new theory is presented for calculating the choking velocity, given only the
axial pressure profile and the particle mass flowrate, Once the choking velocity is known the axial
profiles for the voidage, gas and particle velocities, and slip can be calculated, Gas velocities
close to choking are indeed practical because the air required to move a given amount of particles

in a given time period is minimized,

THEORY
A, Field equations

The mass and momentum balance equations for the draft tube in Figure 1 are as follows:

d

Tz (epu) = 0 (1)
5 [ v =0 (2)
dp
P¢ %? (ey "tz) = g 21’2£ - 8(u, - "t)z (3)
g 2 ot 2 (1-e, ) ) (4)
°p 7 [(l-ct)vt I« - (l-et) T ¢ e(ut - v )T - (1eey) oy = 0¢)9
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Integrating equations 1 and 2, we obtain

€, u, = ¢

t Yt " €yt Mge/egh, (5)

(1-gy)v, = €, = Hpt/opAt (6)

Combining equations 3 and 4, we obtain the overall momentum balance for gas and particles

d
be 37 ey w2 o) &7 [y v 2] = - 2t - (1oe,) o0 )0 (7)

Using equations 5 and 6, equation 7 can be placed in the following form

dct dpt
vie ) g ¢ (op-of)g (1-e,) = - 57~ (8)
2 V4
c c
where ey - =By L 20 (2)
(l-et) €

Equations 5, 6 and 8 can be solved for Ups v, and ¢, if the experimental pressure profile is

t t
available, and the boundary conditions specified.

B. Boundary conditions at choking and the choking gas velocity.

Although the boundary conditions at choking are unknown, reasonable assumptions can be made,

Let us consider first the conditions at the top of the draft tube. Assume that

i " 0 at z = Ht (10)

Since equation 6 shows that dvt/dz = 0 when det/dz a 0, we are assuming that the particles
are not accelerating at the top of the draft tube. In a long transport line, this is undoubtedly

the case.

Using equation 10 in equation 8, the voidage at the top of the draft tube i

('dpt/dz)

= - a H 1
€y 1 W at 4 t (11)

At the inlet, we assume that

Y(ct) =0 at z30 (12)
$0 that by equation 8
. (-dp,/dz) (13)
€& -m at z=0
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Equations 11 and 13 are the equations for caiculating the voidage at the inlet and outlet to
the draft tube. What Is needed experimentally is the axial pressure profile which can then be dif-
ferentiated numerically to determine the gradient, The inlet gradient is obviously more inaccurate

because of the curvature there,

From equation 9

c p. 1/2 €
e S (£ ( _‘ ) at 2=0 (14)
<, ” €y

If the particle mass flowrate at choking is measured then c1 can be calculated from equation

14, The volumetric flowrate of gas at choking is
- x
U o il (13)

QC is the minimum gas needed to move the particles through the transport line and ‘t(Ht) is the
minimum voidage. It is apparent that if our criteria for calculating et(o) and ‘t(Ht) (equations 10
and 12) are correct then an axial pressure profile in the tube is all that is required to obtain the
conditions at choking, solution of equation 8 gives the axial voidage profile in the draft tube and
the average voidage in the draft tube is

1

(et) = £ ct(z) d(z/Ht) (16)

The gas and particle velocity and slip velocity profiles are calculated using equations 5 and 6.

C. The slip velocity at inlet,
For coarse particles the slip velocity is of the order of the termina) velocity {Capes and

Nakamura, 1973, Day et al,, 1987) so that for a particular system, we can write

u,-v
—_ sk atzr 0 (17)

where the functional relationship is currently unknown,

Using equations 5, 6 and 17

kK =2 — 5 (18)
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Grbavcit (1986) gives an axial pressure profile and the particle mass flowrate at choking for

corn kernels ((dp> = 8,08 mm, Py = 1290 kg/m3). With uy = 11.64 m/s and ¢, = 0,0651 m/s, k = 1,57,

This is a very reasonable number as Day et al, (1987) found k = 1.8 for 2,73 mm, glass spheres at

the inlet to a spouted bed.

REFERENCES

Capes, C.E. and K. Nakamura, Can, J, Chem., Eng, 51 31 (1973).
Day, J.Y., M.H, Morgan IIl and H, Littman, Chem. Eng. Sci. 42 1461 (1987).

Grbavcit, Z.8., 1986, private communication,

NOTATION
v constants
dt tube diameter
9 gravitational acceleration
Ht height of draft tube
Py fluid pressure {dynamic)
QC volumetric flowrate of gas at choking
u, interstitial fluid velocity
Ve Interstitial particle velocity
wgt mass flow rate of gas
wpt mass flow rate of particles
2 vertical coordinate measured from tube inlet

Greek symbols

8 fluid-particle interphase drag coefficient
y(ct) defined by eq. (9)

€y voidage in draft tube

P fluid density

°p particle density
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MEASUREMENT OF THE CCNDENSATION COEFFICIENT OF WATER IN
THE UMR CLOUD SIMULATION CHAMBER

D.R. White, J.L. Kassner*, J.C. Carstens, D.E. Hagen, J.L.Schmitt,
D.J. Alofs, A.R. Hopkins, M.B. Trueblood, and M.W. Alcorn

RECENT PUBLICATIONS:
D.R. White, J.L. Kassner*, J.C. Carstens, D.E. Hagen, J.L. Schmitt, D.J. Alofs, A.R.

Hopkins, M.B. Trueblood, W.L. Walker, and M.W. Alcorn, "University of Missouri-Rolla
Cloud Simulation Facility: Proto II Chamber"”, Rev. Sci. Instrum., 58(5), May 1987.

ABSTRACT

Measurements of the condensation coefficient of water under conditions closely
approximating those in natural atmospheric cloud have been made in the cooled-wall UMR
cloud simulation chamber. Current measurements disclose a value of condensation
coefficient near unity at the outset of the experiment, generally decreasing to lower
values (Vv .01) as the experiment progresses. The significance of the magnitude of
condensation coefficient in atmospheric cloud is briefly discussed.

*Current affiliation: D.D. Hulsart Co., Inc., Tuscaloosa, AL 35401
I. INTRODUCTION

The measurement of the condensation coefficient of water is important in a number
of areas. We approach this problem from the cloud physics side, so our concern is
with the dropwise condensation of water under normal atmospheric conditions. We begin
by a few definitions and a brief discussion of why we regard the condensation
coefficient to be significant in Cloud Physics.

The condensation coefficient, B, may be defined as the probability that a water
molecule, upon striking a liquid water surface, sticks to that surface.

Condensation growth of a cloud drop is accompanied by heat conduction (due to the
latent heat of condensation), and the thermal accommodation coefficient, a, is the
thermal counterpart to 8. It represents the extent to which "air molecules”
accommodate to the temperature of the liquid surface (or the drop)

E. - Er
E. - Es
where E; = ave. energy/molecule of incoming stream
E = ave, energy/molecule of reflected stream
E = ave. energy/molecule of a stream corresponding
to surface temperature,
The most familiar form of drop growth theory is that adapted to the low

supersaturations found in atmospheric clouds (e.g. Fitzgerald, 1970; Fukuta and
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Walter, 1970; Carstens, 1979). Carstens' version may be written to reasonable

approximation as follows:

da Poq (Ts) _
(a+2) Lup —ﬂ;l— [S(t) - S, (a)) (1)
where
£ £ Ln
Q
X Deff (-—Dg + ?g B) , (2)
Ln
L=l g8, (3)
eff P
gsaﬂl , (4)
vV B
-1 )
Q- ___82 - .Y_i ., (s)
ng vg Y+l a

sat 3 (6)

where r* and A are constants, and my is the mass of dissolved salt (e.g. Rogers,
1976). Here Pegq (T_) represents the ambient satur=+ion vapor density; B is the slope
of the vapor saturation curve at ambient temperature (i.e. B = des/dTQ); and the
remaining terms are defined in Appendix A.

I1. IMPORTANCE IN DROP GROWTH

A. Influence on growth rate

An important question is the following: "How rate influencirg is the
accommodation process, represented by the above parameters, in drop growth?" Under

ordinary atmoapheric conditions where water vapor is a dilute species with respect to

air, one normally assumes that diffusion and conduction are the major rate controlling




steps in condensation growth. Plainly, however, if g - 0 the condensation probability
takes over as the rate controlling step. Condensation rates are rather different
depending on which process predominates., The matter may be put briefly by looking at
the "resistance” term in the transport of vapor molecules to the surface of a drop of
radius a,

Suppose for the sake of argument we ignore latent heat in the formalism
represented by equation(l). Then Dggg = D, and (1) can be rewritten

da peq('r) (s(t) - Sgat (@)
at - g 1+4/a
D

a

where (l1+%/a)/D can be regarded as a resistance. For diffusion controlled growth this

resistance is given simply by l; for growth controlled jointly by diffusion and
D

surface accommodation this resistance may be written approximately by:

1+ A 1 + Knudsen number
ag _ B

D D

where ) is the mean free path of diffusant (vapor) molecule. Thus if either 2 - 0 or
a + 0 the process tends to be dominated by surface kinetics,

B. Significance in Cloud Physics

One of the nagging problems in cloud physics has been the repeated observation
that cloud drop size distributions are broader than conventional (closed parcel)
theory implies. The moat popular explanation appeals to mixing, but inexplicably
broad size distributions have also been observed (Jensen and Baker, 1986) for unmixed,
i.e., adiabatic, parcels. In the unmixed case the value of 8 is of significance, for
if it is sufficiently small it is capable of accounting for that portion of the
distribution extending to the small-size end of the spectrum (Warner, 1969).

I1I., THE SEARCH FOR g

A. Existing measurements of g

The problem with which we are here concerned arises in establishing an
experimental value for B, Past measurements disclose a scattershot of values ranging
from 0.001 to 1.0, with cloud physiciats often taking a value of around 0.036 as a
sort of compromise (Pruppacher and Klett, 1978). It is in fact hard to justify a
choice for B based on existing measurements. The general consensus among researchers
is that the condensation coefficient for a "pure” surface ought to be unity

(Mozurkewich, 1986); a common hypotheeis involved to "explain" the variety of values

k)




actually measured is that trace contaminants may strongly affect such measurements.
Thus the existence of trace contaminants in the real atmosphere may mean that the
condensation coefficient is significantly low under ordinary meteorological
conditions,

B. The UMR program

There would seem to be little point in simply adding another value of B8 to the
variety already in the literature., Yet this varjety attests to the importance of the
phenomenon and entreats a resolution to the problem. We have therefore started a
systematic program aimed at measuring the condensation coefficient of water over a
broad range of carefully controlled conditions. We have adopted the hypothesis that
departures of g from unity (g < 1) are attributable to contamination. Hence an
important part of our program will consist of precautions to ensure system purity, as
well as subsequent deliberate introduction of selected "contaminants®™. 1In addition
ambient supersaturations will be varied over a broad range, starting with magnitudes
typical of atmospheric cloud, (~,003) and extending to values approaching those
associated with homogeneous nucleation (S + 4.0). High supersaturations are produced
in the UMR fast expansion chamber. Low values are produced in the UMR cloud
simulation chamber. The program has been started with the simulation chamber.

Iv. MEASUREMENT OF g IN THE UMR SIMULATION CHAMBER

A. OVERVIEW OF THE FACILITY

The simulation facility consists of a dynamic cooled-wall expansion chamber which
simulates in-cloud thermodynamics. The hallmark of this device is the close
instantaneous tracking of its wall temperature with respect to that of the interior
gas. This dynamic tracking suppresses the free convection that would otherwise occur
at the walls, and permits prolonged experiments under well controlled conditions.

Sample preparation consists of (1) careful filtering of outside air, followed by
(2) humidification, and (3) introduction of a prepared aerosol consisting of cloud
condensation nuclei., This sample is introduced into the chamber where it is subjected
to an isentropic expansion. The resulting cloud is analyzed by direct photography,
laser scattering, or sample withdrawal.

B, Sample preparation

Preparation begins by drawing in outside air (1-2 p/sec) and passing it through a

coarse surgical cotton filter. Water vapor is removed by passing the air through a
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refrigerant dryer ( 0°C), followed by a silica gel dessicant column and low
temperature (- 40°C) freeze dryer. Finally the air passes through a column of
activated carbon granules (to remove residual organics), followed by an absolute
filter rated at 99.97% efficient at 0.3 pum.

The clean dry air is then humidified by passing it through a pair of

humidification columns. (The dew point of the air at 17°C is consistently 0.355°C
below the outlet temperature.)

Finally a prepared aerosol, monodisperse NaCl nuclei in these experiments, is
introduced into the clean moist air sample at a mixing ratio of 1:100 or less. At
this point the sample is ready to be introduced into the simulation chamber.

C. Sample introduction

The sample is introduced into the chamber from top to bottom. It first enters
the inlet manifold chamber above the top and then is intreduced uniformly into the
chamber by means of 164 distinct ports located between the thermoelectric modules (so
as not to interfere with their operation). This inlet system is duplicated as an
outlet system at chamber bottom.

The chamber is flushed for a minimum of 15 minutes and continues until a
measurement of the aerosol concentration shows an acceptably stable value for 5 min.
When all systems are operating normally the chamber is sealed by closing the inlet and
outlet valves. After a period of equilibration the chamber is ready for a
cloud-generating expansion.

D. Aerosol preparation

Part of the clean dry air sample is used as a carrier gas for the four furnace
NaCl aerosol generator (the procedure is described in some detai) by Alofs et al.,
1979). A boat containing granulated NaCl is placed in the first furnace region (~
730°C). This gives off NaCl vapor which, when cooled (a 300°C) in the region between
furnaces # 1 and 2, forms an aerosol by homogeneous nucleation. Subsequent
reevaporation and condensation narrows the size distribution (Kitani and Ouchi, 1967),
producing mean sizes with diameters between 0.0l and 0.08 microns. (Geometric
standard deviation ~ .12; CCN concentrations approach 105/cm3.)

The NaCl aerosol is further narrowed by passing it through a TSI classifier.
Once a monodisperse CCN is produced, it is immediately introduced into the clean moist

air system prior to entering the simulation chamber. Chamber concentrations currently
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range from 25 to 150 CCN/cm3.

E. 1Isentropic cooling

The desired time-temperature-pressure control profile is loaded into the control
computer. The computer uses this profile to generate a signal to the wall controllers
and the expansicn valve of the chamber.

Wallcoolirng

Wall temperature control is based on the use of thermoelectric modules to pump
heat between the thin (0.96 cm) inner wall and thick (7.6 cm) fluid-thermostated outer
wall. Wall temperature is controlled by separate analog controller circuits for each
15.25 x 30.5 cm contrcl section of wall. Each controller receives two inputs, one
from the output of a thermometer mounted on the wall section and the other from a
control computer. Based on a comparison of these signals, the controller outputs a
command signal to the programmable switching power supply which then causes the wall
section to heat or cool so as to drive the difference signal to zero.

Expansion

The expansion consists of the controlled removal of air radially from the
sensitive volume through a series of small ports (16 ports, 0.79 mm dia, per 61 cm
height) located between side wall heat sink sections. These ports are collected into
a channel which is connected to an expansion manifold. An eight bit digital valve
controls flow into or out of the chamber. This valve is connected to a vacuum ballast
tank (for expansion) which in turn is connected to a continuously running 45 £/min.
nechanical vacuum pump.

Pressure is the measured variable during the isentropic expansion, It is
measured by a lifferential strain gauge pressure transducer with its reference side
connected to the sensing volume of a vacuum-referenced dead weight gauge.

The TEM's can cool the inner wall surface at rates up to 10°C/min for
temperatures from + 40 to 10°C below the temperature of the heat sink. Below this
range the maximum cooling rate decreases until the lowest temperature of 35°C below
the heat sink temperature ie reached. Maximum heating rate exceeds 10°C/min for all
temperatures. At present the chamber at 20°C regularly shows an rms spread of 0.01°C
or less in the temperature of the 40 measured control sections with a peak-to-peak
spread of less than 0,050°C. For the interior walls 30°C below the heat sink

temperature, the rms increases to 0.075°C and the peak-to-peak spread approaches 0,5°C.
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Observation and sizing: Mie scattering

Because of this wall-tracking feature the walls are necessarily opaque. Access
to the chamber is provided by three 2.3 cm diameter windows: two directly opposite
each other and one at 72° from the forward direction. Each window is 1.6 mm thick
Sapphire coplanar with the inner wall. About 4 mm behind the coplanar window another
window (or other element) can be placed. Temperature control is achieved by passing
CO2 gas between plates, A transistor thermometer sensor is in contact with the edge
of the window and its signal used for control.

The window at 72° provides a port either for pnotography or low light level TV
camera. Photographic illumination is provided by a Xenon flash lamp, Its beam is
shaped with le-ses and a slit into a vertical sheet of light in the chamber. All
drops in the light are in focus for the camera lens and these are registered on film.
TV illumination is provided by the laser beam.

Actual measurements of drop sizes are made by Mie scattering. The 4° forward
pattern is sufficiently structured so as to identify specific peaks with particular
drop radii. Thus a series of peaks and valleys permit one to directly infer drop
radius vs time for a monodispersed cloud.

Results

The condensation coefficient was inferred directly from drop growth rates using
continuum theory. (We have avoided the temptation to lower pressure, so as to enhance
the role of surface kinetics, because we preferred not to rely on theories in the
transition regime of Knudsen number.) The theory is basically that presented by
Carstens (1979); it is similar to the often-quoted theory of Fukuta and Walter (1972),
except with convective mass flux (Stefan flow) and enthalpy flux included.

Preliminary data has now been taken. All the data show a rather large spread in
the vicini£y of B8=1 for the early stages of growth, out to about 6 micron radius,
Thereafter the value of 8 drops monatomically reaching values as low as 0.005 near
radii of 15 u. These data were generated by subjecting a monodisperse aerosocl to
linear "ramped" cooling rates of 10°C/min. Figure 1 illustrates the trend of this

data for several 10°C/min runs.
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APPENDIX A: LIST OF SYMBOLS

In the following list the tilde over a variable designates it as a molar

quantity, e.g., L denotes latent heat in cal/gm, and E cal/mole.

English symbols

a drop radius

D diffusion coefficient, water vapor in air
e_  vapor pressure

K thermal conductivity, air

L latent heat of condensation

ng molar concentration, air (moles/cm3)
p pressure

R universal gas constant

S supersaturation ratio

T temperature

Vé average speed, gas molecule

Greek symbols

a thermal accommodation coefficient
Y ratio of specific heats (const. pressure: const. vol.)

Py density (gms/cm3), liquid water
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ABSTRACT

The format:on of condensation nuclei by photo-oxigaticn of sclfor
dioxtde by OH radical was studied In one experiment a reaction mixters
of sulfur gioxiCe, ozone, water vapour, and zero-air was ohctoivzed oy
employing a krypton-fluortde laser (248nm). In a similar experiment
ammonia was added to the reaction mixture

In each experiment the photolysis of czone produced oxygen I the
singlet D state (O D) The O°D reacted with water vapour to form OH
radicals which was the primary reactant for the oxidation of sulfur
dioxide A mechanism which describes the formation ¢of condensation
nuclel 1s presented Rate constants for the 1somerization ¢f sulfur
trioxide hydrate and for the mono-, ¢i-, and tri-hycrates of sulfuric acic
were estimated

A separate experiment examines the production of particles =romr
1on chromatography data and examination of electron-micrographs the
particles were determined to be (NH,),30, The particles were reacted

In 2 maturation system and were collected with a po:nt-to-glane
electrostatic precipitator The particles were analyzed an an elec:~2n
scanning microscope and their s1zes ranged between 0 3 and 0 € m crons

Introduction.

Much work has been done on the gas-phase xinetics of the
photo-oxidation of sulfur dioxide molecules Presently, experimen:ai
evidence seems to support the mechamsm recently proposec by Caiver®
ai.d Steckwell' The mechanisms of stratospheric formation of su'fu~:¢
acid bearting aerosols at relatively low cencentrations of water vaccar
are still a subject of debate. Few studies 1n which a comolete cnemica’
system containing SO,, OH, 0,, and H,0 have been reported In terms of
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condensation nuclel formation The purpcse of this investigation s to
examine all possiole reaction mechanisms which lead to the formation of
condensation nucle: and to praopose a theory that describes the rate of
formation of condensation nuclei as a function of reactant
concentrations and light intensity

An experimental flow reactor has been employed to examine the
reaction between S0, OH, 0, and H,C Inone set of experiments

ammonia gas was also added to the reactien vessel Tne formation of
condensation nuclel was monitored as a function of varying amounts ¢f
SOZ, 0..H,0, and laser power A krypten-flgoride excimer laser was used

to photoiyze ozone to produce atomic axygen 'n the singlet-D state Tne
oxygen atoms subsequently reacted with water vapour to produce the OH
radical The CH radical concentration can be accurately caiculated from
the power output of the monochromatic light source, known

concentrations ¢f O and H,0, and the absarption cross section of O To

minimize wall effects, the fiow reactor was designed so the reaction
takes place where the laser beam passes through in the center of the
reaction vesse! The experimental results are '1nterpretec to give a
possible chemical kinetic pathway for condensation nuclel formation
when the photolyzed reaction mixture was exposed to ammonia gas
tne production of large ammonium sulfate aeroscl particles was
observed and 1dentified by electron-micrescopy and by ion
chromatrography. By examining the particie morphology 1t was conciuded
that the particies were neutralized in the gas-phase The presence of
such large particles demonstrates the ex:stence ¢f condensation nuclel
in the reactor and that the gas-phase photo-oxidation of SO., products are

HZSO4 molecules

Experimental.

The experimental apparatus was ces!gned to measdre the productton
of condensation nucler as a function of sulfur dioxide, ozone, water
vapour, and ammonia concentrations, and laser power (Figure 1) The
apparatus )s conventently givided into 31, relatively independent blocks
reactants corcentraticn {production and dilution) and flow control,
reactant mixing, reaction vessel, laser, detection of products and laser
power, and data acquisition A separate set of expertments required the
construction of a maturation chamber and particle ccllection device to
study the aerosol particle formation when the photolyzeg reactant
mixture was reacted with ammonia A brief cutline of the experimental
procedure 1s discussed below However, 2 detailed descr:ption of each
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component is given in Nolan'sZ work

The sulfur dioxide concentration is set by diluting a known
concentration of sulfur dioxide/zero air mixture. The ozone
concentration 1s controlled by varying the amount of O, exposed to the

photolyzing radiation and the water vapour concentration i1s varied by
changing the flow rate of zero air through a hydrated molecular sieve
bed Also, the ammonia concentration was controlled by changing the
temperature of a permeation device

The reactants were then mixed and conducted to the reaction vessel
where the mixture was photolyzed with a krypton-fiyoride excimer laser
to produce OH radical Subsequently, the OH radical attacks the sulfur
diox1de, which furtier reacts to produce condensation nucler The
condensation nuclei concentration is detected with a condensation nucle!
counter. Also, the pcwer of each laser pulse was monitored with a
jouiemeter. The peak laser power output was determined and stored on a
peak/detect sample/hold integrated circuit. The analog data from the
condensation nuclel counter and the peak/detect sample/hold integratad
circurt were converted to digitat form and then stored in memory for
further data manipulation (Figure 2).

INn a separate set of experiments the photolyzed mixture enters a
maturation chamber containing ammonia At various elapsed times the
resultant aerosol particles were purged from the maturation chamber
and coliected on a carbon mount by utilizing a point-to-plane particle
electrostatic precipitator The samples were analyzed on an electron
s$Canning microscope

Resuits.

A typical experimental curve is displayed in Figure 3 The figure
displays the condensation nuclei concentration, particies per microliter,
ac afunctior ¢f time in seconds The characteristic shape of the curve
can be described as a composite of Instrumental features and diffusion
properties Time zero corresponds to the laser trigger with an 8 or 9
second delay before any condensation nuclei are detected This lack of
response arises from the 3 seconds travel time from the reaction vessel
to the condensation nuclei counter intake orifice and the S to 6 seconds
respcnse time of the condensation nuclei counter Within | to 2 seconds,
the condensation nuclel concentration 1s at its maximum The
pulsed-ptateau feature, approximately | second in duration, 1s an
instrumental artifact caused by the adiabatic expansion of the wiison
cloud chamber The curve width i1s approximately 17 to 18 second ltong,
which 15 the time needed to sweep out the reaction chamber of products
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The decay side of the curve is a littie more drawn out due to upstream
longitudinal diffusion of the condensation nuclel.

3. Presentation of integrated Data.

The curve is integrated over time, ytelding the area under the curve
(particle sec/cc). To obtain the total number of condensation nuclei (CN)
produced in the reaction chamber, the area under the curve (A) is
multiplied by the flow rate (w), in the case, a constant with a value of
2511x109 uL/sec.

CN = WA (Eq. 1)

To determine the dependency of condensation nuclef formation on
the number of photons, a plot of the logarithm of the totai number of
condensation nuclei verses logarithm of the laser power is performed
(see Graphs 1-4).

The data are re-organized to demonstrate the dependency of the
total condensation nuclel production as a function of reactant
concentrations at different laser powers (see Graphs 5-8). A laser
power is selected on the Log(CN) vs. Log(Laser Power) plots to yleld the
condensation nuclei concentration at each reactant concentration. A
laser power range from 5.00 to 12.6 mjoule/pulse is chosen.

All samples are collected on carbon mounts. The
electron-micrographs are obtatn on 3 Jeol JSM-35CF electron scanning
microscopy. The electron scanning potential is operated between IS KV
to 20 KV to minimize sample degradation Magnifications of samples
ranged from X3000 to X20000. Most samples are scanned perpendicular
to the surface of the carbon mount. One of the samples is scanned at an
angle SO° to examine the three-dimensional morphology of the particles

DISCUSSION
1. Introduction

In view of recent publications, which demonstrate the tmportance of
the OH radical as a reactant in the oxidation process of stratospheric
30,, the flow reactor has been designed to study the formation of

condensation nuclei. The experiments are performed under
atmospheric-like conditions, where the total air pressure is kept at |
atmosphere, the relative humidity at 1 to 6 percent, and trace amounts
(ppm range) of sulfur dioxtde and ozone are present.

This discussion is primarily concerned with explaining the
formation of condensation nuclei from a chemical kinetic point of view
A detailed investigation into all known relevant reactions to discern the
chemical mechanism which leads to the production of condensation
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nuclei is presented. The experimental data are compared to predictions
of heteromolecular homogeneous nucleation theory. Also, evaluation of
wall effects and scavenging of reactants and intermediates is given. An
error analysis is performed to determine the degree of correlation of
experimental data to theoretically predicted results. A brief
interpertation of the experiments with the growth of ammonium sulfate
aerosol is given.

2. Calculation of OH, soz, HSO3, 503, and H2804 Diffusion

Coefficients.

The flow reactor is designed primarily to minimize wall effects and
to allow an accurate calculation of the initial concentration of OH
radical present in the system. The removal of OH radical due to reaction
with the reactor walls is negligibly small because the radicals are
generated by the laser pulse in the center of the reactor vessel. The OH
radical would have to traverse a minimum distance of 2.25 cm before
coming tn contact with the reactor wall.

The diffusion coefficient for the OH radical is calculated to be
0.371 cm?/sec by employing Fuller's method for predicting binary
gas-phase diffusion coefficients. The diffusion coefficients for S0,

HSO3, 803, and H?_SO4 are also calculated from the following equation:
Dapr, x = [(1.00X107H (TT7S (1/M,, + 1/MI)2/ p 1 (5, v)!3 + (5,v)173)2

(Eq. 2)
where T is the temperature (298 K), P is the pressure (1 atm), MNr and

M, are the molar masses of air (28.8 g/mole) and the particular
component of interest X, in grams per mole, respectively. The 2 0irYy
(11.10) and 2,v, (7.46) are the total special atomic diffusion volumes
(unitless variable) of air and component X, respectively. The diffusion
coefficients for the reactants, intermediates, and products are also
calculated using Eq. 2 and are presented in Table 1. A time of 10.7
seconds is needed for an OH radical molecule to travel a mean

perpendicular distance, «x>, of 2,25 cm by employing the following
relationship:4

AirYi

x> = 2(Dt/m)!/2 (Eq. 3)
or

t = (x>/2)?n/D (Eq. 4)
InTable 1 are given the transtation times for OH, S0,, H304, S04, and

H2504 to travel a mean distance of 2.25 cm.
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Table |. Calculated Diffusion Coefficients and Translzation Times for OH,
30,, HS0y, 304, and H,30,.

Species Spec. At. Dif. Vol. MWw. (g/mole) D. C(cm?/sec) Trans

Time(sec.)

OH 7.49 17 0.371 10.7
30, 27.96 64 0.172 23.1
HSO4 44.42 81 0.152 26.2
S0, 40.44 80 0.155 2357
H,S0, 42.88 98 0.137 290
Air 11.10 378  =mee- 0 mmme-

With the OH radical reaction characteristic time (1), on the order of
milliseconds (T=1073 sec.), it is obvious that essentially all of the OH
radical will react before making contact with the wall.

Using a molar mass of 98 g/mole for sulfuric acid and a total
special atomic diffusion volume of 42.88, the diffusion coefficient is
calculated to be 0.137 cm?/sec. Sulfuric acid has the smallest diffusion
coefficient because of its large atomic diffusion volume. The OH radical
and the reaction intermediates are rapidly removed by reactions and
from the diffusion coefficient values (Table 1), one can conclude that the
OH radical and the intermediate reactants will not reach the reactor wall
within the reaction time frame. However, the OH radical could react
with the teflon tube connecting the reactor vessel to the condensation
nuclei counter and also react with the condensation nuclei counter's
internal plumbing. The sulfur trioxide hydrate and sulfuric acid
molecules diffuse very slowly (0.137 cm?/sec) and since all of the
condensation nuclei are swept out of the reaction vessel within 20
seconds, virtually none of the sulfur trioxide hydrate and sulfuric acid
molecules will react with the reactor wall.

The individual reactions which participate in the total reaction
mechanism of condensation nuclei formation are analyzed in terms of the
reactant concentrations and their rate constants in the following
sections.

3. Reaction.of OH Radical.
A. Production of OH Radical.

The OH radical is produced first by photolyzing ozone to form O('D)
which subsequently reacts with water vapour to produce two OH radical
molecules.

O;+hv—0('D)+0, (Rx. 1)
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O('D) + H,0 — OH + OH (Rx. 2)5°7:12

A krypton-fluoride excimer laser, which lases at 249nm, is used to
photodissociate ozone in the Hartley bands (200 to 390nm) region.® The
kry. :x.-fluoride excimer laser is an excellent photodissociation source
sing: 1t 1ases near the peak absorption of ozone in the Hartley bands. The
monochromaticity of the light source allows one to calculate the total
number of quanta absorbed by the ozone molecules without summing over
a waveiength range The total number of quanta absorbed (1,) is

computed from the total energy incident on the system (E), the fraction
of energy absorbed by the system (Q ), and the volume (V) of the

irradiated system:®
l,=EQ A/VhC, (Eq. S)

where,
Q, = 1-107¢ (Eq. 6)

and where, A is the wavelength of the incident light, h is Planck’s
constant, ¢, is the speed of light, ¢ is the absorption cross section of

ozone (cm2/molecule), ¢ is the concentration of ozone (molecule/cm3),
and | is the path length (cm). The absorption cross section of ozone at
248.5nm was recently reported to be 1.082 x| 0~'7 cm?/molecule by
Molina and Molina.'® The cylindrical reaction volume of the system is
simply the product of the area of the laser beam (mir?) and the path
length (1) of the laser beam:
V = nr?) (Eq. 7)

The radtus (r) of the laser beam is 0.25¢m and the path length from one
quartz window to the other quartz window is 34.8cm, yielding a reaction
volume of 6.83cm?

The concentration of 0('D) atoms, ([O( ‘D)]o), produced from the

photodecomposition of ozone can be defined as:
[0C'D)), = 1,$(0'D) (Eq. 8)

where, $(0'D) is the quantum yield of the ozone photodecomposition to
produce O('D) molecules. The subscript "o" denotes the instantaneous
formaticn of O('D) molecules at time zero. In fact, the
photodecomposition mechanism s virtually instantaneous compared to
any chemical reaction. Amimoto et al.'' measured the quantum yield of
ozone $(0'D) at 248nm and reported a value of 0.85.

The production of the OH radical molecule is described by the
following chemical mechanism:

0('D) + H,0 — OH * OH (Rx. 2)

However, to compute quantitatively the concentration of the OH radical,
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the following O('D) deactivation mechanisms must be considered:

0('D) + N, — 0C°P) + N, (Rx. 3)'2
0('D) + 0, — 0CP) + 0, (Rx. 4)'2
O('D) + NHy — OH + NH, (Rx. 5)'2:13
O('D) * Ny + M— N,0+ M (Rx. 6)'4

The rate of removal of O('D) can be characterized predominantly by Rxs.
2, 3, and 4. When ammonia is present in the reaction system, Rx. S does
not contribute significantly to the overall rate of removal of O('D)
because of the small rate constant and the relatively small amounts of
NH,. Also, the termolecular reaction, Rx. 6, can also be neglected

because of the small rate constant. So, the rate law for the
disappearance of O('D) is as follows:
-dl0('D)}/dt = K,[H,0N0('D)] + k- [N, il0('D)] + k [0,)(0('D)] (Eq. 9)
Eg. 9 can be rewritten as:
-d{oC'D)l/dt = (k',* K’y k' OC'D)] (Eq. 10)

where k', = k2[H20], K'g= k3[N2], k' =‘k4[02].
The integrated rate expression for Eq. 10 is,

fdloC'DN/IOCD)] = = (k' ,* K'y* k' Pfdt (Eq. 11)
and if, [0('D)] << [H,0], [0('D)] << [N,], and [0¢'D)] << [0,] zen Eq. 11 can be
integrated to yield:

IN0CIDY] = (k' p* K'g* K’ Ot + C (Eq. 12)

and when t = 0 then C = In[0('D)] .
Finally, after evaluating the constant of integration Eq. 12 can be

expressed as a product of pseudo-first-order reactions:
[OC'D) =[0('D)] exp-(k'* K's* K'Jt . (Eq. 13)

B. Removal of OH Radical.

If the rate of productfon of OH radical is much greater than the rate
of removal of OH radical, then the rate law expression is separable. One
can certify the validity of this assumption by considering the chemical
reaction which forms the OH radical,

0('D) + H,0 — OH + OH (Rx. 2)
and the chemical reactions which consume the OH radical,
OH + SO, + M— HOSO, + M (Rx. 715724
OH + 05 — HO, * O, (Rx. 8)25°28
OH + NHy — H,0 + NH, (Rx, 9)%3:29-33
OH + 0(*P) — 0, + H (Rx. 10)34°38
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OH+ OH — H,0+ 0 (Rx. 1139744

OH + OH + M— H,0, + M (Rx. 12)42:45

0CP)+0,+M— 0y + M (Rx. 13)46:47
The O(3P) species Is consumed more rapidly by Rx. 10 then by Rx. 13;
therefore Rx. 10 is unimportant with respect to OH radical depletion. At
1 atmosphere the pseudo-first-order rate constant for Rx. 13 is roughly,
10 sec™!

The second order reactions, (Rx. 11 and Rx. 12), can also be

neglected because of their relatively small rate constanis compared to
the faster pseudo-first-order reactions. For instance, setting [H,0]

=10'®molecule/cm3, (SO,] =10'2molecule/cm?, [0,] =10 molecule/cm?
(M1 =10'"9molecule/cm?, [NH;] =10'2molecule/cm?, and using the rate
constants in Table 2,“8 then the pseudo-first-order rate constants are as
follows: k, = 10% sec™, k, ~ 1.0sec™’, kg = 107" sec™!, and kg = 107" sec”™!
It is obvious that the production of OH radical is roughly a miilion times
faster than the rate of depletion of OH radical, (k,>> (k5 + Kg + kg)). The

production of OH radical can be considered to be instantaneous compared
to the depletion of OH radical and so the rate of formation expression can
be written as;
d[OH)/dt = k,[H,0){0('D)] (Eq. 14)

And if k', = kz[Hzol and [0('D)] = [O(‘D)]o exp-(k'2+ K'o* k'4)t, then Eq. 14
becomes:

dlOH]/dt = k', [0C'D)], exp-(k',* k's* K’ )t (Eq. 15)
or in integration form

JdlOH] = k', [0('D)], fexp-(Kk',* K's* k' dt, (Eq. 16)
After integration, Eq. 16 becomes:

[OH] = -k', [OC'D)] 7 (K’ K'5* K ) exp=(K',* K's* k' )t + C.

(Eq. 17)
Att=0,C-= k'2 [O(‘D)]O/(k'2+ k'3+ k',) and so the concentration of OH
radical as a function of time is:
[OH] = k', (0D /(K p* K+ K 1= exp=(K'p» K’y k' )t

(Eq. 18)
As was demonstrated earlier, Rx. 2 (T =x1077) is ten thousand times
faster in producing OH radical than for the reaction which depletes OH
radical. Therefore, essentially all OH radical molecules are produced
before they can react via the chemical mechanisms in Rxs. 7, 8, and 9.
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The limit of Eq. 18 as time goes to infinity is:

(1im t—ee) [OH], = k', [OC'D)] /(k'p* K5+ k') (EQ. 19)
Since [OH]_ can be considered to be formed instantaneously, OH radical
consumption near t=0 is negligible and [OH],, will equal [OH] .

- . ] . . 1
[OH]0 =K 2[O( D)]o/(k AL 4 (Eq. 20)
Again, the subscript "o" denotes the initial concentration of OH radical at
the beginning of Rxs. 7, 8, and 9.
By combining Egs. 5, 6, and 8, one can see that the [O(‘D)]0

concentration is explicitly dependent on the laser power (E) and the
concentration of ozone (C).

[0('DY], = $(O'DIEACI-107¢)/Vhe (Eq. 21)
Since, €cl << 1 one can expand 107! in a Taylor series:
107! = exp(In1OXCl = gxp~2303¢cl = 4 - 2.303ecl. (Eq. 22)
Eq. 21 can be rewritten as:
[0('D)], = 2.303¢(0'D)EAec]/ Vhe, (Eq. 23)

By substituting Eq. 23 into Eq. 20 and recalling that k',= k [H,0l and ¢ =
[03], the [OH]O concentration is a linear function of laser power and ozone

concentration.

[OH], = k2[H2012.303<p(0‘D)E)\e[03]l/(ths(kz[HZO]+ K's* K'p))

’ (Eq. 24)

Furthermore, if k2[H20} <« (k'3+ k') then (k'2+ K's* k'4) reduces to (k'3+
k',) and Eq. 24 can be rewritten as:

[OH], = k,[H,0]2.303¢(0'DIEAEOL1/(Vhe (k's*+ k') (Eq. 25)
Under the experimental conditions, Eq. 25 reflects the linear dependence
of OH radical concentration production as function of water vapour
concentration. By employing Eq. 25 typical experimental values of OH
radical concentrations in the center of the reactor vessel ranged from
9.3x10'%molecule/cm3 to 1.5x10'2 molecule/cm?.

4. Reactions of Sulfur Dioxide.

To be complete, it is important *< consider other possible
photo-oxidation mechanisms of sulfur dioxide. In this experimental
system, sulfur dioxide molecules can possibly react by these three
chemical mechanisms:

OH + S0, + M— HOSO, + M (Rx. 7)
0(P) + S0, + M— SOy + M (Rx. 14)%°
HO,, + SO, — SO + OH (Rx. 15)30-33
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However, under the experimental conditions, Rx. 14 is at least 2 hundred
times slower than Rx. 7 even when the O(3P) concentration is at its
maximum, i.e., the O(3P) concentration at the beginning of the reaction.

The photolysis of ozone also produces oxygen atoms in the ground
state O(°P). Sparks et al. reported a quantum yield of, $0(3P) = 0.1, for
the formation of 0(3p).34

05+ hv — 0C°P) + O, (Rx. 16)8
By analogy, Eq. 23 is rewritten and the O(3P) initial concentration is:
[0CP)], = 2.303¢(03P)EA€C/ Vhe (Eq. 26)

Using a laser power of 14 mjoules and an ozone concentration of roughly
10'3molecule/cm3, an estimate of the upper limit of the 0(°P)
concentration is approximately 10'" molecule/cm3

The relative importance of the photo-oxidation of sulfur dioxide by
0(3P) is also analyzed in terms of O(°P) depletion. The following
reactions account for all other possible O(3P) depletion mechanisms in
the reaction system.

0(3P) + 0, + M— 05+ M (Rx. 13)
00%P) + 0, —0,+0, (Rx. 17)3375°
0CP) + OH— 0, + H (Rx. 10)

If (M]> [0,] > [05] > [SO,] > [0(3P)] then Rxs. 13, 14, and 17 can be

evaluated as pseudo-first-order reactions. Rx. 10, for all practical
purposes, is a second order reaction since [0(3P)] = [OH] and therefore is
relatively unimportant. The pseudo-first-order rate constants are
calculated using the rate constants in Table 2 and the following
concentrations [SO,) » 10'2molecule/cm3; [05] = 10"3 molecule/cm3, [0,)

= 4.93x10'8molecule/cm3; [M] = 2.46x10'? molecule/cm3. The
pseudo-first-order rate constants are: k 5 = 7.3x10%sec”™"; K g= 1.9%x1072

sec™'; k,,=8.0x10"2sec”'. Virtually all of 0(3P) reacts with the

diatomic oxygen (Rx. 13) because of the six orders of magnitude
difference in the pseudo-first-order rate constants (k13 MKy K.

Therefore, Rx. 14 is of no consequence in this experimental system.
The HO,, radical s produced by the reaction of OH radical (Rx. 8)

wi.n ozone and also by the reaction of bisulfite with diatomic oxygen
(Rx. 21, vide infra).'>

0H¢03—~H02+02 (Rx. 8)
The HOZ radical reacts at a much faster rate with the OH radical (Rx. 18)
and the Oy molecule (Rx. 19) than it reacts with the S0, molecule in Rx.
1S.
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HO, + OH — H,0 + 0, (Rx. 18)80°72
HO, + 05 — OH + 20, (Rx. 19)28
73-76
HO, + HO, — H,0, + O, (Rx. 20)
At the start of the reaction the HO, radical is consumed predominantly

by Rx. 18 because of the large rate constant and the significant initial OH
radical concentration. After some time when the OH radical
concentration drops about three orders of magnitude, Rx. 19
predominates as the primary mechanism for HO, radical consumption.

Using the rate constants provided in Table 2 and assuming that {SO,] =
10'2 molecule/cm? and [0,4] = 10'3molecule/cm?, the
pseudo-first-order rate constants for Rx. 15 and Rx. 19 are calculated
(k',g = 1073 sec”™'; k',g = 107" sec™"). The rate constant for the reaction
of the HO, radical with Oy (Rx. 19) is approximately four orders of
magnitude greater than the rate of reaction of the HO, radical with 30,
(Rx. 15). On the basis of the aforementioned rate analysis, Rx. 15 is not
of any importance with respect to sulfur dioxide oxidation in this
reaction system. One can conclude that the primary chemical mechanism

for the photo-oxidation of sulfur dioxide occurs via the reaction with the
OH radical molecule (Rx. 7).

S. Reaction of Bisulfite.

Next, the fate of the bisulfite radical is examined. Also,
uncharacterized chemical mechanisms are proposed (Rx 22-25) to
examine the possible contribution of other bisulfite radical reactions to
the overall reaction scheme. In Rxs. 22 through 25 the N denotes 2

condensation nucleus.

HOSO,, + 0, — SOy + HO, (Rx. 21)'377
HOSO, + HOSO, + M— N, + M (Rx. 22)
HOSO,, + NH,0 + M — Nz + M (Rx. 23)

HOSO,, + HOSO,'NH,0 + M— N, + M (Rx. 24)

HOSO0,'NH,0 + HOSO,"NH,0 + M— Nc + M (Rx. 25)

Rx. 21 is characterized with a reported rate constant of 437x10°'3
cm3/molecule sec.”’ The [0,] = 493x10'8 molecule/cm? yields a

pseudo-first-order rate constant of 2.15x10%sec™' Inview of the
extremely large pseudo-first-order rate constant for Rx. 21 and the
relatively low HOSO, concentration, it is safe to say that the second
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order reaction between bisulfite radical molecules (Rx. 22) {s probably
not a logical mechanism for the production of condensation nuclel. At
low relative humidities, between 1% through 5%, [H,0] » 10'®
molecule/cm3, Rx. 23 would have to have a rate constant of around 10710
cm3/molecule sec just to be competitive. This rate constant is about
two to three orders of magnitude larger than the large rate constant of
adduct hydration in Castleman's?3 work. However, to dominate in rate of
formation of condensation nuclei, a rate constant of approximately 1078
cm3/molecule sec would have to exist. The former scenario (1070
cm3/molecule sec) is highly unlikely and the latter scenario (1078
cm3/molecule sec) is even more unlikely. The higher order Rxs. (Rx. 24
and Rx. 25) which depend on the precursor reaction (Rx. 23) can also be
discounted on the basis of the above explanation. The fate of the
bisulfite radical clearly reacts by the hydrogen abstraction mechanism
with dioxygen to form sulfur trioxide and HO, radical.

6. Reaction of Sulfur Trioxide.
The sulfur trioxide-molecules subsequently react with water

molecules to form the SO5'H,0 adduct.?3

SO3 +*HO+M— SO3'H20 +M (Rx. 26)
Castleman et al.23 proposes that the direct production of H,SO, is
2¥V4

probably not the case since it would have to proceed via a four-centered
mechanism and would have to have a much lower rate constant than their
experimentally obtained value of 9.1x107'3 cm3/molecule sec. Also,
Castleman et al.* did not observe any polymerization of SO,.

SO5 + NSOz — (N+1)S0;  (MW=1)  (Rx. 27)

Castleman et al.”® also performed some Complete Neglect of
Differential Overlap (CNDO/2) calculations yielding information on the

thermodynamic stability of the S04°H,0 adduct and the H,S0,molecule.
Since CNDO/2 calculations are most appropriate for determining relative
stabilities, the CNDO/2 energy values for the 504'H,0 adduct and the
energy barrier o H,S0, production has been rescaled to agree

thermodynamic data. Castleman et al.”’8, calculated a value of -23.1
kcal/mole from the JANAF tables at O K for the thermodynamic binding
energy of the H,S0, species.

The S04°H,0 adduct s found to have moderate thermodynamic stability
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with an estimated re-scaled binding energy of -15.2 kcal/mole. The
estimated re-scaled binding energy for the peak energy barrier which
leads to the formation of H,30,1is -11.9 kcal/mole. In other words, a 3.3

kcal/mole energy barrier has to be overcome to produce the more stable
H,SO,species. The negative binding energies implies that the reactions

to form 803-H20 and HZSO4 are exothermic.

7. Isomerization of Sulfur Trioxide Hydrate.
It is apparent that the energy released to form the SO3-H20 adduct

formation is more than enough to overcome the energy barrier of 3.3
kcal/mole for the hydrogen rearrangement mechanism. From the CNDO/2
calculations, the minimum energy pathway for the isomerization
mechanism is proposed to occur via the hydrogen "hopping” from one of
the oxygen atom to the other oxygen atom.

S04°H,0 — H,S0,, (Rx. 28)

At this point, Rx. 28 is uncharacterized with respect to a rate
constant. However, to get a general feel for the rate constant regime,
the literature was reviewed to find other gas-phase isomerization
reactions. The rate constant for the isomerization of methyl
isocyanide at S03 K was found to be about 6x1074 at higher pressures.”®

8. Reaction of Sulfuric Acid.

The thermodynamic properties of aqueous sulfuric acid solutions
and hydrates is presented in the work by Giaugue, Hornung, Kurzler, and
Rubin.8% They reported stable hydrates of sulfuric acid to.be mono-, di-,
tri-, tetra-, and hemihexa-hydrate. All free energy changes for the
formation of hydration are found to be positive and thus the intermediate
hydrates are stable with respect to lower and higher hydrates. On this
basis, the reverse process for dehydration is not considered. Given
below are the hydration reactions of sulfuric acid.

H,80, + Hy0 + M — H,S0,H,0 + M (Rx. 29)
H,S04H,0 + H0 + M— H,50,(H,0),+ M (Rx. 30)
Hp80,4:(H;0), + H0 + M— H,S0,:(H,0) + M (Rx. 31)

H,S0,(H,0)5 + H0 + M — H,S0,(H,0),+ M (Rx. 32)
The dimerization of sulfuric acid has been considered and
discounted because it is in direct competition with Rx. 29. A relatively
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"is calculated

large pseudo-first-order rate constant of around 102 sec”
!

for Rx. 29 using a conservative rate constant of 1x107'%c¢m? molecule”
sec™! and a water vapour concentration of 10'® molecule/cm?’. Inview of
the large pseudo-first-order rate constant for Rx. 29 and since the
dimerization of sulfuric acid is a second-order reaction and the HZSO4

concentration is small, Rx. 33 is highly uniikely to occur.
H250‘1 + H2304 +M— H2504-H2504+ ™M (Rx. 33)
At best if Rx 29 is considered to be instantaneous, Rx. 34 and 35 are still

second-order reactions with a maximum reactant concentration equal to
that of H2504,

HZSO4 + stod-Hzo +M— (H2504~H20)‘H2504* ™M

(Rx. 34)
HZSO4'H20 + H2504-H20 + M (HZSOQ-H?O)2 + M

(Rx. 35)

Rxs. 34 and 35 are reduced to the same problem as the dimerization
reaction and are also of little consequence in the total reaction scheme.

Q. Scavenging Reactions.

Beside the gas-phase reactions, one must consider the removal of
reactants or intermediates by adsorption onto particles generated by the
gas-phase reactions. The gas-phase reactions would be affected if the
reactants or the intermediates are removed to an appreciable extent by
adsorption. For simplicity’s sake the time evolution of particle
development is not considered and the worst case scenario is presented.
All scavenging rates are calculated on the assumption of an
instantaneous particle population and on a typical experimental particle
number density. Futhermore, the "collision adsorption efficiency”
coefficient (y} is assumed to be unity. The maximum scavenging rates
are estimated by employing the collision frequency model which
estimates the number of collisions that result in the removal of reactant
or intermediate, per unit time on the surface of the particle. If the
particles are more massive than the gas-phase molecules then the
particles can be assumed to be stationary with respect to the gas-phase
molecules. For a spherical particles the adsorption collision frequency
or maximum rate of scavenging is defined as:?’

R,=2,..* ynrpzNDCvc (Eq. 26)
and,
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v, = (8kT/nim )2 (Eq. 27)°
where, y 1s the collision adsorption efficiency coefficient, r is the
radius of the particle, N, s number density of particle, C is the
concentration of the reactant or the intermediate component, v_ is the

average velocity of the reactant or the intermediate component, k i1s the
Boltzmann's constant, T is the absolute temperature, and m. is the

molecular mass of the reactant or the intermediate component. Eq. 29
can be rearranged to yield:
RD = kDC (Eq. 28)

where scavenging rate constant k_ is defined as ymr 2N v.. The

gas-phase pseudo-first-order rate constant for the particular reaction
under consideration is defined in general terms as kg. The rate constants

for scavenging of OH radical, bisulfite radical, sulfur trioxide, and
sulfuric acid are compared with respective gas-phase pseudo-first-order
rate constants (vide infra). If the ratio of gas-phase to scavenging rate
constants is much greater than | then the scavenging process is
negligible, i.e,, the gas-phase reaction rate is much faster than the
scavenging rate.

From the estimated rate constant ratios (kg/kp) in Table 3, the

scavenging process does not significantly alter the gas-phase kinetics
scheme by depleting the concentration of the OH radical, the bisulfite
radical, or the sulfur trioxide molecule. For instance, even in the worse
case scenario, the OH radical reacts at least 300 times faster in the
gas-phase than by adsorption on the particles.

Table 3. Parameter List for Calculating Gas-Phase Reaction Rate to
Particle Scavenging Rate Ratios.

Species Mass (m.))  Velocity (v)) kg° K, kg/kp
OH 283x10°3  6.09x10%  7.4x10°  239x1072  3.10x102
HOSO, 1341072 279x104  22x10®  1.10x10°2  2.00x10®
SO, 1.40x10722  281x10%  9.1x10%  1.10x1072  8.27x105
H,S0, 1.63x10722  254x104  -=---- 9.96x1073  ---s--

m,(g/molecule); v (cm/sec)
Temperature = 298 K; N_ = Sx10° particlesem?; y = 1; r, = 5x1077 cm

®Calculated pseudo-first-order rate constants using the rate constants
In Table 2 and the following concentrations: [30,) » 10'2molecute/cm?;




[H,0] » 10'® molecule/cm?; [0,] = 4.93x10'8molecule/cm?3; (M) =
2.46%10'°molecule/cm?

10. Summary of Reacttons.

In summary, based upon the initial reaction conditions and the
known relevant reactions and their relative rates, the inferred
mechanism for the production of condensation nuclei is summarized in
the following:

O;+hv—0('D)+0, (Rx. 1)

0('D) + H,0 — OH + OH (Rx. 2)

OH + SO, + M — HOSO, + ™ (Rx. 7)
HOSO, + 0, — S04 + HO, (Rx. 21)
SO;+ H,0 + M— SO;°H,0 + M (Rx. 26)
S04'H,0 — H,S0, (Rx. 28)
H,S0, + H,0 + M— H,S0H,0 + M (Rx. 29)

H,S0 H,0 + H,0 + M— H,50,(H,0),+ M  (Rx. 30)
H,50 4(H,0), + H,0 + M— H,S0,(H,0);+ M (Rx. 31)

H2304-(H20)3 *HO+M— H2504-(H20)4+ M  (Rx. 32)

The above reaction scheme has been simplified and only considers the
reactions which lezd to the formation of condensation nuclei. The reader
should note that other side reactions that compete for O('D) atoms and
OH radical molecules are not included in the total reaction scheme to
focus attention on the reactions which directly participate in the
production of condensation nuclei.

In the binary homogenous nucleation theory, discussed later, nuclei
formation occurs when a critical constellation of n-m-mers forms
containing n molecules of H,50, and m molecules of H,0. In this search

for a chemical kinetic mechanism, the actual molecuie or molecules that
are nuclel are not known. However, in view of the preceding discussion
on H,30, formation and the known ability of H,30, to form hydrates, it is

reasonaibe to suppose that sulfuric acid and any of its hydrates can be
considered to be a condensation nucleus. The production of condensation
nuclel in this reaction system is a function of the 0, concentration, the

H20 concentration, and the 802 concentration. The 02 concentration and M
concentration are in large excess and are held constant for all
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experiments described herein. The O3 molecule is a reactant source for
the proauction of O('D) atom in Rx. I. The O('D) atom reacts with a H,0

molecule to produce the OH radical. The bisulfite radical is formed from
the reaction of the OH radical with the SO, molecule. Moreover, Rx. 7 is
in competition with two other reactions for the OH radical. The OH
radical concentration is also depleted at comparable rates by Rx. 8 and
Rx. 9.

The bisulfite radical is further oxidized by the diatomic oxygen to
produce 305. In the presence of water vapour, the SO;molecule is rapidly

hydrated to produce the moderately stable 305+H,0 adduct. The SO5*H,0

adduct subsequently isomerizes to the more thermodynamically stable
sulfuric acid species. The H,SO,molecule is the basic starting

component of the condensation nuclei. Finally, the hydroscopic H,30,
species is hydrated. The H,30, and its hydrates are considered to be

condensation nuclei.

The mechanistic route for the formatinn of condensation nuclei is
partially experimentally substantiated by inaividually excluding one of
the reactants. In the absence of the UV radiation source (249nm), i.e.,
the dark reaction, the formation of condensation nuclei is not observed.
This observation would eliminate the notion that 30, hydration or 30,

oxidation by ozone is a precursor mechanism for the formation of
condensation nuclei. The formation of condensation nuclei was not
observed when ozone is omitted from the reaction system. One can
conclude that the production of condensation nuclei does not occur via
the photolysis of O, 30, or H,0. Diatomic oxygen absorbs below

242nm,%2 sulfur dioxide absorbs in the 340-390nm, 260-340nm,
180-240nm, and 180-110nm regior\83 and water vapour absorbs below
242nm.84 At 249nm none of the reactants absorb to produce an excited
state molecule or photodissociate.

O,+hv—0+0 (A<242nm) (Rx. 3)

SO, + hv -+ S0, (Rx. 5)

Rx. 5 occurs between 340-390nm, 260-340nm, and 220-240nm.
SO2 +hy — SO0 +0 (AN <219nm) (Rx. 36)

HZO +hy — H+ OH (A ¢<242nm) (Rx. 37)

In additfon, when sulfur dioxide is also omitted from the reaction
system and the laser is pulsed, no formation of condensation nuclet is
observed. This observation is consistent with the idea of H,S0, or some

n



oxidized SO, species acting as a nucleating agent.

The production of condensation nuclei is not observed when the
laser is pulsed in the absence of added water vapour. This empirical
result is interpreted as the lack of production of OH radical molecules by
Rx. 2 in which water vapour is a reactant.

11. Theoretical Kinetic Model.

The reaction scheme and assumptions presented above are used to
setup theoretical kinetic rate model. Each reaction step is arranged in a
differential rate format in accordance with kinetic rate law. The
particular reaction step is expressed in terms of a rate constant and the
participating reactants. Also, each differential rate expression will
consist of the appropriate terms which mathematically describe the
appearance and disappearance of the reactant of interest. Most of the
differential rate expressions are simplified by eliminating the time
dependence of a particular reactant. The mathematical simplification is
achieved by assuming an excess of one of the reactants, thereby,
reducing a mixed second-order reaction to pseudo-first-order reaction.
Most of the reaction steps are found to be in the form of
non-homogeneous, first order, linear, differential equations. The fina)l
rate expression for the formation of sulfuric acid tri-hydrate is quite
overwhelming at first glance. The final rate expression is nothing more
than a series of exponential functions with a pre-exponential constant.
The large number of exponential terms in the final integrated rate
expression arise from the original exponential dependency on the
disappearance of the OH radical. Upon the initial integration step the
original exponential is regenerated along with an additional exponential
integration factor. After each integration step an additional exponential
integration term is generated for each existing exponential term. The
development of the kinetic model, the assumptions invoked, and the rate
expressions for OH radical formation, OH radical consumption, bisulfite
formation, sulfur trioxide formation, sulfur trioxide hydrate formation,
sulfuric actd formation, sulfuric acid mono-hydrate formation, sulfuric
acid di-hydrate formation, and sulfuric acid tri-hydrate formation are
presented elsewhere?

12. Determination of Rate Constants for Reactions 28, 38 and
the Hydration Reactions of Sulfuric Acid.

The total reaction scheme proposed earlier (vide supra) has many
well defined rate constants with the exceptions of Rxs. 28, 38, and the
hydration reactions of sulfuric acid (Rxs. 29-31). The values of the rate
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constants for the following re~ctions are generated from the computer
model which best fits the experimental results as judged by a subjective
process. The results given below are calculated on an Apple Macintosh
computer using a rate calculation program written in Microsoft Basic,
see appendix B for algorithm and code details. The computer program
was designed with edit fields to facilitate changes inreactant
concentrations and laser power. Each unknown rate constant is varied
individually and the results are analyzed. To simulate experimental
conditions, described by the particle/cm?3 vs. time curves, the total
number of condensation nuclei is calculated by integrating from typical
integration limits, 8 to 28 seconds, (see Figure 3.) and then multiplying
by the flow rate (2.511x109uL/sec).

SO4°H,0 — H,S0,, (Rx. 28)
OH + X — No CN Formation (Rx. 38)
H,S0,+ H,0 + M— H,S0,'H,0 + M (Rx. 29)

H,S0,'H,0 + H,0 + M— H,S0,(H,0),+ M (Rx.30)

H2504-(H20)2 + H20 +M— HZSO4-(H20)3 +M  (Rx.31)
It is found that, Rxs. 28, 38, 29, 30, and 31 are not interrelated with
respect to rates of reaction. The lack of interdependency of the

individual rate constants will become more apparent later in this
discussion.

A. Determination of the Pseudo-First-Order Rate Constant
for Reaction 38.

The reasoning behind the postulation of Rx. 38 is the necessity to
express the dependence of condensation nuclei formation as a function of
sulfur dioxide concentration. If Rx. 38 is not proposed, even at the fast
rate of condensation nuclei formation using the kinetic nucleation model,
all of the OH radicals will react with Sozwithin the experimental time

regime (28 seconds). Increasing the sulfur dioxide concentration only
serves 1o expedite the oxidation of sulfur dioxide. Without Rx. 38, the
reaction of the OH radical with SO, will always go to stoichiometric

completion which eliminates the SO, concentration dependency. Since,

the oxidation of suifur dioxide with the OH radical is the primary
reaction for the formation of the 802 oxidized species, another

mechanism {s proposed to compete for the OH radical. Introducing Rx. 38 |
restores the dependency on the sulfur dioxide concentration. Increasing
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the sulfur dioxide concentration will increase the rate of formation of
the oxidized sulfur species, in essence making Rx. 7 compete for the OH
radical. It is essential that Rx. 38 be in the total reaction scheme for
any nucleation mechanism to work as function of sulfur dioxide
concentration. Furthermore, Rx. 38 removes the concentration
dependency on ammonia and also greatly reduces the concentration
dependency on ozone. This type of behavior becomes apparent when one
considers the that the OH radicatl is also consumed at a competitive rate
by reacting with ammonia (Rx. 9) and ozone (Rx. 8). If the
pseudo-first-order rate constant for Rx. 38 is much larger than the
pseudo-first-order rate constants for Rx. 8 and Rx. 9 then the sum of the
pseudo-first-order rate constants is simply kzs'

The pseudo-first-order rate constant is determined to be 1x1 o
sec™! for Rx. 38. Rate constants for Rx. 28, 29, 30, %1, and 38 are
generated by the computer model which best fit the txperimental
results. The formation of condensation nuclei remains insensitive if the
pseudo-first-order rate constant is increased above 1103 sec™!.

The possible identification of the X component is now examined.
The pseudo-first-order rate constant for Rx. 38 is roughly two orders of
magnitude larger than the pseudo-first-order rate constant for Rx. 8 and
Rx. 9. The pseudo-first-order rate constant for Rx. 38 is a composition
of the rate constant and the concentration of X. To generate a
pseudo-first-order rate constant of 1x103 sec”!, either the rate constant
or the reactant concentration must be large. There are two possibilities
with respect to large reactant concentrations, one is the reaction of OH
radical with HZO and the other is the reaction with 02.

OH + HZO -~ No CN Formation (Rx. 39)
OH + O2 —+ No CN Formation (Rx. 40)
Under the reaction conditions where [H,0] = 10'6 molecule/cm3 the rate

constant for Rx. 39 would have to be around 10™'3 cm3/molecule sec,,
which is reasonable. The C)2 concentration in the reactor vessel is

4.93x10'8 molecule/cm3 which yields a rate constant for Rx. 40 of
4,93x107'3 sec™!. The rate constant for Rx. 40 is not unreasonable and is
a plausible reaction, along with Rx. 39, for the depletion of OH radical.
Another possible gas-phase reaction with OH radical is the

reaction with hydrocarbon impurities (Rx. 41) in the zero air.85 A
specification for zero air is that the total hydrocarbon (THC) content
must be less than 1 ppm. ‘

OH + THC — No CN Formation (Rx. 41)
A 1 ppm THC conceniration would translate into a hydrocarbon impurities
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concentration of 2.46x10'3 molecule/cm?. Zero air is manufactured from
a cryogenic mixture of liquid nitrogen and liquid oxygen which is
obtained from ambient tropospheric air. The major hydrocarbon

- component of ambient air is methane, roughly a thousand time greater
than other hydrocarbons®®, and so the THC content in zero air is assumed
to be methane. Davis et al.87 studied the reaction between OH radical and
methane (CH,) and obtained a rate constant of 7.7%x107'S cm3 molecule™!

sec™! by measuring the resonance fiuorescence of the OH radical in a
discharge flow tube apparatus. A pseudo-first-order rate constant of
1.9x10°! sec™! was obtained for the reaction of OH radical with methane.
The reaction of OH radical with methane does not react quick enough to
satisfactorily explain Rx. 38.

Carbon monoxide is also another possible contaminant in zero air
because of CO concentration in ambient air86 and the manufacturing
process described above.

OH + CO — CO, + H (Rx. 42)

The rate constant for the reaction between OH radical and CO is

1.5%107'3 cm3 molecule™! sec™'. In order for CO to play an important role
in the consumption of OH radical, the CO concentration in the zero air
would have to be around 100 ppm. However, Beno®® observed an
enhancement of the rate constant in the presence of water vapour.

Beno's8® observation near room temperature (338 K) would lower the CO
concentration in the zero air by approximately a factor of two to obtaina
psuedo-first-order rate constant large enough to account for Rx. 38.

B. Determination of the First-Order Rate Constant for
Reaction 28.

The isomerization of SO4H,0 to H,30, 1s the rate determining

step for formation of condensation nuciei. The isomerization step does
not alter the reactants’ concentration dependency. Since Rx. 28 is the
rate determining step and does not depend on the concentration of
reactants, it only regulates the amount of condensation nuclei produced
at given time. Varying k,, does not change the dependency of reactants

concentration on the formation of condensaticn nuclei and therfore is
independent of other reaction steps and their associated rate constant.
The rate constant for the isomerization mechanism is determined to be
1.23x1074 sec™! by the method discussed at the beginning of section 12,
A rate constant of 1.23x10 4 sec™! yields the appropriate condensatio
nuclef concentrations. This gas-phase isomerization rate constant
seems reasonable compared to that of the isomerization of methyl

74



isocyanide (for rate constant, vide supra). The isomerization of methy!
isocyanide is a good comparison because it is a unimolecular gas-phase
reaction in which both the bonding structure and atom positioning is
changed (CHLNC — CH,CN).

C. Determination of the First-Order Rate Constants for
the Mono-, Di-, and Tri-Hydrates of Sulfuric Acid.

The first-order rate constants for the mono-, di-, tri-hydrates of
sulfuric acid are 1x107'9 cm3 molecule™ sec™’, 1x10™'' cm3 molecule™
sec™!, and 1x107'2cm?3 molecule™' sec™'. The third body concentration,
[M] = 2.46x10'? molecule/cm?, is included in the hydration rate
constants. The rate of formation of condensation nuclei is insensitive to
the variation of the values of the hydration rate constants. This is true
if the rate of hydration is much faster then the rate of isomerization
(k28 << kzg' k30, k3,). The magnitudes of the hydration rate constants are

chosen based on the rate constant obtained by Castleman?3 in the
hydration of sulfur trioxide. The only reason for the different values of
the rate constants is that when the hydration rate constants are equal
the exponential part of rate expression vanishes.

14. Review of Theoretical Model and Error Analysis.

A sensitivity analysis is performed un final rate expression for
the production of condensation nuclei by mathematically evaluating each
term in the final integration rate expression independently at time
equals | second and typical reactant concentrations. The ninth term,
given below, is roughly a thousand times more sensitive, with respect to
condensation nuclel formation, than the first term in the equation.

= (kg Ky KpgKpgky 'Ky TOH] /(K = (K + Ky ¢ Kgg'))

(Ko (k, " Ky’ + Kgg)kag - k,' * Ky + Kyg Koy = Kog)

(k3o' - kze)( 3" ))(l exp(-kzat))

The first term is far less sensitive than the other terms in the equation,
with the exception of the forty-first term. The ninth term is the most
sensitive because of the pre-exponential collection of constants or the
pre-exponential term, (Ky, 'Ky 'K, oK, 6k 2, 'K, [OH] IRy = (Ry kg *

kse‘))(sz,- - (ky + Kg' * km‘))(k28 (ky' * Kg' * Kyq ))(kz,9 - kza)(kzo' -
kze)(ksa"kze))' The isomerization rate constant is eliminated from the

numerator upon the final integration of the rate expression. With the
isomerization rate constant gone, the pre-exponential term is roughly
five orders of magnitude larger than the other pre-exponential terms.
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The ninth term mathematically describes the rate limiting step for the
isomerization of sulfur trioxide hydrate to sulfuric acid. The same
conclusion can be reached if the sulfuric acid hydration mechanisms are
assumed to be in steady-state. The final integrated rate expression can
be simplified by comparing the relative magnitudes of the
pseudo-first-order rate constants of the total reaction scheme. |f one of
the rate constants in a term which is the difference between rate
constants in the denominator is much larger than the other then the
difference reduces to just the larger rate constant and will cancel with
the appropriate rate constant in the numerator. For example if ka>> kb
then kakb/ka-kb reduces to just k.. Using the pseudo-first-order rate
constant from Table 2. one can conclude the following: k,." >> (K" + kg' +
Kg' * K3g )i Kpg > (kg + kg # Ko+ Kyg'); Ko™ 2> (K" Kg' * Ko™ # Kyg)i Kpg >
Kogi Kgg' 2> Kogi Kgy" 2> Kog; Kyg 2> (Ky + Kg' + kg‘). Since all the other
terms in the final integrated rate expression are insignificant compared
to the ninth term, it is reduced to:

Nyp = (k,'/km')[SOz]IOH]o(I - exp(—kzat)) (Eq. 30)
Eq. 30 could have been derived directly if the steady-state approximation
was invoked for the appropriate reactions based upon the above
inequalities. In the limit, Eq. 30 demonstrates that the final
condensation nuclei concentration will equal only a fraction of the
initial OH radical concentration because of the rate constant ratio. The
numerator of the ratio of the pseudo-first-order rate constant is for the
reaction of the OH radical that produces condensation nuclei. The
denominator is for the reaction that consumes the OH radical without
production of condensation nuclei. However, when the final integration
rate expression was derived the relative differences in the rate
constants or pseudo-first-order rate constants were not known. The
closed analytical rate expression was derived without the steady-state
approximation as not to prejudice the kinetic model or restrict its
flexibility.

Substituting Eq. 25 into Eq. 30 yields: N4, =

(k7'k2[03][H20][SOZ]E2.303¢(0‘D).)\el/(k38'ths(k‘3+ K (1 - exp(=K,gt)).
(Eq. 31)
Eq. 31 is a good approximation for calculating the condensation nuclei
concentration as a function of time. One can see that the condensation
nuclei formation rate has a first order dependency on the ozone

concentration, water vapour concentration, sulfur dioxide concentration,
and laser power. The rirst order dependency can be {llustrated by a

76



log-log plot of the condensation nuclef concentration as a function of
reactants concentration and laser power at given time interval. The
slope of the log-log plots will be unity (see Graphs 5-8).

All relative percent errors are presented in terms of total
condensation nuclei not the logarithm of the total condensation nuclei.
The relative percent error is defined as:

|0 - Al/A x 100%. (Eq. 32)
Where O is the experimentally observed value and A is the accepted or
theoretical value. The relative percent error of the total condensation
nuclei is presented to reflect the true error not the error of the
compressed difference between the logarithm.c values.

The values generated by the theoretical kinetic model are in very
good agreement with the experimental data for the higher reactant
concentrations. In the regions of higher concentrations of SOZ, 03, and

Hzo, the relative percent error varied from 0.6% to 43.0%, however, the

average relative percent deviation is 11.6%. The low concentration
points of 802, 03, and Hzo have a much higher relative percent error,

which vary from 21.1% to 76.0%. It should be noted that the relative
percent error for lower concentration points decreases with increasing
laser power, i.e., higher OH radical concentrations.

Given below are Graphs 18 through 20 which compare the kinetic
theory to experimental data. At the higher reactant concentration, the
kinetic model agrees well when compared to experimental data. The
average slopes of the reactants concentration dependency and laser
power dependency of the experimental data, in general, behave in the
same manner as the kinetic model predicts. All of the slopes for the
log-log plot of CN as a function of reactants concentration are
approximately 1, with the exception of the ammonia concentration plots
which have a slope of zero. The slopes of the ammonia concentration
plots for the experimental data are slightly negative. The theoretically
kinetic model also predicts a slightly negative dependency on
condensation nuclei formation as a function of the ammoma
concentration. ;

15. Homogeneous Heteromolecular Nucleation Model.

Using the homogeneous heteromolecular nucleation method
described by Mirabel and Katz,%% the upper 1imit of the nucleation rate is
calculated. If all of the oxidized species of sulfur dioxide is converted
Instantly to sulfuric acld, (Rx. 7 is the rate determining step) the
su!furic acid concentratlon is 1.30x10'! molecule/cm3 at a 1aser power
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of 12.6 mjoule and an ozone concentration of 9.770x10'3 molecule/cm?.
However, the suifuric acid concentration calculated above {s based on the
postulated reaction between X and OH radical (Rx. 38). At 293 K the
pressure of sulfuric acid in the vapour-phase is calculated to be
3.94x107 torr by employing p = (n/V)kT, where k = 1.0354x107'% cm?3
torr K™! molecule™'. Using a value of 3.1x107> torr® for the vapour
pressure of pure sulfuric acid, yields an activity of 1.27%x10"". At the
highest experimental water vapour concentration, a relative humidity of
about 6%, the theoretical rate of nuclei formation is approximately
2.4x107> particle/cm3 sec. An estimate of an experimental rate of
nucleation is cal~ulated from the total number of particles formed under
the same reactant concentrations as above and dividing it by the reaction
volume, i.e., volume of the laser beam, and average residence time in the
reactor. The total number of particles formed in an experiment is
calculated at an ozone concentration of 9.770x10'3 molecule/cm3 and a
laser power of 12.6 mjoule (Log(L.P.) = 1.1). The total number of
particles formed is calculated to be 1.051x108 particle. The laser beam
has a diameter of 0.25 cm and a length of 34.8 cm which yields a
reaction volume of 6.83 cm?. If the reaction is assumed to proceed
through the entire particle counting process (28 seconds) then a
nucleation rate of 5.5x10° particle/cm3 sec is calculated.

To obtain the number of sulfuric acid molecules contained in a
critical nucleus at arelative humidity of 6%, which is predicted by
heteromolecular homogeneous nucleation theory, a log-log plot of the
nucleation rate as a function of sulfuric acid activity is performed. The
nucleation rates are graphically extrapolated to 6% R.H. from the work
done by Mirabel and Katz.89 Nucleation rate were adjusted for the vapour
- pressure of pure sulfuric acid (p® = 3.1x107° torr) obtained by Chu and
Morrison.9°

The plot yields a slope of roughly 8 which corresponds to the
number of sulfuric acid molecules in the critical nucleus (see Graph 9).
The experimental data has an average slope of around | with respect to
sulfur dioxide, i.e., one sulfur bearing species per nucleus (see Graph 9).

Homogeneous heteromolecular nucleation theory does not
correlate well with the experimental data because of the low nucleation
rate (2.4x107° particle/cm3 sec) and the larger number of sulfuric acid
molecules per nucleus (8 H,SO, molecule/nucleus). Graph 9 illustrates

the difference in the dependency of nucleation rates and number of
sulfuric acid molecules in each nucleus as a function of sulfuric acid
activity for the experimental data and the homogeneous heteromolecular
nucleation theory.
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16. Estimation of Experimental Reproducibility.

Since there is no dependence of the nuclei formation on ammonia
vapour concentration, the experimental ammonia data can serve as an
experiment for reproducibility (see Graph 4). A maximum relative
percent error of 28.6% is obtained from the low laser power ammonia
data set. An overall average relative percent error of 9.0% is calculated
from the ammonia data set. 1t can be inferred from the experimental
reproducibility that the experimental results correlate well with the
theoretical kinetic model, except for the low reactant concentration
points.

17. Ratio of Oxidized Sulfur Dioxide to Condensation Nuclei
Formation.
Not all of the oxidized sulfur dioxide is converted into
condensation nuclei within the time frame of this experiment (8 to
approximately 28 seconds). To determine quantitatively the amount of

intermediate (S05'H,0) to product conversion (H,S0,(H,0)5), a single

plot of the condensation nuclei rate (molecule cm3 sec™!) and the
oxidized sulfur dioxide concentration (molecule/cm3) is performed.

The condensation nuclei rates are estimated from the raw data
curves by dividing the peak condensation nuclei concentrations by the
time of occurence of the peak which is corrected to account for an
estimated average CNC delay time of 6 seconds (see Figure 3 for typical
raw data curve). The condensation nuclei concentrations are converted
from nuclei/micro-titer into nuclei/cm3 and are also multiplied by 100
to account for the dilution factor upon exiting the reactor vessel to the
condensation nuclei counter. The condensation nuclei concentration
dilution is the ratio of the reaction volume (laser beam volume) of 683
cm? and the reactor vessel volume of 683 cm>.

The oxidized sulfur dioxide concentrations are calculated by taking
the limit at infinite time of the integrated rate expression which leads
to the formation of the sulfur trioxide hydrate species. The
concentration of oxidized SO2 species for each experiment was
calculated from the integrated rate expression using the experimental
concentrations of 502, Hzo, 03, and NHy and laser power. The slope of the

ltnear regression line of the condensation nuclel rate verses oxidized
sulfur dioxide concentration yields an isomerization rate constant on
4.0%1075 sec™.

Out of roughly 25,000 oxidized sulfur dioxide molecules, one
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condensation nucleus is produced. This result is consistant with the 1dea
of an isomerization reaction. The experimentally determined
isomerization rate constant is about 3 times slower then the value
predicted by kinetic model.

Because of cycling of the CNC sampling system and the phasing of
the laser pulse with the CNC cycle, the times for the actual maximum
may be in error by as much as 2 seconds. Further, phasing differences
between the laser pulse and the CNC cycling are expected to cause
uncertainty in the value of the peak concentrations in the raw data
curves. Thus the slope of the line of Graph 10 is not expected to be as
accurate an estimate of the rate coefficient (kzs) for nuclei formation as

the more refined technique used in arriving at the kinetic model value.
The kinetic model eliminates the time and phasing uncertainties by
integrating the experimental raw data curves of nuclei concentration
verses time. Another reason for the difference in the rate coefficient is
that the kinetic model value was chosen preferentially to fit the data
obtained at higher reactant concentrations, whereas the plot of Graph 10
includes all experiments.

18. Formation of Ammonium Sulfate Aerosol Particles.
A. General Discussion of Ammonium 3Sulfate Particle
Formation.

Originally the maturation chamber apparatus was designed to
study the particle growth evolution as a function of time. However, even
at the shortest times the aerosol particles reached a maximum size of
around 0.3 to 0.5 microns (see Figures 4-7). The shortest time is about
120 seconds, which is the time required for the photolyzed mixture to
pass through the maturation chamber containing ammonia gas followed
by the deposition of the particles onto the ESM mount.

The gas-phase reaction between ammonia and condensation nuclei
is as follows:

2NH4 + HZSO4-1(H20)3 — (NH4)2504-1(H20)3 (Rx. 43)
The subsequent rapid growth into aerosol particles was explained by
Friend et a1.%' to be the heteromolecular oxidation of S0, in the solution
of the droplet. The ammontum fon acts as a catalyst to oxidize 30, to

sulfuric acid.
2SO2 + 2H20 — 2H2804 (solution) (Rx. 44)

(Rx. 16 1s catalyzed by NH,+ and salt embryo.)
The ammonium sulfate particles in this experiment were formed at low
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relative humidities (4%). This result offers a possible explanation why
ammonium sulfate particles are found in dry air over deserts and also in
remote clean tropospheric air.

B. Qualitative Determination of Particlie Composition.

The aerosol composition is determined by employing two separate
methods. The first method is accomplished by collecting small amounts
of the aerosol on an ESM mount. Multiple samples are collected on the
ESM mount to build up the particle concentration to a significant level to
be analyzed on a ion chromatograph. However, after 100 samples were
collected on a single ESM mount and ditluted in only 5.0 ml of deionized
water, the ammonium sulfate concentration was not large enough to
yield a reliable ammonium to sulfate ion ratio. The retention times on
the ion chromatograph did yield a positive qualitative identification of
the ammonium and sulfate ions. The morphology of sulfuric acid and
ammonium compounds was studied by Bigg.%? Electron-micrograph
samples of ammonium sulfate, ammonium bisulfate, and ammonium
persulfate were prepared to demonstrate the distinct and different
appearance of each compound. ‘By comparing the electron-micrographs
obtained in this study to Bigg's®? micrographs, the products were clearly
determined to be ammonia sulfate particles. The absence of a water halo
indicates that the ammonium sulfate particles are created in the
airborne phase, not on the ESM mount. The water halo is indicative of
sulfuric acid particles because of its hydroscopic properties.

The particle growth rate could not be determined within the time
regime of the experiment (2 minutes). However, the presence of larger
ammonium sulfate particle would also substantiate the existence of
condensation nuclei formed in the photolysis experiment. Also, the
maturation experiment confirmed that the final oxidized product of SO2

was the sulfate species.

19. Comparison of Nucleation Models: Advantages and
Disadvantages.

The traditional homogeneous heteromolecular nucleation theory
does not account for the large rate of particle formation observed under
the expertmental conditions in this work. Also, homogeneous
heteromolecular nucleation theory fails to predict the number of
condensation nuclel present In the Junge layer. At 218 K and a sulfuric
acid partial pressure of 1.15x1079 torr, Hamill et. 2193 calculates an
upper 1imit of 3.7x107'" particle/cm> sec for the nucleation rate via a
homogeneous heteromolecular nucleation mechanism. This value
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corresponds to one new particle formed per cubic centimeter every 8350
years, whereas a rate of about 107 times greater is needed to explain the
observed concentrations in the atmosphere.

There are some drawbacks with the conventional nucleation
theory. Homogeneous heteromolecular nucleation theory does not have 3
lower limit boundary condition that preserves the identity of sulfuric
acid. In the absence of this boundary condition it is possible to have
fractional sulfuric acid molecules in the droplet. Homogeneous
heteromolecular nucleation mechanism is derived from thermodynamics
and depends upon macroscopic thermodynamic parameters. The free
energy is treated as a macroscopic quantity and does not take into
account the intermolecular and intramolecular interaction which could
lead to the formation of small stable clusters.

Moveover, terms like surface tension and contact angle are really
meaningless on the microscopic level. How does one measure or
calculate the contact angle or surface tension of clusters containing 10
to 20 molecules that are only a few molecules in depth? A statistical
mechanics approach would greatly improve the homogeneous
heteromolecular nucleation theory. Unfortunately, statistical mechanics
often becomes intractable when dealing with the liquid phase. The
advantage of the homogeneous heteromolecular nucleation model is its
ability to calculate the Gibbs free energy with a few thermodynamic
quantities, e.g., vapour pressure of the pure component and the surface
tension at different mole fractions. The homogeneous heteromolecular
nucleation model is well suited at upper limits where the nucleation
parameters reach their thermodynamic bulk properties, e.g., surface
tension, contact angle, and bulk liquid phase properties. However,
homogeneous heteromolecular nucleation is based on the assumption that
gas phase molecules are non-ideal, i.e., they condense. At high gas phase
concentrations the molecules behave less ideally and should not be
treated as an ideal gas, i.e., p = (n/VIRT.

The kinetic model has the advantage of calculating the rate of
reaction directly from the integrated rate law and also affords a more
detailed physical explanation of the individual steps. The total rate
expression can be simplified by employing the steady-state
approximation, {f applicable to larger reactton schemes, to make the -
final analytical solution more manageable. However, the kinetic model
requires the knowledge of the rate constants for each individual step. If
the situation allows, the importance of the particular mechanism can be
minimized by selecting relatively large rate constants which is
equivalent to invoking the steady-state approximation.’4 In some cases
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second-order reactions in a consecutive reaction scheme cannot be
solved analytically but can be approximated by a series expansion and
neglecting the higher order terms. Mixed second-order reactions can also
be simplified if one of the components is in large excess, a thirty-fold
excess or more. The kinetic model is best suited to schemes having a
small number of elementary reaction steps where most of the rate
constants are known.

20. Conclusion.

In conclusion a detailed investigation of known relevant reactions
and their corresponding rate constants has led to a chemical mechanism
which describes the formation of condensation nuclei.

O;+hv—0('D) + 0, (Rx. 1)

O(‘D)+H20—~OH + OH (Rx. 2)

OH + SO, + M — HOSO, + M (RX. 7)
HOSO, + 0, — SOy + HO, (Rx. 21)
SO+ H,0 + M — SO5°H,0 + M (RX. 26)
$05'H,0 — H,S0, (Rx. 28)
H,S0,+ H,0 + M— H,S0 H,0 + M (Rx. 29)

H,S0,H,0 + H0 + M— H,50,(H,00,+ M (Rx. 30)

H,50,(H0), + H,0 + M— H,50,(H,0);+ M (Rx. 31)

However, to restore the dependency of condensation nuclei formation on
the sulfur dioxide concentration a reaction between the OH radical and an
unknown species was postulated (Rx. 38). Various reactions have been
investigated under the experimental condition which could satisfy the
postulated reaction. From the reaction scheme a kinetic model was
developed. With a few verifiable assumptions a closed analytical
solution was derived. Proposed rate constants for the isomerization of
sulfur trioxide hydrate and rfor the mono-, di-, and tri-hydrates of
sulfuric acid were calculated from the kinetic model. In the higher
reactant concentration region the kinetic model correlates well with the
experimental data (average relative error of 11.6%). At the lower
reactant concentration region the kinetic model has a higher relative
error range from 21% to 76%.

Applying heteromolecular homogeneous nucleation tneory to our
data ylelds a nucleation rate of 2.4x107> nuclei/cm3 sec. The
heteromolecular homogeneous nucleation theory also predicts that each
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critical nucleus contains 8 sulfuric acid molecules (see Graph 9).
Nucleation theory does not explain the the high nucleation rates and the
first-order dependency on sulfur dioxide concentration obtained in this
study.

Also, wall effects and reactant or intermediate scavenging was
found to be negligible. The time resolution of the maturation experiment
(2 minutes) was found to be too low compared to the ammonium sulfate
particle formation rate. However, from ion chromatography data and the
particle morphology examined by electron scanning microscopy the
particle composition is determined to be ammonium sulfate.

These results have determined that the final photo-oxidation
products of sulfur dioxide is sulfuric acid. The formation of the large
ammonium suifate particies would suggest that condensation nuclei
were formed from the photolysis of the reaction mixture.

Finally, a detailed investigation into the disappearance of the OH
radical in the presence of 302, 03, and HZO is recommended. An

experiment should be designed to investigate the proposed reaction (Rx.
38) in this work.
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The Coaqulation and Dispersion of Nonspherical Aerosol
Particles with Inertial Memory in a Turbulent Field

Isaiah Gallily and Miriam Pekarevich
Department of Atmospheric Sciences
The Hebrew University of Jerusalem

Jerusalem, Israel

1. Introduction and aim of study

8y coagulation of particles one defines any process in which two or more particles collide to form
a liquid droplet (if the former originally were 1iquid) or a (loose) angregate of riqid particies if
the former were rigid.

The dispersion of particles is a process in which the mutual distance between them increases with
time.

Both processes may be effected by various mechanisms. Thus, coagulation may occur due to:Brownian
motion, qravitational settling, and turbulent effects (Fin. 1), while dispersion can be produced by
Brownian or turbulent diffusion.
In the atmosphere, when the aerosol particles are generated in a limited space such as a “point" or
a "line", coagulation and dispersion are inter-connected since - after sufficient time - dispersion
will arrest coaqulation (Fig. 2),

<.

L
e L, -

\

Fig. ). Some possible mechanisms of coagulation (a- Brownian, b- qravitational,
¢ - turbulent) (schematical).

Thus, contrary to the many studies on particles' coagulation (coupled with some other process) in a
restricted environment, which were performed with the aid of a "simulating box", the situation in the
free atmosphere s quite different (Fig., 2 ).

Most studies on coagulation, and dispersion, have been limited to the case of spherical particles
though the majority of aerosol systems, for example, are composed of nonspherical particles.

Thus, we thought it worthwhile, from the practical as well as from the academic points of view, to
study the problem of coagulation/dispersion of:
1. nonspherical aerosol particles, and under

11, typical atmospheric turbulent conditions.




NV NV Y N\ N v N

Fig. 2. The "Box Model" of restricted environment transfered to the
“Coagulating Cloud” model in a free atmosphere (Schematical).

To adhere to situations which are usually met with in real 1ife, we restricted ourselves to (typical)
particle sizes below the Kolmogoroff's (typical)eddy size ,m ,

7L}

n = (¥ ¢) 1)
(9 - kinematic viscosity, € -dissipation rate);

Likewise we dealt with particles whose motion is influenced by their inertia,namely, with particles
with fnertial memory.

[1. The studied system and method of investiqation

The system we chose to deal with was composed of:
i. Spheroidal prolate ellipsoids ( of unit density) which were taken to simulate
elongated particles,
i1, A Kolmogoroff's regime of turbulence which is local {sotropic.

Unlike the study of Saffman and Turner (1) that was concerned with the coagulation of spherical
particles and that used an analytical method of treatment, with quite a gross approximation, we
could not find any way of analytical solution to the problem.

The reason is assumed to be the factor of the rotation of our particles which introduced three
new additional degrees of freedom to the motion of particles.
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Hence, we reccurred to a Monte Carlo numerical method in which each particle trajectory was calculated
for consecutive time intervals, a ¢¢ ., and the process repeated enouch times till an asymptotic
behaviour was reached.

Particle translation was solved according to the equation

wmdvsdt = m§+ F, ’ (2)

and its rotation, according to the Euler expression

I‘h.)‘- (IQ-IS) Qg”’ = L& etc. (3)
where m was the mass of the particle, ¥ its velocity (in an inertial system of coordinates), F,
the fluiddynamic resistance to 1ts translation, Is its moment of inertia for its (inner) axis 1, g

its rotational ve‘locity'and L, the fluiddynamic torque which acts on it, etc.

P, was taken according to Brenner (2) to be

fre p K- (v —uwy) (4)

K being the Oberbeck transition tensor (3) , and W, the undisturbed fluid velocity.

Lg etc. was taken according to Jeffery (4). (It should be noted that both ¢, and L, etc. could
have been obtained from "Slender Body Theory" or the singularfty-integral expressions).

I11. The calculational way

In the Monte Carlo calculations, the initial position of particles' centers was body-centered cubic,
and their inft{al orientation was (rectangularily)random.

The gradient: of the fluids’ velocity within each Kolmogoroff's eddy, which engulfed each particle,
was taken to be:

i. Constant for the time ati,

i1.Normally random for consecutive time intervals.

The velocity e of the fluid at each time interval was thus

Uo,lenm Uoi + (?u.,:/h,) d"l (5)

(As was smaller than the Kolmogorff's typical time, the constancy of the velocity gradients seemed
1291cal),

The Monte Carlo emthod appeared to us to be straightforward; however, it put quite a strain on our
computer,
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IV. Results
Up to now we have run numerical experiments in a 2-0 and a 3-D space. We neglected in these experi-
ments :
i. The fluiddynamic interaction between two particles which near each other on their way
to coaqulation,
ii. Collisions between particles containing more than one elementacy spheroid.

The reason for the second neglect layed in the assumption that, till such collision would have

become important, dispersion will dilute the aerosol cloud to such an extent that coagulation would
essentially cease.

Another factor which was neglected concerns what we call the "Neighbours' Effect" (Fig. 3). This
effect -relates to the (physical) exteni of the particle source:

°
a.
° =
x /» * /e
o
* o x 0
% ° .
x x x
®
| ° »
°
X
* Fig. 3. The "Neighbours' Effect" (s-hematical)

namely, that particles originated from one part of an extended source (say the “"circular particles)
may also collide and coaqulate with particles originated from a neighbouring part of the source
(say, the "crosses" particles) (Fig. 3),

This "Neighbours' Effect” adds a non-linearity to the coaqulation process.

The proiate particles had a log-normal size distribution with no correlation between their length
and their width, ard with a geometric mean of:

i, 10°3 cm for the length and 104 cm for the equatorial axis in the 2-D case,and
if. 4 x 10'4 cm for the length and 1x 10'4 cm for the equatorial axis in the 3-D case.

The geometric standard deviation in both cases was 1.2 x the geometric mean.

In the experiments, the initial sizes of the particles were (randomly) selected from the above size
distribution.

Concerning the initial concentration of the particles, these were 10‘ / can‘ for the 2-D
space and 10‘ / em¥® for the 3-D space, which we thought to be close to reality.
Turbulence was characterized in our Kolmogoroff's range by: dissipation rate of 4000 cemt/ e
and kinematic viscosi*y of 0.15 cm /sec.
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With these values, the Kolmogoroff's typical eddy size was about 4 x lo'zcm , its typical
translational velocity (which was the initial velocity of our particles) was (e'\)"'cz 1 cm/sec,
and its typical eddy existence-time (v/g )'nag 10“ sec,

Finally, we should add that, to obviate the unsolved problem of dealing with aqaregate of more than
one primary spheroid (see above), we adhered to the procedure that, after each (coagulational)
collision in the Monte Carlo experiment, the involved particles were re-separated and replaced in

a (normally) random fashion in space.

In the following we bring, as an example, a dispersion pattern of our particles in a 2-D space
(Fig. 4) and a table showing their collision (Table I).

Typically, in this {2-D) case about 15-20% of the original number of particles underwent their
first collision during a (typical) time of 3 x 10 'zsec.

The total initial number of the particles was 100, arranaced in a 10 x 10 array.

For a 3-D case, the percentage of collisionsdecreases to about 10% (of the original number)during
a (typical) time of about 5 x 10'4 sec. This is expected as the addition of an extra dimension

to space increases the chance that the particles will also move side-ways and miss each other,

V. References

1. Saffman, P.G. and Turner, J.S., J. Fluid Mech. 1, 16 (1956).

2. Happel, J. and Brenner, H., "Low Reynolds Number Hydrodynamics", p. 226, Prentice-Hall,1965,
3. ibid., p. 225-6.
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TIME PARTICLE K ! PARTICLE L
(J x 1073sec '
|

1 21 31 |

1 39 40

) 73 84

3 Ted T ‘

5 2 12

5 ; 11 _ R

6 : Y 88

7 63 100

8 7 85

8 87 100

10 ] 44 : 58

11 | 44 | 100

12 B 5 : 85

15 ‘ 26

16 — 62 * 65

28 56 92

Table I: Collisions between particle K and

particle | (followed by re-separation};

typical results
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"LIFT-QFF" O OYANT HORIZONTAL PLUM

M. Poreh and J. E. Cermak
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Fort Collins, Colorado 80523
RECENT PUBLICATIONS:

A) M. Poreh and J. E. Cermak, "Experimental Study of Aerosol Plume Dynamics; Part 1: Wind-tunnel
Study of Diffusion and Deposition of Particles with Appreciable Settling Velocities," Annual Progress
Report to CRDC, CER86-87MP-JEC1, September 1986.

8) M. Poreh and J. E. Cermak, "Experimental Study of Aerosol Plume Dynamics; Part [l: Wind-tunnel
Study of Buoyant Horizontal Emissions,” Annual Progress Report to CRDC, CER86-87MP-JECS, November 1986.

ABSTRACT

Wind-tunnel simulation of the concentration field and "lift-off" of buoyant plumes from point source
with horizontal exit velocities show a previously unknown, coupled dependence of the plume on the
buoyancy flux and the horizontal momentum flux at the source. Fyrther study of buoyant emissions from
line and area sources is suggested.

INTRODUCTION

The possible "1ift-off" (see Figure 1) of a layer of buoyant gas of thickness H in a shear flow was
initially analyzed by Briggs (1971), who proposed that "lift-off" occurs when lp = gH(Ap/pa)/v"2 = 0(2),
where v* is the shear velocity and Ap/py is the relative reduction in density. Flow visualizations by
Meroney (1979) did not reveal, however, a lower limit to buoyancy which could induce "lift-off"” in
plumes. Plumes with less buoyancy will just travel a longer distance along the ground before lift-off.

In an unpublished note, Briggs suggested that the observation of Meroney might indicate that plumes

need some vertical growth before they could lift-off, and proposed to increase the value of Lp by an

order of magritude (from Hall et al., 1980}.

The vaguely defined concept of 1ift-off and lack of concentration measurements has stimulated Liis

study, in which both the buoyancy flux and the horizontal momentum flux at the source were varied.

SUMMARY OF THE RESULTS

The experimental configurations and the results are fully described in reference B) cited above. A
typical photograph of a buoyart plume is shown in Figure 1. Figures 2a and 2b show typical concentration
profiles downstream from the source. Figure 2a depicts the effect of the dimensionless buoyancy flux F*
=(8p/pz)9 QU/(n T §), where Q is the discharge, 6 is the thickness of the boundary layer and U the mean
velocity at z = §. Figure 2b depicts the effect of the dimensionless horizontal momentum flux
M = 4p Q%/(pn? a2 U2 52y,

One clearly sees that the height of the maximum of the various concentration profiles, hpay(x},

increases with F* and decreases with M*, as also documented in figure 3. A possible measure of 1ift-off
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is the reduction with distance of the ground-level dimensionless concentration C'(O) = C{O) U 62/(C00).
where Co is the source concentration, versus that of the maximum dimensionless concentration c;ax‘
Typical variations of these values are shown in Figure 4. The positions of the nine graphs in this
figure were selected so that upper graphs show runs with larger values of the dimensionless buoyancy
flux, whereas the graphs to the right show runs with higher dimensionless momentum flux. The graphs
clearly suggest that by increasing the momentum flux, "1ift-off" is delayed or completely eliminated.
The ratio of C(0)/Cmay at x/& = 1.67, for example, turned out to be a function of F*/(M*)172 as shown in
Figure §S.

The study has also shown that at large distances the maximum dimensionless concentration varies

approximately as 250 (H')I/Z(F')'2/3(x/6)‘2.

Planned Future Studies
The results of the investigation suggest that a similar systematic study of buoyant emissions from
line and area sources will also yield new information on their behavior and dependence on the initial

conditions.

REFERENCES
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HEIGHT OF THE MAXIMUM IN THE ‘QOVCCENTRATION PROFILES FOR (a) DIFFERENT VALUES OF M*, f*
= CONSTANT.
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ABSTRACT

Current work on aerosol formation and growth is summarized. In work initiated this past year, a two
dimensional Flux Corrected Transport (FCT) code has been developed to obtain a detailed description of nucleation
and particle growth in a jet expanding into & low pressure region. The complex shock structures found on jet
expansion have been studied. Very high nucleation rates are found to occur in the region behind the rear facing
shock. The onset point of particle nucleation has been found to be strongly affected by the stagnation temperature
but relatively insensitive to the stagnation pressure. [n a separate study, an approximate theory has been developed
for the composition distributions obtained from experiments on binary aerosol formation in laminar coaxial jets.
The theory agrees qualitatively with the experimental finding that, at smaller concentrations of the less volatile
component in the parent vapor mixture, the smaller particles in the resultant aerosol size distribution are snriched in
the less volatile component.
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INTRODUCTION

The optical, physico-chemical, biological and other properties of aerosols depend on such characteristics
of the particles as size, shape, composition, concentration, etc. These are determined by the fundamental! processes
of aeroscl formation, growth and dynamics. For this reason, an important pant of our work has been directed toward
undersianding these fundamental processes and their interaction with atmospheric motion. We begin with a
description of current work on particle nucleation and growth occurring in jets expanding into low pressure regions.
This is followed by a brief presentation of comparisons between theory and experiment for the composition
distnibutions of binary oi! particles formed by nucleation and growth in a laminar coasial jet.

AEROSOL NUCLEATION IN JETS EXPANDING INTO LOW PRESSURE REGIONS

An imponant mechamism for production of aerosol involves the sudden ad:abatic cooling and subsequent
particle nucleation which may occur in fast jets, explosions, laser detonations, etc.. As a means of studying this
mechanism we have initiated analysis of the nucleation and growth of panticles occurring in jets expanding into low
pressure regions; this physical system is encountered in many applications such as in high altitude rocket plumes
and molecular beam experiments. Although many studies have been carried out on free jet expansion, mosi of the
numerical studies have been concerned with one dimensional systems. As a prelude 10 possible experimental studies,
we have developed a model of nucleation and growth occurring in a two dimensional axisymmetric expanding jet.

The physical system modeled is shown schenatically in Fig. 1. The assumptions in the anslysis are
that the flow is axisymmetric, inviscid and compressible. The ideal casrier gas with constant heat capacity ratio
contains a single condensable vapor. It is also assumed that any particles formed are passive contaminants. Under
these conditions, the governing equations are the Euler equations supplemented by the classical homogeneous
nucleation equation and the particle growth equations. These equations are solved numerically using the flus
corrected ransport (FCT) method and a time splitting procedure. The calculation domains are both the nozzle and
the expansion chamber (see Fig. 1). In implementing any numerical procedure, it is important to validate the code.
We have caried out comparisons between our calculations and experiment (I. Dueker and Koppenwaller.in S. §.
Fisher, Ed., Rarefied Gas Dyramics, Academic Press,vol. 11,1190 ,1981 ; II. Dankent and Koppenwaller, in R.
Compargue, Ed..Rarefied Gas Dynamics, Academic Press, vol II, 1107, 1979). Fig. 2 shows a comparison between
our mode! predictions and experiment (1) for the Mach numbers at steady state along the jet axis for free expansion
with the same stagnation conditions as used in the experiments (Py«29E3 Pa,. Ty=160K). Fig. 3 shows a
comparison between model predictions and experiment (11) for the pressure distributions at steady state. again with the
same stagnation conditions as in 11 (Pg7.6E4 Pa, T,=280K). In both figures, the abscissa is the dimensionless
distance from the nozzle exit and the dashed lines represent the experimental results. From these figures, it can be
seen that there is reasonably good sgreement between our model predictions and experiment. This suggests that our
model provides a reasonably accurate representation of the flow field in the free jet expansion.

Fig. 4 shows the pressure distribution st (=4E-$ 3. following initiation of the free jet expansion for the
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stagnation conditions, Poe2 9ES Pa, T5=160K. At this small time, steady state conditions have not been reached so

that the shock surfaces cannot be definitely identified with the barrel shock and Mach disk observed in steady state
experiments using schlieren photography. There are two shocks, a forward facing shock and a rear facing shock. In
the relzted temperatyre distribution, the temperatures fall rapidly downstream of the nozzle behind the rear facing
shock because of the conversion of internal energy to kinetic energy that occurs in an isentropic expansion. This
creates a region of high supersaturation behind the shock, leading to rapid nucleation and particle growth.

Fig. S shows the effect of stagnation temperature on nucleation rates for P,=2.9ES Pa and te6E.S5s. As

stagnation temperature increases the point for onset of nucleation shows substantial movemen: away from the nozzle.

By contrast, as shown in Fig. 6, as stagnation pressure changes , for T,=160K, 1=6E-$ 3, there is littde change of

the point of onset of nucleation with respect o the nozzle; this is found for other stagnation temperatures.

Currently, we plan to carry out studies of particle nucleation and growth in the free jet expansion.
Inasmuch as cluster formation is at the moment a very populas topic in materials research, a very large amount of
experimentsl data is available which can be used for comparnison with our model calculations. Since small cluster
formation in free jets shows "magic number” and other phenomena, the dynamics of cluster formation provided by
our model may provide a vehicle for a test of nucleation and particle growth theories.

COMPOSITION DISTRIBUTIONS IN BINARY OIL AEROSOLS

The principal purpose of our work on formation and growth of liquid aerosols has been to investigate the
dependence of the disperse properties of binary aerosols, formed by homogeneous nucleation, on the
phyhsicochemical properties of the parent vapor mixture. These studies have been carried out experimentally by
following the condensation of oil vapors in a laminar coaxial jet. A full description of the experimental system has
been published (Brock, Zehavi and Kuhn, J. Aerosol Sci.17,11-23 (1986)) and will not be repeated here. An
approximate moment formulation of the evolution of the spatially averaged single and binary component particle size
distribution has been used to provide a theoretical comparison with the experimental resuls. This formulation
involves use of classical binary nucleation theory for modeling the formation and growth of binary oil aerosol. This
has been used to provide one of the first confirmations and details of the dynamics for the observed composition
distributions obtained in our experiments.

An experimental investigation of the variation of composition with aeroso! particle size was made for
the system dibutyl phthalate (DBP) and diethylhexy! sebacate (DEHS). These experimental results are shown in Fig.
7 for an initial oil vapor composition of 80% DBP-20% DEHS and overall vapor concentration of 1.91E-$ g/cc,
nitrogen carrier gas flow rate of 178 cc/min, and a nozzle temperatre of 270 OC. In this figure the four interior
curves represent averages of samples taken on four impactor stages. The distributions indicated were calculated using
the known impactor suage efficiencies by the method described by N. A. Fuchs. Of the four distributions, the one
with the smallest modal value at around 0.5 um has a composition of 39 9% DEHS, the next at around 0.65 um has
a composition of 23.3 % DEHS, the next at around 0.8 um has s composition of 21.2 DEHS, and the last at
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around 0.9 um has a composition of 19.5 % DEHS. In considering these experimental results it should be noted that
the use of an impactor intrzduces uncertainty owing to, among other factors, the relatively large range of particle
sizes depositing on a given stage. Also, DPB has a sufficiendy high vapor pressure that complete condensation of
DBP was not achieved at the usual sampling point 20 cm from the nozzle exit. The moment theory results for

DEHS-DBP at similar conditions are shown in Fig.8 giving the normalized binary distribution, f(Dp.y) where y is
the mass percent of DEHS and Dp is the particle diameter. Only the general trends are significant in Fig. 8 since,as

noted above, no dispersion mechanisms are accounted by the present theory. As is evident, the figure shows that the
smaller particles in the distribution are enriched in DEHS, a finding in qualitative agreement with the experimental
results presented in Fig. 7. Under similar conditions (20% initial squalane (SQ) mass fraction in the vapor), the
distribution for the lower vapor presure system dihexylphthalate - squalane (DHP-SQ) resembles that given in Fig.
8, except that for the DHP-SQ system the distribution is somewhat narrower. However, a similar qualitative result
is obtained-- namely, that the smaller particles in the distribution are enniched in the less volatile component, SQ in
this case.

This observed variation of composition with particle size is auributed 10 several processes. As confirmed
by simulation results, the initial nuclei formed at high supersaturations are greaty enriched in the Jess volatile
component. As growth proceeds, the lighter componeni tends to evaporate from the smaller particles as a result of
the Kelvin effect and differential heating of the smaller particles. These factors contribute to a differential rate of
condensation with particle size between the lighter and heavier components onto the aerosol particles and therefore 10
the observed variations noted in Figs. 7 and 8.

It may also be noted from Figs. 7 and 8 that for a particle of given diameter there is variation in
composition. This prediction could not be confirmed by our experimental methods more accurately than that
provided by Fig. 7 which must be regarded as only a qualitative guide to such variation. The variation in
composition with particle size displayed in Fig. 7 is derived from our experimental impactor measurements and
impactor efficiency curves with the assumption of lognormal distributions; this figure therefore contains the implied
experimental and theoretical uncertainties associated with these methods . A practical method for measuring the
composition of individual particles in a distribution would be desirable. It is sufficient here to examine the
reasonableness of the variation in composition at a given particle size in the absence of coagulation, as in our
experiments. It should be emphasized that the variations observed here in particle size and composition arise from
the nucleation process. Without the nucleation process, if one begins with a monodisperse distribution in both size
and composition, then this monodispersity will be preserved with increasing time, since there is no coagulation and
condensation is occurring. With the nucleation process, any initial monodispersity is "forgotten” and the dispersion
in size and composition is determined by the aerosol nucleation and growth proceses. Nucleation will produce classes
of nuclei whose growth trajectories may converge at a particular time at a given particle size but with different
compositions. Similarly, other nuclei will have trajectories converging at a particular time at a given composition

with different particle sizes. We reiterate that the distributions displayed in Figs. 7 and 8 are intended only to provide
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aqualitative idea of the variations in aerosol particle size and composition.

It would be desirable to obtain experimental dawa of high quality for the comgosition distributions of
binary aerosols. However, the moment theory developed by us (J. R. Brock, D. Zehavi, and P. J. Kuhn, J. Aerosol
Sci., In Press) appears to explain present experimental obsevations and provides a qualitative guide to the dynamics
of the development of the composition disaribution for binary aerosols.
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Figure 7. Experimental mass distributions of an aerosol
formed by condensation of an initial vapor with 20 mass %
DEHS in DBP. Separate distributions derived from stages

3, 4, 5 and 6 of six stage cascade impactor. Units of
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each stage are: Curve / = 19.5% DEHS; Curve B=21.2 % DEHS:
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Figure 8. Calculated normalized binary {requency distribution

for an initial oil vapor mixture containing 20 mass % DEHS in
DBP corresponding to conditions of Fig.7. D_ is particle
diameter and y is mass 9% DEHS. Units of frequency are C.2/pm
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ABSTRACT

This paper concerns the measurement of the optical properties of twenty-five
materials and determination of the optical constants of twenty-three of those

materials. Future work will be concerned with measurement of the optical properties as
a function of temperature for several other materials and determination of the optical

constants of those materials. The work reported here was supported by U.S. Army CRDEC
contract DAAA-15-85-K-0004.

INTRODUCTION

The twenty-three materials for which optical properties were measured and optical

constants were determined were:

Montmorillonite Molybdenum CsBr DIMP

Kaolin Zirconium ZnS DEP

Illite Manganese ZnSe DES
Composite Clay NaCl BaF, Diesel Soot
Apnhydrite KC1 SF-96 1) unheated
Dolomite Csl DMMP 2) heated.

In this paper we present examples of the results of those investigations. For a more
detailed description of the investigations, readers are referred to the Final Technical
Report for CRDEC contract DAAA-15-85-K-0004 which has been submitted and is currently
being reviewed by CRDEC personnel. The report provides graphical and tabular
presentations of the optical properties and optical constants. More detailed tabular
listings of the optical constants can be obtained from the CRDEC Computer Database for

Optical Constants by contacting M.E. Milham at CRDEC.

MINERALS
The minerals that we investigated were three clays: montmorillonite, kaolin,
illite; and two crystalline materials: anhydrite, and dolomite. A composite mixture
of equal proportions by mass of the three clays was also investigated. The clay

samples were compressed into 13 mm diameter by approximately 1 mm thick pellets and
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near-normal incidence reflectance sgpectra were acquired in the 50-50,000 cm"1 wave-

1 The spectra in the 50-4,000 c:tn-1 wave-number region were used to

number region.
obtain the optical constants using Kramers-Kronig methods. As an example of this work,
in Pigure 1 we present graphs of the reflectance spectrum and the real and imaginary
parts of the complex refractive index n+ik for kaolin.

Crystalline samples of anhydrite and dolomite were cleaved or cut and polished,
respectively, to obtain samples for measurements of the reflectance spectra for the
X,Y,2 directions of anhydrite and for the ordinary and extraordinary rays of
dolomite. Kramers-Kronig analysis of the reflectance spe. ra provided spectral values
of the optical constants. A graphical presentation of the resultant spectra for the X-

direction of anhydrite appears in Figure 2.

METALS

The metals that we investigated were molybdenum, zirconium, manganese, and zinc.
Polycrystalline bulk samples of each metal were obtained and mechanically pol1shed1 in
preparation for acquisition of their near-normal incidence reflectance spectra which
were measured for each of the four metals throughout the 180-45,454 cm"1 wave-number
region. The spectra for Mo, Zn, and Mn were extended into the vacuum ultraviolet
spectral region and Kramers-Kronig methods were used to determipe the optical
constants. Vacuum ultraviolet reflectance spectra for zinc were not found in the
scientific literature, so for zinc we obtained some very tentative values of the

1

optical constants by Kramers-Kronig analysis of the 180-45,454 cm = reflectance

spectrum. The results for molybdenum are presented in Figure 3.

OPTICAL WINDOW MATERIALS
Optical window materials that we investigated were NaCl, KCl, Csl, CsBr, BaFj,,
ZnS, and ZnSe. Polycrystalline samples of ZnS and ZnSe, and crystalline samples of the
other five materials were used to acquire reflectance spectra for each of the seven
materials. Transmittance spectra were also obtained for ZnSe. The optical constants
were, in general, obtained using Kramers-Kronig methods. The results for ZnS are
presented in Figure 4. The vacuum ultraviolet reflectance spectrum of ZnS8 previously

2

measured by Hunter, Angel, and Hass“ were used to extend the reflectance spectrum for
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the Kramers-Kronig analysis.

DIESEL SOOT

The optical properties of three samples of Diesel soot were investigated. Two of
the samples were provided by Prof. Thor Stromberg, Dept. of Physics, New Mexico State
University. The two NMSU samples were collected from the open burning of Diesel
fuel. One sample, referred to hereafter as NMSU heated soot, was heated to about 320°cC
for about one~half hour to drive off any unburned hydrocarbons; the other NMSU
unheated soot, was the Diesei. 800t as collected. The third sample, UMKC soot, was
collected from open burning of Diesel fuel in a burner that was constructed at UMKC.

Pellets of each of the three Diesel soot samples were prepared using a procedure
similar to that used for the clays.1 It was very difficult to prepare pellets with
seemingly specular surfaces. However, after numerous attempts a pellet was obtained
for each of the three samples.

Near normal incidence (6.5 deg) reflectance spectra of the three pellets were
acquired in the 180-4,000 cm-1 region of the infrared, and for the two NMSU samples
reflectance spectra were also acquired in the 220-2,570 nm region of the uv-vis-nir.
The UMKC soot pellet, which was very fragile, was damaged in the process of acquiring
the uv-nir spectra.

Complex refractive indices were obtained for the three samples by application of
Kramers-Kronig methods to the reflectance spectra. We could pnot find in the scientific
literature any information about the optical properties of soots in the vacuum
ultravioliet spectral region; thus the KK analysis was made without extrapolation of the
reflectance spectra into the vacuum ultraviolet. The resultant values of n and k are
probably 1in error in the uv-vis regions. The reflectance spectrum and resultant valuee

of n+ik for the unheated NM3U Diesel soot pellet are presented in Figure 5.

LIQUIDS

The optical properties of five liquids were investigated; the l1iquids were SF-96,

DMMP, DIMP, DEP, and DES. The infrared near-normal incldence reflectance spectra of

SF-96, DMMP, DIMP, and DEP were measured throughout the 180-4,000 cm“1 wave-~pumber




region using an open sample dish in a closed/purged reflectance unit. The same
procedure applied to DES was unsuccessful because the sample would evaporate before the
spectrum could be measured.

In the near-infrared regiocn (4,000-12,500 cm‘l) a thin wedge-shaped ce11® was used
to obtain four or more transmittance spectra of each of the five-liquids. The spectrum
for the imaginary part of the complex refractive_index n+ik was determined for each
liquid from the transmittance spectra. The wedge-shaped cell was also used in the 500-

4,000 cm~ !

region to determine the k spectrum for DES.

Separate Kramers-Kronig algorithms applied to the reflectance and k spectra of
each liquid provided n+ik spectra and n spectra, respectively. Results for DMMP are
presented in Figures 6 and 7. In the infrared (180-4,000 cm'l) n+ik for DMMP are from
Kramers-Kronig analysis of the reflectance spectrum. In the near infrared (4,000~
12,500 cm"1 or B00-2,500 nm) the n spectrum for DMMP is from Kramers-Kronig analysis of
the k spectrum. The reflectance spectrum in the near infrared was computed for s

polarization at 6.5 degree angle of incidence using the appropriate generalized Fresnel

reflectance equation and spectral values of n+ik for DMMP.
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ABSTRACT
A brief description of the DAWN aerosol particle analyzer is followed by a discussion of
some of the data collected using the instrument.

THE INSTRUMENT

The DAWN-aerosol system allows the light scattered from individual particles to be
measured at up to 72 angular positions in three dimensions (14 are currently operational)
and at two large forward and rear scattering areas, at a rate of up to 200 particles per
second. Some real-time analysis of the particles is possible (e.g. symmetry of scattering,
approximate indication of particle size) and more detailed later analysis is easily

accomplished by storing the data on the dedicated PC.
The system consists of six main components (see Fig. 1.)
1. Laser. The laser light source used is currently a 10 mW He-Cd laser emitting a 442 nm

beam of nominal diameter 0.3 mm. This beam is aligned through the center of the scattering

chamber.
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2. Scattering Chamber. The scattering chamber is a sphere with an internal diameter of
40 mm, and outer diameter ot 100 mm. There are entry and exit apertures for the laser
beam and e particle stream ( which are at riglft angles to each other).Then the detector
positions consist of two large apertures for fiber bundles subtending an azimuthal angle of
almost 2 & and about * 10° of polar angle centered on 20° and 160° respectively, as well
as 72 small apertures arranged in four great circles. These great circles have the laser beam
as a common diameter, and are arranged at 45° intervals, the first being parallel to the plane
of polarization of the laser beam. These ports are either plugged and sealed or contain a

detector.

3. Scattered light detectors. For the 72 small ports the detector consists of an optical
collimator with an acceptance angle of 1.25° attached to an optical fiber, which is in tumn
attached to the photocathode of a photomultiplier tube. The optical bundles collect light

directly and transmit it to two photomultiplier tubes.

4. Electronics. The photomultiplier outputs are amplified by six decade logarithmic
amplifiers whose signals are then processed. Any one of the detector channels may be used
as a trigger channel which is constantly monitored and when the output signal crosses a
pre-selected threshold the outputs from all channels are sampled and then multiplexed,

converted to a 12 bit digital representation,and stored in the memory of a personal

computer.

5. The Data Processing Software corrects for dark current and background scattering
as well as inherent sensitivity differences between the detector channels. When the
instrument triggers on a particle the resultant corrected intensities can be displayed and/or

stored on rotary memory means for further analysis of optical observables.
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6. Aerosol Handling Hardware. A set of pumps, valves and regulators sample, dilute
and introduce aerosol particles entrained in a fine laminar stream through the center of the

chamber intersecting the laser beam one particle at a time.

EL D DATA

The following figures show the results of the analysis of scattering patterns from a variety
of particles. Data was collected using the two fiber bundles and 14 angular detectors, (the
fiber bundle data are not discussed in this paper). Some measurements were made with
polaroid analyzers placed in front of the optical collimators in order to distinguish between
polarized and depolarized scattering. For example Fig. 2. shows the ratio of polarized to
depolarized scattering measured at 55° in the vertical plane for 210 latex spheres. It can
readily be seen that there is, as expected, very little depolarized scattering, except for a few
isolated particles which are most likely clumps. Fig. 3 shows the scattering from a single
latex sphere of nominal diameter 730 nm . On one side of the scattering chamber the
detectors had analyzers aligned in the direction of polarization of the beam, while on the
other side they were aligned perpendicular to the beam polarization. Note the distinctive
minimum at 40° and maximum at 55° of the polarized scattering, and the small amount of
depolarized scattering at the lowest angles rapidly falling to zero as the scattering angle

increases.

Figures 4 and 5 show data from individual bronze and aluminum particles respectively.
Again the measurements are made in the vertical plane with detectors on either side of the
chamber having analyzers arranged perpendicular to each other. The position of the
detectors in the polar direction are somewhat different from Fig. 3. Of interest is the

anticipated minimum for depolarized scattering at 90°, the large amount of backscatter, and
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the similar intensities of both polarized and depolarized scattering in the forward and

backwards directions.

Figures 6 and 7 show measurements made without any polaroid analyzers of a small iron
filing and solder powder. Note the similar overall intensity of the measurements but the
marked symmetry of the intensities from the solder powder particles compared to those

from the filings suggesting that the former is a near spherical powder.

Figures 8,9,and 10 show scattered intensities measured from individual rod shaped
Bacillus subtilis . The great differences in the scattering patterns indicates the differing
alignment of the rods as they pass the beam, sometimes producing symmetrical scattering,

and sometimes strikingly asymmetrical scattering.
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ABSTRACT
An instrument capable of rapidly sampling single particles from an aerosol and
recording their 1light scattering patterns has been built by Wyatt Technology
Corporation and delivered to CRDEC. This paper reports on its use in
distinguishing spherical from nonspherical particles. Future work will include

improving the instrument's signal-to-noise ratio and exploring the suitability
of various measurement combinations as aerosol characterization parameters.

INTRODUCTION

The Wyatt Technology Corporation (WIC) has delivered to CRDEC a 1light
scattering instrument termed an Aerosol Particle Analyzer. It is the first
model produced by WIC in their SBIR supported program to develop a commercially
viable instrument for the rapid characterization of very fine aerosol particles,
and is of interest to the Army in particular for its potential to characterize
airborne biological entities and, on a larger scale, obscurant aerovsols. The
instrument 18 similar in spirit to Boeing's Multichannel Nephelometer, also
operated in our laboratory, but is considerably reduced in size and complexity
as befitting a device intended ultimately for practical rather than research

epplications.

An aerosol handling system draws sample particles from a test aerosol and

causes them to singly traverse a He-Cd laser beam at the center of a spherical




chamber. The chamber is drilled with 72 port holes 1laild along four great
circles from which the scattered 1light may be observed. Fourteen separate
photomultiplier tubes are attached to fourteen optical fibers terminated with
SEL-FOC grin 1lenses which may be inserted into any of the viewing ports; the
leftover 58 ports are plugged. A wide range of experimental configurations are
available, depending on which ports are selected for viewing, the polarization
state of the incoming laser beam, and the orientation of linear polarizers (if
used) covering the SEL-FOC lenses. Detailed information on the aerosol particle
analyzer may be found elsewhere. This paper concerns itself with a simple

characterization of aerosol particles and the instrument's applicability to that

analysis.

THE EXPERIMENT

Only eight of the fourteen detectors were used in this work; they filled
eight available ports at the scattering angle of 40 degrees. That is, the
detectors were along the circumference of a circle perpendicular to the laser
beam, 45 degrees apart in azimuth, and at a 40 degree angle from the illuminated
particle relative of the laser beam. The laser beam, which is emitted linearly
polarized, was converted to circularly peolarized light with a quarter-wave plate
before entering the scattering chamber. The remaining six detectors were
deployed along one of the great circles, but for present purposes we shall
simply ignore the data that was collected from them.

Now it is clear from the symmetry of this configuration that 4if 1light |is
scattered from a spherical particle all eight detectors should receive the same
flux, while an irregularly shaped particle should scatter varying amounts into
the different directions. Actually, any particle exhibiting axial symmetry and
oriented with its symmetry axis parallel to the incident beam will scatter
circularly polarized 1light in an azimuthally independent fashion, but we think

such an object is sufficiently rare among the particles measured in this work
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that we may in practice assoclate uniformity among the detectors with the

presence of either a very small (Rayleigh) scatterer or a spherical scatterer.

A convenient measure of the uniformity of the scattered light 1is provided
by the ratio of the standard deviation among the detectors to the average of the

detectors, SD/AVG. If Vv, (11 to n) are the (calibrated) outputs of the

2
SD/AVG = V_n_\‘;_v.‘_ _
/ (o

The quantity SD/AVG of course vanishes when the detectors are equally

detectors, then

illuminated. It can be shown that SD/AVG attains its maximum possible value,
\/;:I, when only one detector is illuminated and the remaining v, =0. One can
imagine that occurring for example in the scattering from a high aspect ratio
fiber oriented such that the sharp forward scattering cone happens to intersect

only one detector.

We now define a quantity called the sphericity index (SPX) as

1 SD
SPX = l—vn—_l-m-
It varies from zero, in the worst case of only one detector being 1illuminated,
to unity when all detectors are equally illuminated. There is no rigorous
correlation, but it seems reasonable to assoclate "how spherical a particle is"
with 1its measured sphericity index, perfect spheres having SPX = 1, and objects
very far from spherical, such as high aspect ratio flakes and fibers, having

sphericity indices much lower, perhaps approaching zero.

Another simple quantity we shall examine is the "brightness' of a particle,
which is defined to be the average output (in calibrated microamps) of the eight

detectors. 1ldeally, for particles of a given material, brightness and particle
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size should be positively related, at least over some usefully large range. In
these experiments however there 1is no relationship between brightness and
particle size except in a limiting sense, for several reasons. The most obvious
one is that the particles are brought to the  laser beam by a tube 1lmm in
diameter, while the beam, with a Gaussian intensity profile, is only about 0.lmm
across. Thus a large range of impact parameters relative to the beam will
occur; a few particles actually cross at the center of the beam, more cross at
varying distances from it, and in fact most miss it altogether. A sample of
identical particles then will exhibit a variety of brightnesses., ranging from

zero up to a maximum corresponding to transit through the beam center.

The object of the following experiments was to use the aerosol particle
analyzer to gather sphericity index and brightness measurements on some

spherical and nonspherical aeroscl samples.

Aerosol flows were adjusted to provide a few hundred particles per second
crossing the laser beam, verified by monitoring nne of the detectors with an
oscilloscope. As the average transit time was only on the order of 10
microseconds the probability of more than one particle being illuminated at a
time is negligible. Although much faster collection software is now available
from WIC, I used the original software which takes about a half second to store
all the data from one collection event and reset, and thus sampled about two

particles per second from those available.

Collected data were automatically stored in a binary file on the
instrument's PC-XT. After all measurements were completed the data were
translated to an ASCII file and then imported onto Lotus 1-2-3 spreadsheets for

analysis and preparation of plot files.

A holder for small copper screens was incorporated into the exhaust line

leading particles out of the scattering chamber. Some fraction of those sample

particles which actually traversed the laser beam then were collected on the




screens for viewing under the electron microscope.

RESULTS

Holding to light scattering custom, we began by looking at Dow polystyrene
spheres. Spheres of diameter .945 micrometers (std. dev. = .0064) in water were
aerosolized with a tsi model 3460 Tri-jet Aerosol Generator and introduced into
the aerosol particle analyzer. Data from 500 particles were collected and
analyzed. Figure 1la shows each particle's position on a bivariate

brightness/SPX plot. Some observations and remarks about figure la follow:

1. As anticlpated, most of the particles had a sphericity index close to
unity. An error in any detector's measurement can only serve to lower the SPX
of a sphere, so readings approach unity as a limit. The majority of particles
fall inte a horizontal patch with SPX > 0.9. The vertical spread of the patch
and its distance from unity is a measure of the system signal-to-noise ratio,
given that the scatterers within it are essentially perfect spheres. Note that

the patch becomes tighter and closer to SPX = 1 as brightness increases.

2. A few, perhaps 10%, of the particles are distinctly nonspherical. Some
may be 'Jjunk"” particles of unknown origin contaminating the system, others are
certainly clusters of two or more spheres stuck together. An electron
microscope's view of a section of the copper screen which intercepted some of
these spheres as they weore exhausted out of the scattering chamber is shown in
figure 2a. It is a typical view of the screen, and several clusters are

evident.

3. One of the elight detectors is designated to be the trigger detector.
Its output 4is continuously monitored ty an analog discrimination circuit and
data is collected only from particles whose signal at the trigger detector
exceeds a threshold value set by the operator. The threshold set for these and

all measurements below corresponded to a brightness value of about 0.7
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microamps. This 1is the reason there are no particles in the upper left corner

of the figure.

4. A nonspherical particle can happen to throw enocugh 1light into the
trigger detector to set off a data collection cycle while scattering less light
into the other detectors, resulting in a particle's brightness (average of the
eight detectors) being less than the threshold equivalent brightness. This is
observed along the left side of figure 1la where nonspherical particles with
brightnesses well under the 0.7 microamp threshold may be found.

S. As described in the previous section, the Gaussian intensity profile
across the narrow laser beam combined with the relatively broad column of
particle trajectories leads to a distribution favoring lower brightness values,

at least down to where the influence of the threshold level is felt.

Figures 1lb and 1lc show the one-dimensional frequency distributions of

sphericity index and brightness for the same particles of figure la.

The above measurement was repeated for a sample of 0.330 micrometer
diameter spheres also aerosolized with the tsi tri-jet. The results, shown in
figures 3a-3c are very similar to those of the .945 micrometer spheres. The
only clear difference 1is in the 1lower maximum brightness level (particles

passing through center of laser beam) of the smaller spheres.

To see 1f these characterizations would look different for a system of
nonspherical particles, an aerosol of MgO smoke was produced. A small piece of
magnesium ribbon was burned in a sealed 5 gallon bell jar, then, after a wait of
about 15 minutes to allow larger particles to settle out, a sample cf the white
cloud was drawn into the aerosol particle analyzer. A microphotograph of the
copper sampling screen in figure 2b shows the MgO cloud to consist of cubes, the
largest single ones being about a half micrometer in size. Much smaller cubes

cluster together forming clumpy or chainlike structures with dimensions of 1-2
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micrometers.

Data on 500 MgO particles are shown in figures 4a-4c. The brightness
distribution, being primarily a function of beam geometry, 1is not
distinguishable from those of the spherical aerosol samples, but the sphericity
index distribution has changed markedly. While there are still particles with
SPX near unity, the clustering of data points there has been replaced by a

roughly uniform distribution from SPX = 0.5 to SPX = 1.

Measurements were attempted on aerosol samples containing large particles
expected to be even less spherical than the MgO. One set of measurements was
made on aluminum flakes 10-20 micrometers in diameter, and another on minusil
fibers about 10 micrometers thick. However the resulting data plots looked
essentially like those for MgO in figure 4. Later SEM examination of the copper
sampling screens showed that the scatterers actually measured were indeed MQO
cubes and clusters, sometimes combined with .945 polystyrene spheres, as In
figure 2c. Apparently few or none of the larger specimens made it all the way
through the pump and tubing of the instrument's aerosol sampling hardware;
instead they impacted onto tubing surfaces already contaminated with particles
from the earlier experiments releasing many small fragments which continued
downstream to finally pass through the laser beam. Though not producing useful
data, the incident illustrates the importance of maintaining cleanliness in the
system, and of visually inspecting sample particles with the electron microscope

to insure a positive identification.

CONCLUSIONS

The distribution of the sphericity index - a measure of the azimuthal
uniformity with which an object scatters circularly polarized light - appears to
be a viable descriptor for use in characterizing an aerosol. On the other hand,

brightness as used here is of virtually no value, being more a characterization

145




of the apparatus rather than the aerosol particles. In that sense figures
la,3a, and 4a are not truly bivariate plots of the aerosol. A more useful
coordinate might be a particle size index defined, for example, by brightness
when all particles are equally illuminated, or in any case by the ratio of
certain forward and backward detectors. In fact the WIC instrument provides two
large acceptance angle detectors in the near forward and near backward
directions for that purpose, but I was unable to use them because of extra stray
light in the chamber caused by a beam focusing lens I added to increase signal

levels for the individual detectors.

Steps should be taken to modify the instrument as necessary to obtain a
serviceable particle size estimate, or index. A laser with increased beam power
may be necessary, or at least desirable. In addition, much of the aerosol
sampling system - which I had to alter from WIC's original design because of the
scattering chamber's unfortunate tendency to leak - is clearly not satisfactory
with respect to sampling bias and cleanliness. An inlet diaphragm pump
currently used wust be eliminated, and shorter straighter runs of easily

replaceable tubing should be used.




1.0
P L AR SR Y

* +
+‘*++ t ot o, ot 4
+4‘+ ++ + +
+ ts
+ t =

& 0.5K -
l - -
\ - E’ -
= -
1 | A L l | I | i | |
S 10
BRIGHTNESS
|
200 —
150 —
'g 100 |- b
90 —
AT TR T N SPX
0.5 1.0
200 r
150 — ~-
C

g 100 |-

FIGURE 1: Sphericity index (SPX) and brightness for 500 polystyrene latex
spheres with diameter = (.945 micrometers.

147




FIGURE 2: SEM photographs of a) 0.945 micrometer psl spheres, b) Mg0 smoke
particles, c¢) contaminant freed from walls by Al flake.
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Superresolution Technique for Aerosol Holography

by

Peter D. Scott and David T. Shaw
State University of New York at Buffalo
Laboratory for Power and Environmental Studies
Amherst, NY 14260

Abstract

Digital decoding, rather than optical
reconstruction, of in-line aerosol holograms
permits algorithmic image enhancement
and analysis to be conveniently imple-
mented. Here a modified Gerchberg -
Papoulis superresolution algorithm is re-
ported and preliminary results demon-
strating resolution enhancement shown

1. Introduction

Holography s a well-established tech-
nique for the characterization of aerosols
and particle fields. Combining high resolu-
tion with a depth of fleld corresponding to
hundreds to thousands of ordinary pho-
tographs, holography is frequently the only
alternative where 3D images of aerosols
are required. Of the many forms of holog-
raphy which have been developed since its
invention by Gabor in 1947, the original on-
axis or in-line form has remained the
choice for most particle field and aerosol
applications. Simplicity and robust toler-
ance of noise, vibration and limited
coherence particularly recommeind in-line
technique for adverse environments, for
instance industrial flues (for particulate
studies) and aircraft wing mounting (for
fog and icing studies) [1]. This report con-
siders resolution improvement only for in-
line holograms , though similar procedures
could be considered for off-axis and volume
holograms as well.

In the idealized case of Infinite holo-
gram format, complete coherence, diffrac-
tion limited optics and linear fine-grained
film the theoretical resolution limit for in-
line holography agrees with that for ordi-
nary photographic imaging using the same
fllumination. At visible wavelengths the
Rayleigh criterion suggests an ultimate res-
olution for idealized systems in the range
one half to one micrometer. In practice,
the physical parameter most prominently
limiting resolution s the finite size of the
fiim on which the hologram is recorded.
This in turn i= frequently constrained by
the limited low level contrast of the fiim.

The use of practical sizeri hologram
formats dictates that the higher frequency
componeints of the image, which are scat-
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tered at larger angles to the optical axis,
are not recorded. Thus these frequency
components are not avalilable for recon-
struction. Reported resolution for in-line
setups, as well as our own experience,
suggest 10 - 20 micrometers as a best rou-
tinely attainable resolution using conven-
tional techniquns; and formats.

2. Superresolution

Frequency components of an |-
luminated object corresponding to wave-
lengths shorter than the illuminating

wavelength will not propogate. Any image
formed at a distance from the object, re-
gardess of method, will demonstrate a
complete loss of spatial frequencies of 1/A
and greater. Additional high frequency
bands may also be missing due, for In-
stance, to finite film format.

Complete absence of a range of fre-
quencies in the recorded tmage does not
necessarily imply that {t Is futile to at-
tempt to restore these frequencies. Missing
frequency bands clearly cannot be restored
using linear filters, but no such restriction
obtains with nonlinear constralned proce-
dures.

Consider the case In which the
Fourier transform of a 2D object is known
only within a bounded region in the spatial
frequency piane. Since there are infinitely
many ways to extrapolate the transform,
each corresponding to a different object,
the missing frequency data appears irre-
versibly lost. Suppose, however, it may be
assumed that the object is spacelimited. A
classic result in complex analysis 1s that
spacelimited objects possess analytic Fourter
transforms. Then since analytic functions
are completely determined by their wvalue
over any finite neighborhood, the
transform can be fully recovered from the
given information.

Techniques which restore frequency
components lying beyond the measured
bandwidth are called superresolution tech-
niques- (In machine vision the designation
subpixel resolution is common). Introduc-
tion of these methods i1s frequently greeted
with some skepticism, since it {5 a funda-
mental principle of linear signal processing




Let ¢z(x,y) be the scalar optical field
producing the hologram as in (1). The
magnitude |¢2(x,y)| is known for |x| < X, |yl
S Y since the hologram has been measured
there, i.e. [$(i,J)l is known for |if S N, lj} <
M. Select extrapolation factors a , B > 1.
The hologram will be extrapolated to the
discrete domain lil s [aN], |jl € [8M].

Take as initial guess In the spatial
domain the conventional reconstruction
(3a) setting I(i,J) equal to its measured
value in [il S N, |jl $ M and zero for N < |i| <
(aN], M < |yl s [8M]. Modify the initial
guess reconstruction by enforcing all spatial
constraints (including bounded spatial ex-
tent, and opacity real and bounded by zero
and unity). As in the GP and the phase
retrieval algorithms, proceed to the trans-
form domain with the transform of the
constraint-enforced object (convolve with
hz(x,y) ). In this domain enforce the
measured magnitude constraint in the in-
ner region il s N, |yl € M and return to the
spatial domain (convolve with hz*(x,y) ).
Iterate until the summed RMS changes un-
der constraint enforcement in both domains
falls negligible.

This algorithm operates like the GP
algorithm, except that the Fourier domain
is replaced by the field domain ¢z(x,y) and
the phase of the field is recovered along
with the magnitude (hologram) extrapola-
tion.

5. Results

An all-digital 1D simulation is shown
in Figure 1. The original pulse i3 of unit
amplitude and duration seven samples,
centered at the origin. The conventional
reconstruction (initial guess) demonstrates
twin image and high frequency attenuation
due to cropping of the hologram at 32 sam-
ples (equivalent resolution limit 3.0 pixels).
The algorithm attempts to extrapolate the
hologram by a factor 4 to 128 samples. The
iterations were terminated (prior to con-
vergence criterion) at 15 {terations. Note
that by the 15th iteration, the 3.0 pixel
resolution limit was clearly exceeded.

An all-digital 2D simulation of a pair
of objects {s shown In Figures 2 and 3. Note
that the conventional reconstruction (Fig.
2c) barely resolves the pair. Profiles of grey
levels along the vertical axis (white) and
horizontal axis (black) are shown in Fig.
3a. Fig. 2d shows the reconstruction after a
four-fold extrapolation (15 fterations), with
profiles shown in Fig. 3b. Note the in-
creased sharpness of the horizontal grey
level change between the objects in Fig. 3b
as compared with Fig 3a.
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6. Conclusions and further work

The above results demonstrate reso-
lution enhancement for simulated in-line
holography through the use of a GP-like su-
perresolution technique Limited resolution,
especially along the optical axis, has fre-
guently been mentioned as a factor limiting
the usefuiness of In-line holography for
aerosol characterization and metrology. The
phase retrieval / hologram extrapolation
algorithm {s one of a class of methods based
on superresolution which may enhance
available resolution. The present resuits are
preliminary but encouraging. The algorithm
must be systematically applied to real
holograms, and this work 1s underway.
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that resolution goes with measurement
bandwidth, and that you can't amplify or
enhance what isn‘'t there. With con-
straints, however, the link between resolu-
tion and measurement bandwlidth weakens,
and frequency cutoffs can sometimes be
exceeded.

A wide variety of superresolution
techniques have been developed, based on
analytic continuation, positivity  con-
straints, statistical principles such as
maximum entropy and maximum likeli-
hood, and model-based techniques. These
methods have been applied to an equally
diverse group of applications: coherent and
incoherent microscopy, adaptive sonar ar-
ray processing, spectroscopy, astronomy
and ultrasonic imaging are important ex-
amples [2].

Here we present preliminary results
which suggest that superresolution may be
productively applied to in-iine holographic
decoding as well. These methods may help
expand the range of use of holographic
imaging for scienti!ic and engineering ap-
plication by permitting resolution
improvement toward, or even perhaps
beyond, the diffraction limit.

3. Digital reconstruction from in-line
holograms

The scalar fleld impressed on an im-
age plane at a distance z along the optical
axis from an object plane illuminated by a
plane wave of wavelength A is

dz2(x,y) = (1-a(x,y)) ** hz(x,y) (1)

where hz(x,y) is the usual quadratic phase
kernel of the Fresnel Kirchoff approxima-
tion, ** is 2D convolution, and a(x,y) s the
real planar opacity function of the object
distribution. 3D aersol distributions would
occupy a superposition of such planes. For
convenience in the development a planar
object i{s assumed. The hologram of a(x,y)
at z is then |yz|2 or

1z(x,y) = 1-2a(x,y)**Rehz(x,y) ()

where transmitted energy is assumed to
dominate diffracted and 1**hz =1 has
been used. Reconstruction from the
hologram  Iz(x,y) 18 conventionally
accomplished by rellluminating the de-
veloped hologram with the same
jllumination, having the effect of replacing
a(x,y) by -lz(x,y) in (1). Upon recalculat-

ing the intensity, the image of the recon-
structed object is [3]

Rz(x,y)=(1+12(x,y))**2Rehz(x,y) (3a)

=2(1-a(x,y)) + I22(x,v) (3p)

The first term in (3b) is the desired object,
and the second the twin image (double-
distance hologram).

If the hologram Iz(x,y) is digitally
sampled, the reconstruction convolution
(3a) may be computed algorithmically
rather than instantiated optically. If digital
decoding is used, the twin image may be
algorithmically suppressed, either by stabi-
lized inverse filtering [4] or phase retrieval
(3]. Digital reconstruction 1> most effi-
clenctly implemented using the Fast Fourier
Transform algorithm as described in the
two foregoing references.

In (3b) 1t is assumed that recon-
struction derives from an Infinite-format
hologram. Restricting the input Iz(x,y) to a
finite pupil has two prinicipal effects. A
pupil artitact (hologram of the pupil func-
tion) is added to the reconstruction, and
the high frequency content of the recon-
struction is sharply reduced for objects lo-
cated near the optical axis. This is seen
most clearly in the case of an object suffi-
cliently small to wuse the Fraunhofer
approximation. The hologram then core-
sporids to the object's Fourier transform
modulus (modulated by a zone lens factor),
and cropping the holgram clearly eliminates
all information relative to high frequency
content.

4. Phase retrieval /
extrapolation algorithm

Algorithms which enforce constraints
successively in the spatial domain and a
spectral or image domain form an impor-
tant class of superresolution methods. Here
we combine the Gerchberg - Papoulis (GP;
algorithm for spectral extrapolation [5
with hologram phase retrieval (3] to seek
superresolution type enhancement for
holographic images.

Begin with a hologram lz(x,y) of ex-
tent x| € X, Iyl S Y. Sample with x and
sampling period of A& to produce ISI,J) for Hil
SN, WsM (M= [X/8], N=[Y/a], [] in-
dicates integer part ). Assume the object to
pe reconstructed is small and centered near
the origin in the spatial plane. Superreso-
iution in the reconstruction of this object ts
equ've.cnt to recovering unmeasured re-
glon)s of the hologram (hologram extrapola-
tion).

hologram
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AN ANALYTICAL EXPRESSION FOR THE AXIAL PRESSURE PROFILE

M.H, Morgan Il] and H, Littman
Department of Chemical Engineering
Rensselaer Polytechnic Institute
Troy, New York 12180-3590

ABSTRACT
A new expression for the pressure profile in pneumatic transport systems is developed, The
resylting model is found to fit coarse particle data in systems spouted with air extremely well
(within + 8% on average). In addition a pressure identity relating the overall draft tube pressure
drop to the inlet and outlet pressure gradients is also deduced. The validity of the latter is also
established,
INTRODUCTIONR
A knowledge of the axial pressure profiie within a draft tube fed by a spout-fluid bed feeder

is critical to the design of such systems., Without this information, a first principles prediction
of either the voidage distribution or the particle transport rate through the draft tube is not
possible. Furthermore, in many practical systems, direct pressure profile measurements are not

feasible or are difficult to obtain, (learly, from both a computatioral and experimental vantage

point, being able to predict this quantity simplifies design,

Limited experimental measurements of the axlal pressure profile in these systems have been
reported by Claflin and Fane(1983) and Grabvacic et al,(1986). To date, no theoretica) models exist,
In this paper, an analytical model for the profile is developed from variational considerations.

Only a knowledge of the overall draft tube pressure drop and outlet pressure gradient is assumed.
In addition, a pressure identity relating the overall system pressure drop to the inlet and outlet

pressure gradients i5 also deduced,

THEORY
A variational formulation similar to that posed in Morgan (1986) for the axial pressure profile
in a spouted bed of coarse particles is devised for a draft tube system, In our analysis, radial
pressure gradients are neglected and it is assumed that -d2P*/dz2 must decrease monotonically with
axial distance, 7, The genesis of this approach arises from the fact that all the experimental
pressure profiles observed to date exhlbit this characteristic. Even in those cases where a maximum

is observed in the pressure profile one finds that -d2p*/dg2 decreases monotonically with ¢, Hence

the following isoperimetric variational problem was posed for the axial pressure profile in the




draft tube. In Morgan and Littman (1987), the general formulation of this particular problem is

discussed in detail,

Consider the functional

. g=1 ‘dzp* 2
AP = [ () de (1)

in terms of the dimensionless second derivative of pressure and distance to have an extremum where

the admissible curves satisfy the boundary conditions

2 \
-d°p
: 27 > > (2)
dg =0
2
-¢%p] - o (3)
dg g=1
and the constraint functional
1 AP
, -dp T
T G o B LS v (4)
0 ¢ 4 mf

Physical justification for the boundary and integral conditions are briefly discussed below.
Firstly, equation 2 follows from the requirement that a precondition for particle transport into the
draft is the existence of a large accelerating potential at the entrance to the draft tube, The
magnitude of this potential is bounded by the specification given in equation 2, The second boun-
dary condition (eqn., 3) follows from experimental observation which indicates that the pressure at
the outlet to the draft tube varies 1inearly with distance., Differentiation of such a profile leads
directly to equation 3, Intuitively, one can surmise that these two boundary conditions are natural
1imits for such systems. The integral constraint given in Equation 4 implies that the pressure in
the system is always maximized at a given fluid flowrate. A similar argument was posed in Morgan
and Littman (1987) for the axial particle flowrate profile in spouted beds, This particular opera-
tional featu-e of spouted beds is an intriguing one. The reason why this is the case remains an

unanswered question,

General methods of solution for equations (1) through {4) are outlined in Weinstock (1952),

The solution to this system of equations is

BT T TE o0 L g(g) - [ - (1eg ) V2 (s)
-dp o -dp
i P
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Integration of equation (5) gives an expression for the pressure profile within the draft tube,

That equation is

. . -dp” -ap" -ap”
P - P (0) « G{g) [( ) - ) + (—==) (6)
(z) (0) = 6(e) [( 1 TG C‘O] T ¢
where 6(¢) = 0.785 = 1/2 [(1-g) ¢ 1-(1-¢)2 + Arc sin(1-z)]

Evaluating the above result at g=1 leads to the following pressure identity.

(7)

Equation (7) implies that only a knowledge of two of the terms appearing in that equation are
required for a complete specification of the pressure profile given in equation (6). Presently there
are no correlations available for the quantities appearing in equation (6). A future paper will
address this issue, In the next section the general validity of both equations 6 and 7 are

established.
DISCUSSION OF RESULTS

In Table 1 the agreement between the predicted and experimental overall pressure drop values
for several operating scenarios are summarized, The predicted pressure drops shown there were cal-
culated from equation 6 using the experimental values of the inlet and outlet pressure gradients
glven in that table, The data shown there are for coarse particles of CacO3 spheres (1.2 mm ¢ dp <
3.0 mm) spouted with room temperature air, The effect of both draft tube separation distance and
inlet pressure gradient on overall pressure drop are shown there. The average agreement between

theoretical and experimental values is within £ 8%,

An evaluation of the general pressure drop r. ._ionship is provided in Table 2. These three
different experimental profiles are compared in Figure 1 with predictions obtained from the general
pressure drop relationship (Equation 6). This pressure relationship requires only a knowledge of
two of the parameters appearing in equation 7. Given the respective experimental values of
APT/APmF and -dP/dg/¢=1 provided in Table 1, complete pressure profiles were calculated for the
first three cases. In general, we found excellent agreement between theoretical and experimental
values with only an average percentage error of ¢ 3%, Of specific interest is case #3 where

(-dp*/dz/ is less than 0, In this particular case the experimental pressure curve exhibits a

2=
maximum. Physically such cases arise in high momentum systems when tne separation distance, t is
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small and the draft tube entrance resides in the inlet region of the jet. The size of this inlet

region, 2* has recently been reported by Morgan and Littman (1987) for air spouted beds. That
correlation shown below indicates that z* is proportional to the momentum at z*.

*

I« 1.46M(Z /H) (8)

In this region the fluid entry into the spout-fluid bed region is accompanied by a rise in the axial
pressure between 0 and 2* (Rovero et al, (1983) and Day et al. (1987)) and a positive inlet pressure
gradient results, Experimentally it has been shown that a substantial lowering of the draft tube
separation distance, ¢ below 2¥ will result in a shut off of particle flow. In the design of such

delivery systems care must be taken to maintain this separation distance, ¢t > .
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NOMENCLATURE

G6(z) = defined in equation

H = bed height

£ . = distance between Inlet orifice and draft tube entrance
M(%—) = spout momentum at 2

P = total pressure

p* - aP o
APmF = overall fluidization pressure drop
APT ] overall pressure drop across draft tube
APZ s pressure drop for height, z

b4 = vertical coordinate measured from spout inlet
2 = location of maximum axial pressure in the spout

Greek S!Ebols

14 = Z/M
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TABLE I, VERIFICATION OF THE PRESSURE IDENTITY

TABLE 2.

L (-dP/dz)z_0 (-dP/dz)z.H AP/H - Expt AP/H - Predicted
mm kPa/m kPa/m kPa/m kPa/m
125 7.85 2.45 3.92 3.61
75 2.67 1.96 2.47 2.24
50 -0.20 . 1.96 1.66 1.50
80 3.20 1.00 1.28 1.47
80 2.29 0.75 1.12 1.08
80 1.71 0.65 0.81 0.88
80 0.60 0.50 0.52 0.52

COMPARISON OF EXPERIMERTAL AND PREDICTION PRESSURE PROFILES IN THE DRAFT TUBE

Case 1
4 8P, (Predicted) aP_ (Experimental)
0.1 45 50,0
0.3 112 115
0.5 163 170
0.7 205 210
0.9 242 245
1.0 260 260
Case 2
T 8P, (Predicted) P, (Experimental)
0.2 37 42
0.4 71 74
0.6 103 104
0.8 133 139
1.0 164 164
Case 3
3 4P, (Predicted) aP, (Experimental)
0.1 3.2 1.0
0.2 10.3 8.0
0.3 19.5 22.0
0.5 42.1 48.0
0.7 68.5 72.0
0.9 97.1 96.0
1.0 112,0 112.0
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COMPUTER MODELING OF DIESEL FUEL/FOG OIL SMOKE CLOUD
Kenneth L. Evans
U.S. Army Chemical Research, Development and Engineering Center
Aberdeen Proving Ground, Maryland 21010-5423, USA
Tate T. H. Tsang
University of Kentuoky
Lexington, Kentucky U40506-0046, USA
ABSTRACT
The objective of this work is to study the effects of ambient temperature, aitmospherioc stability

oondition and particle size on the screening performance of diesel fuel and fog o1l smoke. A firast
order closure model is used to desoribe the turbulent diffusion of the smoke in the atmoapheric
surface layer. Mean values of wind speed erd diffusivity iu the vertical direction are obtained by
the use of the Monin-Obukhov similarity theory. The two-dimensional cross-wind line source model
also includes the aerosol kinetic processes of evaporation, sedimentation and deposition. Pifty-six
case studies were simulated on a supercomputer. Numeriocal results are in qualitative agreement with
observations.

1. INTRODUCTION

Successful and reliable predictions of the effectiveness of aerosol obscurants require quanti-
tative underatanding on many physico-chemical processes. Although field tests on the dispersion of
an aerosol plume can provide invaluable information, they are expensive. Furthermore, data acquisi-
tion and analysis on the extinotion coefficient, wind -clocities, ve tical diffusivity, temperaturs
profile, heat flux, turbulence structure, particle size -istribution and particle number concen-
tration are formidable tasks, Thus, it is not surpri.ing to learn that it took four years of
preparation for several teams of investigators to obtain reliable micrometeorological data on
turbulence structure in a convective boundary layer study in northwestern Minnesota (Raimal et al.,
1976). In the 1light of this faot, computer modeling becomes a valuable and versatile tool to study
the dispersions of a plume of volatile aerosol. Of course, the modeling work needs to be validated
by reliadble experimental data, In fact, modeling and field tests should complement each other and
form an integral approach to provide reliable data base.

In this work, we are interested in the persistency of a volatile aerosol dispersed in the
atmospheric surface layer. For modeling purposes, this problem involves the transport of awrosol and
the aerosol kinetic processes. Transport of uercsol includes the processes of adveotion, diffusion,
sedimentation and deposition. Aerosol kinetio prooesses inolude particle growth by coagulation and
condensation. It also includes particle shrinkage by evaporatfon. Brook (1973) appeared to be the
first investigator to ocombine the model for the transport of aerosol with the model of aerosol
kinetios. Some qualitative conclusions were drawn for the particulate pollutiun problem in an urban
oity. First order turbulenoce closure model (K-theory) was used in his formulation. Reoently, wuch

progress has been made in computer modeling of atmospheric turbulence by seoond order closure models

(Donaldson, 1973) and by Large Eddy Simulations (LES) (Wyngaard, 1984). In general, second order




olosure models and LES oan provide much ore detailed information on turbulence struoture than the K-
theory model, whioh is a mean field theory model for turdbulence. However, the computational costs
for these sdvanced turbulence models are much higher than that for the K-theory model. Furthermore,
aerosol kinetic processes have not been implemented in LES and seocond order olosure models. If these
processes are inocluded in these advanced turbulence models, the computational costs would be
prohibitive even on a supercomputer, since hundreds of pertial differential equations have to be
solved (the time averaged depsndent variable is n(x,y,3,t,r), where m is the mass of a given aize
class of an serosol cloud). In this work, the K-theory model is used as a first attempt to study the
effects of ambient temperature, atmospheric stadbility condition and the initial mean particle diameter
on the dispersion of & volatile aerosol in the atmospheric surfaoce layer.

Tsang and Brook (1982a) simulated the dispersion of a oross-wind line source problem including
the coagulation of aerosol. Suoh work was extended to investigate the effect of disposition and
coagulation on the extinotion coefficient of a soreening smoke (Tsang and Broock, 1982b). It was
conocluded that the aerosol kinetic processes of coagulation and deposition have a profound effect on
the persistency of the soreening smoke. Later, Tsang and Brook (1983a) studied the dispersion of a
plume of volatile aerosol under neutral atmospherio stability condition. The line source size
distridbution was charaoterized by a log normal distribution with source strength of 0.3307
g/(m* sec), geometric mean diameter of 0.6 /Jl, and geometrioc standard deviation of 2.24. It was
found that Galerkin Finite Element Method for evaporation and Orthogonal Collooation Method on Finite
Elements for diffusion gave satisfaotory results for a heavy oil with vapor pressure 9.6 x 10‘6 11,7
and a 1light o4l with vapor pressure of 1.5 x 10'3 amAg. In this work, we simulate the dispersion of
volatile aerosol from line sources of higher source strength, narrower sige distribution, and more
volatile compounds. Our objeotive is to study the effects of ambient temperature, atmospheric

stability condition and mean particle diameter on the persistency of the soreening smoke.
2. THEORY

The steady state E-theory model in a system, which 1s spatially homogeneocus in y-direotion

(1.e., a oross-wind line souroce problem), oan be written as,

D) 2 p

)
u(Z)§—: +ya (yn) = j'z' K(z) S‘% + Gz(l)%'%

s )9_ P L To (2)
u(2) )! LY l(Z)ﬁ - c'/:ynd.
o

(1)
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Equations (1) and (2) sre subject to the following boundary conditions:

ns Qo ; (Z-n) no(n) at x=0 (3)
u(h)
s = 1.0 at xs0 and Zeh (4)

3&; .§-% .0 at Z«H (5)

g

“vd. ;’ﬁ at Z=0 (6)

é\% e 0 at Zs0 n

In Bquation (2.1), n = n(m,x,Z) 18 the number density funotion. p(m,x,2)dm is the number of
partioles having masses in the range m and m + do at downwind position x at vertical height Z. u(Z)
is the wind profile. K(Z) is the diffusivity profile. G,(m) is the gravitational settling velocity
for the particle with mass m, Gz(u) -fpbng/w /M, where rp is the partiole density, Dp the particle
diameter, g the gravitational acceleration, and the viscosity of air.&’ (m,s) 18 the
oondensation/evaporation rate for a particle with mass m and saturation ratio s. s s C/C, whore C
and C, are vapor concentration and equilibrium vapor concentration, respectively, In Equation (1),
adveotion, evaporation, diffusion and sedimentation processes are desoribed by these four teras
acoordingly. Equation (2) is the mass balance of the evaporating species. The last term is the
contribution due to the evaporation of aerosol partioles. Equation (3) describes the cross-wind line
sourace, Qo is the source strength, h is the source height. C;\ia the delta function and no(n) is the
source size distribution. In this work, log-normal distributions are used. In Equation (5), H 1ia
the thickness of the atmospheric surface layer. In Equation (62, Vd is the deposition velooity for
partiole with mass m. Its numerical values can be obtained from Sehmel (1980). For the evaporation
process, we use the following approximate expression, due to Fuchs and Sutugin (1971):

1.33kn + 0.71 4, )

Y0« (3740 173 1 Dg "oy - O x (10—

where the diffusion coefficient D‘J of vapor J in host gas 1s related to the mean moleoular speed ;5
and the mean free path LJ by DBJ
Knudsen number, Kn = ZLJ/DP; and Dp is the particle diameter. Ke is the Kelvin number,

= 3 v,.. In Equation (8), i3 the partiole density; kn the
J P

Ke s & v/ngT. ’Y'i. the surface tension, v the partiole's moleoular volume, and kT the thermal

energy.
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Sope ?;o the important observables of n(m) are the total particle number conoentration N,
Ns /( n(m) ds (9)
the particle mass conocentration M,

M» 7!!1(:) dn; (10)

and the total extir.tion coofriciontdzn, obtained from the normalized extinotion efficiency Qext

(p,m,\) (Bohren & Huffwan, 1983):

3
O axt (PoBi]) = (nh)”?’_fo,,t (p,u,))n?/3 n(m,t) dm (1)

vhere p is the refractive index of the aerosol under the irradiation of an electromagnetic beam of
wavelength ?\

The stability of the atmosphere oan be classified into six different Pasquill stability classes
(Pasquill, 1961; Gifford, 1976). Classes A through C represent unstable atmospherioc conditions.
Class D represents neutral condition, and classes E and F represent stable atmosphere. The wind
profile-flux relationships depend atrongly on the atmospheric stability.

For the numeriocal solution of Equations (1) and (2), data for the wind profile u(z) and the
vertical diffusivity profile K(Z) must be known. These data in the atmospheric surface layer can be
provided by extensive measurements, by the advanced turbulence models such as LES or by the well-
known Monin-Obukhov similarity. Lamb (1979) used the wind profile obtained from LES to caloulate the

dispersion of a contaminant in a convective boundary layer. Alternatively, if the friotion velooity

}J., the Obukhov length L and the surface roughness z. are known, u(z) and K(Z) can be obteined from a

()
given interpolation formula, whioh ocan fit the mioro-meteorologioal data.

For adiabatic surface layer (neutral atmospherioc condition), the wind profile can be described
by the well-known logaritbmic wind profile, which has been verified experimentally. In this work,
the wind profile and the diffusivity profile under neutral atmospherio stability ocondition were taken
from Panosky (1974) and Smith (1975), respsotively.

Por diabatic surface layer, it is a common practice to analyze the wind profile in terms of the

dimensionless wind shur.#n a9,

¢ L ie
p * Ve o< (12)

In Monipn=Obukhov similarity thoory,“’n is a funotion of the dimensionless hugbt{ ’ {, s Z/L. In this

work, we use the interpolation formula proposed by Businger et al. (1971):

( )(-m) (13)
s (1-15 13
¢" i/ <0

(=1/2) Unstable
{’u s 0,74 (1 - 92’) Condition
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and

¢n""‘°7: é >0 (14)
Stabl
$peommaent Condit1on

vhere , is the dimensionless temperature gradient defined as,

Kz § (15)
h le. Z

@ 18 the mean potential temperature and Oy is the soaling temperature, 03 = - m u
w'T' /ug.

At neutral atmospheric oondition Q s 0), Bquations (13) and (14) sive4’m = 1, which corresponds
to a logarithmic wind profile., The eddy diffusivity for heat transfer in a diabatic layer is given
by,

ku.Z

B

In air pollution study, it is a common practice to use the eddy diffusivity for heat and mass
transfer interchangeably.
Bquation (72) with Bquation (13) or (14) can be integrated to give the wind profiles for

unatable and stable atmospheric oconditions (Paulson, 1970).

uz) .1 y .
e i ") V,] & <o, (1)
Unstable
Condition
- - - - (1/74) -1
where 4 s 2 1n [(1 + x)/2) + 10 [(1 + X)5/2) - 2 tan_; (x) +7/2and xs (1 - 15@ 4o -
Also,
-‘u:)'- 1 in (") . h.?i] % S0 ye (18)
table
Condition

Use of BEquations (13), (14) and (16) provide the following diffusivity profiles in a diabatic

surface layer,

kusZ (Z « Z, ), 0.5 é; <0 (19)
k(z) * o.qu (V-9 -—-—--J nstable
Condition
Also,
kugl
K(2) * Q‘
0.T4 » BT (Z zo)/L >0 (20)
Stadle .
Condition
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In this work, Bquations (17) and (19) are used to ocaloulate the wind and diffusivity profiles
for unstable atmospheric conditions, whereas Equations (18) and (20) are used for stable atmospherio
oonditions. The surface roughness, zo. is ochosen to be 6 om, which corresponds to a field of unocut
grass, unharvested orops and sorub (Deacon, 1949). For unstable stability condition of class B and
stable ocondition of olass P, we used Golder's plot (1972) which shows the relationship between
Pasquill's turbulence types as a funotion of the Monin-Obukhov length L and surface roughness Zo. In
summary, for stability olass B, we ochose the Monin-Obukhov length L to be -16.67 m and the friotion
velooity ug to be 0.26 m/s. These are typical experimental values for a conveotive boundary layer
subjected to unstable atmospheric oonditions (Kaimal et al., 1976). For stability class F, we used
the values of 16.67 m and 0.13 m/s for the Obukhov length and friction velocity, respectively.

Again, these values are typical of a stable boundary layer (Caughey et al., 1979). The wind profiles
and the diffusivity profiles for stability olasses of B, D and F are in qualitative agreement with

Smith's result (1975).

3. RESULTS AND DISCUSSION

Nuperous case studies vere carried out to investigate the effects of ambient temperature,
atmospheric atability ocondition and the initial mean particle size on the dispersion of a plume of
volatile aeroscl. Simulated heavy o1l (Pog O1l) and 1light oil (a diesel fuel) are used to study the
effect of volatility of different chemical compounda on the total extinction coefficient. A line
source of oonstant strength of 0.54 64 g/m°sec 1s used for all simulations. It is assumed that the
aerosol generated by the near gorund source can be characterized by a log-normal distribution. The
geometrin mean particle diameter of the souroe is either 0.5/‘4 B or ‘g’fl m, and the geonmetric standard
deviation is 1.4, Table 1 summarizes the physical properties of the fog 01l and the diesel fuel used
in this study.

The method of fraotional steps is used for the numeriocal solution of Equations (1) and (2).
Orthogonal collooation on finite elements (O.CF.E.M.) is used for vertical diffucion. Three finite
elements are used in the Z direction. Six interior collooation points are used witbin each element.
Shifted Lengendre polynomial is used in the oollocation method. Tsang and Brock (1982a) tested the
0.CF.E.M. method for different cross-wind line souros probleams. They showed that 0.CF.E.M.
provided more aoccurate results than the ocentral finite difference method.

The numerical solution for the evaporation of an aerosol cloud is a formidable job. Most
nupariocal methods for the evaporation proocess suffer either spurious oscillation or numerioal

diffusion. Spurious osoillation manifests itself as the dependent variable osocillates between
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poaitive and negative values of almoat the same order of magnitude over some region whereas numerical
diffusion lowers the peak value of the distribution. Obviously, both spurious oscillation and
numerical diffusion ave und:sirable in the evaporation/condensation of aerosols.

Using a Galerkin Pinite Element Method (G.F.E.M.) with natural boundary condition, Tsang and
Brook (1983b) were the first to provide acourate results for evaporation of aeroacl of low volatility
(The vapor pressure of a ocompound is a measure of its volatility.). For compounds of higher
volatility, the GF.E.M. fails because of severe spurious oscillation. The extinotion coefficient
and the number concentration caloulated from EBquations (11) and (9) will be erroneocus. Tsang and
Korgeonkar (1987) devised a novel numerical scheme which combianed the positive definite method by
Smolarkiewioz (1984) with the GFEM. It is found that the novel numerical scheme can remove most
the spurious oscillation, and the numerical results compare favorably with the cases for which
analytiocal solutions are available. In this work, the OF.E.M. method is used for the evaporation of
the fog 01l and Tsang and Korgaonkar's numerical aohoner is used .for the evaporation of the diesel
fuel.

Simulations were carried out on a vector supercomputer, CYBER 205. An unvectorized version runs
approximately 1.5 - 2 times faster than scalar mainframe computers, such as IBM 3081 and CYBER 175.
In this work, vectorigzation is done by VAST, an automatic vectorigzor by Pacific-Sierra Research
Corporation, It was found that veotorization speeds up the ocomputation, and a typical simulation on
CYBER 205 is six to ten times faster than IBM 3081.

Figure 1 shows the isopleths of the total extinotion coefficient for a plume of fog o4l smoke at
60°F under neutral atmospheric conditions (stability class D). The initial mean particle diameter is
0.5 /An and the wavelength of irradistion is 0.5}1 B. Also shown in the figure sre the isopleths for
the smoke plume at the same ambient temperature but under di’ferent atmospheric stability oonditions.
It is obvious that more smoke is dispersed upward for unstable atmospheric condition (atability class
B), and the soreening effect of the smoke for stable atmospherio oconditiop (stability class F) is far
more persistent than that for the neutral atmospherio oondition. The extinction coeffiocient oxt 12
a measure of the persistence of the smoke plume. This csn be explained by the faot that the vertiocal
diffusivity K(Z) for stability cless B is several times higher than that for stability olass D. The
latter is also several times higher than the diffusivity for stability class F. Notioce also that at
higher temperature of eo°r, the smoke becomes less persistent beocause of the higher evaporation rate.

Figure 2 shows the isopletha for the same oase studies in Figure 1 except that the wavelength of
irradistion is 3 Mm. Of partioular importance 1is the fact that the O".xt (() _-_-O.S/An) in Pigure 1 is

sbout 200 times higher than the a'oxt ( /\- 3 /un) in Figure 2. This is due to the fecot that for
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partioles smaller than 0.5,4n. the normalized extinotion efficiency for irradiation with wavelength
0.§)An is one to two orders of magnitude higher than that for irradiation with wavelength %/Jm.

For g/4m particles, Figure 3 ocompares the perasistenoy between the fog 01l and the diesel fuel
amuke., Obviously, the fog oil smoke is more persistent than the diesel fuel anoko,cy:;t {fog oiﬂy ext
(deisel fuel) = 10. This oan be explained by the faot that the diesel fuel is much more volatile
than the fog oi1l, Evaporation brcadens the particle size distribution and lowers the number
concentration. Comparison of the extinotion coefficient isopleths in Figures 3 and 4 shows that they
are not much different from each other. It is because of the faot that the change of the
particle aize distribution due to the evaporation of €f4n particles is gradual and the normalized
extinotion efficiency approaches the geometric limit of two. It should be pointed out that the
same source strength is used for all the case atudies. Comparison of Figures 1 and 3 shows that for
the same source strength of fog oil smoke, the extinction coeffiocient for O.?fam particle 1s only 1.5
times higher than that for %»An particles, even through the number conceptration for 0.//40 particle
at the source is about 64 times higher than that for 3,1- partioles. It is because smaller particles
evaporate faster and thus disappear sooner than larger partioles. FPor the near-infrared
irradiation of %}lm, comparison of Pigures 2 and 4 shows that for the same source strength of fog oil
amoke, %y‘m particles are almost one hundred times more persistent than 0.//4n particles. Again, it
18 due to tho efrfect of evaporation.

Figures 5 and 6 demonstrate the most adverss effeot due to the atmospheric condition. For
stability class B, the smoke is dispersed upward and the evaporation rate for 0.§ﬁln particle at 80°F

is very high. For this ocase study, even the fog oil aerosol oloud does not form a persistent screen.

4, CONCLUSIONS
The ambient temperature, the atmospheric stability oondition and the initial particle size have
profound effects on the bshavior of a volatile aserosol plume dispersed in the atmospheric surface
layer. In general, evaporation becomes inoreasingly important as the ambient temperature increases
and the intial particle size deoreases. The amoke forms a more persistent soreen in the stable
atmosphere., Its persistency deoreases in the unstable atmosphere because muoh smoke 1is dispersed
upward. Also, smoke particles generated by a less volatile oompound are far more persistent than

those generated by a more volatile oompound.
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Density
(g/om3)

Vapor Pressure

(om Hg)

Surface Tension

(dynes/om)

Refractive Index

Molecular Weight

(8Inwl;\

Table 1. Physical Properties of the Fog 01l and the Diesel Fuel

40°F
60°F
80°F

40°p
60°F
80°F

40°p
60°F
80°F

x O.S/UD

e 3.0/4!

172

Fog 011

0.9050

 0.8894

0.8679

7.32x10"7
4.16x10-6

2,0x10™3
23.56
22.97

22.38

1.513

1.489-0.0021

330

Diesel Fuel

0.8664
0.8500
0.8285

3.41x10~3
1.048x10-2

2.90x10~2
27.21
26.42

25-63

1 0”67

1.411-0.005¢
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Figure 1. Isopleths of Totsl Extinotion Coefficient J,, in a Plume of Fog Oil Aerosol at 60°F
and Stability Class D. The Initial Mean Particle Diameter is O.S/IJ m. The Wavelength

of Irradiation 1s 0.5).‘ n. O, oxt 1P om~! are Equal to the Values Given on Isopleths
Times 5 x 102,

173




29.40

'7‘87 = 0.3'\—\-‘
1500 4
456 i —O— 4.1(60°F, Stability Class F)
: —8— 1.2(60°F, Stability Class B)
1281 - —&— 3.1{40°F, Stability Class D)
1008 J —&—~ {.2(80°F,Stability Ciass D )
E 7.00
= 426
° .2
%’ 2.51 \\'
2.07 }
2.00 E
.72 ;
1.28
0.79 | rl T T L] L I L B
0 500 1000

Oownwind Distance (m)

Figure 2. Isopleths of Total Extinotion Coefficient J;xt in a Plume of Fog 0il Aerosol at 60°F

and Stability Class D. The Initial Mean Particle Diameter is O.S/Um. The Wavelength
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ABSTRACT o
Continued development of a devicc that measures the concentration of individual elements with
atomic number Z > 20 contained within aerosol dust or smoke particles/droplets is reported. The
device separates out the aerosol’'s non-gaseous components by pumping it through a section of a tape
made of filter paper, After gathering particles for a fixed period of time the tape advances,
forcing a new section to intercept the airstream while bringing the expoSed section.in fnant of a
25 mci Cd-109 radioactive source. The source bombards the tape's contents with 2 ,5ev X-rays.
These, in turn, induce fluorescence in the trapped atoms, that is, they cause the ‘at to emit
x-rays of their own at lower, but still easily measureable (if Z>20), characteristic energies. A
spectral analysis of the fluorescent x-rays provides raw data that reveals the abundance of each
individual element in the aerosol simultaneously. Note that the x-ray method is {ndgpendent of the
state of chemical combination of the species in question. A prototype device-has- been tested on
aerosols containing elements such as uranium, iron, tungsten, copper, lead and. zinc. For all these
materials it readily detected concentrations of 20 mirrograms per cubic meter or less in periods of
three minutes. At concentrations 1in the few milligram/cubic meter range measurement times of a
minute or less were easily achieved. A second generation system is pow in the final stages of
construction which consists of three parallel-operating sampler?hnalyzers controlled by a single
processing unit. The completed system will be used to monftor -levels of potentially hazardous
dusts at BRL indoor firing ranges. &ﬂ'n
.",&/

,"( '

1. mmuptlcnon""

In this presentation we report continued progress in development of a monitor to assess the
concentration of medium to high atomic number elements appearing as aerosolized particles. The
device couples a state-of-the-art microanélytical technique, x-ray fluorescence, to automatic
sampling in order to obtain high sensitivity, relfability, and species selectivity; all in a format
that may be adapted to a wide variety of problems. At the limits of its sensitivity 1t can measure
concentrations as low as several micrograms per cubic meter in three minutes or less. For the
higher concentrations typical of obscuration, large reductions in response time are realized and
different, simpler, forms of the basic method may be possible. The x-ray fluorescence dust
cetector has potential uses wherever airborne dusts containing copper, lead, cadmium, mercury,
fron, or a host of other elements may be encountered. In the following few pages the detector's
overall features, capabilities, as well some of its potentfals for future use in obscuration are

di.cussed. The basic principles of this device were introduced in a paper which described our

[}E; < 7 & ()/0€7/’
/}(/ﬁ/( ML/—'
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first prototype device (Thomson and Thomson 1985). This report both updates efforts to install a
detection system to protect BRL workers from hazardous depleted uranium dusts aerosolized during

munitions testing and reviews some of the most important teatures of fluoresence detection,

2. THE APPARATUS

To understand how the detector works examine Figure 1, a layout drawing of 1its component
parts. The first stage of operation starts when a mechanical pump draws air from the test region
through a connecting pipe at a flow rate that may be adjusted from obetween 0.0 and 0.1 cu.
meters/sec. In the pipe the air is intercepted by a tape of filter paper (Schleicher and Schuell
type 6U4) which traps and holds any significant particles with a minimum of flow resistance.
Sample accumulation continues until a given volume of air has passed. At this time the exposed
tape advances into the ragiation field of an annular x-ray-emitting 25 millicurie Cadmium-1U9
radioactive source and a new section of tape moves into the airstream. The x-rays produced by the
radioactive source have a well-defined energy near 22 keV. When tney impinge on the atoms in the
collected sample material, the sample atoms fluoresce, that is, they produce x-rays of their own.
The fluorescent x-rays also possess well-defined energies which are characteristic of the procucing

species.

FILTER PAPER TAPE MECHANICAL PUMP

N~ MULTICHANNEL
ANALYZER

|

TESTED REGION

Figure 1. A component layout of the x-ray fluorescence dust detector.
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It is this quality that is used to identify the elemental species in the aerosol. As examples, if
the source x-rays impact on iron, fluorescenl x-rays are produced with energies of 6.4 keV and 7.1
keV, while, if the target is uranium, fluorescent x-rays are emitted at 13.6 kev, 17.2 kev, and
20.1 keV., Reyardless of what elements gave rise to them, any fluorescent x-rays passing through
the annular source's center strike a proportional counter (Reuter Stokes P3-0803-294). Tnis device
generates a fast electrical pulse whose height is proportionai to energy of the x-ray. Pulses from
the proportional counter in turn are directed into a multichannel analyzer where they are sorted
out by pulse height/x-ray energy. The counts under each peak storea in analyzer memory are
indicative of the abundance of the corresponding element in the sample. It is this quantity that
forms the essential output of the detector. [f its numerical value exceeds some preselected value,
one can have the analyzer triyger an alarm or exert some other control. An example of a
multichannel analyzer pulse height spectrum for an iron sample is shown in figure 2 along with a
similar spectrum acquired from the tape alone. The larye low energy peak corresponds to 1iron K

characteristic x-rays.

800 T

600

400

COUNTS

200

0 5 10 15 20 25 30
X-RAY ENERGY (KeV)

rIGURE 2. The output of the multichannel analyzer when 1 of tron is
arcumulated on the tape (upper curve) is shown along with like
data from a tape without iron (lower curve). The low energy peak
1s from tron K x-rays, while the high energy peak is due to source
x-rays that have backscattered from the tape.
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Recently we have constructed a system for sampling aerosols containing depleted uranfum Jdusts
created within BRL's {indoor firing ranges. It consists of three parallel-operating samplaye
controlled by a single digital control unit. The control is capable of sequencing the samplers
after a user selectable ammount of time or number of counts. Tio “uijut of zach sampler {s stored
in one segment of the memory of a multichannel analyzer. From the wamory the counts corresponding
to any elements in any chosen sampler can be singled out and senl to a computer. Provision is also
made for immediate display of any one element from each sampler dJi:ectly on the control panel,
Figure 3 shows a photo of the control unit and one sampler. in normal operation they would be
separated by up to 150 feet with the sampler located close to the pontentialiy hazardous aerosol,
and the controlier in the operating area.

2. ANALYSIS

In order to use the data it is essential to relate the observed counts corresponding to one
line of a given element N to that element's concentration in the tarqget aerosol C. First, one must
subtract from the raw data those spurfous counts produced by source x-rays backscattering.
inelastically from the paper tape and sample. The tape's contributicn is found by counting an
unexposed section of tape for an equal length of time, while the saiple’s must be interpolated from

the non-peak portions of the spectrum., Having obtained a value for N, u& can use the expression:

Figure 3. A photograph of the aerosol monitor apparatus,
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C = KN/VEat (1)

where V is the volume of air passed through the sampler during the user chosen sampling/counting
interval, t; E is the system trapping efficiency, the fraction of the particies entering the inlet
at end up adhering to the tape; a is the source activity; and k is the sensitivity. The latter
quantity relates the mass of the souyht-for element deposited on the filter tape to the counts
founa in the selected spectral region during a unit time as normalized to a standard source
activity., The sensitivity takes into account the source-target-detector yeometry, the detection

efficiency, and the overall x-ray tluorescence physics.

Vetermination of V is usually a straightforward problem. E and k, on the other hand, are
considgerably more involved. Assessment of E has to be performea for each individual
situation. One must be careful to insure that the sample is representative, that particles are not
deposited in the flow path components, and that tne filter paper is fine enough to trap all
particle without undue restriction of flow volume. }urning now to the second quantity K, we have
measured 1t by carefully preparing filter tape sections with a known amount of the elemental
species in question deposited in a yeometry which is as close as possible to that laid down by the
sampler. This calibration sample 1is then counted by fluorescence for a yiven period of time.
Results of this kind are shown in figure 4 for wuranfum. Similar determinations have been

successfully carried out for iron.

3. RESULTS

In range tests at the Ballistic Research Laboratory a prototype has detected and reported
uranium levels of about 6 microyrams per cubic meter in sampling times of about 3 minutes with a
2:1 signal to noise ratio (S/N). For the case of iron, a similar test series was carried out in a
chamber at Chemical Research and Development Center. The 1imit of detectability was tound to be
about 20 micrograms at a Z:1 $/N. At higher concentrations, in the milliyrem per cubic meter
ranye, tne sampling time could be reduced to less than a minute. Other tests reveal sensitivities
similar to iron for copper, chromium, zinc and nickel. The apparatus exhibited other features that
can be wuseful in obscurant situations, For example, in tests at a welding shop, the detectur was
avble to pick hundred microgram per cubic meter iron fumes out of smokes having much higher
concentrations of lower [/ materials formed from solvents and fluxes. This result implies that
tayging ot oil-based or other low Z obscurants with higher Z materials may be useful. Indeed the
multi-element capability of the fluorescence method may lend ftself to muitiple tayying schemes in

wnich the output of different yenerators coula be individually identified {n near-real time.
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FIGURE 4. A pilot of the fluorescent x-ray counts observed in 400 seconds while
various amounts of uranium are bombarded with x-rays from a Ca - 109
source. The 1ine shows a least squares fit to the measured points.

Recently we have have been carrying out experiments to ascertain whether or not one could
dispense with the pumps and filter paper needed to concentrate particulates in thin aerosols when
working with dense obscurants, Such a device would irradiate the aerosol cloud in-situ and
consequently ope far simpler to obuild, operate and control. It appears that tn.. concept is
feasible {f one substitutes an electron-impact type x-ray source for the radioactive source. A

forthcoming paper will aiscuss direct fluorescence in detail.

4, CONCLUSIONS
The apparatus as several yualities which may be important advantayges over other means of

aerosol assessment.

(3). Assessment 1s virtually real-time. Fluorescence gives results within minutes after

sampiing begins when concentrations are near its sensitivity l1imit, The delay reduces to several

seconds when higher doses are encountered such as in obscuration,




{(b). The unit is completely self-contained. All functions are carried out in one unit, on site,

with a minimum of operator intervention,

(c). The detector can be used on many elemental species. It signals the presence of any element
with Z > 20 existing as a solid or as a droplet. For obscurants that do not contain elements in

this range, the extreme sensitivity permits use of small gquantities of heavier tagging elements.

(a). Response is virtually independent of the state of chemical combination of the element
scrutinized. It provides a reliable measure of how much of a yiven material has gotten airborne.

Combined with absorption measurements, it can reveal an obscurant's efficiency.

(e). The method has multiple species capability. The BRL apparatus can simultaneously monitor
one, two, or several different elemental species either individually or collectively. It permits
the tayging of 1individual obscurant generator output and the evaluation of their separate

contributions to clouds produced by multi-generator arrays.

(f). X-ray fluorescence 1is flexible. It can be adapted to a wide ranyge ot aerosol
characterization tasks involving concentration levels from more than grams down to microyrams per

cubic meter and it lends itself to rugged designs suitable for tield use.

(g). Results can be easily put on a quantitative footiny through a simple calibration procedure

that requires only a few minutes.
(h). The equipment required is not particularly hazardous. Uf course, some care must be

exercised 1in dealing with the radioactive sources, but in all cases the x-rays involved are not

very penetrating and can be snielded easily.
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ABSTRACT

The distributions and dissociition of ammonia cluster ions formed via multiphoton lonlzation of
neutral clusters wer: roijos uuing o time-of-flight mass spectrometer equipped with a reflectron.
Findings concerning i tiend. =i rates and the magle number are shown to be conslstent with slmple
considerations based ¢n tiworles of uninulecular decomposition in conjunction with thermochemical
data avallable for the ammonla systen.

INTRODUCTION
Studies of the dyuu. s o) [cimatlun, c¢nergetics, and structure of microclusters enahle an
investigation of the bn.ic acclonisims of acrosuvl formation at the molecular level. The advent of

several new experimentai tec'n.iqves provides methods for ascertaining the factors controlling the

formation of prenucleation emie s, Lieir stability, and the influence of their properties on
nucleation. Associ:it:d work .a: ti: reactivicy of neutral and ionlc clusters provides data useful in
elucidating the natur. <f res - 73t night ocecur in the droplet phase surrounding an aerosol
particle.

A subject of coensgiderabl:s Interest in the field of cluster research concerns the origin of magic
numbers, a term which has been used to describe the anomalous abundance of certain sizes of clusters
in an otherwise smoothly varving cluster distribution. A systematlic study of the dissociation of

ammonia clusters followir;: their lonizatlon by multiphoton laser techniques provides direct proof of

the importance of the re: =t ' L-dtv of the cluster ions and of the extensive dissoclation processes
which affect the resuitin, ¢inster distributions.

It is evident that tim ionizatlon riucess itself has influence on the observed magic numbers.
Considerations pregent.:! hwrcin account for the appearance of magic numbers, their correspondence with
the thermodynamica! -t . i 1.y of clust~rs, and the trends of metastable dissociation rates with

cluster 3ize.
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EXPERIMENTAL
The apparatus used in these studies has been described in detail elsevhere.l:? Hence, only a

brief description of the features relevant to the present study are given. Neutral ammonia clusters

are formed in the supersonic expansion of gaseous ammonia from a pulsed nozzle source. The molecular

beam is crossed by a laser beam from a Nd:YAG pumped dye laser, equipped with a wavelength extension

system which provides frequency doudbling and mixing capabilities.

In the present study, neutral clusters of NHj are ionized via non~resonant multiphoton absorption

at the focus of a pulsed 266 nm wavelength laser beam. Ions formed are then accelerated in an

electrostatic field to approximately 2 KeV, deflected by a few degrees in a transverse field in order

to separate the ion and neutral beams, and subsequently detected by a particle multiplier. The

reflectron is employed to separate daughter and parent ions in order to measure rates of dissociation.

The tlme-of~flight spectrum of the ions is digitized and signal averaged in a transient recorder.

RESULTS AND DISCUSSION

An extensive investigation of the unimolecular (evaporative) dissociation of ammonia cluster fons

has been conducted. A trend of increasing evaporative rate coefficient with cluster size is found
for the loss of one monomer unit frem clusters ranging in size from the 1- to 25-mer as shown in
Figure 1.

B;ued on a simple RRK treatment of unimolecular rates3 the dissociation rate constant would
decrease with the number of oscillators if the energy content of the system was a fixed value. The

limiting rate constant may be expressed in the form of Arrhenius equation

~Eo /KT

kwAe (1)

Hence, in the case of a thermal distribution, clusters with low bond energies should display larger
rates of dissociation.

Another essentislly equivalent way of viewing the origin of the magic numbers follows from
consideration of a clustering sequence:

A

n-1 n

In the case of s thermal distribution of cluecers the equilibrium constant for each step is given by
the ratio of the forward and reverae rate constants. Since the rates of the forward reactions and
entropy values of adjacent clusters do not vary greatly with cluster size for moderate snd large

cluster ions,%13 t ey may be taken to be approximately constant. Therefore,
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Tntl e n-1,n .n+1)/ -e ( n)/ (3)

This leads to a simple prediction, namely, for a thermal population, the relacive dissociation rates
of clusters of adjacent size should increase with cluster size. Work is in progress to asgess whether
these relationships pertain to the description of dissocigtion dynamics following cluster fonizatlon.

Studies of ammonia clusters by electron 1mpqct6 and multiphoton1 ionization methods show that
there is a smooth diatribution of cluster sizes except for the anomalously large abundance for the
protonated pentamer, written in terms of the central core ion as NH@*'(NH3)5. In Figure 2, the
enthalpy changes of successive clusterings of ammonia onto NHk* are plotted versus number of
ligands n. The magnitude of the enthalpy change with cluster size is seen to be smoothly decreasing
from the monomer to the tetramer at which point there is a dramatic drop for five and beyond. These
observationg concerning magic numbers in cluster gystems are in accord with the above consideration.
This follows from the fact that, from Equatjons (1) and (3), the dissociation rate of a cluster would
be expecteld to undergo an abrupt change in the reglon of a discontinuous break in an otherwise smooth
trend of bond energy (or 4H®°) with cluster sgize.

In conclusion, the present results provide direct evidence that cluster fon stabilities and
dissociation processes govern the magic numbers in hydrogen bonded systems. Further studies are in
progress in our laocoratory to determine the extent to which this conclusior. can be extended to other

gystems.
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FIGURE 1. Rate of evaporative unimolecular dissociation
of ammonia cluster ions versus size of the cluster, N.
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FIGURE 2. AH° , enthalpies for successive additions of NH., onto NH * are
plotted versus nuﬁger of ligands n. Data for n=l-4 are taken from Ref. 7 while
data for ne5,6 are from Ref. 8. The expected trend for a neutral system is also
shown as a dashed curve. The bond energy for the neutral dimer shown by a square
ie taken from Ref. 9. The open circles represent trends expected for a charged
classical 1iquid drop model, while the open triangles are the corresponding
predictions for a neutral droplet (10). The cross-hatched area between the

ion and neutral curves represents the excess energy in a cluster due to the re-
orientation of the ammonia molecules to accommodate a charge.
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ABSTRACT

The configurations of lowest intsraction energy were obtained
for sets of N point charges confined to the surface of a sphere and
interacting via a mutual Couloab repulsion. As N varied between 4
and 107, many interesting patterns wers observed snd the symmetries
of these patterns were determined. Since the mmber of symmetries
occuring is limited, some general observations on the patterns can
be made. It is expected that soms of these obssrvations made for
the present limited {dealized case vill alro apply to physically
realizable crystallizations occuring on the surface of microscopic
spheres.

INIRODUCTION

The ancient problem of projecting the map of the world onto
a plane {s a reminder that the organization of structures on a
spherical surface is not compatible with the well lnown structures
of crystals in two or three dimensions. Since we are interested in
observable properties of asrosols under all weather conditions,
phase changes on the surface of liquid droplets are to be expected
and we would like to have some insight i{nto the possibilities and
limitations of geometries for crystals formed on the surface of a
sphers. Empirical knowledge of such structures is limited or
absent, therefore, we have chosen to start with the idealized but
well defined problem of determining the equilibrium arrangewent for
N charged particles that interact with each other via Coulomb
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forces, :and are constrained to remain on the surface of a sphere.
This problem is closely related to the more general problem of
finding the:.ninimm energy arrangsment for N particles on a sphere
interacting with energy

S S

cal s
vhere m {3 a real mmber greater than zero. The Coulomb case (m=1)
has been praviously considered for n< 16 and many of the cases found
are similar to those found for higher values of m (i{.e. short range
repulsion)l:?2  We have extended the calculation to many higher
values of N up to N=107. The large mmber of cases tabulated in the
present paper allows us to make some new general observations on the
patterns of occurance of the symmetries obtained. Further, in one
case ve found an equilibrium configuration which was lower in energy
than the previously published configuration.

The actual calculations were dons by a kind of molecular re-
laxation. The tangential component of the Coulomb force on each
charge due to all the other charges on the sphere was calculated
at a given time. Each charge was then allowed to move a distance
equal to the tangential force multiplied by a time increment, delta,
as though moving in a highly viscous fluid. When the tangential
forces were negligible (to about nine significant figures) the
calculation stopped. In all but one or two cases, the charges
assumd a configuration with the global symmetry of & non-trivial
point group. Repeat calculations usually (but not always) led to
identical configurations. These configurstions wers empirically
stable against saall random perturbations. Therefore we conclude
that all or at least most of the Btationary points found in our
computer experimsnts were resl minima. To verify this would be
straightforvard, but very laborious and expensive in the case of a
large mmber of particles, since it requires that all eigenvalues of
a high dimensional quadratic form be positive. Purther, there i{s m
known procedure for establishing that a given minimm is the lowest
or global minimm, although the converss is established whensver a
nev lower minimm {s found, as we did in several cases.

RESULIS .

The actual configurations obtainsd were visualized by project-
ing the positions of the charged particlss onto the interiors of two
circles representing the hemispheres in an equal area projection
(cf. Figures 1 thru 8). The hemispheres are sach seen as though
looking down thru a transparent sphere so that identical figures on
the two circles imply s reflection plans thru the equator. The
lines shown join nearest neighbors, with different tracings indicat-
ing slightly different distances. Ths mmbers on
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Figure 1. Tetrahedral symmetry. Note that the 4- and 22-charge
configurations have reflection planes. Some of the edges have been
omitted from the 100-charge configuration tc make the sy-metry more
apparent.




Figure 2. Octahedral symmelry. Only the 6~ and 44- charge
configurations have reflection planes.

Figure 3. Icosahedral symmetry.




Dth symmetry

Figure 5.

6d symmetry.

D

Figure 6.
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24 an b,

Figure 7. Continuity over change in number of charges.
One can see the distortion of the figure in the upper hemisphere
as additional charges find their way into the lower hemisphere.

32 ” Se

Figure 8. Continuity over change in charge number,
starting with the highly symmetric 32-charge configuration.
Retention of the five-pointed star in the upper hemispheres
of the 33- and 34-charge configurations can be seen.
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7.

TABLE I.

POINT GROUP CLASSIFICATION OF BQUILIBRIUM CONFIGURATIONS

Symoetry
D

©0
Icosahedral
Octahedral
Tetrahedral
DeaS12v)

Dad(ng)

S

c. (reflection only)

¢y (no symmetry)

*with al] reflection planes

thmber of charges
2

12%,32%,72,20%,30%+
6%,26,40% 48, 8% 147+
4*,16,22*,28,46,100
14,50
8,10,18,80,16%,32*
7,17,27,42

67,77

n+

3,5,9,20,39,41

n,r

15,22,29,45,51,57,60,
63,69,75,78,101,102

49,52,61%,94*

30,34,36,40,58,64,68,
74%,90,94,104,106

11,13,19,21,38,43,53
26,35,37,54,55,56,59

.
71,73,76,81,82,8
91,92,93,95,96,9

,59,62,63,65,66,70,
3,84,85,86,87,88,89,
7,98,99,103,105%,107
25,33,47,79,94%

61,74,105

*additional configuration with higher energy
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the figures give the number of charged particles considered. The
point group classifications for equilibrium configurations are
presented in Table I.

The configurations with the symmetry groups of the regular
polyhedra are shown in Figures 1 thru 3. The octahedrally symmetric
configurations shown in Figure 2 bear a close resemblance to the
other four-fold rotationally symmetric figures in Figure 4. In both
cases all charges come in sets of four equivalent points resting at
the corners of squares. Note however the lack of reflection or
reflection-rotation planes for N=24 or N=48.

The icosahedral figures shown f{n Figure 3 have a resemblance
to the other five-fold rotationaly symmetric figures shown in Figure
5. All the five-fold figures have N=2+5n with n an integer. No
five-fold figure was found for n larger than eight, and the n equals
seven case is missing. In the later case, however, the figure (not
shown) may be rotated to show a five pointed "Betsy Ross star” with
an almost equilateral pentagon inside on one hemispherical face.
Only two cases with six-fold symmetry were found. These are shown
in Figure 6.

While identical symmetries are often not retained when N
increases by one, there are cases where part of the figure shows
a quagicontimuous change. This may be seen in Figures 7 and 8.

The total Coulomb energy of a charge configuration may be fitc
to N2/2 with the deviation from this value giving a straight line on
a log-log plot as shown in Figure 9 for N less than 40. In Figure
10 we show the deviation of the actual graph from a straight line on
the log-log plot. (A more precise approximation for the total
configuration energy is given below.) The highly symmetric cases
(eg. N=-12 and 32) generally have energies falling below that of
their neighbors as indicated on this plot. Nevertheless, some
highly symmetric cases fall well above the straight line of the log-
log plot. This is illustrated by the cube,(a triangle in Figure 10)
and the dodecahedron, whose point falls far above the graph of
Figure 10. Neither of these polyhedra represents a global energy
minima.

In eddition to the cases just mentioned, several additional
local energy minima were found which were mot global minima. For
N=94, for example, there were three different configurations giving
local minima (see Table I). Since the energy minima are very
shallow, the different configurations only differ in the fiftth or
sixth significant figure of the energy.

GENERAL OBSERVATIONS

We have now examined a sufficient mumber of cases to warrant
some general observations. Since most of these probably arise from
the general character of spherical geometry, we expect that some of
them will hold for other types of {nteractions on a sphere. The
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observations follow:

1. No seven-fold or higher symmstries occur as pinimal equilibr-
ius configurations. (Only two cases with six-fold symmetry were
observed.)

2. The total configuration is well approximated by the contimwus
charge energy, N2/2. By considering the discrete nature of the
charges we arrived at an even more accurate approximation given

T E=NIN-DYU-1 /N2

3. Nearest neighbor rumbers approach six as N increases. For
N=106 it averages to 5.887.

4. Rotational gymmetry {s more common than reflectional symmetry.
Inversion symmetry which requires both C, and is uncommon.

5. Different local minima for the same particle rumber occur.

6. Relative variation in individual perticle energies decreases
with N.

We expect to present data supporting observations 3., 6. amd
2. elsevhere. Observation 1. is interesting to compare with three
dimensional crystals where seven-fold symmetry i{s not possible.
(According to standard theory, five-fold syms:try was "not possible”
until recently.) It is easy to construct a seven-fold symmetric
figure for N=9 on the sphere, but that i{s only a stationary point.
The cbservation on nearest neighbor mmber suggests that six-fold
symetry will be the highest observed when N becomes large. The
nearest neighbor mumber is expected to approach closer to six, the
well-known exact close packing nearest mumber for the plane. It is
not expected to reach six for finits N however as one must deform
the sphere to map it onto the plane.

We point out that the coordinates and turther details for
configurations up to N=32 are available in our CRDEC report listed
on the first page of this article.
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ABSTRACT

This paper reports the continuation of previous work to measure the optical
constants of natural minerals, ligquids and metals from the millimeter to the
ultraviolet. Included in this paper are data for gypsum, crystalline quartz,
Zn0, DMMP, aluminum, titanium, tungsten. tantulum, molybdenum, vanadium, and
stainless steel. Work was performed at two campuses of the University of
Missouri--the Rolla Campus and the Kansas City Campus. The millimeter and
submillimeter (far infrared) measurcments were made on the Rolla Campus and the
infrared, visible and ultraviolet measurements were made on the Kansas City
Campus. This wide spectral range means that Kramers-Kronig analyses can be made
with better precision than when reflectance data is available only over a
limited spectral range.

The motive for the measurement of refractive indices of gypsum, both as a
single crystal and as a powder, in the far and near infrared was to establish a
material for use as a standard. This goal had originally been proposed in the
Friday morning discussion section of this annual June CRDEC Conference at
Aberdeen. 1In the same session, quartz was proposed as a standard for a hard
macerial.

The work reported was performed under the U. S. Army CRDEC contract
DAAA-15-85-K-0004 (M. Milham and J. Embury).

I. INTRODUCTION

The materials studied may be grouped into three classees defined by the
tecniques used to measure the refractive indices. These three classes are
discussed below. Tables of optical constants for the materials measured have
been entered into the CRDEC computer data bank.

NATURAL MINBRKLS: Measurements of the refractive indices of natural
minerals were made by measuring the reflectance of either single crystals (where
available) or of pressed powder pellets. The powders were pressed with no
binder. A discussion of this method of sample preparation appears in our recent
paper "Freparation dependent properties of pressed pellets of montmorillonite in
the far infrared" in Applied 02t1cs.1 Of particular note is gypsum. At one of
the Friday morning "Discussion Sessions" at the annual CRDEC Aberdeen Conference
on Obscuration and Aerosol Science, it was decided that gypsum would make an
excellent standard for the pressed powder technique for soft materials because
it is available in single crystalline form and presses into high quality surface
pellets. This project has been completed as a joint effort of the UMR and UMKC
groups and a paper is being prepared for publicltion.2 Oscillator model fits
were made to the refleactance to provide a convenient parameterization of the

optical constants. Quartz was discussed as a standard for hard materials.
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METALS: The measurement of the optical constants of metals at long
wavelenths at long wavelenths -- greater than 100 micrometers -- is very
difficult because metals are so highly reflecting. Two technigues are
available, stacked plane parallel waveguides® and non-resonant cavities.4:5 Both
techniques were tried in our laboratory and the non-resonant cavity method
proved superjor and reqgquired smaller amounts of sample. As part of our
feasibility study of plane parallel waveguides, we measured the absorption
coefficient of Teflon in the submillimeter.® The results were published in
Applied Optics. For the nonresonant cavity, we improved the analysis used to
obtain the optical constants from the measurements.3 In order to obtain optical
constants over a wide frequency range, our UMR data was combined with infrared,
visible and UV measurements made at UMKC or with data from the literature. The
resulting data sets covered a very wide frequency range allowing a good
Kramers-Kronig analysis of the measured reflectances to give optical constants.
The Drude model for metals was found to fit the data for many metals in the
submillimeter frequency region.5

LIQUIDS: The UMKC laboratory is well-known for its measurements of the
optical properties of liquids in the infrared and visible. These were made by
measuring the reflectance of a horizontal pool of the sample liquid and the
performing a Karmers-Kronig analysis to obtain refractive indices. This
technique is difficult to extend to the far infrared and instead, we measure
transmittances of liquids in cells with either TPX or silicon windows. Very few
measuements of liquids have been made in the far infrared. DMMP proved to be
very strongly absorbing in the submillimeter and a special cell was constructed

to allow very thin samples to be measured.

II. NATURAL MINERALS:
GYPSUM: Qypsum was studied, at least in part, because it was decided at
one of the Priday morning informal discussions at the annual CRDEC Aberdeen
Conference on Obscuration and Aercsol Research that it would make a good

standard for studies of natural minerals using the pressed powder technigue.

The pressed powder technique had originally been shown to be useful for natural




minerals by the UMKC laboratory. The conferees chose gypsum because it was
soft, anisotropic, available as a single crystal and pressed to form pellets
with very smooth surfaces. Gypsum has a Mchs' hardness of 2. We have just
published a paper discussing the pressed pellet technique in the far infrared.l
An important observation we made was that the pressed pellet has a surface skin
that is denser than the average pellet density. This means that the optical
constants measured from the pressed pellet are nearer the bulk values than the
average density of the pellet would indicate. For gypsum, we also measured the
optical constants for all three crystalline axes. A comparison of the pressed
pellet optical constants with those of the single crystal allowed us to conclude
that the pellet had an effective density 0.91 that of the single crystal and
that all three crystalline orientations were represented equally on the sample
surface. That ie, the pressing operation resulted in little preferential
orientation of the crystallites on the pellet surface. Gypsum was discussed in
our paper in last year's proceedings of this conference.’ See that paper for
specta of the three orientations of a single crystal and for a powder saample.
Here we give improved oscillator fit parameters for the three crystalline axes.
The reflectance was measured from 10 to 400 cm~! at UMR and from 400 to
4,000 cm~1 at UMKC. The dispersion analysis was done on the combined data set.
Table 1 gives the oscillator fit parameters for the three crystalline axes. The

form of the dielectric constant used to fit the reflectance data was

t{w) = ¢+ E: AJ “:J
¢ ® 3 W, - Wt - iY@ (1)
o) J

In general, our experience was that the oscillator fit gave better results
than a Kramers-Kronig analysis, especially in regions were k was small,
However, a good oscillator fit required the reflectance to be measured over a
wide frequency range, necessitating measurements at both the UMR and UMKC
laboratories. An oscillator fit is often called a dispersive analysis,.

ZINC OXIDE: 2inc oxide, or zincite ie a very soft material (Moh hardness
4) that pressed into pellets under moderate pressure. These pellets had a
smouth, mirror-like surface. Zinc oxide also crystallizes in the hexagonal

system. The lengths of the a and c axes are 3.25 and 5.21 A, respectively. It
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is positive uniaxial with n, = 2.013 and ng = 2.029 at the sodium D line. Its
specific gravity ranges from 85.84 to 6.68.

The measured reflectance in the 10 to 350 cm~l range is shown in Fig. 1.
Bear in mind that this material was not measured at shorter wavelengths. Such
measurements will be needed if a Kramzers-Kronig analysis to obtain optical
constante is wanted.

QUARTZ: Quartz has a Mohs' hardness of 7. The Friday morning Aberdeen
conference session decided it would be a good standard for hard materials.
Reflectance data for quartz was available in the literature. Kramers-Kronig
analysis was used to find n and k. For the spectral range from 20 to 370 cm-1,
the data of Russell and Bell was used.® Spitzer and Kleinman's 9 measurements
were used from 370 to 1,600 cm~1. Figures 2 shows n and k for the ordinary ray,
while Pig. 3 shows the same for the extraordinary ray. The oscillator fit

parameters are shown in Tables 2 for the two crystalline axes.

III. METALS

The optical constants of metals are particularly difficult to measure in
the far infrared and millimeter spectral regions because they are so highly
raflecting. Two techniques have been employed which in effect make use of a
large number of reflections. These are the plane parallel waveguide method
(described in ref. 3) and the non-resonant cavity method (described in our
recent paper, ref. 5). After considerable experimentation, we decided that the
non-resonant cavity method is better in the 10 to 350 cm~1 spectral range. We
developed an improved theory to analyze the non-resonant cavity measurements.
This is described in our paper entitled "Optical properties of Au, Ni, and Pb at
submillimeter wavelengths”, published in Applied Optics.®

ALUMINUM: A polished polycrystalline aluminum sample was measured using
the nonresonant cavity. The measured normalized surface impedance is shown in
Fig. 4 as points with error bars. Literature values (from ref. 10) are shown at
shorter wavelengths. The values of ¢; and ¢, obtained from combining our long
wavelength measurenents with data from ref. 10 and performing a Kramers-Kronig

analysis are shovwn in Fig. 8. This data is being prepared for publication.1l
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TITANIUM: A polished polycrystalline titanium sheet was measured using the
nonresonant cavity. Our measured real part of the normalized surface impedance
is shown in Fig. 6. Data at shorter wavelengths from ref. 10 are shown as the
dot dash line. Figure 7 shows ¢; and ¢ derived from the Kramers-Kronig analysis
of our data combined with the short wavelength data from ref. 10. This data is
being prepared for publication.11

TUNGSTEN: Polished polycrystalline tungsten sheet was measured with the
nonresonant cavity. Flgure 8 plots the measured normalized surface resistance
with error bars and data from ref. 10 for shorter wavelengths (dash dot and
dotted line). Once again the dielectric constant was obtained from a
Kramers-Kronig analysis of our data and the ref. 10 data. The results are shown
as the solid lines in Fig. 9. The dash dot and dotted lines show the ref. 10
only results. This data is being prepared for publication.ll

TANTULUM: A polished polycrystalline tantulum sheet was studied in the
nonresonant cavity. Figure 10 shows the normalized surface impedance. Our
nonresonant cavity data are plotted as the points with error bars and the data
from ref. 10 is plotted as the dash dot line. Once again, our data was combined
with the literature data and Kramers-Kronig analyzed to obtain ¢; and ¢5. The
results are plotted in Fig. 11 as the solid lines. The dash dot line (almost on
top of the solid 1lne) is the literature values alone. This data is being
prepared for publication.ll

MOLYBDENUM: A polished polycrystalline molybdenum sheet was studied in the
nonresonant cavity. In Fig. 12 is plotted our measured points for the
normalized surface resistance. The dash dot line shows the datum from ref. 10.
Again, Kramers-Kronig analyseis yielded ¢; and ¢;. They are plotted in Fig. 13.

STAINLRSS STEEL: A sheet of polished stainless steel was measured in the
nonresonant cavity. The measured real part of the surface resistance is plotted
versus wavenumber in Fig. 14. We have not attempted a Kramers-Kronig analyseis
because of the lack of reflectance measurements at shorter wavelengths.

VANADIUM: A polished vanadium sheet was measured with the nonresonant
cavity. The measured real part of the surface resistance is plotted versus

wavenumber in Fig. 15. No Kramers-Kronig analysis was made because no data was
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available at shorter wavelengths.

Iv. LIQUIDS

The UMR group has measured the transmiesion spectra of two liquids, Adiesel
fuel and dimethyl methyl phosphonate (DMMP). Measuring just the transmission
spectrum allows a determination of only the absorption coefficient (or
equivalently, the imaginary part of the refractive index, k). Difficulties with
absorption in the vapor phase in our instrument have prevented reflection
neasurements such as have been made at shorter wavelengths by the UMKC
laboratory. The spectra were measured for a empty cell and diesel fuel filled
cells of varying thickness. The log of the ratio of the transmission of the
filled cell to the empty cell is plotted as a function of the cell thickness.
The slope of this line is the absorption coefficient, a(w). The imaginary part
of the refractive index, k can be obtained from a by the relation k = 2na/A\.

DMMP: DMMP ie a much more strongly absorbing material than is diesel fuel.
As a result a cell that allowed much shorter path lengths was purchased.
Experinentation showed that path lengths in the 25 to 100 micrometers range were
required. This caused some difficulties in assuring proper cell loading. Silicon
windows were used because DVMMP was found to interact slowly with the TPX
windows. The measured absorption coefficient versus wavenumber is shown in Fig.

16. Pigure 17 presents our ueasured values of k versus wavenumber.

V. SUMMARY AND FUTURE WORK
Optical constants have been measured over a wide wavelength range and for a
wide variety of materials. We plan to extend this work to the measurement of

the temperature dependence of optical constants. Optical constants as a

function of temperature are needed for calculations of radiation transport of

laser beams through aerosols.




TABLE 1:

OSCILLATOR FIT PARAMETERS FOR GYPSUM

3 Ay 7y (em™1) woy ‘cm=1)

X-axise

1 0.2421 18.170 1135.1
2 0.0956 8.844 666.5
3 0.4285 91.618 447.6
4 1.0642 128.976 333.17
$ 2.6027 97.859 210.4
6 1.1337 17.840 207.9
7 2.9672 8.064 117.6
€ = 2.625

Y-axis

1 0.0432 83.718 3530.1
2 0.0108 23.198 1684.3
3 0.0943 16.983 1131.2
4 0.1422 8.832 1121.0
8 0.1740 37.910 594.8
6 1.9611 103.472 545.6
27 0.1033 81.043 412.2
8 0.303¢ 30.128 302.0
-] 0.5991 26.178 217.3
10 0.5799 7.367 191.3
11 1.2839 27.657 165.3
€ = 2.147

Z-axie

b 0.0379 $5.059 3403.0
2 0.0166 10.338 1622.6
3 2,.5834 13.904 1108.0
4 0.1623 23.918 592.8
8 0.143¢ 85.412 542.2
8 0.6468 42.698 295.8
7 1.1131 40.671 220.2
8 1.0278 19.926 175.1
€ = 2.162
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TABLE 2: OSCILLATOR PIT PARAMRTERS FOR QUARTZ

b Ay ¥y (cm~1) wgy (em~d)

Ordinary Ray

1 0.009 134. 1227
2 0.010 6.98 1163
i 3 0.67 7.61 1072
4 o.11 7.17 797
L} 0.018 8.36 697
(] 0.8562 4.05 450
7 0.36 2.76 394
8 0.0%0 7.36 263
9 0.0006 4.49 128.4

€ = 2.356

Extraordinary Ray

1 0.011 183. 1220
2 0.67 7.45 1080
3 0.10 7.78 778
. 0.006 21.56 539
5 0.08 7.13 509
6 0.699 4.56 495
7 0.72 5.10 364
€y ™ 2.383

Sources of Quartz data were refs. 8 and 9.
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ABSTRACT

We have developed a new type of interferometer to measure the complex
reflectivity of graphite samples at millimeter wavelengths. Since graphite at
these frequencies has reflectances of the order of 90-97 percent usual
techniques do not work. Also, to obtain reasonable complex dielectric functions
one has to control reflectances to accuraciles of the order of t 0.3 percent or
better. This is achieved with wave front diviseion in this novel asymmetric
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interferometer. We obtain reflectances » 0.939 : 0.3 and phase angles «(-1800 +
0.2°) for pressed pellets of Dixon 200-10 graphite at w = 1.1 cm~1 (33 GHz).
The instrument is still under development.
I. INTRODUCTION

Graphite's high reflectances makes it necesesary to perform very careful
measurements in order to obtain the complex reflectivity, r. Slight errors (: 1
percent) in the measurements can cause the real part of the divlectric constant,
€3, to shift by factore of two while the imaginary part of the dielectric
function, ¢;, can shift an order of magnitude. Until recently we could only
obtain the complex dielectric function found by Kramers-Kronig analysis of
reflectance measurements from the UV continuously to w = 1.1 cm~l. With this
new inetrument, we obtain ¢3, and ¢, without the extremely broad band (5 decades
in frequency) reflectance measurements. In our interferometer we use computer
fits of the entire data scan to obtain r. Thies requires a theoretical analysis
of the instrument in its entirety. With the sample (reference material) in one
arm of the interferometer we are able to obtain the complex r. Homodyning is
achieved at the detector by mixing the radiation from the sample with that
straight from the source. That iles, mix the weak radiation from the sample with
the strong radiation at the detector directly from the source producing

increased sensitivity to the sample reflectivity.

II. THE OPTICAL DESIGN
In Fig. 1 one has an optical diagram of the asymmetric instrument.! Beam o
from the source to the detector, beam 2 goes from the source to the sample, beam
3 is a diffracted beam from the sample to the pick-up spherical mirror and beanm
4 is & continuation of the diffracted beam to the detector for homodyning. The
process can be described for the fields as
E=R8y +Ep (1)
and
BE® » (By + Bp)(E;® + Ep") = B4R;° + E2E,* + 2Re(E;"Ej) (2)
where E; goes directly to the detector and E; is via the sample. With a
chopper one can modulate £2 in front of the sample and not E; resulting in
discrimination egainst the strong 81!1' term leaving

EE® =« E;8;° + 2Re(E;°E;) (3)
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where 2282' is very weak while 2Re(E1'Ez) dominates.

For Fraunhofer diffraction the optical components are separated by about
50\ and the distances are about 40 sample diameters. For these studies
d;=35 cm, dy=49 cm, d3=62 cm, dg=50 cm, a=6.05° and a a 8.8°, The
backyground reldi-il¢: is c:ntreiled by first moving the sample in a continuous
drive resulting in a cosine oscillation with respect to sample position and
gsecond by eliminating back reflection (including those involving SEW, surface
electromagnetic waves) with a special cone (the "stealth" cone) behind the
sample. For the SEW on the cone, we currently have students deriving the

expected SEW responses of the cone to incident radiation.

III. THE OPERATION AND SELF-CALIBRATION
Though we have derived the detailed equations of the instrument, one has
only to look at the simple theoretical conclusions to see how it works. The

intensities after mixing of the two coherent fields are given by

I~ A[1-B’-,‘f] + c{1-o-’§] cos[z’-; + r] (4)
where (x/2) is the distance the sample is moved from the beginning positicn
in a scan. The first and weak term is from 8222' and, of course, the second
term is from the sample with C being the amplitude proportional to the sample
reflectivity amplitude, ro. The reflection phase angle is in F. We use the
Aystant (McMilllen and Company) program to obtain A, B, D, E, & F for a given
scan. By scanning with a reference material (Ag or brass) we are able to obtain
the sample reflectivity amplitude from

Csam le
Tos ™ [ E_—E—_ ]ror (8)
reference

Also, we obtain the phase angle for the sample by subtracting F's while
correcting for sample-reference thicknesses. Finally, we correct for small
angular effects and non-normal incidence to obtain the sample's phase angles and

complex dielectric functions:

tan (F‘- Fr) + Jr+ Jt

- 4mw(ad(o)]cosB
(6)

-1
Q+mnmwmlJ = tan —
8 os [ cosp
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where Jr is for the reference material, Jt is for the side of the head, [Ad(0)
is for the difference between the sample and reference thicknesses, a is the
effective angle of Incidence of the samnple (integrated over sample and detector
horns}), and Agg ® 1 - Rgg fOor Rog = rgs = reflectance. With our values and
@8.8°, currently we have c; = 3 x 10° and ¢ » 1 x 10° for R » 0.939 and

Jg x 2° for Dixon 200-10 pressed (10 tons) graphite pellets which were about
1.260 cm in diamete:. See Fig. 3 for ¢; and ¢5.

To see how well the system performs note Fig. 4 in which C of Bq. (4) is
plotted vs. g the distance the sample i1s moved. The "asystant” fit was with
with Eq. (4) and had an overall correlation coefficient of 4 nines or an F
test of 2 x 103,

The measured decrease of intensity vs. distance from the source horn
(measured using a Golay cell detector of small window design %3 inch) was I/Rz.
the angular distribution of radiation was Gaussian, the diameter correction
was for that of a circular aperture in diffraction theory and the head thickness
correction behaved as (1 + const L) where L is 1/2 the thickness of the sanplo.2
All of this will be reported in more detail at a later date; at which time the
diffraction theory will be used as a test of the measuring accuracies of the
instrument.

Finally, the sensitivity of ¢; and ¢35 to the reflection phase angle of the
sanple (Rye fixed at 0.9479) is shown in Fig. 5. It fllustrates the care one

has to exercise in the measurement of Jg(0) ~ 0.2°.
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IV. SUMMARY AND FUTURE WORK
We consider this a preliminary report on the instrument and its ability to
measure the complex reflectivity of highly reflecting graphite samples. At @ =
1.1 cm~! we have that Rog = 0.939 and Jg = 0.2° with €1 » 3 x 103 and €3 ~ 1 x

103. We're currently improving the calibration accuracies and changing

modulator techniques.
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ABSTRACT

This paper was presented at the poster session of the 1987 CRDEC conference for the purpose of
showing the application of fractal analysie to images of real aerosol particles and determining the
ability of the analysis to pick out characteristic details of the aerosol growth processes.

INTRODUCTION

Irregularly shaped aerosol particles (such as flocs, fumes, and some mineral compounds) have
random or pseudo-random structures which defy analytical description, much less gystematic analysis.
In a study of the growth of metallic aerosol particles at reduced pressures, we found such irregular
particles in abundance. Even though the primary aerosol formed as near-monodisperse spheres of
approximately the same diameter at all pressures, subsequent coagulation produced structures with
different morphologies, having significant differences in the shapes of the particles formed at
different pressures. Although the differences were subtle, they were distinctive. In an attempt to

find adequate descriptors for these differences, we turned to the field of fractal geometry.

Theoretical models of particle conglomerates produced by various artificial grovwth laws
delineated three basic types of growth, and esch has a characteristic fractal dimension associated
with {t. To describe these growth laws, a cluster is assumed to be a large agglomerate made up of
many indi{vidual subunits, called particles. Often a particle is nothing more than a single spherical

aerosol, but 1t could be a cluster of aerosols so much smaller than other clusters that {t exhibits s

more particle-like behavior.




I1f growth occurs from particles approaching clusters on linear or ballistic trajectories, the
resulting cluster forms in a very dense fashion, and the fractal dimension for ballistic growth is
1.95 (in two dimensions). The same structure would occur for a large scavenging cluster dropping

through a cloud of smaller particles.

If growth occurs from particles approaching a cluster with a Brownian or random walk, penetrction
of the particle all the way to the interior of the cluster is unlikely, leading to a less dense

particle with a fractal dimension of 5/3 (theoretical result) or 1.73 (statistical model result).

If growth occurs from clusters approaching clusters, the agglomerate shows very little inter-
penetration of the two clusters, whether a Brownian or a ballistic trajectory is used. The resulting
structure is even less dense, and fractal dimensions characteristic of it are 1.44 for the Brownian

trajectory or 1.50 for the ballistic trajectory. These are summarized in Table T.

TABLE I. FRACTAL DIMENSIONS OBTAINED FROM TWO-DIMENSIONAL AGGREGATION MODELS

Model D
Linear trajectory, particle-cluster 1.95 £ 0,002 (1]
Brownian trajectory, particle-cluster 5/3 (4)
Brownian trajectory, particle-cluster 1.73 £ 0.06 [1,2)
Linear trajectory, cluster-cluster 1.50 # 0,05 [3)
Brownian trajectory, cluster-cluster l.44 £ 0,02 [3])

It 18 to be hoped that particles grown under Brownian cluster-cluster aggregation conditions
would all have fractal dimensions close to 1.44, or at least be easily distinguishable from particles
grown in the Brownian particle-cluster mode. Furthermore, since our fractal analysis has to be
performed on photomicrographs, it is to be hoped that the technique 18 ingsensitive to orientatiorn
effects of the three-dimensional particle on the microscope substrate. The work reported here

addresses these questions.

FRACTAL ANALYSIS OF IMAGES
In the course of the investigation, we have settled upon two methods for the fractal analysis:
the circular dilation method and the correlation method. The original dilation method was developed
by Porrest and Witten [5), using square boxes. 1In this method a digiftized electron micrograph is
represented by values corresponding to the presence or absence of one point of a particle. A smallest

box 1is picked with its geometric center near the center of mass of particle; then, s series of nested

squares of increasing sizes is placed around it, and the number of "on" pixels in each square is




counted. For a fractal particle, this analysis ylelds a power-law relationship between the length of
the side of the square, B, and the number of pixels, N, within it ({.e., N(B) ~ BD. where D is the
fractal dimension). Forrest and Witten also found that results were most reproducible when squares

wvere chosen so that the center of mass of the particle coincided with their geometric centers.

One problem with this implementation is thar it mixes information in the picture over a range of
scales. The use of the square dilation blends information from pixels located at distance B/2 from
the center with that from pixels located at 1.414 B/2 and the whole range in between. This makes
comparison with other methods of calculating fractal dimension difficult and obscures some of the

information in the picture. This difficulty is overcome using the "circular dilation" method.

In the circular dilation method, circles are used instead of boxes, and the pixels are counted as
a function of the circle radius, R. The fractal dimension 1s computed in terms of the power-law
dependence of pixels with radius: N(R) ~ RD. The circular dilation is more difficult to implement as

a computer program, but the reaults are superior.

An important limitation of both dilation methods is that the small scale structure is examined
only in the vicinity of the center of dilation. It may be important to perform limited range dila-
tions around other centers to obtain a truly representative picture of the structure. The use of a
single expansion center also tends to introduce irregularities in the N(R) curve as various structures
in the image are encompassed by the boxes or circles., These appear to be artifacts of the dilation
and can be eliminated by averaging several different N(R) curves obtained from small displacements of

the expansion center.

An analysis technique that overcomes these problems with the dilation methods is the use of the
point-point density correlation function. [7] This function is the normalized summation of the
product of pixel denmsities over all points as a function of a fixed distance between points:

c(1) = N1 g d(¥) d(r - B, (1)
r

[g]
]

where: the correlation function,

o
[}

the separation distance,

nd
.

a position vector, and
d = the density of pixels at any position (0 or 1 for black/white images).
The correlation function determines the fractal dimension D through the relation:

cr) = RP7Y, (2)
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vhere d is the space dimension (d = 2 for plane figures). The advantage of the correlation method 1is

that it examines all points of the image at all scales of interest, automatically providing an average
that can be achieved only with great effort using the dilation methods. The correlation function can

be computed directly for the relatively small number of pixels involved in the images on an IBM PC

computer. FPFor larger numbers of pixels, fast Fourier transform (FFT) methods are more efficient.

Since the correlation function usually has a dependence on R of 0 to -1, corresponding to fractal
dimensions between 2 and 1, it is a more slowly varying function than the dilation mass fractal
function, which would vary as R2 to R over the same range of fractal dimension. It is convenient to
compute a pseudo-correlstion function from the mass fractal by dividing the mass fractal by R? for the
box dilation or by mR? for the circular dilation. The resulting correlation function and pseudo-

correlation functions can then be compared over a large range of R on a common basis.

SENSITIVITY ANALYSIS PROCEDURES

The comparisons of analysis methods and the sensitivity of the methods were approached in a
threefold way. First, the fractal dimensions of a set of aerosol particles grown under the same
conditions and sampled at the same time were individually measured. Second, tests of the ability of
fractal analysis to recover a predetermined mass distribution function were made. And third, the
dependence of the reccvered fractal dimension on particle orientarion wvas determined. In all situa-
tions, the circular dilation and correlation analyses were performed for intercomparison of their
respective results; earlier analyses had shown that these two methods were in best agreement of all

methods tested.

The reasons for this program follow. The method for measurement of fractal dimension in the
primary study uses electron micrographs of the particles generated. However, the real particles are
three dimensional, from evidence of low angle micrographs or stereo-pairs. Weitz and Huang (6] have
demonstrated that as long as the particles are sparse enough, the two-dimensional projection of a
three-dimensional particle will have the same fractal characteristics as the particle itself. This
also means that the tilt angle of the SEM stage need not be corrected for, since all projections of a
pariicle should be equivalent in the fractal sense. These conclusions are difficult to test without
access to three-dimensional particles that can be rotated and projected in various ways, and we have

chosen to use computer-generated particles for the tests.

RESULTS OF MEASUREMENTS COLLECTIONS OF REAL PART.CLES
Measurements of fractal dimension of individual particles were conducted on low magnification
electron micrographs of filter samples taken from particles grown at l-atmosphere and 0.l-atmosphere

pressures. Prior analyses of individual particles grown under the same conditions had strongly
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suggested that cluster-cluster agglomeration of the particles was the dominant growth mechanism, with
fractal dimensions of about 1.45. The low magnification pictures (2000X to 4000X) sacrificed some
small-scale detail but, on the whole, gave results similar to the ones taken at higher magnifications

(20000X). The pixel sizes were appropriately scaled to give real physical sizes to the imeges.

Table 11 compares the fractal dimensions of the particle images on the two filter samples. The
standard deviation of the average is given after the average; the high and low measured fractal
dimensions are also given. The smallest particle measured at 0.] atmosphere had a Feret's diameter of
1.7 micrometers and the largest had a Feret's diameter of 5.4 micrometers. The corresponding values

at 1.0 atmsophere were 2.3 and 10.]1 micrometers.

TABLE 11. FRACTAL DIMENSIONS FOR PARTICLE ENSEMBLES

Number of
Pressure particles Dc Range Dd Range
(atm) (low, high) (low, high)
0.1 10 1.35 +0.06 1.25, 1.44 1.37 +0.09 0.99, 1.37
1.0 15 1.40 #0.15 1.10, 1.69 1.36 20.15 1.07, 1.70

From this table and the individually calculated values of fractal dimension, we can conclude that
the circular dilation and the correlation methods are in good agreement with one another, both in mean
and in individual values. The mean values of both ensembles are very consistent with a cluster-
cluster growth hypothesis, but both ensembles show particles whose fractal dimensions are signifi-
cantly less than the 1.44 value for that process. The i.0-atmosphere group also shows one particle

whose fractal dimension is characteristic of the particle-cluster growth mechanism,

The sampling of particles is admittedly limited; because of this, it is difficult to choose
between the explanations that these numerical differences are based on real differences in the growth
mechanisms or that they merely represent statistical "noise" in the analysis. It would be expected
that a growing system of agglomerates would pass through a particle-cluster stage until all small par-
ticles are removed and then be in the cluster-cluster stage. It is not surprising to see evidence of

this in the wmicrograph, but it 18 not conclusive.

RESULTS FOR RECOVERY OF MASS DISTRIBUTIONS
The second part of the testing procedure was to generate artificial mass distributions of point
particles according to a power law and determine whether or not the fractal analysis could recover the
original power law. Initially, this was to be a test of the accuracy of the hypothesis that the con-

clusion of Weitz and Huang {6] would apply to particles of this type.
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The mass distributions were generated in a ceries of concentric shells. The smallest shell con-
sisted of a single particle at the origin of the x, y, and z axes. In each successively larger cell,
a number of point particles was distributed in a uniform random fashion over the surface of the shell,

with the number determined to correspond to & given power law:
N(r) ~ 8, (3)

where g 1s the generating exponent. The total number of particles in any one distribution ranged from
250 to 350. The random distributions on the surface of the sphere were achived by using polar coordi-
nates for the placement process: the azimuthal angle was uniformly distributed over an angular range
of 0 to 2n, while the polar angle was distributed as a sine function over the angular rang: of 0 to m.
‘The corresponding x, y, and 2z coordinates were stored for each of the point particles. Although this
method of generation did not guarantee that the center of mass remained at the origin of the coordi-
nate system, in practice it was always within about half-a-shell thickness of the origin in the cases

where it was computed.

The analysis program contained a module to rotate three-dimensional point coordinates through any
observing angle and project the resulting distribution onto a plane. The size of particles associated
with each coordinate could be predetermined. For this part of the testing, the sizes were kept delib-
eratcly small, with a radius of 2 pixels, to reduce overlap effects during the projection. The

clusters are shown in Figure 1.

The generating exponents were varied from 0.1 to 20 for the tests. These exponents gave mass
distributions highly concentrated near the coordinate origin (for g << 1), nearly unifcmly concen~
trated throughout the volume (g = 3) and highly concentrated in the outermost shell (g >> 3). The
effects of the different generating exponents can be seen to some extent in Figure 1 under careful ex-
amination. The dilation (pseudo-correlation) and correlation functions are also shown next to each
diseribution. The correlation functions (open diamcnds) show no discernable differences over the full
range of generating exponents. The differences that do exist are mainiy Lecause of the changing num-
ber of points in the distributions, which had to be adjusted to keep some of the analysis arrays
within bounds. The pseudo-correlation functions do show some distinct differences as the generating
exponent increases, but there 1s no easily defined slope to the function that can be related to the

generating exponent.

The only conclusion we can draw from this test is that too much information has been lost in
projecting the three-dimensional distribution onto the plane for the fractal analysis to recover the

generating function, It is possible that there is additional information in the correlation and
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pseudo~correlation functions, in terms of second or third derivatives, which can be used to recover
the generating function. However, those derivatives have not been considered an important part of the

fractal analysis before now.

RESULTS OF ORIENTATION EFFECTS

To test for orientation effects, a simple theoretical particle was constructed. This particle was
generated in a manner similar to the mass distributions but with several constraints. The radial mass
distribution was determined in the same way as before. The azimuthal distribution of mass was con-
fined to five planes spaced equally around the pole of the particle. This was done to help define the
center of mass near the origin of the axes. The polar angle was the only coordinate allowed to vary
in a random fashion. Beginnning at a polar angle of n/2 near the origin, the polar angle was allowed
to change in random amounts of up to a maximum of 7/15 for each set of coordi..ates. This kept succes-
sive sets of coordinates close to each other, as would be the case in a real particle composed of

contacting spheres. The number of particles at each radius was determined by the radial power law.

The final particle, composed of 116 individual particles, had the shape of a five-legged starfish
when viewed along the polar axis but resembled some of the natural particles we have seen when viewed
along other axes. This particle was projected onto the analysis plane with four different orienta-
tions and with different sizes assigned to the primary particle locations. The resulting images are

shown in Figure 2.

The fractal dimensions computed from the images show distinct differences with the different sizes
uscd for the primary particlec. For each size ot primary particles however, the changes of fractal
dimension with orientation are much smaller. 1In neither set of fractal diumensions is the generating
power law exponent (1.6) recovered. 7he behavior of the correlation and pseudo-correlation curves is
quite similar for a given particle projection. The Images composed of the smallest primary particles

show more scatter in the curves, indicative of the gaps between the particles on the image.

These results indicate that >rientation effects for a real particle will not seriously distort the
measured fractal dimension. The fractal dimension that is measured would n.t change much 1f the
particle could be oriented in oth:r directions. However, the magnitude of the fractal dimension will
be influenced strongly by the character of the projected particle. In particlur, particles whose
imsges covers the plane densely will have a larger fractal dimension than particles whose images are

sparse, even though the mass distribution may follow the same power-law dependence, as with this

artificial particle.




A vigual comparison of this artificial particle with some of the images of real particles shows
that similar images give similar fractal dimensions, which supports the use of artificial particles in
this kind of study. 1In particular, it shows the relative importance of the size of the primary
particle in determining the characteristics of the image. One factor that has not been stressed ir
the analysis of images is that all the primary particles in a real particle are in contact with their
neighbors. If they are not, the disjoint parts are counted as separate particles. What this implies
for the artificial particles is that the primary particles should be large enough to project a contin-

uous image in order to simulate a realistic particle,

It would seem that there 18 additional information in the connectedness of real particles which is
not being utilized by the fractal analysis. This connectedness reduces the variations seen in the
correlation curves for the artificial particles. In fact, in Figure 2, the upper right orientation
was deliberately connected using small diameter intermediate particles along the five rays of the
image to produce the pseudo-correlation curve in the dilation analysis. Without that connection, the
pseudo~-correlation curve showed a pronounced dip and hump in the region from 4 to 10 pixels. The
smoothness and straightness of the correlation curves is to a large extent due to the connectedness

property.

CONCLUSIONS
In addressing the problems of interpreting the fractal dimensions of images of particles, we have

come to the following conclusions:

. The circular dilation and the correlation methods give quite comparable results for the
fractal dimensions of images. The correlation method averages its information over the
whole particle and may, therefore, be more useful at small scales. The dilation method is

more efficient at calculating fractal dimensions at large scales.

. The fractal dimensions of images of natural particles are reasonably consistent with one
another for particles grown under similar circumstances. However, the deviations of the

measured fractal dimensions may be too large to identify one growth mechanism over another.

. The fractel analysis using the correlation and dilation methods 1s not senesitive enough to
recover a power-law-generating relationship for random distributions of mass. Additional

information in the images may make such recovery more practical and should be investigated.

. The fractal analysis methods do seem to be robust in determining the fractal dimension at
different orientatione of particles. This is extremely important for the analysis of

electron micrographs of particles, which are inherently two dimensional,
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The connectedness property of real particles is an important factor in their fractal
behavior. An artificial particle shows more variation of its fractal dimension Jith the
apparent size of its primary particles than with radial mass distribution or particle

orientation.

Fractal analysls of particles and their images shows some real promise in distinguishing growth

mechanisms, but present analysis methods have some importint shortcomings.
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FIGURE 1. POWER-LAW MASS DISTRIBUTIONS for a range of generating exponents and correlation plots.
Solid circles are dilation pseudo-correlation results; open diamonds are direct correlation
results.
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ABSTRACT

Spectra of plasmas initiated by a Nd:YAG laser on single, optically 1levitated,
micron-sized droplets of a glycerine-saturated brine solution were investigated.
Irradiance values on the order of 10%%17 Kk/om®®2 were used. There were chosen to be
Just above and just below the air breakdown threshold level for each of the three
wavelengths investigated, Temporal development of the droplet plasma was monitored by
observing neutral and once-~ionized carbon and neutral sodium emission. The associated
air plasma was monitored with once-ionized nitrcgen emission. The dependence of the
plasma on laser and sample parameters is discussed. This report brings this phase of
our work on the study of aerosol-induced plasma emission to a close,
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I. Introduction

When a laser beam propagates through the atmosphere, a variety of interactions
ocour between the beam and atmospheric constituents present along the propagation
path., Both the aerosol and the molecular components of the atmosphere interact with
the propagating beam, However, for many cases of practical importance, the aerosol
interactions predominate, In this paper, we limit our discussion to aerosol-beam

interactions.

Aerosol-beam interactions may be conveniently discussed as a function of the beam

irradiance. At low irradiance, linear aerosol scattering and absorption are the

1

dominant 1interactions removing energy from the beam. With increasing irradiance,

2=4

aerosol heating and vaporization become significant, and a variety of nonlinear

optical phenomena may be observed in transparent droplets.s'7 High irradiance beams,

in addition to the interactions already mentioned, may produce explosive vaporization

8-11 12«17

with accompanying hydrodynamic effects, and plasma formation, The present

paper focuses on a study of laser-induced plasma formation in micron-sized, 1liquid

aerosol droplets.

It has been known for some time that the presence of aerosols reduces the

breakdown threshold of air below its clean-air value by several orders of

12=-14

magnitude, The initial experiments on aerosol-enhanced air breakdown were

performed on small carbon particles irradiated by 10.6 ym light from a €0, laser.13'1"

In this case, the experimental data were consistent with a model12 in which the plasma

was initiated by cascade ionization Iin the hot, dense vapor halo surrounding the

intensely heated carbon particles,

More recently, serosol-initiated plasmas have been observed for quasi~transparent

l1iquid aerosol droplets irradiated by laser l1ight near the visible region of the

15-17

spectrum, No theoretical model exists for the mechanism of plasma initiation in

this case although the importance of multi-photon absorption and hydrodynamic effects

have been stressed {n recent published work.15'17

16,17 and temporal’s investigations have been performed for aerosol

Both spatial
droplet~initisted plesmas. The results of these experimental studies have elucidated

many features of the developing plesma firebell in the post-initiation phasse, such as

the existence and apatisl struoture of vapor plumes emanating from the {rradiasted




16,17

droplet, and the time development of line spectra and electron density within the

plasma.'?

In this paper, we present results which show the dependence of the aerosol-
inftiated plasma characteristics on the wavelength and intensity of the irradiating
laser beam., Liquid droplets of a mixture of pure glycerine and saturated brine (NaCt)
solution are optically levitated and subsequently irradiated with single pulses from
an Nd:YAG laser. The fundamental, doubled, and tripled frequency lines of the Nd:YAG
laser are used. Neutral (CI) and once-ionized (CII) lines of carbon, as well as the
neutral (Nal) line of sodium serve as spectral probes of the droplet-initiated plasma,
while the presence of once-ionized nitrogen (NII) lines monitor the production of an

accompanying air plasma.

II1., Experimental Considerations

Figure 1 is a schematic diagram of the experimental arrangement. Single droplet
(50:50 glycerine + saturated brine solution) are optically levitated at the focus of
an argon-ion laser, Droplets used in our experiments have diameters of 18+4 um as
measured by an imaging microscope, The levitated droplet is then aligned along the
axis of a 0.5 vm scanning monochromator with a 1200 lines/mm grating as the dispersive
element, The orfientation of the spectrometer slit (120 wvm wide) is such that its
length 1s parallel to the direction of the irradiating Nd:YAG laser beam, This
enables the collection of a spatially averaged light signal from the entire region of

the droplet-generated plasma. Details of the apparatus are listed in Table 1,

Light from the Nd:YAG laser, incident along a direction normal to the
spectrometer axis, is brought to focus on the droplet (coincidence of the droplet and
Nd:YAG beam may be directly observed using the micro;;Lpe). A nominally 8 nsec Q-
switched pulse from the Nd:YAG laser causes breakdown and plasma formation, The
measured energies of the Nd:YAG pulse, at different wavelengths, and an estimate of
the respective irradiances are shown in Table 2. For each wavelength, pulse energies
Just above and just below that required to cause air breakdown are selected. At laser
energies below air breakdown threshold, plasma formation occurs only in the presence
of a levitated droplet, suggesting that it {s droplet-induced, At energies above air

breakdown threshoold, plasma formation occurs with and without the levitated droplet

present. However, the plasma formed in the presence of the droplet is visually
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brighter and larger; it also yields a higher overall signal (continuum and spectral

line intensity).

For the 0.532 uym laser line, in addition to energies just above and below air
breakdown threshold, other laser energies are used in order to investigate the effect

of laser energy on the developing plasma.

A photomultiplier tube (PMT), mounted at the exit slit of the spectrometer
measures the intensity of CI, CII, Nal and NIl emission lines of the plasma. The
photomultiplier output i3 processed by a transient waveform digitizer (5 nsec

resolution) and subsequently fed to an on-line computer for storage and analysis.

Light collected by the spectrometer corresponding to a given spectral feature,
consists of the spectral line intensity superimposed upon the plasma continuum, In
order to determine the line intensity, two series of experimental runs are made, first
with the spectrometer set "on-line" and second with the spectrometer set "off-line",.
The appropriate spectrometer setting was chosen by using a photodiode array detector.
Time averaged single-shot plasma spectra generated by irradiating a single levitated
droplet are shown in Figure 2. The Figure also indicates the on-1line and off-line

wavelengths used during this experiment,

III. Results and Discussion

Figure 3 is a typical data set showing the signal obtained with the photo-
multiplier-transient waveform digitized assenbly. The spectral line intensity
obtained after subtracting the off-line signal ‘rom the on-line is shown, a typical
temporal profile of the laser pulse is also included in this figure, To obtain
adequate signal-to-noise, as well as test the reproducibility of our method, five
pairs of on-line, off-line differences are arithmetically averaged. The shot-to-shot
reproducibility is good, showing time variations i{n the spectral intensity profiles of
+ 7 ns, The observed jitter in the time response of the spectral intensities {is
attributed to a variety of inevitable experimental uncertainties such as: varfations
in the energy and pulse length of the irradiating laser beam; slight displacements in

alignment of the levitated droplet with the focus of the irradiating laser beam,

The temporal development of the plasma may be described by a varfiety of

diagnostic quantities, In this paper, we select the time after the arrival of the
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laser pulse at which the line under study reaches its peak value, the So-called peak-
time, Tp (see Fig. 3). This time {8 characteristic of dynamical processes occurring
in the plasma, and is easily measurable using our transient waveform instrumentation.
Figure U4 shows the dependence of the Tp's for the varlous probed species on the
irradiating wavelength, Two comparisons are possible here, firstly, the effect of
laser energy above and below air breakdown threshold at a given wavelength and,
secondly, the effect of the laser wavelength. Each of these effects is addressed

separately,

At 0.355 um below air breakdown threshold, Figure u4(a), the probed spectral lines
reach their peaks in the sequence CII, %71, NalI, CI while above air breakdown
threshold, Figure 4(b), the sequence is NII, CII, Nal and CI,. The Tp's above air
breakdown threshold are systematically larger than their counter-parts below air
breakdown threshold, Moreover, the separation of the Tp's between CII and CI are
larger above air breakdown threshold,. The fact that the Tp's occur later for higher
irradiance values may be explained by the fact that the deposition of more energy
results In 8 higher 1initial electron density, with associated Stark-Broadening, so
that the spectral lines emerge above the continuum at a later time. Concerning the
Tp's for NII and CII above and below air breakdown threshold, the reversal of the
sequence may not be as significant, since above air breakdown threshold the peak times
are seen to occur within one error bar. This suggests that above air breakdown
threshold the air ionization occurs almost simultaneously with the dropl;t. while at
lower laser energlies the droplet ionizes first and subsequently the plasma from the

droplet grows into the air ionizing it.16'17

At 0.532 uvm the sequence of the Tp's {s CII, NII, Nal, CI, both at higher (above
air breakdown threshold) and lower (below air breakdown threshold) laser energies,
The Tp's are systematically greater at the higher laser energies, as are thelir
relative separations., In particular, we note that the separations of CI and CII are
larger at the higher energy. As in the case at 0.355 um, CII and NII Tp's are closer
above breakdown threshold. Thus, at 0.532 ym the observations are consistent with

those at 0.355 um.

At 1,06 ym, the sequence of CII, NII, and CI Tp's is similar above and below air

breakdown threshold, but the clustering of the NII and CII Tp's above air breakdown




threshold, noted at lower wavelengths, is not observed. The behavior of Nal at 1,06 m
is puzzling, and the following discussion attempts only s provisional interpretation,
Since we average over the spatial coordinates in our measurements, a possible
interpretation of the behavior of the Nal Tp below air breakdown threshold is that the
Na emission occurs in a cooler region of the plasma and, hence, may be observed at
earlier times., This is consistent with studies of the spatial structure of aerosol-
initiated plasmas below air breakdown threshold which show that aeroscl constituents
are ejected from the bulk aerosocl material where the plasma is 1n1tiated.16'17 Above
air breakdown threshold, the plasma temperature is higher, the droplet is consumed by
the developing plasma fireball, and the neutral species (both Nal and CI) peak much

later,

As we have noted above, the effects of increasing laser wavelength i{s to increase
both the magnitude of the Tp's and their separation, with this effect most pronounced
when going from 0,355 um to 0.532 um, Since the laser energy required for breakdown
increases with wavelength (see Table 2) this effect might be due to energy rather than
wavelength, In ot.. .r words, the plasma generated by the longer wavelength laser
radiation {s simply hotter, We note, however, that the focal diameters also increase
with wavelength., We estimate the focal diameters to be 27 um, 40 uyum, and 80 um for
the 0.355 um, 0.532 um, and 1,06 um wavelengths, respectively, which would suggest the
presence of a wavelength dependence. An additional factor which must be considered is
that increased photon energlies at lower wavelength will produce more photo-

18,19 thereby explaining earlier plasma initiation times. However, the Tp's

fonization
shown in Figure 4 occur long after plasma initiation and there {s no compelling
evidence to suggest the Tp's will behave similarly, although the possibility cannot be

ruled out., Further study is needed to resolve these difficult questions.

The dashed line in Fig. 4(a) shows the Tp for NII from air breakdown in the
absence of the particle,. Comparing these Tp's to tha NII from droplet spectra

suggests that the presence of the droplet delays the NII formation.

Figure 5 shows the dependence of Tp on laser energy at 0.532 pm, The vertical
dashed line marks the laser energy required to obtain air breakdown, An increase 1in
laser energy from just below to Jjust above air breakdown threshold shows that the

separation between Tp's, as well as their magnitude, increases, The sequence (except
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for the lowest energy) is CII, NII, Nal, CI. The same explanation cited in discussing
Figure 4, namely that of larger energy deposition with higher initial electron
densities and broadening, seems consistent here, However, at still higher energies
the sequence changes to Nal, NII, CII, CI. The air {onization could be preceding the
droplet ionization, but then Nal would not appear first. It may be suggested, as
discussed earlier, that due to droplet explosion by the air initiated plasma, the Nal
appears at a colder spatial region of the plasma, Thus, at laser energiles
significantly higher than air breakdown threshold the air plasma may be initiating the
droplet i{onization. The air plasma (in the absence of the droplet) {is shown by the
dashed curve, and again suggests that the presence of the droplet delays NII

formation.,

The ratio of once ionized to neutral carbon lines (CII/CI) has been measured as a
function of the time after irradiation, This ratio is a semi-quantitative indicatcion

of the plasma temperature.20

An e¢xact calculation is not possible due to the lack of
knowledge of the relative concentrations of air and droplet species contributing to

the plasma,

IV, Conclusions and Recommendations

In this paper, plasma spectra were obtained for single, optically levitated,
micron=sized droplets composed of a8 glycerine-brine solution mixture, Spectra of
neutral and once-ionized species were obtained, both below and above air breakdown
threshold, as a function of laser wavelength and energy.

For laser {irradiance just below and just above breakdown threshold, the peak
times, Tp, become larger and spread out in time with increasing laser wavelength. The
peak times for the CII and NII emission lines are further seen to become noticeably
clustered above air breakdown threshold when passing from laser wavelengths of 0,355um
to 0.532 um, Ambiguities remain in the {nterpretation of the wavelength and energy
dependence of the observed plasma emission,

Further work on this problem should attempt to resolve the ambiguities discussed
earlier, and provide qQquantlitative data on plasma properties. Problem areas that
should receive attention include an extension of the plasma data to lower wavelengths,
such as the 0.266 um third harmonic of the Nd:YAG laser, the determination of plasma

temperature, and measurements of plasma properties during the initiation phase, In
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Particular, at early times during the initiation phases, spatio-temporal data will be

needed to interpret the dynamical properties of aerosol-initiated plasmas.
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Table 1

Experimental Apparatus and Settings

A. Lasers

10

2.

Nd:YAG irradiating
laser

Average Pulse width (FWHM)

Argon Ion Laser

Energy (CW)

B, Laser-timing Components

1.

2.

Optical Trigger

Delay Generator

C. Detection System

1.

Spectrometer
Grating
Slit-width

Photomultiplier tube

Photomultiplier Signal Processing

Transient Waveform Digitizer

Photodiode Arrary

Disc Calorimeter
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Quanta-Ray DCR II A

8.5 ns

Lexel Model 85

400 oW

EG4G Model 1301

SRS Model-DGS535

0.5m Jarrell=Ash
1200 1/mm, S50 nm blaze

120 uvm

Hamamatsu 1P28A

-680 to -850V .

LeCroy Module TR8828
2 ns resolution
Traocor Northern
TN 6500

Scientech Model-365
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Yavelength
(um)

1,06

0.532

0.355

Table 2

Laser Energies and Wavelengths Used

Average
Pulse Width Energy
(ns) (mJ)
9.6 63
87
8.5 20
33
4o
70
110
Te5 12
22

Irradiange
(W/em<)
1.31x10"!
1.80x10"}
1.87x1011
3.10x10"!
3x10x10"!
6.511011
1.03x1012

2.79x10"!

s.11x101!
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Abstract

Work performed under contract DAAA15-85-K-0001 for the past year is outlined. Both exper-
imental and theoretical results have been obtained for the interaction of polarized electromagnetic
laser radiation at A = 10.6 um with spheres and cylindrical fluid columns. Theoretical research
presented in H discusses the surface charges on spherical particles induced by polarized electro-
magnetic radiation. Research presented in I reviews the progress made in calculating the internal
and external magnetic fields for 2 homogeneous sphere with an arbitrary incident beam intensity
distribution. Experimental work on the characteristics of the explosive vaporization of spherical
and cylindrical aerosols is presented in J. The work presented in this paper presents an overview of
published work and other work undertaken during the past year. Future plans are to use excimer
lasers to extend the research to short wavelengths and to irradiance values where nonlinear effects
become important and to initiate solid particle interaction studies.

Introduction

The phenomena associated with the linear and nonlinear laser heating of spherical aerosol
and cylindrical fluid columns is currently being investigated. In previous work,! we present a
theoretical development for the calculation of electric surface charge density for a polarized plane
electromagnetic wave incident upon a homogeneous particle. Electric field distribution calculations
indicate a discontinuity in the normal compohent of the electric field across the surface of the
sphere. This discontinuity in the normal component of the electric field is a result of accumulated
electric charges on the surface of the sphere. Figure 1 gives the geometric arrangement and Figs.
2-6 illustrate that the free surface charge density has a complicated surface position dependence.
In addition, if the spherical particle is polatizable, a polarization surface charge density is created
which is in phase with the local internal surface normal electric field component but lags the
free surface charge density by 90°. Besides providing physical insight, evaluation of surface charge
densities may be important with regard to the understanding and determination of electromagnetic
induced surface stresses. The external surface electric field will interact with the surface charges to
create surface forces. These forces may contribute to the breakup of small particles subjected to
intense laser illumination.

In a second paper,’ we present a theoretical development and computer calculations for an
arbitrary electromagnetic beam incident upon a homogeneous spherical particle (See Fig. 1). As a
test of the arbitrary incident beam thecry and the computer program, a Mie theory type incident
plane wave was assumed. Consistent with the Mie theory development as presented in Born and
Wolf?, the incident linearly polarized plane electromagnetic wave is assumed to propagate in the
+z axis direction with an electric field polarization in the x axis direction. Thus, after removing

the exp(—fwt) time dependence
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E®) = E ettt i (1)

and
AW = feectEo etkenes D] (2)

where E, is the incident electromagnetic wave electric field amplitude. Substituting the incident
electromagnetic field described by Eqs. (1) and (2) into the computer program produced results,
as expected, identical to those of plane wave Mie theory. For illustration, Fig. 7 shows a computer
program generated equatorial plane (x-z plane) plot of the normalized source function,

|Ef?

g @

for a 20.2 um diameter water droplet in air with 10.6 um wavelength (CO; laser wavelength) plane
wave irradiation. (Size parameter a = 2%a/), = 6, complex relative index of refraction = 1.18
+ 0.07.)

An additional test of the validity of the arbitrary incident beam theory and the computer
program was to use an incident linearly polarized plane electromagnetic wave but with arbitrary
propagation direction and arbitrary electric field direction. As expected, the results were identical
to that of plane wave Mie theory after taking into consideration a proper rotation of axis. For
illustration, Fig. 8 shows, for otherwise the same conditions as Fig. 7, the normalized source
function for an incident plane electromagnetic wave with the electric field in the x direction but
propagating in the +y axis direction. The plot of Fig. 8 is identical in form and rotated 90° relative
to that of Fig. 7 as expected.

The response of a spherical particle to an incident Gaussian beam is of current research interest.
Recently, Simon et al.* have reported an improved fundamental (TEMoo mode) Gaussian beam
description that includes longitudinal, as well as transverse, components of electric and magnetic
fields. Even though this fundamental Gaussian beam description does not exactly satisfy Maxwell’s
equations (as can be verified by direct substitution) it is an improvement over earlier paraxial
descriptions and is a good approximation as long as the beam waist diameter is not small relative
to the wavelength. The fundamental Gaussian beam description of Simon et al.¢ was used with the

arbitrary incident beam computer program. The propagation direction is along the +z axis, the
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predominate electric field polarization is along the x axis, and the nominal electric field amplitude
is E,.

For illustration, Figs. 9 and 10 are normalized source function plots for a fundamental Gaussian
beam of 10.6 um wavelength and 50.6 um beam waist diameter incident upon a 20.2 um diameter
water droplet in air as was considered in Figs. 7 and 8. In Fig. 9 the center of the droplet is at the
focal point of the focused beam and comparison with Fig. 7 indicates that, for these conditions, the
features of the electric field distribution are essentially the same as for an incident plane wave. (As
expected, in the limit of large beam waist diameter to sphere diameter ratio, the electromagnetic
field distribution converges exactly to that of an incident plane wave). In Fig. 10 the center of the
droplet is translated one droplet diameter along the y axis from the focal point of the beam and
though the general form of the electric field distribution is similar to that of the sphere at the focal
point, the normalized source function magnitude is larger near the focal point and smaller away
from the focal point, as would be expected.

Temperature Measurements within a Cylindrical Water Column

In this section, experimental results are presented in which the temperature distribution across
a cylindrical water column of approximately 100 um in diameter has been measured. A small type
K thermocouple probe with a junction diameter of 35-40 um was used in the temperature mea-
surements. To accurately position the thermocouple relative to the fluid column, the thermocouple
was mounted on micrometer translators which allowed movement in three mutually perpendicular
directions. A pulsed N; laser imaging system® coupled to digital image processing system® was used
to visually locate and position the thermocouple at the desired location. The cylindrical column
of fluid was generated using a Thermal Systems, Inc. (TSI) vibrating orifice generator. To obtain
stable fluid columns, it was necessary to run the TSI generator without any frequency input and
at a higher flow rate than normally recommended. The fluid columns were irradiated using an
Advanced Kinetics 100 W CO; laser operating at A=110.6 um in the continuous, multiline mode
focused to a spot size of approximately 120 um.

The initial objective of the experiment was to measure the temperature distribution across
the fluid column when the particle was on the threshold of explosive vaporization. To make this

measurement, however, would require a non-intrusive measurement technique since the introduc-

tion of the thermocouple acts as a nucleation site to initiate the breakup process. From the laser




imaging system, it was readily observed that, prior to placement of the thermocouple within the
fluid column, the laser was slightly below threshold irradiance for explosive vaporization since no
explosive characteristics were observed. However, after placing the thermocouple within the fluid
stream, considerable explosive behavior vas observed as the drops impacted the thermocouple june-
tion. Therefore, it was necessary to decrease the laser power level such that the laser was operating
slightly below threshold irradiance when the thermocouple was within the fluid stream. With this
restriction, the maximum temperature measured by the use of the thermocouple may be consid-
erably lower than the temperature that exists within the stream in which no external intrusions
are present. However, our attempts to measure the temperature distributions demonstrates that
metastable conditions can be measured within the fluid column. A non-intrusive method of tem-
perature measurement would be required if the actual temperature at which explosive vaporization
occurs is to be accurately measured.

To measure the highest temperature possible, it was necessary to position the thermocouple
probe as close to the heating area as possible without the thermocouple being heated by the laser.
The temperature of the thermocouple probe without the presence of the fluid column was found to
be approximately 38°C compared to the ambient temperature of 22°C. Since the temperature of
the preheated water entering the focal point of the laser was 58 °C , the initial temperature of the
thermocouple probe was not a significant heating effect in comparison.

Measurements were first taken on the illuminated area on the fluid column having maximum
temperature. The thermocouple probe was then translated across the column in increments of
approximately 10 um. At each spatial location, 1000 data points were recorded using an A/D
board in a PDP/73 computer data acquisition system in a 1 second interval and the average value
used. Since the junction of the thermocouple was approximately 1/3 of the colunr diameter,
the measurements at each position represent an average temperature of the fluid column over &
diameter equivalent to the junction diameter.

Figure 11 shows the experimental results consisting of 5 passes through the fluid column.
The micrometer readings made as the thermocouple traversed the column were normalized to the
interval from -1 to 1. Note that the laser is propagating in the positive direction as shown on the
abscissa. A maximum temperature of approximately 126°C occurred on the illuminated side of

the fluid column and was observed to decrease rapicly as the center of the column was approached.
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On the shadow side of the fluid column, the temperature was found to be approximately 60 °C
which was only 2 °C above the temperature of the water entering the laser focal point. The nature
of this curve can be explained in a qualitative sense by examining Fig. 12 which shows the source
function for a 100 pym infinite cylinder illuminated by a plane wave. The two curves are similar in
shape with maximum values occurring on the illuminated side and decaying substantially as the
center of the column was approached. As expected the major part of the energy was deposited on
the illuminated side of the column which was confirmed by the measurements. Note that although
the intensity of the incident beam is less than the threshold intenaity for explosive vaporization if
there were no thermocouple present, the measurements document that temperatures well in excess
of the boiling point exist within the column.

Further investigations are underway to perform temperature measurements on other materials
and to investigate the effects of irradiance on the measured temperatures.

CO; Laser Interactions with Cylinders of SFG-2 Fogoil and Methanol

Experimental work has been performed on cylinder-like fluid columns with a CO; laser op-
erating in the multi-line mode at 10.6 um with 2 maximum power density of 4 x 10° watts/cm?.
Figures 13 and 14 show the transition from shadow side initiated explosions in 80 um methanol
columns to front surface explosions in 90 um methanol columns. Figure 15 shows the CO; laser
beam interaction with a 90 um column of SFG-2 fogoil. The fogoil explosions take place along
the shadow side surface without much evidence of break through on the illuminated side. Also
apparent in the original video tapes and original photographs was the appearance of large flares
of a different index of refraction material thought to be dense smoke clouds or gaseous material.
The fogoil was observed to produce a considerable amount of smoke duting irradiation which was
exhausted by using a hose connected to the laboratory exhaust system. A deposit of white powder
like material was deposited on the exhaust tubing. The powder will be analyzed by CRDEC for
composition.

The experimental results chowed shadow side explosive behavior for 90 um SFG-2 fogoil
columns. The Mie scattering codes using an index of refraction provided by Dr. John White
of CRDEC of 1.511 + 0.0341 for 80 um columns of fogoil had the maximum source function on the
illuminated side. Two samples of the fogoil being used in our experiments were sent to Dr. Marvin

Querry at the University of Missouri at Kansas City for an analysis of the index of refraction.

256




Results obtained by his laboratory indicate an index of refraction of 1.48 + 0.0055¢ for the real
and imaginary part of the index of refraction at A = 10.6 um. Using this new value for the index
of refraction, good agreement was obtained between experiments and the theoretical calculations
showing the maximum source function on the shadow side of the column of fogoil.

Near Field Source Strengths and Dual Particle Interactions

Although the source function internal to the particle appears to be a primary driving force for
the explosive behavior of aerosol particles subjected to laser radiation, also of interest is the strength
of the source function which is external to the particle but still in the near field. Such information
is important for modelling the propagation of laser beams through a cloud of aerosol particles in
which secondary interactions between nearby particles could initiate the breakdown process. In
particular, the source function in the direction of beam propagation has been investigated.

The geometry under consideration is shown in Fig. 1 in which the beam propagation is assumed
to be in the positive Z direction with linear polarization in the X direction. The distance along
the Z axis is normalized by the particle radius. Reference to the shadow side of the particle, would
therefore, indicate consideration of Z (or r) values greater than unity.

To examine the effect of size parameter on the location and magnitude of the maximum external
source function. a code implementing the Lorenz-Mie scattering solution was used to determine the
location and magnitude of the maximum source function for various size parameters, a = {2 . The
material under consideration was water with a refractive index of n = 1.18+0.07i . Figure 16 shows
the results of the calculations. Here, the normalized radial position represents the location of the
maximum external source function along the Z axis measured with respect to the particle center.
As shown in Fig. 16, the maximum external source function always occurs within one particle
radii from the shadow surface. It is apparent that the particle size has a significant effect on both
the location and magnitude of the maximum external source function. Note that the maximum
external source function for the water particle with a = 10 shows more than a three-fold increase
over the incident source function and is approximately 4 times the magnitude of the maximum
source function observed internal to the patticle (Smar.int = 0.85). It should be pointed out that
the incident field is assumed to be a plane wave with uniform source function of unity magnitude.

In addition to the location and magnitude of the maximum external source function, the rate

at which the maximum source function decays with increasing Z for a given particle size is of
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interest. Figure 17 gives an indication of the rate at which this maximum source function decays
with increasing distance from the particle. The number of radii plotted on the ordinate is found by
determining the Z location corresponding to the point at which the source function decrcases to
1.5. The value of 1.5 was chosen arbitrarily but represents a value, above which, will likely produce
an effect that may be observed experimentally. Based on Fig. 17, a size patameter of approximately
8 appears to produce the greatest effect on the external field. For this size parameter, the source
function has a maximum value of approximately 3.1 occurring at a radial location of 1.74. The
source function continues to exceed 1.5 for an additional 5.8 drop radii.

Also of interest is the way the source function varies across the plane perpendicular to the
propagation axis. In particular, the distribution of the source function at the location of the
maximum external source function has been examined. The plane under consideration is the X-Y
plane labeled P; as shown in Fig. 1. The results shown in Fig. 18 represent the source function
distribution for a water droplet with a size parameter of 8 and where the X-Y plane is located at
Z, = 1.74. Figure 18 shows a considerable amplification in the source function near the propagation
axis which decays substantially within one-half particle radius.

To observe this phenomenon experimentally it was necessary to align two particles along the
axis of the laser beam while maintaining a particle separation of approximately one drop diameter.
In order to obtain a dual drop stream, a slight modification was made in the existing system used
to generate single drop streams. The TSI vibrating orifice generator presently uses a thin steel
orifice consisting of a single hole ranging in size from 10-100 ym. To generate the dual droplet
stream, a focused argon laser beam was utilized to comstruct a mew orifice with two koles with
diameters of approximately 20 um spaced approximately 40 um from center to center. Figure
19. shows a digitized photograph of the dual droplet stream and laser interaction. Note that the
beam is propagating from left to right on the image. Denoting particle 1 as the leftmost particle
and particle 2 the rightmost particle, one readily observes that particle 2 is showing evidence of
explosive behavior while in the shadow region of particle 1. Since both particles are nearly identical
in size, the threshold for explosive behavior should be the same provided each is travelling at the
same velocity through the stationary laser beam. As illustrated theoretjcally in Fig. 16-18 and
experimentally in Fig. 19, it appears that particle 2 expetiences a higher incident source function

than particle 1 due to the amplification effect as discussed earlier in this report. The particles shown
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in Fig. 19 are approximately 45 um in diameter and the separation »t the time of laser interaction
was 35 um. Using these values, the source function which would exist at the surface of the second
particle was calculated. The results shown in Fig. 20 show a source function of approximately 2.6
at a location Z, = 2.5. These theoretical results are consistent with the experimental observations
since one might expect the second particle to explode first based upon these calculations. It should
be pointed out the theoratical discussion neglects several factors. In reality, a situation such as the
one de cribed in the above sections would involve dual interactions between the electric fields of
the adjacent particles. However, if one assumes that the backward scattered light from the second
particle is small, the theoretical solution may provide a reasonable model of the physi-al situation.
A second factor to be considered is the fact that the field incident on the first particle ‘¢ actually
a Gaussian beam rather than a uniform field as assumed by the Lorenz-Mie ther-v
Conclusions

The current work reports the existence of a discontinuity in the normal component of the
electric field. Based on the calculations the discontinuity in the normal component of the electric
field is a result of accumulated electric charges on the surface of the sphere. The surface charge was
shown to have a complicated surface position dependence. A more complete theoretical development
as well as computer calculations have been presented for the first time on the interaction of a
particle with an arbitrary incident intensity profile. Measurements of the temperature distribution
through a laser heated fluid column showed that average temperatures as high as 126 °C could
be obtained. Differences in the location of where explosive vaporization occurred experimentally
and what theoretical calculations predicted, resulted in a correction for the index of refraction for
fogoil from 1.511 + 0.0345 to 1.48 + 0.0055i at A = 10.6 um. The current work also illustrates that
the clectric fields can be quite high in the shadow region of a particle. Experimental work with
dual drop streams clearly demonstrated the possibility that the focusing effect of one particle on
a second particle can significantly lower the breakdown irradiance values for propagation through
obscurant materials.
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Fig. 9. Gaussian beam with a 5a beam waist diameter propagating in the +z direction incident on
a spherical particle located at the focal point with a = 6 and # = 1.18 + 0.07i. Spatial
coodinates are normalized relative to sphere radius, a.

Fig. 10. Gaussian beam with a 5a beam waist diameter propagating in the +z direction incident on a
spherical particle located one sphere diameter along the y axis from the focal point with a = 6
and fi = 1.18 + 0.07i. Spatial coodinates are normalized relative to sphere radius, a.




130

144
98
(D]
-]
’-—
82
66
50 1 L L 1 1 1 11
«4,000 «0.600 +«0.200 «0.200 «0.600 «1.000
r/a
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was 0.62 MW /cm?.

267

n e PR AP 3 8 AT g TR A 2

crtmsr——



KA RERT AETER: 33w
Puge LEiIn: 143 us

L ,
MLIE it 160 us

with & 100 psec laser pulse form & CO,

thanol fluid column
left to right. Maximum {rradiance was

Fig. 14. Typical interaction of 3 90 pym me
acident from

laser operating at 10.6 um. The laser is |
0.62 MW /em?,




Fid 010 ) MKITER: 39 ud
PS03 Y PULSE LENGIN: 143 us

“FGa L AR § W
PILIE AtP: 5 PULSE LENGTA: 143 us
f1ag: @2:43:4¢

Fig. 15. Typical interaction of a 80 ym fogoil fiuid column with a 100 usec pulse from a CO; laser
operating at 10.6 um. The laser beam is incident from left to right. Maximum irradiance was
0.62 MW /cm’.
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Fig. 19. Example of s second particle being in the high electric field behind the front particle. Demoan-
strates that the front particle does not explode but the second particle effectively sees a very
large electric fleld and thus axplodes. The beam is incident from the left to right. The particles
are 45 ym in diameter with a separation of 35 um. The pasticles are llluminated with a CO,
laser at 10.6 um with an irradiance of 0.13 MW /cm?.




289 -

()
X

O
. ‘ . y
0000

O
0‘..:0

0000
XS (X

.. ...“:"oo;o »: X .‘o' ) 0, 0, 'I
l \ " 'I

\ ‘\\ “ . \ ' l'l ,”
“ “ “, 'of
5 X > .‘.’0".

I AW
l’fi’fl},;)):) R \"’,. |
IRXBK

Fig. 20. External source function in the X-Y plane at Z, = 2.5 (See Fig. 1.) for 45 um water drops.

272

A e e 4 R,

P A R O B L,




ENERGY BALANCE IN LASER-IRRADIATED VAPORIZING DROPLETS

A. Zardecki
Thecretical Division, MS K723
Los Alamos National Laboraton:

Los Alamos, NM 87545

R. L. Armstrong
Physics Department, Applied Laser Optiecs Group
New Mexico state University
Las Cruces, NM 88003

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION & ND PRESENTATIONS:

A) A. Zardecki and §. A. W. Cerst], "Offl-Axis Scattering of ).aser Beams Using Single and Multi-
Gaussian Phase Function Approximation,” Proceedings of the 1986 “RDEC Scientific Conference on Ob-
scuration and Aerosoi Research, R. H. Kohl, Ed., In Preparation.

B) R. L. Armstrong, P. J. O'Rourke, and A. Zardecki, *Vapor 2ation of lrradiated Droplets,” Phys.
Fluids, 29, 3573-3581 (1986).

C) A. Zardecki and 8. A. W. Gerstl, "Multi-Gaussian Function Model for Off-Axis Laser Beam Scat-
tering,” Optical Society of America Annual Meeting, Scattle, October 19-24, 1986,

D)} R. L. Armstrong and A. Zardecki, "Diffusive and Convective Vaporitation of Irradiated Droplets,”
International Laser Science Conference, Seattle, October 20- 24, 198¢

E) S. A. W. Gerst), A. Zardecki, W. P. Unruh, D. M. Stupin, G. H. Stokes, and N. E. Elliot, "CT-Axie
Multiple Scattering of a Laser Beam in Turbid Media: Comnparison of Theory with Experiment,” Appl. Opt.
26, 779-785 (1987).

F) A. Biswas, H. Latifi, P. Shah, L. J. Radziemski, an4 R. L. Arriitrong, " Time-Resolved Spectroscopy
of Plasmas Initiated on Single, Levitated Acrosol Dropice-” Opt. Le t. 12, 313-315 (1987)

G) A. Zardecki and 5. A. W. Gerstl, "Multi-Gaussian Phase Fu'.ction Model for Off-Axis Laser Beam
Scattering,” Appl. Opt. 26, 3000-3004 (1987).
ABSTRACT

We analyse the interactions of atmospherir aerosols with a high-energy laser beam. The energ: Valance
equation allows us tc compute the conversin, of the pulse energy ints temnperature increase, «aporitation,
conduction, and convection. We also include the shrinkage term whse significance has recently been dis-
cussed by Davies and Brock.

INTRODUCTION

The propagation of a high-flux t.eam of electromagnetic radiatiny through the atmosphere results in a
variety of interactions between the beam and atmospheric aeroenls paesent alos, the propagation path. At
low irradiances,! linear absorj.ion and scattering processes comprise i« dominant acrosol-bram interactions.
Aerosol heati..g and vaporigation Lecome i-nportant a. the irradians e is creases;? " for even higher irradiances
hydrodynamic, plasma, and s-nunear optica! phenome=a may ncens — Ko P 1 micron-sise water

droplets irradiated by 10.8um hghi 1 and vapcrization RN hiance ~ 10°
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W/cm?, whereas for irradiance levels > 10° W/em? hydrodynamic, plasma, and nonlinear optical effects
become significant.

In this paper, we emphasise the intermediate irradiance regime, vvhere aerosol heating and vaporization
are important. In this case, the diffusive mass .ransport and conductive energy transpcrt dominate the
aerosol-beam interactions. A numerical analysis of the coupled aerosoi-beam equations allows us to compute
the energy conversion of the incident laser pulse. This will be given in the form of plots showing the
fractional energy conversion. We include the droplet radius shrinking with time similar in form to that

recently analyzed by Davies and Breck.®

AEROSOL HEATING AND VAPORIZATION

For an incompressilble droplet of density » and constant specific heat C, the general energy conservation

equation has the form

8 1 P 1 .
pa(CTL +3 ) + oV - [(CTL + S+ Eu’)vj +V (~eVT) =W, (1
where Ty and v are the droplet temperature and velocity at any point of the droplet, x is the thermal
conductivity, and W is the rate at which the energy i¢ absorbed from the beam. For moderate fluxcs
considered herc the kinetic energy term in the first term of Eq. (1) can be neglected as compared to the

internal energy of the drop. If a denotes the instantaneous droplet radius, we obtain after integrating over

the sphere with the radius 6 + ¢, where ¢ is an infinitesimally small number:

4ra® _dT 3 29T am .3
3 PC 7 + 4o m|L + C(T - Tp)} — 4~a K(a')'“ +47a 25 =" Q.F. (2)

{lere we have defined the mass flux m = pu; L is the heat of vaporisation, and Ty and T, refer lo the
ambient temperature and the temperature of the gas. The other symbols in Eq. (2), K, o', Q4, and F
denote the thermal conductivity ard density of the surrounding medium, Mie absorption efficiency factor,
and the incident Bux, respectively. Finally, the volume-averaged droplet temperature,’ is identified with the
temperature T at the drop's surface. We note that the term 4xa?C(T — Tp) accounts for the droplet radius
shrinking with time. If T}, denotes the boiling temperature, the relative significance of this t-1r can bhe
expressed by the ratio C(Tyoi — To)/L. For water droplets this does not exceed 15%; w: 1etz.n, nowever,
the shrinkage term for completeness.
Energy 8-.u mass conservation in the surrounding medium allow us to comnpute the mose an.J heat R~ _»

If the explicit time dependence in the conservation equations is igrored, the desired relati s are
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m= L 1~ % , (3)
a 1- Yoe:p(ﬁ% - ‘,‘#-)
aT _ mC,(T - Tp)
K( ar )'=“ - ezp(mCpa/K) - 1’ (4)

where D, M, and C, are the vapor-diffusion coefficient. molecular weight, and specific heat, respectively; R
is the idcal gas constant, and Y is the ambicent-vapor mass fraction i the surrounding medium.
Inserting Eq. (4) into Eq. (2}, and using the relation m = -53a 3¢, resulis in two coupled eqautions

for the droplet temperature and radius. These equations have the form

3T _3Q.F  3m . C(T-Ty) C,(T - To) m?

at ~ 4apC 4apC{L A m M ezp(mCpi/K) - 1 ML h )
3a m
a5 (6)

The beam irradiance F is given by the solution to the tranaport equation, which—due to the dependence

of the scattering and absorption coeflicients on F—defines a nonlinear transport problem

ENERGY DEPOSITION IN IRRADIATED DROPLETS

Equation (2) may be integrated term-by-term over the duration of the pulse and the volume of a single

1 splet to determine the distribution of incident beam energy into dilferent dissipative modes. This yields:

EQ + E + EQ + EP = B, (7)

where E'(O)(s' = H,V,C, §) gives the ercrgy deposited in heating, vaporigation, conduction, and drop shrink-
ing, respectively, and where Ep(0) is the energy of the pulse deposited in a single drop. In Eq. (7), we
have neglected the small contribution arising from the convection term. Integrating Fiq. (7) over the valume
swept by the beam, when the beam traverses a distance s, we get the energy balance equation for the laser

beam. In fractional form, it reads

Qu+Qv+Qc+Qs=1 (8)

Here Q, = E,/Er(i = H,V,C, S) gives the fraction of the deposited bzam energy. At a distance s from the

input plane, £1 can be computed from the equation

Er=E, - / F(r,t)dtd’r, (9)




where Eo is the initial energy of the pulse.

In Fig. 1, we show the contributions of the energy terms in Eq. (8) for the low flux casc in which the
maximum value of the irradiance of a Gaussian pulse is 10° W/cm?. For the sake of completeness, we also
show in Fig. 2 the pulse irradiance as s function of the propagation listance z and the time ¢t. In Figs. 3

and 4, we present similar results for a higher flux case corresponding to Fysax = 10° W/ecm3,

CONCLUSIONS

In this paper, we have obtained solutions to the coupled system of droplet-beam equations, which are
valid for beams of moderate irradiance. The results of these calculations illustrate features of interest such
as punch-through and the significance of droplet vaporization. For the low flux case, as shown in Fig. 1,
the beam energy is depleted primarily by the droplet vaporisation process. For the high ux case, Fig. 3,
the beam energy essentially remains constant although droplet vaporization continues to be the dominant
process.

In future work, v e will extend these results into the regime whe ‘e convective vaporitation and hydro-

dynamic effects must be inciuded.
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ABSTRACT

The explosive vaporization of s single aerosol droplet by pulsed laser radiation is investigated. The conservation

equations for mass, momentum, and energy have been solved for the asymptotic case of instantaneous heating and for

the more general case of finite laser pulse length. The solution diverges from the asymplotic case as the pulse length
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becomes comparsble to and greater than the acoustic ransit time. Extreme cooling in some regions of the flow allows
the condensation of small clusters. The differental difference equations have been solved in conjuction with the

transport model to show the effect of condensation on the flow.

INTRODUCTION

We are investigating the explosion of single water droplets by pulsed laser radiation. This process is imporant in
studying laser propagation through the atmosphere and laser processing of materials. In addition, a single droplet
interacting with intense radiation provides a good opportunity to study droplet compositions, extreme thermodynamic
states, and states far from equilibrium. A survey of the current literarure shows that there is great interest, both
experimental and theoretical, in this problem. Recent papers which include a current literature review are (Chang et al,

1988) for experimental aspects, and (Carls and Brock, 1987) for modeling aspects.

First, we examine the asymplotic case of instantaneous heating. Then we relax the assumption of instantaneous
heating and show how the fluid motion changes as the droplet is subjected to pulses of various lengths and intensities.
Finally, we show how the motion is affected by condensation of the water into small clusters as the expansion

proceeds.

The conservation equations for mass, momenwm, and energy govern the hydrodynamic response of the system. The
conservation equations are given in Figure 1, along with the heating source term used in subsequent calculations.
These have been solved using a Flux Corrected Transport numerical method (Book et al (1982).) The droplet was

assumed to be much smaller than the laser wavelength, implying that the electromagnetic field is constant over the

droplet.

ASYMPTOTIC CASE

An asymptotic (numerical) solution has been obuined by using the limit of zero laser pulse length. This corresponds
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to the case in which the pulse is 3o short that no fluid motion occurs dusing the pulse. The pulse length required can be
determined by examining the time required for a sound wave to traverse the droplet, the "acoustic transit time™. This
characteristic time is defined as the droplet diameter divided by the droplet soundspeed. The asymptotic solution is rich
in detail because of nonlinearity and coupling in the conservation equations. Some regions of the flow manifest shock
waves, with associated shock heating. Other regions of the flow undergo rapid expansion and cooling. Strong cooling

allows the possibility of condensation.

The details of the asymptotic solution are described and discussed fully in (Carls and Brock, 1987). Briefly, and
referencing Figure 2, the fluid contains three discontinuities, two shock discontinuities and the contact discontinuity.
The contact discontinuity is the interface between the between the water region and the surrounding ideal gas. It moves
radially outward as the explosion proceeds. One shock wave is located in the ideal gas region and faces outward. The
second shock is in the water region and faces inward, a "rear facing shock.” The motion of Soth shocks as viewed from
a stationary reference frame is radially outward. Radially inward of the water shock is a region of isentropic expansion

and strong cooling. Condensation occurs first in this region.

FINITE PULSE LENGTH

To 1nvestigate departures from the asymptotic case, the model was modified to accept finite laser pulse lengths. The
absorption coefficient was allowed 10 vary quadratically (see Figure 1) with density, following Zuev and Zemlyanov,
(1983). Simulations over a wide range of pulse lengths and intensities have been conducted. The conditions for this
series of calculations are given in Figure 3. Notice that the intensity varies inversely with the pulse length 30 that the

total energy of the pulse is constant in each case,

Figure 4 shows how varying pulse length affects the amount of energy absorbed by the droplet. The figure shows that
for pulse lengths less than about one tenth the acoustic aansit time (ATT= 250 ps), the energy absorbed is
approximately constant. The energy absorbed under these conditions and the fluid flow that results are virtually

identical to the asymptotic case discussed earlier. As the pulse lengu: becomes comparable 10 and greater than the
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acoustic transit time, the energy absorbed by the droplet decreases. Thus, the hydrodynamics change and the flow
characteristics diverge from the asymptotic solution.

Figure 5 shows the location of the contact discontinuity, the interface between the water (vapor) and the surrounding
atmosphere, as a function of time for each of the different heating cases. This figure amplifies the conclusions from the
previous figure. For the shortest pulse lengths, the fluid flow is indistinguishable from the asymptotic case, and the
trajectory is identical in each case. As the pulse length becomes longer, the position of the contact discontinuity versus
time diverges from the asymptotic case. Thus, we see the very important role the acoustic transit time plays in

determining the nature of the solution.

The presence of small pasticles lowers the breakdown threshold of air under laser irradiation. One explanation for this
phenomenon has been that absorbing particles explode and shock heat the surrounding air sufficiendy to cause
ionization (Steverding,1974). The asymptotic solution shows that the air surrounding the droplet is heated to very high
temperatures as it is shock heated by the exploding droplet. Thus, the results for the asymptotic case bear this theory
out However, as the pulse length becomes longer but with the total energy of the pulse constant, the amount of
energy absarbed by the droplet becomes much less, and the maximum wemperature 10 which the shock wave heats the
surrounding atmosphere is much lower. The results for the more realistic case of finite pulse length show that the
Mmaximum air temperature is not high enough to cause much jonization, at least for the small droplets considered.

Therefore, enhanced breakdown most likely originates through nonlinear absorption processes in the particle phase.

CONDENSATION

Condensation in the flowfield can significantly change the hydrodynamics through latent heat release and through
depletion of monomer to the condensed phase. The possibility of condensation has been included in the simulation by
solving the discrete growth/transport equations describing aerosol dynamics and convective transport of the aerusol

(Hidy and Brock, 1970). The conservation equation for the number density of clusters containing ™ i " monomerss is

given in Figure 6. The terma on the right hand side of the equation are: addition due to nucleation, addition and loss




respectively due to condensation, addition and loss respectively due to evaporation, gain due to coagulation, and loss due
to coagulation. Figure 7 shows the new equations of continuity and energy which contain source terms accounting for

monomer loss, and latent heat addition.

Figures 8 - 11 show the results of the condensation calculation. Figure 8 shows the location of the contact
discontinuity as a function of time for the condensing and the non-condensing cases. As can be seen from the figure,
condensation causes the overall motion to slow, and the contact discontinuity does not travel as far in the same amount

of time for the condensing case.

Figure 9 shows the variation in temperature for the condensing versus the non-condensing cases. Except in the high
temperature shocked region on the right, the greatest temperature difference occurs in the region of lowest temperature
(and highest supersaturation.) The condensation occurs most strongly in this region. In this region the temperatyre
difference between the condensing and non-condensing cases increases as the temperature decreases. The rise in
temperature is due to release of latent heat as the condensation proceeds. The shocked region on the right shows
seemingly anomalous behaviour. This region shows both high levels of condensation and lower temperature compared
to the non-condensing case. The high levels of condensation are due to the fact that the density in the shocked region is
high, and so the collision frequency is much higher in this region. The increased collision frequency causes a
condensation rate which is much higher than in the adjacent colder region, even though the supersaturation in the colder

region is higher.

A possible explanation for the lower temperature in the shocked region is that because the overall effect of the
condensation appears to be a deceleration of the fluid, the water vapor in the shocked region is not compressed and
heated to such a high degree. The velocity of the vapor colliding with the shocked region is lower, leading 1o lower

shock heating, and consequently to lower temperatures in the shocked region.

Figure 10 shows the logarithm of the rumber density versus radius at a particular time. As can be seen, the number

densities are very high, increasing with decreasing temperature as is expected, except in the shocked 1egion where the




number density is highest. Again, the higher number densities in the shocked region are due to higher collision rates
and therefore higher condensation rates in this region. Notice how the relatively small scale oscillations in the

temperature give nse to much larger perturbations in the number density.

Figure 11 shows the average cluster size in molecules versus radius at the same time level at Figure 10. The clusters
formed in the condensations are very small. with the size decreasing with decreasing temperature (and increasing
supersaturation.) The increase in the average size in the shocked region is because the supersaturation is lower in this

region, leading 1o a larger critical cluster size, and therefore to a larger average size.
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ABSTRACT.

We consider the effects of a pulse of radiation from a high energy laser beam on the
ambient turbulerce that exists in the atmosphere. The atmosphere is considered as a
compressible, perfect gas being heated by the high energy laser pulse. We compute
correlation functions of the temperature in the isobaric regime, which i deemed the
most important for beam propagation. In this regime, the two-point correlation
function is changed by a multipticative factor that grows exponentially in time while the
pulse is on. Empirical formulas permit us to connect temperature fluctuations which we
can compute to the the refractive index fluctuations of the atmosphere. These self-
induced refractive index fluctuations will be useful in studying the propagation

characteristics of high energy laser beams through the atmosphere.
. Introduction.

In calculating the effects of a high energy laser beam propagating through the
gimospheie, phenomena such as thermal blooming are considered.1 However, it is
customary to assume that the atmospheric turbulence remains unaffected by the high
ensrgy laser beam. We shall show in this paper that high energy lasers with a

suficiently high flux F can modify the existing turbulence in the atmosphere.
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The problem of turbulence even without an external heat source is of course wall known
to be quite complicated.2 In order to make simplifying assumptions that permit us to
solve the problem within restricted regimes, we have identified three time scales of
interest.A) In the first case, the pulse length is shorter than the typical hydrodynamic
time for the disturbance to propagate across the beam diameter. Thus, only local heating
prevails, and the problem becomes quite simple. This is the - 13 - regime refarred to in
thermal blooming literature.4 in this regime, the two-point temperature cofrelation
function is changed by a small additive term which is quadratic in time. In the second
regime, the pulse length is longer than the hydrodynamic time (but shorter than
thermal conductivity effects to set in}, so that pressure equilibration is achieved, and
the process is considered to be isobaric.3 In this regime, the temperature cofrelations
are changed by a multiplicative factor that grows exponentially in time. In the third
regime the pulse length Is longer that the characteristic thermal conductivity time, $o

that thermal diffusion sets in and modifies the correlation function.

In section Il we have developed the hydrodynamics 10 be used in the second time regime,
since it turns out that it is in this regime that the effects of the laser on the ambient

turbulence aresthe largest.A)

Besides purely atmospheric absorption, it is possible that randomly distributed natural
and anificial aerosols can act as absorption centers, giving up part of their absorbed
energy 1o the air. This exira energy, added in a random fashion through the propagation
path can further enhance atmospheric turbulence. It is also possible that the addition of
absorptive gases to the atmsophere will perform the same task. In fact, it is conceivable

that such measures may induce turbulence to a greater degree than will "normai”

almospheric absorption.




Qur results on induced turbulence suggest that the use of adaptive oplics to correct the
distorting effects of atmospheric turbulence on a high energy laser beam is more

complicated than thought of before.

It is possible that in addition to general high energy laser propagation problems, our
results might also have relevance in lidar remote sensing applications, where high

energy lasers are utilized to maximize the return.5
. The hydrodynamic model.

One generally computes correlation functions for the difterent hydrodynamic variables
in turbulence theory. In the present case, we present the following physical reason for
the existence of correlations between hydrodynamic variables. The atmosphere absorbs
energy from the laser beam in a spatially random fashion at the molecular level, or
there may be randomness in the structure of the beam. As lime progresses, acoustic
waves spread out from these random centers. Interference between these waves will give

rise to correlations. We shall now compute ensemble averaged corrslation functions.

We shall begin with the usual hydrodynamic equations for the atmosphere considercd as

single component fluid, and then point out the justifiable simplifying assumptions made:

dpldt=-V(puv) @.n
p(ovat+uvVuv)=-VP+ nV2 v 2.
pC (T3t + vV T)=-PVu+xW T+ Rr,1 2.3)
R(r.v = a) Kr.1) (24)

where p is the density, 1 is the time, v is the velocity, P is the pressure, n is the
viscosity, C is the specific heat at constant volume, x is the thermal conduclivity, R is

the external heat source due to the incident laser, a(}) is the average absorption in the
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atmosphere per unit length (including the stfect of absorptive aerosols or gases),

dependent on the wavelength A of the laser beam, and 1 is the incident flux (Wiem?).

In order to make the problem of laser induced turbulence tractable, we shall first

assume that the incident pulse of electromagnetic radiation has a length t1 > tg > thydro.
Here, thydro. = d/c, with d being the widih of the laser beam (10cm to 100cm), ¢ being
the speed of sound (3.3 x 104 cm/sec), so that thydro.~ 0.003 sec to 0.03 sec, and ty is

the thermal conductivity time. Starting with Eqn.(2.3), we define tT 1o be characteristic

time for conductivity effects to be established as:
1T =poC d%x 2.5

Setling pg ~ 10-3gm/cm3 (density of air), d ~ 10-100cm, x . 2x103 erg/cm-sec-
K5 we get it - 20 to 2000sec. Hence, the conductivity term is ignored in Eqn. (2.3).

The pulse length is long enough for pressure equilibration to have occurred. For this

reason, in keeping with the conventional assumptions made in thermal blooming

calculations,? we shall choose the pressure P = Po the constant ambient pressure. For
computational purposes, we shall take tp to 10 -100 msec. The equations to be used in

this case are:

dpidt=-V(pv) (2.6)
p(ovit+v-Vu)=10 QN
PC (AT + vV T)=-F Vu + R(r,1) (2.8)

It may be seen from EQn(2.2) that it is reasonable to define t,jgc. the characteristic

time for viscosity effects to be established in air across the width d of the beam to be
tvisc. = Po d2/m. Setting po ~ 10-3gm/cm3 (density of air), d ~ 10-100cm, n~ 2.0 x

10-4 gm/cm-sec,® we find that lvisc. ~ 103sec. Since pulse lengihs of high energy
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lasers are much shorter than this time, we shall ignore the viscosity term in Egn. (2.2)

in this paper.

It is implicitly asumed that the laser beam does not deposit sufficient energy to generate

shock waves in the atmosphere.

In this paper, we explicitly ignore terms such as -V (IT-E) [ N1 is polarization of the
fluid, and E is the electric field] which might appear in EQn.(2.2). This is because we
have assumed that it it is the absorption of heat that is the dominant mechanism for

inducing turbulence in the atmosphere.

Another feature of EQqns.(2.6)-(2.8) is that uniike conventional treatments of
turbulence,3 viscosity does not appear in them. This is because we are studying the

“transient® effects of the laser beam on atmospheric turbulence on the time scale of the

pulse length p - 10 msec - 0.1 sec.

lla. The Isobaric Regime (i1 > tp > thygro)-

This is the isobaric regime in which dissipative effects may be safely ignored.
lla.1. Temperature ¢(luctuations.
We shall calculate temperature correlations in this subsection.

Starting from Eqn. (2.8), it is easy to show that S(r,r'.t)=<T(r,1)T(r’,1)> satisfies the

following equation:

ad(r,r'.1y¥at - (¥ - 1)/Pg) <[R(r.1) + R(e'.1)) TE.OT(r 1> =

QN [ <(VOTT> + <(V'V)TT> ) +

~V.<uTT> - V.<u'TT> 2.9




where we have used the perfect gas law Py = (R'p)p T and (R/p)iCy = (¥-1). Here, u is the

molecular waight.

Since the laser beam (represented by R ) induces changes in the temperature
correlations and vice versa, we cannot decouple the third coirelations that occur in the
<R +R)TT>term in EQn.(2.9). There exists a formal solution to the problem, based
on techniques used in multiple scattering theory, where averages of products of random

variables have 1o be taken. This solution is sketched in reference A and is given by:

a3(r,r',1)iot - ((y - 1VPy) Z(r,F,1) 3(r,t'1) =
2N <(VOTT> + <«(FVV)TT> | +
=V-<uTT> - V< TT > 2.10)

where all the complications of decoupling the averages have been lumped into the "self-
energy” T . Nole that we have not imposed translational invariance on the averages in
EQqn.(2.10), since it is obvious that the laser beam breaks this symmetry, at least in the

direction of propagation. As shown in reference A,

(0 = <(R(r1) + REDI> + <R o)t 8t R(e'v)>

- <RE> ofF 8T <R(F'1)> + O R3) (2.102)

We see thatl the self-energy is expressed as the sum of an average, a mean-squared
deviation, eic. Since R can be expressed as the square of the electric field, it follows that
the self-energy is a function of second, fourth and higher order moments of the electric
field. For practical purposes, one may be restricted to looking at the lower order
moments alone. On an inluitive basis, one expects the higher order moments, such as the

mean squared deviation (the second and third terms on the right rand side of
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EQqn.(2.10)) to become important for longer paths of propagation, when the distorting

effects of turbulence on the beam profile become stronger.

As is usual in the theory of turbulence, we see that the second order correlations are
connected to the third order correlations. In EQn.(2.9), a prime indicates the value of a
function at the point (r',t). In an effort to estimate the importance of third and higher
order correlations, we derived the dynamical equations for the third order correlations

<uTT> and «(V-u)TT'>, neglecting fourth and higher order correlations. These equations

were derived using Eqn.(2.7) and Eqn.(2.8).

9<uTT'>/0t = [(¥-1)/Py) £ <uTT> 1
a<(V-U)TT>/9t = [(y-1)/P] £ <«(V-u)TT> 2.11a)
The soluticns t0 Eqns.(2.11) and (2.11a) are simpie:
<VIT> = <us T'>eq -

exp [ {(x-1)Polof® 6T K1) (2.12)
<(V-0)TT> = <(V-u)‘I’I">eq :

exp [ {(:=1Pp} ot 8¢ Z(r,r'1))

(2.123)

where the subscript eq denotes the equilibrium value of the correlation functions in the
atmosphere before the laser was turned on. The exponential dependence of the correlation

function in the presence of the laser is worth noting.

We may now substitute Egns. (2.12) and (2.12a) in Eqn. (2.10) and soive the resulling

equation to get:
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3(e,r'1)=30,r.0) exp [ {(»-1iPy} o fT 8T EOET) |+ off 8T [ 4,1 - LRI )

(2.13)

where
3(r,r'0) = <T T'>a'4 214
Lnr'n = 22-9) <«(Vu)T T'xgq

exp [ {(x-1)Py)l )T & L1 ) 2.1%
and
LD = 2 Vi <uT T'>eq

exp [ {(¢-1)Py}Y o[t 8¢ I(rr't) ] (2.16)

Equation (2.13), supplemen:ad by the definitions in Eqns.(2.14)-(2.16) represents

our approximate solution to the protlam of 1aser inducad turbulence in the atmosphere.

The main fealure of Eqn.(2.13) is the exponential dependence on the healing source
term. This dependence indicates that as time progresses, the fluctuations grow
exponentially in time. It is as if a "wave" of intense eleciromagnatic radiation came along

and swept up the the temperature fluctuations already existing in the atmosphere.

amplifying them. Of course. it should be remembered that for times longer than tyige.

and ty our model is no longer valid.

The density and velocity correlation functions have been derived in reference A. And we
shall not discuss them here, as the effect of the laser is mosi pronounced on the

temperature, as compared 1o the other hydrodynamical variables.A)

Itl. Laser Beam Propagation Characteristics.
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We shall now concentrate on the isobaric regime which is accessible 1o high energy
lasers in terms of pulse lengths. We shall also show that the effect on the turbulence in
this regima can be significant, depending on the laser beam parameters. The wavelength
A of high energy lasers ranges from 0.25um to 10.6um. And correlations at those spatial
points separated by a disiance of a few wavelengths will be important to the beam
propagation. The reason for this is that the phase of the incident laser beam (which is
given initially by exp(ik.r) ) will change in a distance the order of a wavelength, and it
is of interest 10 know if the refractive index of the medium changes on that length scale
as well (see the next section for the connection between temperature flucutations and
refractive index fluctuations). This argument is analogous to the one used in linear
propagation of laser beams through turbulence,” where it is assumed that in the limit

of geometric optics, only eddies with dimensions less than or erual to the inner length

scale |, are important for optical propagation.

Let us note the following identity:
<(-V) (T-TP>gq=2<VTT 5q -2<VTT >gq 3.0
=4<u‘TT‘>eq (3.13a)

Now, when lo >> jr- 1. A, where Iy is the inner length scale of the ambient
turbulenced < () (T-TR> eq~ < vTT’ >eq ~ |r- r'|3 . Similarly, < V'.v'TT’ >eq -~

[r-r3, V' <o'TT >eq ~ 17~ t'12, while <TT'>gq ~ <T>2.

For this reason, using £Qn.(3.1a), the third order correlations may be ignored in Egn.
(2.19) when considering propagation of lasers operating in the micron wavelength
region. A reasonable amount of simplification is then introduced into the expression for

9:

(e = <TT'>gq €xp ig)T &1 f(r.ro) 3.2)
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where
feen) = {(y-1)Py} Z(e,r'\1) (3.2a)
In Egn.(3.2), if we set t=0o0r1=0(l appears in f), we see tha! 3=<Tr'>eq .

Since <TT'>gq = <(8T+<T(Y)>) BT+<T(")>)>pq = <BTET>gq +<T(N)><T(Y')>¢q .itis

reasonable to define the fluctuation function in the presence of tha laser source as

<8T 8T'> = <8T 8T’>eq exp{g [T & f(r,r'.1)} 3.3)

For the sake of definiteness. we note that <3T 8T'>pq is given in the inertial subrange (lg < IY-Y"|

< Lg )by:3
<8T 8T>pq=C72 r-YR/3 (3.4)
in the dissipalive range. lor iT-Y'j<< lo we have:3

<BT 8T'%gq = [ CT2/1,(473) ) (x-1'2 (3.5)

Following the arguments given at the beginning of the section, Eqn.(3.5) is to be used in

Eqn.(3.3). Note that Eqns.(3.4) and (3.5) give approximately equal numerical values for the

fluctuations for |r-r'| = lg.

In Eqn(3.3), if we set t=00r1=0( appears in f), we see that <8T 8§T'> = 0. Also, when T =7",

<8T 8T'>= 0.

The right hand side of Eqn.(3.3) indicates the exponential way in which the ambient turbulence

is amplified when the laser beam is turned on. The amplification factor defined as

A= en(p{ojt 5t f(r,r'.1")} (3.6)

The factor A performs two tasks. First of all, it magnifies the turbulence to an extent dafined by

the laser and medium parameters. Secondly, it defines the spatial profile (i.e. length scales) of




the modified turbulence as well. As defined by Eqn.(3.3), the exponent in Eqn.(3.6} is basically
the sum of the powers of the flux absorbed at the two points r, r'. Now, as the beam propagates,
the refractive index fluctuations will create incoherence within the extent of the beam. This
incoherer.ce is expressed for example by the mean-squared squared deviation in the intensity
that occurs in Eqn.(2.2b). This incoherent pattern will be impressed on the temperature (or
equivalently refractive index) fluctuations through Eqn.(3.3). Therefore, the typical length
scales of these patterns will also be reflected in these fluctuations. I these length scales are
smaller than |, , the inner scaie of the Kolmogorov spectrum, they could dominate the behavior
of the beam. As a zeroth order approximation (ambient turbulence), the coherence length is8
Peoh. ~ [ Cn? (2rz/x)2 |3/5, where Cp2is the structure constant of the refractive index
fluctuations, z is the propagation distance, and A is the wavelength. For Cp2 - 10°15 m'2/3,

= 10.6um, 2 = 1km., peoh ~ 100um << Iy . 1mm. The implication then is that such small

scale fluctuations may appear in 3 full-fledged calculation of the propagation of the laser beam.

The change in the beam profile due to thermal blooming will be superposed on the scintillations.

We wili now estimate the order of magnitude of A for two different cases. For simplicity, we
shall consider a beam that is uniform in both space and time and assume that I is given by the
incident fiux itself. As an example, we find that at A = 10.6um, with 15 = 10msec, a= 0.0003

m-1, Po= 105N/m2, | = 108Wicm2,we get A . e.

Similarly, at A = 3.8um, tp = 10usec, a = 0.045 km-1, with Py = 105N/m2, 1 = 108 W/em?
. A . 1.001. On the other hand, we could artificially increase a by adding an absorptive

substance which might increase the absorption in air by a few orders of magnitude. In this case

As>>1.
1IV. Connection with the refractive index fluctuations.

There is a simple empijrical relation between refractive index fluctuations and tenperature

fluctuations which holds under ambient atmospheric conditions:®
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<8Ndn>=B<8T8T > (4.1)

where B is a constant.3 Wa shall now assume that the same relationship holds when the laser is

turned on.

1t then follows from Eqn.(4.1) that

<8ndn'>=<Bn 8N >9q[<8T 8T >/ < 8T 8T >¢q | (4.2)
= < §n &n’ >eq A(f,r‘,‘) (423)
where A is given by Eqn.(3.6).

Equation (4.2a) can be used In studying the propagation of laser beams, as it is this quantity

that appears in most formulations of laser beam propagation through turbulence.

Our main concern with the use of Eqn.(4.1) is that we do not know its validity when an external
heat source is turned on. But in the absence of better experimental data, we shall persist in

using Eqn.(4.1).
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V. Conclusions.

We have investigated the effect of high energy-lasers on ambient turbulence. Two-point
correlation functions for the temperature ware calculated in the isobaiic regime. The effect of
the laser, treated as a heat source, is most pronounced on temperature correlations. The
correlations, such as the density and velocity correlations have been been derived in reference
A. We have argued that the isobaric regime is the mcst important as far as the beam propagation

is considered.A)

1t is possible that the predictions of our theory may be checked experimentally.

Efforts are under way 1o calculate in a self-consistent fashion the effects of induced turbulence
on a high energy laser beam propagating through the atmosphere. in this way we shall quantifty

further the discussion in section IIl.
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IV. WORKSHOP: HANDLING INDIVIDUAL PARTICLES
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OPTICAL LEVITATION OF SINGLE PARTICLES

Thomas R. Lettigri
National Bureau of Standards
Gaithersburg, MD 20899

ABSTRACT

Experimental techniques are presented for optically levitating single
particles using laser radiation pressure.

INTRODUCTION

The acceleration and trapping of single microparticles by laser
radiation pressure was first demonstrated by Ashkin in 1970 [1]. By
focussing a CW laser beam onto single microspheres in liquid suspension,
he was able to move dielectric particles along the beam axis and trap them
between two counterpropagating laser beams. Since then., he and other
researchers have been able to optically levitate many types of particles
including 1liquid droplets (2], solid microspheres [3), bubbles and
microballoons (4], multiplets {5] and, more recently, live viruses and
bacteria (6). Various geometries have been used in these experiments.

Optical levitation of single microparticles has several advantages
over other levitation techriques such as electrostatic, electrodynamic, or
radiometric suspension: (i) optical levitation is simple and uses little
equipment; (ii) wuncharged particles can be levitated; (iii) a wide range
of diameters can be suspended; (iv) multiplets, assembled from single
particles, can be levitated; (v) several individual parcticles can be
stably levitated simultaneously; and (vi) particles can be stably trapped
for many hours or even days. Optical levitation also has its limitations:
(1) in general, only transparent or weakly absorbing particles can be
stably suspended (metallic particles, for example, are not easily
levitated); (ii) the upper size limit 1is about 50 um in diameter; (1i{{i)
the particles usually sit in an intense electric field, which can cause
problems with data interpretation; (iv) aun cptical trap is not strong
enough to hold a particle in even a moderate gas-flow field; and (v)
optical levitation requires the use of a relatively expensive laser (such
as an argon-ion laser).

The present paper is intended to give some helpful, practical tips
for optically 1levitating microparticles of different types. Topics
considered include the use of vertical and horizontal 1laser beams,
techniques fcr getting the particles into the laser beam, levitation of
multiplets, and stabilization of particle motion by opto-electronic
feedback circuitry.

OPTICAL-LEVITATION GEOMETRIES

Many types of optical-levitation geometries have been developed, each
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having certain advantages and disadvantages. In general, an optical trap
can be classified as: single or double beam; vertical or horizontal beam;
and weak or strong focussing. There are also some specialized traps such
as the gradient-force and the fiber-optic traps.

Single Vertical Beam

The simplest optical-levitation trap uses one focussed laser beam
directed vertically upward (Figures 1 and 2). Here, the upward radiation-
pressure force is balanced by gra-ity so that the particle sits in stable
equili{brium either above or below the focal point [7].

Ashkin, Dzledzic, and others (8] have shown that a microsphere with
refractive index greater than the surrounding medium will be ctrapped
laterally by a force gradient across a laser beam having a TEMoo
(Gaussian) intensity profile (Figure 2). These forces bring the particle
into the center of the beam where the net lateral force is zero. Thus,
the microsphere sits in a potential well which, for a transparent particle
in the proper size range, is stronger than the Brownian-motion and thermal
forces on the particle. For a microsphere with refractive index less than
the medium, say a microballoon or a bubble, the lateral forces of a TEMoo
profile will kick it out of the beam; {n this case, a -TEMol* ("donut")
laser mode can be employed [8].

A particle in a single-beam vertical trap can be stably suspended for
many hours and can be easily manipulated by moving the focussing lens up,
down, or side-to-side.

Double Horizontal Beams

In a double-beam optical trap, two laser beams are horizontal and
counterpropagating; the particle will seek a stable equilibrium point at
which the horizontal radiation-pressure forces cancel [9). The particle
i1s balanced upward against gravity by the gradient force across the
Gaussian {ntensity cross-section of the TEMoo beams [9). A typical
double-beam trap is shown in Figure 3. Here, the particle can be moved
side-to-side by varying the {ntensitcles of the two beams; this is done
using the wvariable beamsplitter. In this manner, the particle can be
positioned for subsequent observation and analysis at the focus of a
collection lens [10}.

Gradient-Force Trap

A new type of optical trap, the gradient-force trap, uses

a very strongly focussed laser beam which propagates downward [11); the
upward force of the strong intensity gradient balances the downward force
of gravity (Figure 4). The advantage of this optical-levitation scheme is
that absorbing particles can be trapped; however, the particles must be
very small, on the order of a few nanometers. Ashkin and Dziedzic have
used the gradient-force trap to catch and hold live viruses and bacteria
for many hours of observation [1l1].




B .

Fiber-Optic Trap

Pocholle et al. demonstrated that microparticles can be stably
levitated above the end of an optical fiber by the radiation pressure of
laser light transmitted through the fiber [12]. One advantage of this
type of trap is that the optical path can be very complicated since the
fiber is flexible. Thus, a microparticle can be levitated in normally
inaccessible places [12].

EXPERIMENTAL CONSIDERATIONS

In this section, various experimental parameters and conditions for
stable optical levitation are considered.

Particle Characteristics

Material In general, the particle must be made of a transparent or
very weakly absorbing dielectric material, otherwise the particle will
rapidly heat up and become unstable in the intense electric field of cthe
laser beam. Examples of suitable materials are: optical-qualicy glass
and quartz, polystyrene, silicone oil, glycerol, DOP, DBP, and DBS. The
particle should be free of inclusions and surface contamination and should
be as homogeneous as possible. Exceptions to this are the gradient-force
trap, which has been used to stably levitate absorbing particles that are
very small, and the "donut mode” trap. which has been used to levitate
metal spheres.

Size For most optical traps. the size range for stable optical
levitation is about S to 50 um in diameter. At the lower size limit,
Brownian motion tends to push the particle out of the beam, while at the
upper size limit the particles are too massive for stable levitation.
With the gradienc-force trap, very small particles of a few nm can be
levitated (11]).

Laser Characteristics

Type The most common laser for optical-levitation purposes is the
argon-ion laser, used either at the green or the blue wavelengths.
Typical laser powers are on the order of 50 mW to 1 W. At low power, the
particle will come to equilibrium close to the beam focus, so that the
incident laser intensity varies pgreatlyv across the particle. {The extreme
case is a "speared" particle which sits right at, and i{s much larger than,
the beam focus!. At high laser power, the particle sits far from the
focus, and the incfdent field is more uniform across the particle. The
latter situation 1is better when comparing experimental data with
theoretical calculations since the incident 1light more <closely
approximates a plane wave.

Other types of lasers have been used for optical levitation, the
rain requirement is that the power be sufficient to levitate the desired
type of particle. For example, a copper vapor laser would be a good

substitute for an argoun laser, while a helium-neon laser would not. Both
YAG and nitrogen lasc.s have also been uscd to stably levitate particles.
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Iransverse Mode As noted earlier, the TEMoo (Gaussian) mode is used
with solid particles, and the TEMol* ("donut") mode is used with hollow
particles.

The laser beam can be focussed with any positive lens
having focal length from a few mm to a few cm. All else being equal, the
stronger the focussing the stronger the trap; an f/number too large may
result in a trap which is too weak to stably levitate the particle. Good
choices for lenses are 5X and 10X microscope objectives.

Optical Cell

Stable optical levitation requires an optical cell to minimize air
currents. A simple six-sided glass cell is sufficient; it could be made
from glass microscope slides, or it could be a cuvette or other off-the-
shelf optical cell. Absorbing materials should be avoided especially at
the laser-beam input and output faces, since they can heat up and cause
problems with thermal convection. A typical optical cell is shown in
Figure 5.

LEVITATION OF DROPLETS, SOLID PARTICLES, AND MULTIPLETS

The experimental techniques for handling droplets, solid particles,
and multiplets are somewhat different from each other.

Droplets

The easiest type of microparticle to optically levitate is a droplet.
It can be generated by an atomizer, a Berglund-Liu aerosol generator, or
other devices which can generate polydisperse or monodisperse droplets.
After the droplets are produced, there must be some way to get them into
the optical cell: a 1/2 to 1 mm hole in the top of the cell works fine.
A funnel can be used to guide the particles through the hole and into the
laser beam. In general, many droplets will fall through the hole; with
some luck and skill, only one can be trapped. {If several are caught, all
but one can usually be removed by momentarily interrupting the beam). To
minimize air currents, the hole should be moved out of the beam after the
particle has been trapped; a sliding top works well for this purpose
(Figure 5). Also, with atomizers there is little control over the size of
the particle that will be trapped. Thus, some means for sizing the
levitated droplet must he available, for example a microscope with a
calibrated eyepiece reticle. The spacing of the Mie fringes at 90 degrees
can also be used for this purpose [Lettieri, et al., Ref. 2].

A final consideration for droplets is that they must be slowly
evaporating; that is, they must have a high vapor pressure. Rapidly
evaporating droplets change size too quickly to come to stable
equiliprium. Therefore, 1iquids such as water and most alcohols should be
avoided unless some provision has been made to control the atmosphere, for
example by supersaturation. Usable 1liquids {nclude silicone olil,
glycerol, index-matching liquids, DOP, DBP, DBS, and other clear, heavy
oils.
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Solid Parcicles

Solid particles can be launched into the laser beam by several
techniques. The simplest method, shown in Figure 6, is to sprinkle the
particles through a hole in the top of the optical cell using a "salt
shaker” [10]. One drawback of this approach is that, since many particles
fall through the hole, more than one particle will usually trap in the
focussed beam. If this occurs, the extra particles can be removed by
momentarily interrupting the beam untili only one parcicle remains, as
noted earlier. The other drawback of this approach is that there is no
control over which particle levitates with regard to its size, sphericity,
or surface quality.

To eliminate these drawbacks, a more sophisticated particle-launching
procedure uses a8 plezo-electric or acoustic vibrator to shake the
particles off the bottom of the cell ([13]. Figure 7 shows the piezo-
electric version of the vibration scheme. The procedure for trapping a
particle with this arrangement is as follows., First, the optical cell is
scanned horizontally until the desired particle is located (proper size,
shape, cleanliness, etc.). Then, this particle is moved into the laser
beam, and the focus brought down until ft is just above the particle. The
plezo-electric transducer is then "chirped” quickly through a range of
frequencies (typically a few tens of kHz) in order to pop up the chosen
particle. It should then trap at its equilibrium point, and the beam
focus can be moved upward to its orginal position.

The above experimental considerations hold for solid particles,
although rhey are still valid for hollow microballoons if a TEMol* laser
mode is used.

Multiplets and Aspheres

Ashkin and Dziedzic have assembled and levitated various types of
multiplets and aspheres {including doublets, triplets, spheroids, and
spheres-within-spheres (14]; some of these are shown in Figure 8. The
reader is referred to Reference l4 for details on how these particles are
made by combining single microspheres and droplets.

FEEDBACK STABILIZATION OF LEVITATED PARTICLES

A microparticle in an optical trap undergoes Brownian motion which,
if strong enough, car kick the particle out of the beam. Even if these
forces are not strong enough, the particle may still bounce around too
much for close observation and/or analysis. Thus, it {s often desirable
to stabilize a levitated particle by some means. For this reason, Ashkin
and Dziedzic [15] designed an electro-optical feedback system which
controls the laser intensity such that a levitated particle is locked in a
fixed position (Figure 9). Briefly, the particle is imaged onto a split-
field detector; the differential signal from the detector is amplified
and fed cto an electro-optical modulator which controls the laser
intensity. If che particle drops, the intensity {ncreases to raise f{t.
Conversely, {f the particle rises, the laser intensity decreases. There




is also a time-derivative term in the amplifier tc dampen the particle
motion. Note that this system appears to only lock the longitudinal
position of the particle (along the laser-beam axis). However, the
transverse position (across the beam) is also locked since transverse
motion of a particle in a Gaussian beam is always accompanjied by
longitudinal motion (see Figure 2). With a feedback stabilization system,
particle position can be fixed to better than 1 um [15].

APPLICATIONS

The main application of optical levitation has been in high-
resolution particle sizing using various light scattering techniques,
primarily resonance light scattering (RLS). The RLS technique makes use
of the sharp morphological resonances which occur in Mie scattering as a
function of wavelength [16]. Single microspheres can be sized to better
than 100 ppm using RLS, while size changes can be detected at the 10 ppm
level [16]. 1In particular, the evaporation rate of levitated droplets has
been accurately measured using RLS [17, 18]. Resonance light scattering
has also been applied in measuring an accurate mean diameter for an
ensemble of microspheres, although these were in liquid suspension rather
than optically levitated [19].

High-resolution measurements of refractive index can also be made
using RLS from optically levitated droplets. By matching experimental and
calculated resonances, Chylek, et al. have simultaneously determined the
refractive index and diameter of silicone oil droplets to better than 50
ppm [20].

Finally, Raman spectroscopy has been done on optically levitated
particles, both solid microspheres [10] and 1liquid droplets [21). One
reason for levitating particles in spectroscopic applications is to keep
them away from the substrate in order to avold spurious effects such as
particle deformation, Raman scattering and fluorescence from the
substrate, and coupling of scattered light between the particle and the
substrate [21]. Although other levitatinn schemes can be as effective
for spectroscopic purposes, optical levitation has at least one major
advantage, namely that the same laser beam which suspends the
microparticle can also be used to excite the Raman spectra. Because of
the high sphericity of optically levitated droplets, inelastic light
scattering spectra show the same morphological resonances as do elastic
Mie scattering spectra {10, 21). However, Raman spectra of nonspherical
microcrystals do not contain morphological resonances; these spectra are
identical to that of the bulk material [10].

CONCLUSION

Optical levitation can be used tou suspend single particles of many
different types using relatively simple equipment. It has certain
advantages over other single-particle suspension techniques, although its
limications preclude its use in some cases, especially where the particle
is highly absorbing or is in a strong gas-flow field. Despite these
shortcomings, optical levitation should find increasing application in
experiments where a single, motionless particle is required.
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FIGURE 1. LEVITATED DROPLET. Photograph of a
liquid droplet levitated on a vertical laser beam.
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FIGURE 8. MULTIPLETS AND ASPHERES.
Examples of multiplets and aspheres
which have been made and optically
levitated. From Ref. [14).
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AEROSOL JET ETCHING OF FINE PATTERNS

Y.L . Chen,J.R. Brock and I. Trachtenberg
Department of Chemical Engineering
University of Texas, Austin, Texas 78712

ABSTRACT
Successful demonstration of a new etching technique, aerosol jet ewching (AJE), is reported. AJTE has been
used to pattern fine lines with good anisotropy in silicon dioxide surfaces on silicon substrates using an hydrofluoric

acid ultrafine aerosol jet.

INTRODUCTION

In aeroso! science there has long been an interest in the interactions between aerosol particles and surfaces,
as evidenced by numerous studies in filtration, impaction, lung depsosition, atntospheric dry deposition, etc.
However, in most cases, the particles considered in these applications have been chemically inert with respect to the
surface material. There appear to be no reference: in the literature to investigations of interactions hetween highly
reactive partcles with surfaces. We have recently initiated studies of the interaction of highly reactive particles with
surfaces with the application in view of producing fine pattemns on the surfaces. Such pattemning is commonly
referred to as “etching”.

Etching is an important process that is repeated several times during the fabrication of integrated circuits.
Present ctching technology includes "wet chemical etching” and "dry etching”. Conventional wet etching is carried
out by dipping devices o be etched in a bath of an etchant liquid, such as, for example, aqueous hydrogen fluoride
solutions for etching silicon dioxide. Dry etching methods include plasma etching, reactive ion etching, ion beam
milling, etc. These technologies each have their particular limitations!:2. We have demonstrated a new etching
technique, "aerosol jet etching” (AJE), which has been used to pattern fine lines in silicon dioxide surfaces on silicon
substrates using an hydrofluoric acid aerosol jet. This new technique overcomes some of the limitations found in
present eiching technologies.

DESCRIPTION

Aerosol jet ewching (AJE) was conceived as a technique which might have the potential for combining in
one method the high selectivity of wet ewching processes with the high degree of directionality (anisotropy) found
with plasma etching or ion beam milling methods, but without some of the disadvantages of these methods!+Z. The
basic ideas in AJE are illustrated in Fig. 1. An aerosol is generated by mixing an etchant vapor with an inert gas so
as to bring about homogeneous nucleation of fine etchant particles. After nucleation and particle growth, the

gas-particle mixture is then expanded into a partial vacuum (1 - SO worr) through a nozzle. Because of their relatively
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small mass, the gas molecules are scattered by collisions with the background gas molecules in the etching chamber
and removed by pumping. The aerosol particles (iypically 0.05 - 0.2 um in diameter) are much more massive than
the gas molecules and hence are largely unaffected by collisions with the background gas molecules over a substantial
distance (several centimeters, depending on pressure). In this manner, a beam of energetic ultrafine particles can be
directed onto a substrate to be etched. The etching reaction proceeds immediately after a particle hits the substrate.
Etching rate can be controlled by adjusting the many process variables, suck as particle size and concentration,
substrate temperature, etc. While simple in outline, AJE involves many complex phenomena, including nucleation
and particle growth processes, particle transport in compressible flow, and the impact, evaporation, and reaction
processes of the ultrafine particles at the substrate surface. These last have hardly been explored in the literature,
RESULTS

In our first application of the AJE concept, we have investigated etching of silicon dioxide films (thermal
oxide and phosphosilicate glass) on silicon with ultrafine aerosol consisting of the 38.2 weight % azeotrope of
hydrofluoric acid. Both polymer photoresist and aluminum masks were used. In the course of this exploratory work,
a number of process variables were studied, including chamber pressure, substrate temperature, carrier gas flow rate,
and nozzle size and configuration. We discuss here only two important variables -- etching chamber pressure and
substrate temperature,

As a first step, It was determined from a number of trials that a jet of a vapor misture of water and HF

impinging on SiO7 surfaces in our system produced completely negligible ewching rates. Therefore, all etching
phenomena produced in our experiments can only be due to contact of liquid particles with SiO9. In order for this

contact to occur, a necessary but not sufficient condition is that particles have sufficient inertia to impact on the
surface and not be deflected substantially by the motion of the host gas. This impaction process has been extensively
studied in the context of particle collection and classification by instruments termed inertial impactors®8-3:4. The

efficiency with which particlies of diameter D and mass density p in a directed jet impact on a surface is dependent on
a number of parameters including Re the Reynolds number and Ma the Mach number of the jet leaving the nozzle, n
the ratio of the downstream stagnation pressure to the upstream pressure, v ratio of the nozzle diameter (o the
distance of the impaction surface from the nozzle exit, and the so-called Siokes number, Stk: Sk » pUD2CJ 18pd,.
where U is the jet velocity, dy, the nozzle diameter, i the viscosity of the gas in the jet, and C the Cunningham slip
correction factor. Under our operating conditions, the ratio 1} of downstream stagnation pressures {o upstream

pressure is small, generally less than 0.1, We determined experimentaliy also that the flow through the nozzle is
choked and therefore, Ma = 1.0 . With decreasing particle size, represented nondimensionally by Sk1/2, the

pressure ratio | must decrease in order for impaction to occur. This is well illustrated from our experiments by Fig.

2 showing etch depth in um for 1 minute etching time of thermal silicon dioxide as a function of etching chamber




pressure. The acrosol chamber pressure was constant at 700 torr . As can be seen, at an etching chamber pressure of
200 torr for a 1 minute etch the etch depth iy small and is evidently decreasing to zero. Therefore at etching chamber
pressures somewhat above 200 tort no etching would occur because the particles are unable o impact on the $iO2
suriace . From the dats of Fig. 2, and other similar data, it is possible to estimate the upper bound diameter of the
particles in our etching experiments. For the experimental conditions of Fig. 2, the diameter of the largest particle
that impacts on the substrate surface is around 0.2 um. This maximum diameter is also confirmed from estimates
based on the theory of homogeneous nucleation and particle growth.

A necessary condition for enﬁhing to occur in the AJE process is particle impaction. However, impaction
of a particle does not necessarily imply that the particle adheres to and wets the surface; it is, of course, the
liquid-solid reaction that is responsible for etching. Tlierefore, it is first necessary that an impinging particle not
"bounce of " (reflect from) the surface; it is common experience in impactor operation®-8- 3 that bounce off is not an
important factor in deposition for liquid particles. An additional condition is that the temperature of the impaction
surface be below the the so-called "Leidenfrost poim"e-8~6. Above this point, evolution of vapor from a particle is
sufficiently rapid that a vapor barrier is created preventing the drop from wetting the surface. The Leidenfrost point is
dependent on the temperature of the surface, the properties of the drop, and the propexties of the surface, among other
factors. However, the available information in the literature does not deal with the behavior on a heated surface of
such small, energetic particles as used in this study. In any event, our experimental observations show that surface
temperature is a critical variable in determining etch rate. In our experiments we were only able to control the
substrate temperatu.c; we have not measured surface temperatures at the point of impact of the particles. PFig.3
shows etch depth in um in thermal silicon dioxide as a function of etch time in minutes at 3 chamber pressure of 35
torr with substrate temperature as parameter. It is clear that etching rate is critically dependent on the substrate
temperature.

Immediately before the azeotrope particles, travelling at a substandal fracdon of sonic velocity, hit the
surface, their temperature is in the range 243 - 263K. If the particles wet the surface, isolated particles of diameter in
the range 0.0S - 0.2 um have thermal relaxation times of the order of a nanosecond or less, and evaporative lifetimes
of the order of microseconds to milliseconds, depending on their temperature. With the assumption of adherence and
surface wetting, from estimates of ranges of particle number concentration in the jet, the jet velocity, the evaporative
lifeime, and particle size, it is possible 10 estimate the fraction of the impaction surface covered by particles at any
instant. For our experiments, this fraction is cstimated to be in the range 0.01 - 1.0, with the lower figure being
typical for the smallest particies at the higher surface temperatures. Surface coverage above 1.0 is possible; this can
occur at surface temperatures sufficienty low to permit particle coalescence on the surface and formation of liquid
fitms. If liquid films form in AJE, one has almast a conventional wet etching process with consequent loss of
anisotropy in etching. This leads to our experimental observation that higher degrees of anisotropic etching in AJE
are achieved when the surface coverage is less than or equal 0 1.0 . The nearer to 1.0, the faster the etch rate.
Therefore, control of etching chamber pressure, surface temperature, particle size and mass flux is important in
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implementation of a rapid, anisotropic AJE process.
Fig. 4 shows a sequence of micrographs of ewching of 0.9 um PSG (10 mol% P;0g ) on silicon substrate

using an aluminum mask pattern for various etching times . The first micrograph shows the typical cratered surface
found with AJE; such patterns are also found in etching thermal silicon dioxide. These craters are not produced by a
single particle, since the particle diameters are at least an order of magnitude smaller than the typical crater diameter.
We believe that craters are formed by a process involving initial rapid etching of certain preferred sites on the surface.
These sites become the centers for preferential accumulaton of impacting particles, leading to rapid crater growth,
Finally, as shown in the last two micrographs in the sequence, the craters begin to coalesce and finally disappear
exposing the underlying smooth silicon surface. In the final micrograph, the anisotropy is estimated to be around
0.7 (maximum anisoopy possible is 1.0). Fig. § shows an example of a fine line etch pattern produced by AJE on
PSG on silicon.

Aerosol jet ecching (AJE) is a novel technique which may combine the high selectivity of wet etching with
the fine line anisotropic ewching capability of some of the dry ewching processes, but without some of their
disadvantages. AJE significantly reduces the volume of environmentaly hazardous waste products and results in no
radiation damage. Already we have demonstrated that AJE is successful in fine line eiching of silicon dioxide with
reasonably good anisotropy, which, based on our present undersianding of the process, we believe may improve with
eich depth. AJE may therefore become of interest in the developing trench device technology. We are now
investigating the application of AJE to other etchants and surfaces. In addition to the applications noted here, the
phenomeni observed in AJE are of fundamental interest and may have applications outside of fine line patteming,
such as in machining, surface decontamination, ei.

ACKNOWLEDGMENT

We thank M. Schmerling for his generous assistance with SEM. This work was supported by the Texas

Advanced Technology Research Program. We (1.T.) acknowledge the support of Texas Instruments Incorporated.
REFERENCES

. Thin Film Processes W. Kem and J. L. Vassen, eds. (Academic, New York,1978).

. C. M. Melliar-Sinith, J. Vac. Sci. Technol.13,1008(1976).

V. A. Marple and C. M. Chien, Environ. Sci. Technol. 14,976 (1980).

P. Biswas and R. C. Flagan, Environ. Sci. Technol. i8 , 611 (1984),

Y.-S. Cheng and H.-C. Yeh, Environ. Sci. Techno!. 13, 1392 (1979).

A. A.Mills and N. F. Sharrock, Eng. J. Phys. 7,52 (1986).

Y =

318




Asrapet Oumas G £t Vapar b Corner Oat
€ uhang Cramt
Cpavaren Muste
vam
e L X
Stmrue Helle
to« Moourg Puw)
Voo Pung

Fig. 1. Schematic diagram of aerotol jet eiching (AJE) system.

06
YR
o
E 031
3 o024
S o
00 v v
0 100 200 300

ETCHING CHAMBER PRESSURE (1om)

Fig. 2 Eich depth in thermal silicon dioxide versus ewching chamber pressure for 1 minute etch
ume Ewhing conditions: Silicon substrate, temperature, 30°C; Carmier gas flow rate,790 ce/min.

06
T
& 059 * Temp OC
E < Yemp 40C
g 041 * Temp 50C
z 034
Q
2 o021
T
S -
W o‘
00 —r v ——
0 2 4 6 []
ETCH TIME (min)

Fig 3. Eich depth in thermal silicon dioxide versus eich time with substrate temperature 83
parameter. Eiching condiuons: Etching chamber pressure. 38 tomr; Carvier gas flow rate, 790

ccrmun




10u 313m sajdwes 2inex3q paunsdo aundy v Juueadds SIENIWNLOD g (f §! wnesdwI)
ARNIGRS uoNIS o OGY Wl 60 g0 Buiyna 13( (osos3e woyy qdesBosnw wys ¢ diy

Win net!

"WOOL VeI © U1 PIAHPUTY
10u 339 sidwes 350339 Pann0 suady v Tuueadde NurUIWEIVOD) 3 OST B AW
Aeingng “('0 Laiewns udde Ldogosiuy  unw 9 | (2) © uiw g0 (Q) TUIW §'Q (8) SIWA YN
$ROEA 20} VOIS BO S W 60 Jo (I[V) Tuiyna 1 (vosre woyg sydradairnw w3s » Iy

rESR

WoLs UL ® Ul pIpuTy

320

e

|
|
|

T
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STATUS OF THE MICROWAVE SCATTERING FACILITY (MSF) UPGRADE

R. T. Wang
Space Astronomy Laboratory, University of Florida
1810 NW 6th Street, Gairesville, FL 32609
RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:
A) R. T. wang, "The Microwave Scattering Facility (MSF)," in Proceedings of the 1986 CRDEC
Conference, R. Kohl, ed. (in press),

B) R. T. Wang, "Findings Through MSF Upgrade," Presented at the 1987 CRDEC Conference {June
1987).

ABSTRACT
This paper summarizes the status of the Microwave Scattering Facility (MSF) upgrade in
terms of improved efficiency, accuracy and versatility of measurement operations. Emphasis was
on identifying all factors which affect measurement, precision and accuracy. For example, the
scattering chamber's temperature fluctuation was confirmed to be a major drift error source due
to the uneven expansion/contraction of two wave paths - via waveguide and via free space - and
hence the work done on the judicious readjustment of waveguide path lengths, circulation of
water over extended lengths of pipes which are in thermal contact with the wavegulides,
minimizing microwave leaks and insulation of waveguldes, use of new programmable microwave
sources for monitoring the outcome, etc. The upgrade is not yet fully completed, but the major
results to date are presented and discussed as they affect the measurements.
UPGRADING THE MSF AND THE FINDINGS
As reported previously [Ref.7], the remarkable advantages of the microwave technique over
other optical methods lie I{n the precise controls/uses of the following critical factors in
studying a single-scattering process:
1. Particle size (or the size parameter x=2na’/), a=radius, A=wavelength).
2. Target shape (single particle or agglomerates).
3. Orientation/position of particle in the beam.
4, Polarization states of incident/scattered radiation.

5, Complex refractive {ndex mem'-im" of target medium.

6. Discrimination of the true scattering against the unwanted, coherent background via the

use of the microwave-unique compensation (or null) technique.
7. Absolute magnitude calibration of the scattered radiation,

Of these, #3, #5, #6 and #7 have been paid special attention during the MSF upgrade. This
emphasis derived primarily from our experience in operating the MSF and partly from discussions
with other Army-supported researchers who kindly voiced thelr criticisms and needs during the
Army Research Office scattering workshop at Gainesville, FL, April 24-25, 1986. Fig. 1 depicts
the present MSF schematic wherein the rerouted wavegulde paths, temperature sensor positions,
new equipment locations, etc., are shown to facilitate the discussion. Rather extensive figures

and tables are also incorporated here for the same reason,
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A. Target Orientation/Positioning Device

A device capable of quickly and precisely orienting/positioning a scatterer of desired
shape in the beam, and which contributes little to the total scattering, is indispensable to the
MSF. We have previously developed a PDP11/03 computer-controllable device [Ref., 4; sketched in
Fig. 1] that emplcyed a nylon-strings-only target mounting/suspension net (in the beam region)
driven by an assembly of stepping motors, turntable, gears and rods in the out-of-beam region.
This device performed the desired functions except that it required frequent maintenance -
potentiometer wear. malfunctioning during wintertime, mechanical alignment, etc. A new VME-
MIZAR controller system tied to the new PDP11/23 computer (Fig. 1) has therefore replaced the
above motor control system, Instead of recording/monitoring target orientations through
potentiometers, the new syster works by direct counting of pulses transmitted to stepping motors
of the drive mechanism, thereby eliminating the use of potentiometers and also alleviating the
effort in target-orientation calibration. The installment of this new VME-PDP control syatem
was also mandated by the need to control multiple equipment - microwave source, phase-lock
counter, temperature sensors, line-voltage monitoring device, lock-in amplifier, etc, (see also
Sec. C). Almost all interface computer programs driving these gears were written in C-language

and are linked tc the operator's Fortran programs for a variety of measurement runs.

B. Complex Refractive Index mem'-im" of Target Medium

The reliability of our complex refractive index measuramert data u3ing the well-established
waveguide-slotted-line technique [2,3) was re-examined. Guided by the Faotorial Experiment
Technique [1), 3 acryiic and 3 expanded polystyrene waveguide samples, all about 20 years of age
and of nearly the same size, density and fabrication process among each material group, were
chosen from our inventory to repeat refractive-index measurements under 3 controlled
environments: (a) placed in a vacuum chamber, (b) left in normal room conditions, and (c)
enclosed in a water-vapor-saturated chamber. The new data sets were compared against each
other, and, in particular, the sets by procedure (b) were compared against the old measurement
results. Table I shows the comparisons, from which we deduce the following: (1) m