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PREFACE

The 1987 Chemical Research, Development and Engineering Center Scientific
Conference on Obscuration and Aerosol Research was held 26-30 June 1987 at the
Edgewood Area Conference Center of Aberdeen Proving Ground, Maryland. The
Conference is held annually, the last full week in June, under the direction of
Dr. Edward Stuebing, Research Area Cordinator, Aerosol Science, from whom it
receives its unique and productive character.

The Conference is an informal forum for scientific exchange and stimulation
amongst investigators in the wide variety of disciplines required for Aerosol
research and a description of an obscuring aerosol and its effects. The
participants develop some familiarity with the Army aerosol and obscuration-
science research programs and also becone personally acquainted with the other
investigators and their research interests and capabilities. Each attendee is
invited to present any aspect of a topic of interest and may make last minute
changes or alterations in his presentation as the flow of ideas in the
Conference develops.

While all participants in the Conference are invited to submit papers for
the Proceedings of the Conference, each investigator, who is funded by the Army
Research Program, is requested to provide one or more written papers that
document specifically the progress made in his funded e'fort in the previous
year and which indicate future directions. Also, the papers for the
Proceedings are collected in the Fall to allow time for the fresh ideas that
arise at the Conference to be incorporated. Therefore, while the papers in
these proceedings tend to closely correspond to what was presented at the
Conference, there is not an exact correspondence.

The reader will find the items relating to the conference itself,
photographs, the list of attendees, and the agenda, in the appendixes following
the papers and the indexes pertaining to them.

The use of trade names or manufacturers' names in this report does not
constitute an official endorsement of any commercial products. This report may
not be cited for purposes of advertisement.

Distribution of this document is limited to conference attendees to reduce
the risk of its unauthorized disclosure while providing a valuable exchange of
unclassified information. The proceedings are not to be used as reference
material for other persons or organizations. It is incumbent on the recipient
to safeguard the contents, control the dissemination, and destroy properly in
accordance with DoD Industrial Security Directive 5220.22-M or Information
Security Directive 5220.1-R.

Reproduction of this document in whole or in part is prohibited except. with
permission of the Commander, U.S. Army Chemical Research, Development and Engineer-
ing Center, ATTN: SMCCR-SPS-T, Aberdeen Proving Ground, Maryland 21010-5423.
However, the Defense Technical Information Center and the National Technical
Information Service are authorized to reproduce the document for U.S.
Government purposes.

This report has been approved for release to the public.
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DETERMINATION OF LIQUID VAPOR PRESSURES
FROM SINGLE PARTICLE GEOMETRICAL RESONANCES

G. 0. Rubel
U.S. Army Chemical Research, Development and Engineering Center

Aberdeen Proving Ground, Maryland 21010-5423

ABSTRACT

This paper presents a methodology for determining the evaporation rate and vapor pressure of
arbitrary liquids using geometrical light scattering resonances. The technique involves the
measurement of the 90 degree elastic light scattering from single droplets, and the detection of
periodic resonances in the light scattering pattern resulting from constructive interference between
surface waves and the incident beam. Using well known relationships between the resonance periodicity
and the change in droplet size, the vapor pressure of dimethylphthalate is determined within ten
percent of previously reported values.

INTRODUCTION

In the past, classical ASTM methods have been used to measure the vapor pressure of volatile

liquids. Recently, a new method was introduced that uses electrodynamic trapping of single particles

to determine droplet evaporation rates and their concomitant vapor pressures £1). The technique rests

upon using a combination of ý itic ard oscillating electric fields to balance the droplet against its

own weight. By monitoring the time dependent droplet balancing voltage, we are able to determine the

the droplet evaporation rate. The method Is rapid and highly accurate. In this paper, a technique

for measuring liquid vapor pres;ures using 90 degree light scattering is introduced that eliminates

the need for monitoring the droplet balancing voltage. By measuring the 90 degree light scattering

during droplet evaporation, we are able to detect the geometrical resonances that appear due to con-

structive interference between refractee sji-face waves and the incident radiation. From the period-

icity in the resonances, the time dependent droplet size is determined. Using classical expressions

for continuum evaporation, the liquid vapor pressure is determined from the droplet evaporation rate.

EXPER1ME!'T

Electrodynamic suspension of single droplets he; priven to be a valuable tool in the investigation

of a wide range of phenomena in aerosol physics. lhe princ:ple for droplet suspension Is based on

developing a phase lag between the droplet motion and the os,-illating electric field. For linear

electric fields, the droplet experiences a net time--averaged inrce that opposes the weight of the

droplet. In addition, if a static electric field that exactly nlances the particle weight is

impressed across the chamber, the droplet remains stationary at the null point of the oscillating

field. Successive droplet masses are determined from the successive balancing voltages, assuming

constant droplet charge.

Figure 1 shows a schematic of the electrodynamic droplet suspension chamber, approximately 60 cm3

13



in volume, and the associated electrooptical circuitry. The static electric field is impressed across

the top and bottom electrodes that are electrically insulated from the central electrode using two

200 volt d.c. power supplies in series. An oscillating voltage of 500 to 1000 volts is applied across

the central electrode that establishes a linear electric field inside the chambar and provides the

appropriate restoring force for the charged droplet. As the droplet evaporates, the static voltage is

reduced to maintain the droplet at the null point of the chamber.

A dimethylphthalate (DMP) droplet is generated by applying a high voltage to a capillary tube that

conta 4 ns the DMP (index of refraction of 1.5138.) At a critical voltage, a spray of charged droplets is

generated, and they are guided into the chamber using focusing fields. All droplets except one are

removed from the chamber. The droplet is accurately positioned at the electrical null point by

monitoring the light scattered by the droplet at 90 degrees (Fig. 1 .) Light from a 2 mW helium-neon

laser (6328-A wavelength) is targeted onto the droplet and the light scattered at 90 degrees is

detected with a split photodiode. The split photodiode consists of two diode panels that independently

respcnd to the light scattered by the droplet. The signal from the two diodes is passed through a

difference/sum amplifier that outputs into a digital multimeter. If the droplet is positioned at the

null point, then the difference uutput reads zero. If the droplet moves up or down, the difference

output will be nonzero, and the static voltage is adjusted to bring the difference output back to zero.

The balancing voltage is recorded on a y-t recorder.

The sum output of the amplifier represents the total light scattered at 90 degrees by the droplet

and is recorded on a y-t plotter that is driven by a quartz drive. The light is projected onto the

split photodiode using a 32mm objective that is focused onto the droplet. The acceptance angle of the

microscope is approximately 4 degre-s. The initial droplet size is determined using a telemicroscope

that is fitted with a scanning graticule. Using back illumination of the droplet, we were able to

measure the droplet diameter within one micrometer.

RESULTS AND DISCUSSION

Figure 2 shows the measured 90 degrees far-field light scattering for an evaporating DMP droplet,

the initial diameter of which is 84 micrometers. Because the chamber is unsaturated with DMP vapors,

the droplet evaporates and resonances in the light scattering are observed. The signature of the

resonance is that of a broad peak that is followed by two sharp peaks. The second sharp peak is super-

imposed onto a broad peak whose amplitude is smaller than the first broad peak. This distinctive

pattern was also observed by Ashkin and Dziedzic [2] in the measurement of the radiation pressure on

Cargille droplets the index of refraction of which is 1.51. Chylek et al. [3] showed that the sharp

and broad peaks are associated with second and third order electric and magnetic resonances,

14



respectively. Interestingly, while the relative amplitudes of the peaks varies, their spacing remains

invariant. In the present case, the spacing between successive resonances is 1.3 minutes. From

Figure 2 we are able to establish an accurate measure of the time for the appearance of successive

resonances as shown in the accompanying table.

As stated earlier, the appearance of a resonance is due to constructive interference between

surface and incident waves, and this will only occur for specific droplet sizes. Chylek et al. [3]

derived an expression for the separation between the resonances in terms of the liquid index of

refraction that applied to droplets the size of which was very much greater than the incident wave-

length. Using the Mie solution to single particle light scattering, they showed that the separation

in the size parameter obeyed the relation

(m
2 -1)1t2

where m is the index of refraction and x is the droplet size parameter defined as the ratio of the

droplet circumference to the radiation wavelength. For DMP, Ax = 0.75. At constant radiation wave-

length, we then have a measure of the droplet size at successive resonance, namely Aa ý-075X,2"r

One may use this relation to define the droplet radius at successive resonances, i.e.,

) 0 75oX

Using continuum theory to model the transport of vapors away from the droplet, the liquid vapor

pressure can be determined from the relation p pRT Aao
2D,Mf ý_t

where temperature, Dg is the gas phase diffusion coefficient, and Mw is the molecular weight of the

vapor. Using the data in Fig. 2, along with the expression for the liquid vapor pressure, we obtain

for DMP the vapor pressure 9.37 x iO4 mmHg at 20C. This value is in good agreement with the literature

value of 1.0 x i0-3 mmHg as reported by Frostling [4].

REFERENCES

1. G. Rubel, On the Evaporation Rate of Multicomponent Oil Droplets, J. Colloid Interface Science,
Vol. 81, No. 1, 188, 1981.
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3. P. Chylek, J.T. Kiehl, and M.K.W. Ko, Optical Levitation and Partial Wave Resonances, Physical
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resonances is shown.
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LIQUID DROP EVAPORATION DYNAMICS BY ACOUSTIC LEVITATION
IN A HORIZONTAL WIND TUNNEL

Mark Seaver and T J. Manuccia
Optical Sciences Division

Code 6540
Naval Research Laboratory

Washington DC 20375

ABSTRACT

We have built the first combination acoustic levitator and horizontal wind tunnel.
Comparison of our data for the evaporation of water with known water evaporation data indicates
that while the precision Is excellent the accuracy can be off by as much as 100%. Potential
sources of this discrepancy are discussed. Qualitative experiments into the evaporation of 1-
butanol/water mixtures demonstrate switching from one-phase to two-phase behavior and back
in this partially miscible system. Future directions include solving the accuracy discrepancy,
applying In-situ optical diagnostics to monitor gaseous species uptake by liquid drops, further
Improvements In apparatus design and additional studies of evaporating mixtures.

INTRODUCTION

Acoustic levitation offers two advantages over electrodynamic
levitation when it comes to studies of single aerosol particles. First, one
can easily set up a laminar flow of gas around the particle which
effectively removes the chamber walls from consideration in the
particle-gas system dynamics. The second advantage lies in the ability to
levitate uncharged particles.

With these considerations in mind we have built the first
combination wind tunnel and acoustic levitator. In this report we briefly
describe the apparatus, evaluate instrument preformance and discus
preliminary results from evaporation studies of the partially miscible
mixture, 1-butanol/water.

APPARATUS

Acoustic levitation relies on a nonlinear acoustic effect1 . The
levitation force in rectangular coordinates is given by
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Flev~late9 (6pc2I) kr3 sin(2kx)

Where p, is the acoustic intensity, p is the particle density, c is the speed

of sound in the gas, k is the wave vector and r is the particle radius. Note
that the r3 term will cancel in the force balance expression making the
levitation dependent only on particle density. In a cylindrical resonator
such as ours the sin term is replaced by appropriate Bessel functions in
the radial dimension. At frequencies which excite high order Bessel
modes our system produces multiple trapping positions thus allowing
future investigations into the effects of near neighbors on particle
behavior.

We have built our cylindrical resonator around the working section
of an open-jet horizontal wind tunnel. Using a modulated smoke wire for
flow visualization we see laminar flow in the velocity range 50-300
cm/s. Drop sizes range from a maximum diameter of -2mm down to
-1 OOtm.

A minimum particle size arises because of an acoustic force node
coaxial with the wind tunnel jet. Because of this node the horizontal
restoring force depends on particle size. Thus, the node allow small drops

to be pushed horizontally through a "mountain valley" by the drag force
until the drops reach a point where the vertical force no longer exceeds
the gravitational force. Operation of the resonator in a Bessel mode with
no azimuthal nodes would enable particles of any size to be levitated.

Air conditioning equipment allows us to vary the relative humidity
and gas compostion. Constant temperature coils wrapped around the wind
tunnel control the temperature to :0.20C over the range 10-350C. Air
temperature is measured with a thermocouple. Relative humidity is
determined from wet bulb measurements. When liquids other than water
are used the wet bulb wick is immersed in the appropriate liquid to give a
temperature for the evaporating drop.

Drop size measurements are made from photographs taken with a
microscope of known magnification. Because the acoustic field distorts
the drops into oblate spheroids, both a horizontal and a vertical diameter
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are measured. From these measurements the drop surface area and volume
are calculated.

THEORY

The evaporation rate, in terms of surface area (S), for a volatile
liquid in still air is given by

(dS) (8ID MdX P-0(1

In this equation Dv is the diffusion coefficient of liquid vapor in the gas,
Md is the molecular mass of the liquid, Pd is the density of the liquid, R is
the gas constant, p. and Pd are the vapor pressures of the liquid in the
gas stream and at the drop surface respectively and T.. and Td are the gas
and drop temperatures. For moving air this expression is multiplied by the
so called ventillation coefficient, Iv. An empirical correlation for Iv has

been given by Pruppacher and Beard2 .

Iv - 0.78 + 0.308 (NSc)1/ 3 (NRe)1/ 2  NRe > 4

In this equation NSc(Schmidt number) - kinematic viscosity/liquid vapor
diffusivity and NRe is the drop Reynolds number.

Our data can be compared with theory by plugging our measurements
of NRe vs time into eq. 1 and integrating. The resulting calculated surface

area vs time behavior is then compared with the surface area vs time data
dltermined by the experiment.

EXPERIMENTAL

Figure 1 shows the results of five seperate experiments measuring

the evaporation of water under constant conditions. Each experiment
started out with a drop of a different size. Therefore we have scaled the
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time axis so that all drops of the same surface area coincide in time.
Such scaling illustrates the precision of our measurements as well as
definitively ruling out the possibility of contaminated water. Similar
data precision has been obtained for all pure and mixed liquids evaluated
to date. Such precision enables us to distinguish between the evaporation
behavior of liquids at temperatures differing by as little as 10C and wind
speeds differing by 15%.

S.00-2-
• 1/21/87a

SU 0 1/21/87"
E 4.00-2 1b 1/28/87

U* 1/'29/87a

v) 3.0e-2 a 1/29/87b

cc 2.0o-2

1.0e-2

0.08+0 . , . , ..

0 2 4 6 8 10 12
time(min)

FIGURE 1. WATER EVAPORATION (135 cm/s: 12.6°C; 40% R.H.). Data is
shifted in time so that drop surface areas coincide.

Slopes obtained for plots of S vs t for water at various wind
velocities, relative humitities, and temperatures display differences with
their calculated counterparts which range from 10% to 100%. Thus our
accuracy is not reliable. One possible explanation for these discrepancies
lies in our indirect determination of the drop temperature. If the actual
drop is absorbing a small amount of energy from the acoustic field it will
heat up. A 1.50C temperature rise in the water drop would account for the
largest discrepancy. An alternative explanation lies in the relative
humidity measurement. However, much larger changes in relative
humidity (>10%) are required to account for the observed disagreements.
In the case of other pure liquids such as 1-butanol or undecane, the
agreement between calculated evaporation slopes and measured slopes is
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better than 15%. Further investigation into this aspect of the levitator is
underway.

We have observed a puzzling behavior in the evaporation of 1-
butanol/water mixtures. At relative humidities below 80% the S vs t
curves for the mixture are smooth, reminiscent of fig. 1. When the
relative humidity exceeds 80% one can visually observe two-phase

behavior. That is one sees small drops of one liquid circulating on/in the
larger drop. These small drops grow in size until the system coalesces

back to a single phase. When we monitor the drop surface area as this
behavior occurs we generate the S vs t plot seen in Fig. 2. It is
interesting to note that the discontinuity in the curve coincides with the
return to one phase behavior. We are also surprised by the fact that the
evaporation rate of the butanol rich surface is not perturbed by the
presence of increasing amounts of water rich matterial on or just below

the drop surface until all the butanol rich liquid has evaporated.

1.00-1

E 8.09-2
U Um

6.00-2

4.09-2 •

2.0e-2-IW I II II

0.00+.0 ... . ..... ..... ...

0 5 10 15 20
time(min)

FIGURE 2. 1-BUTANOL/WATER EVAPORATION (9/1; 150 cn/s; 12.2 0C; 92%
R.H.). Two-phase behavior begins at about 5 min and ends at the disContinuity.

We have also seen discontinuous behavior in the evaporation of
undecane/1-butanol mixtures and undecane/tridecane mixtures. Both of

these latter mixtures are fully miscible systems whereas 1-butanol/
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water is only partially miscible. The miscibility limits are -8% 1-butanol
in water and -20% water in 1-butanol near room temperature.

SUMMARY

In summary, we have built and tested the first combination acoustic
levitator and wind tunnel. Tests indicate that precise measurement of
drop evaporation can be made under controlled conditions of wind speed,
temperature and gas composition. The absolute accuracy of the method
requires further testing to resolve the reason(s) behind discrepancies in
the measured versus calculated evaporation of water. In the partially
miscible system, 1-butanol/water, we observe evaporating drops switch
from single-phase to two-phase systems and back. The two-phase
behavior occurs only when the relative humidity exceeds 80%.

1 R. T. Beyer, Nonl•n•ar Acoustics, (Naval Sea Systems Command, Dept. of the Navy,
Washington DC, 1974) ch. 3.

2 K. V. Beard and H. R. Pruppacher, J. Almos. Sci. 21, 1455 (1971).
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A THEORY OF VERTICAL PNEUMATIC TRANSPORT INA DRAFT TUBE (TRANSPORT LINE)-AT CHOKING

H. Littman and M. H. Morgan III
Department of Chemical Engineering
Rensselaer Polytechnic Institute

Troy, New York 12180-3590

ABSTRACT

This paper presents a new theory for calculating the choking gas velocity In a draft tube.
The only experimental information required is the axial pressure profile and the particle masf
flowrate in the tube. Axial profiles for the voidage, gas and particle velocities, and slip velo-
city can then be calculated.

The choking gas velocity is important practically as it determines the minimum volumetric gas
flowrate needed to move the particles through the line at a particular flowrate.

INTRODUCTION

In the design of equipment for spraying particulate aerosols, it Is important to be able to pre-

dict the minimum gas velocity necessary to move the particles In dilute phase flow, and to determine

the voidage of the particles exiting the draft tube (or transport line) and the mass flowrate of the

particulates. There is no fundamental theory in the literature for predicting any of the aforemen-

tioned quantities. The partly theoretical approaches and data which exist are useful primarily in

testing the general soundness of our approach.

In this paper, a new theory is presented for calculating the choking velocity, given only the

axial pressure profile and the particle mass flowrate. Once the choking velocity is known the axial

profiles for the voidage, gas and particle velocities, and slip can be calculated. Gas velocities

close to choking are indeed practical because the air requirtd to move a given amount of particles

in a given time period is minimized.

THEORY

A. Field equations

The mass and momentum balance equations for the draft tube in Figure 1 are as follows:

d(1
Ty (Et Ut) = 0 (1)

d(2
d [(l-Et)vt] - 0 (2)

d 2 - C dpt 2 (3)S(t ut ) t - 8(ut - vt)

d •f. ((-ct)vt2  
- (1-t) t + B(ut Vt)2 -(-et)(0p Of)g (4)
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Integrating equations I and 2, we obtain

Ct ut a c 1 a Wgt/pfAt (5)

(1-ct)vt • c 2 • WPt/ppAt (6)

Combining equations 3 and 4, we obtain the overall momentum balance for gas and particles

df (Ct ut 2 ) + 4pd [(1_ct)vt 2 ] = _ -" t)(PpPf)g (7)

Using equations 5 and 6, equation 7 can be placed in the following form

det dpt
y(Ct) -- + (Dp-Of)g (i-et) - - • (8)

where y .2LC 2 Ofc 1
(i-ct)"t

Ct

Equations 5, 6 and 8 can be solved for ut, vt and ct if the experimental pressure profile is

available, and the boundary conditions specified.

B. Boundary conditions at choking and the choking gas velocity.

Although the boundary conditions at choking are unknown, reasonable assumptions can be made.

Let us consider first the conditions at the top of the draft tube. Assume that

dc t , tzaH(10)dz tdT 0 at za- t ( 0

Since equation 6 shows that dvt/dz = 0 when dct/dz = 0, we are assuming that the particles

are not accelerating at the top of the draft tube. In a long transport line, this is undoubtedly

the case.

Using equation 10 in equation 8, the voidage at the top of the draft tube i

C 1 (-dpt/dz) at Z 1t (11)
ct " P I - P (p f)g a z- t (I

At the inlet, we assume that

y(Ct . 0 at z • 0 (12)

so that by equation 8
(-dP t/dz)

e - I ;f ; ý at z =0 (13)
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Equations 11 and 13 are the equations for calculating the voidage at the inlet and outlet to

the draft tube. What is needed experimentally is the axial pressure profile which can then be dif-

ferentiated numerically to determine the gradient. The inlet gradient Is obviously more inaccurate

because of the curvature there.

From equation 9

cI 1/2 €c2 (f ( at z - 0 (14)

If the particle mass flowrate at choking is measured then cI can be calculated from equation

14. The volumetric flowrate of gas at choking is

Qc d t2 (15)

Qc is the minimum gas needed to move the particles through the transport line and ct(Ht) is the

minimum voidage. It is apparent that if our criteria for calculating et(O) and ct(Ht) (equations 10

and 12) are correct then an axial pressure profile In the tube is all that Is required to obtain the

conditions at choking, solution of equation 8 gives the axial voidage profile In the draft tube and

the average voidage in the draft tube is

1
<Et> - f et(z) d(Z/Ht) (16)

0

The gas and particle velocity and slip velocity profiles are calculated using equations 5 and 6.

C. The slip velocity at Inlet.

For coarse particles the slip velocity is of the order of the terminal velocity (Capes and

Nakamura, 1973, Day et al., 1987) so that for a particular system, we can write

ut-v . k at z - 0 (17)

uT

where the functional relationship is currently unknown.

Using equations 5, 6 and 17

p 1/2(Hf) -11 c2

(18)
u T ME-t(o)]
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GrbavciC (1986) gives an axial pressure profile and the particle mass flowrate at choking for

corn kernels (<dp> = 8.08 mm, pp = 1290 kg/m 3 ). With uT = 11.64 m/s and c2 = 0.0651 m/s, k = 1.57.

This is a very reasonable number as Day et al. (1987) found k = 1.8 for 2.73 mm. glass spheres at

the inlet to a spouted bed.
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NOTATION

ci, c 2  constants

dt tube diameter

g gravitational acceleration

Ht height of draft tube

Pt fluid pressure (dynamic)

Qc volumetric flowrate of gas at choking

ut interstitial fluid velocity

v t Interstitial particle velocity

Wgt mass flow rate of gas

Wpt mass flow rate of particles

z vertical coordinate measured from tube inlet

Greek symbols

B fluid-particle interphase drag coefficient

Y(C t) defined by eq. (9)

£t voidage in draft tube

Pf fluid density

Pp particle density
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Figure 1. Schematic diagram o.' draft tube.
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MEASUREMENT OF THE CONDENSATION COEFFICIENT OF WATER IN
THE UMR CLOUD SIMULATION CHAMBER
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ABSTRACT

Measurements of the condensation coefficient of water under conditions closely
approximating those in natural atmospheric cloud have been made in the cooled-wall UMR
cloud simulation chamber. Current measurements disclose a value of condensation
coefficient near unity at the outset of the experiment, generally decreasing to lower
values (-\, .01) as the experiment progresses. The significance of the magnitude of
condensation coefficient in atmospheric cloud is briefly discussed.

*Current affiliation: D.D. Hulsart Co., Inc., Tuscaloosa, AL 35401

I. INTRODUCTION

The measurement of the condensation coefficient of water is important in a number

of areas. We approach this problem from the cloud physics side, so our concern is

with the dropwise condensation of water under normal atmospheric conditions. We begin

by a few definitions and a brief discussion of why we regard the condensation

coefficient to be significant in Cloud Physics.

The condensation coefficient, B, may be defined as the probability that a water

molecule, upon striking a liquid water surface, sticks to that surface.

Condensation growth of a cloud drop is accompanied by heat conduction (due to the

latent heat of condensation), and the thermal accommodation coefficient, s, is the

thermal counterpart to S. It represents the extent to which "air molecules"

accommodate to the temperature of the liquid surface (or the drop)

Ei - Er

E i - E S

where Ei a ave. energy/molecule of incoming stream

Er - ave. energy/molecule of reflected stream

ES = ave. energy/molecule of a stream corresponding

to surface temperature.

The most familiar form of drop growth theory is that adapted to the low

supersaturatlons found in atmospheric clouds (e.g. Fitzgerald, 1970; Fukuta and
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Walter, 1970; Carstens, 1979). Carstens' version may be written to reasonable

approximation as follows:

(a +e))- D r(T IS(t) - Ssat (a)] (1)(a+£ddt Deff P a

where

LD £i Ln
e = (f + pK B) , (2)

1 Lri1 I+-SLnB, (3)
Deff D pK

i 4D_ (4)

OK .-1 (5)

n R V Y+lig g

and where Ssat (a) is normally written

Ssat (a) I + 3Ams (6)3
a a

where r* and A are constants, and ms is the mass of dissolved salt (e.g. Rogers,

1976). Here peq (T.) represents the ambient saturn-ion vapor density; B is the slope

of the vapor saturation curve at ambient temperature (i.e. B = de /dT.); and the

remaining terms are defined in Appendix A.

II. IMPORTANCE IN DROP GROWTH

A. Influence on growth rate

An important question is the following: "How rate influencing is the

accommodation process, represented by the above parameters, in drop growth?" Under

ordinary atmospheric conditions where water vapor is a dilute species with respect to

air, one normally assumes that diffusion and conduction are the major rate controlling
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steps in condensation growth. Plainly, however, if B - 0 the condensation probability

takes over as the rate controlling step. Condensation rates are rather different

depending on which process predominates. The matter may be put briefly by looking at

the "resistance" term in the transport of vapor molecules to the surface of a drop of

radius a.

Suppose for the sake of argument we ignore latent heat in the formalism

represented by equation(l). Then Deff - D, and (1) can be rewritten

da O eg(T) [S(t) - sat(a)]

dt l+Z/
D

where (l+P/a)/D can be regarded as a resistance. For diffusion controlled growth this

resistance is given simply by 11 for growth controlled jointly by diffusion arid
D

surface accommodation this resistance may be written approximately by:

+1+ Knudsen numberaa

D D

where X is the mean free path of diffusant (vapor) molecule. Thus if either B - 0 or

a -* 0 the process tends to be dominated by surface kinetics.

B. Significance in Cloud Physics

One of the nagging problems in cloud physics has been the repeated observation

that cloud drop size distributions are broader than conventional (closed parcel)

theory implies. The most popular explanation appeals to mixing, but inexplicably

broad size distributions have also been observed (Jensen and Baker, 1986) for unmixed,

i.e., adiabatic, parcels. In the unmixed case the value of 6 is of significance, for

if it is sufficiently small it is capable of accounting for that portion of the

distribution extending to the small-size end of the spectrum (Warner, 1969).

III. THE SEARCH FOR 6

A. Existing measurements of B

The problem with which we are here concerned arises in establishing an

experimental value for B. Past measurements disclose a scattershot of values ranging

from 0.001 to 1.0, with cloud physicists often taking a value of around 0.036 as

sout of compromise (Pruppacher and Klett, 1978). It is in fact hard to justify a

choice for B based on existing measurements. The general consensus among researchers

is that the condensation coefficient for a "pure" surface ought to be unity

(Mozurkewich, 1986)1 a common hypothesis involved to "explain" the variety of valijes
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actually measured is that trace contaminants may strongly affect such measurements.

Thus the existence of trace contaminants in the real atmosphere may mean that the

condensation coefficient is significantly low under ordinary meteorological

conditions.

B. The UMR program

There would seem to be little point in simply adding another value of 8 to the

variety already in the literature. Yet this variety attests to the importance of the

phenomenon and entreats a resolution to the problem. We have therefore started a

systematic program aimed at measuring the condensation coefficient of water over a

broad range of carefully controlled conditions. We have adopted the hypothesis that

departures of 8 from unity (8 < 1) are attributable to contamination. Hence an

important part of our program will consist of precautions to ensure system purity, as

well as subsequent deliberate introduction of selected "contaminants". In addition

ambient supersaturations will be varied over a broad range, starting with magnitudes

typical of atmospheric cloud, (,.003) and extending to values approaching those

associated with homogeneous nucleation (S , 4.0). High supersaturations are produced

in the UMR fast expansion chamber. Low values are produced in the UMR cloud

simulation chamber. The program has been started with the simulation chamber.

IV. MEASUREMENT OF 8 IN THE UMR SIMULATION CHAMBER

A. OVERVIEW OF THE FACILITY

The simulation facility consists of a dynamic cooled-wall expansion chamber which

simulates in-cloud thermodynamics. The hallmark of this device is the close

instantaneous tracking of its wall temperature with respect to that of the interior

gas. This dynamic tracking suppresses the free convection that would otherwise occur

at the walls, and permits prolonged experiments under well controlled conditions.

Sample preparation consists of (1) careful filtering of outside air, followed by

(2) humidification, and (3) introduction of a prepared aerosol consisting of cloud

condensation nuclei. This sample is introduced into the chamber where it is subjected

to an isentropic expansion. The resulting cloud is analyzed by direct photography,

laser scattering, or sample withdrawal.

B. Sample preparation

Preparation begins by drawing in outside air (1-2 z/sec) and passing it through a

coarse surgical cotton filter. Water vapor is removed by passing the air through a
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refrigerant dryer (•O 0C), followed by a silica gel dessicant column and low

temperature (- 400C) freeze dryer. Finally the air passes through a column of

activated carbon granules (to remove residual organics), followed by an absolute

filter rated at 99.97% efficient at 0.3 Wm.

The clean dry air is then humidified by passing it through a pair of

humidification columns. (The dew point of the air at 170C is consistently 0.3550C

below the outlet temperature.)

Finally a prepared aerosol, monodisperse NaCl nuclei in these experiments, is

introduced into the clean moist air sample at a mixing ratio of 1:100 or less. At

this point the sample is ready to be introduced into the simulation chamber.

C. Sample introduction

The sample is introduced into the chamber from top to bottom. It first enters

the inlet manifold chamber above the top and then is introduced uniformly into the

chamber by means of 164 distinct ports located between the thermoelectric modules (so

as not to interfere with their operation). This inlet system is duplicated as an

outlet system at chamber bottom.

The chamber is flushed for a minimum of 15 minutes and continues until a

measurement of the aerosol concentration shows an acceptably stable value for 5 min.

When all systems are operating normally the chamber is sealed by closing the inlet and

outlet valves. After a period of equilibration the chamber is ready for a

cloud-generating expansion.

D. Aerosol preparation

Part of the clean dry air sample is used as a carrier gas for the four furnace

NaCl aerosol generator (the procedure is described in some detai) by Alofs et al.,

1979). A boat containing granulated NaCl is placed in the first furnace region (.

7300C). This gives off NaCl vapor which, when cooled (' 3000C) in the region between

furnaces # 1 and 2, forms an aerosol by homogeneous nucleation. Subsequent

reevaporation and condensation narrows the size distribution (Kitani and Ouchi, 1967),

producing mean sizes with diameters between 0.01 and 0.08 microns. (Geometric

standard deviation ', .12; CCN concentrations approach 10 5 /cm 3 .)

The NaCl aerosol is further narrowed by passing it through a TSI classifier.

Once a monodisperse CCN is produced, it is immediately introduced into the clean moist

air system prior to entering the simulation chamber. Chamber concentrations currently
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range from 25 to 150 CCN/cm3 .

E. Isentropic cooling

The desired time-temperature-pressure control profile is loaded into the control

computer. The computer uses this profile to generate a signal to the wall controllers

and the expansin valve of the chamber.

Wallcooling

Wall temperature control is based on the use of thermoelectric modules to pump

heat between the thin (0.96 cm) inner wall and thick (7.6 cm) fluid-thermostated outer

wall. Wall temperature is controlled by separate analog controller circuits for each

15.25 x 30.5 cm control section of wall. Each controller receives two inputs, one

from the output of a thermometer mounted on the wall section and the other from a

control computer. Based on a comparison of these signals, the controller outputs a

command signal to the programmable switching power supply which then causes the wall

section to heat or cool so as to drive the difference signal to zero.

Expansion

The expansion consists of the controlled removal of air radially from the

sensitive volume through a series of small ports (16 ports, 0.79 ,.m dia. per 61 cm

height) located between side wall heat sink sections. These ports are collected into

a channel which is connected to an expansion manifold. An eight bit digital valve

controls flow into or out of the chamber. This valve is connected to a vacuum ballast

tank (for expansion) which in turn is connected to a continuously running 45 i/min.

mechanical vacuum pump.

Pressure is the measured variable during the isentropic expansion. It is

measured by a ilfferential strain gauge pressure transducer with its reference side

connected to th.e sensing volume of a vacuum-referenced dead weight gauge.

The TEM's can cool the inner wall surface at rates up to 10°C/min for

temperatures from + 40 to 10 0 C below the temperature of the heat sink. Below this

range the maximum cooling rate decreases until the lowest temperature of 35 0 C below

the heat sink temperature ie reached. Maximum heating rate exceeds 10*C/min for all

temperatures. At present the chamber at 20°C regularly shows an rms spread of 0.01 0 C

or less in the temperature of the 40 measured control sections with a peak-to-peak

spread of less than 0.0500C. For the interior walls 30°C below the heat sink

temperature, the rms increases to 0.075°C and the peak-to-peak spread approaches 0.5*C.
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Observation and sizing: Mie scattering

Because of this wall-tracking feature the walls are necessarily opaque. Access

to the chamber is provided by three 2.3 cm diameter windows: two directly opposite

each other and one at 720 from the forward direction. Each window is 1.6 mm thick

Sapphire .:oplanar with the inner wall. About 4 mm behind the coplanar window another

window (or other element) can be placed. Temperature control is achieved by passing

CO 2 gas between plates. A transistor thermometer sensor is in contact with the edge

of the window and its signal used for control.

The window at 720 provides a port either for photography or low light level TV

camera. Photographic illumination is provided by a Xenon flash lamp. Its beam is

shaped with le-ses and a slit into a vertical sheet of light in the chamber. All

drops in the light are in focus for the camera lens and these are registered on film.

TV illumination is provided by the laser beam.

Actual measurements of drop sizes are made by Mie scattering. The 40 forward

pattern is sufficiently structured so as to identify specific peaks with particular

drop radii. Thus a series of peaks and valleys permit one to directly infer drop

radius vs time for a monodispersed cloud.

Results

The condensation coefficient was inferred directly from drop growth rates using

continuum theory. (We have avoided the temptation to lower pressure, so as to enhance

the role of surface kinetics, because we preferred not to rely on theories in the

transition regime of Knudsen number.) The theory is basically that presented by

Carstens (1979); it is similar to the often-quoted theory of Fukuta and Walter (1972),

except with convective mass flux (Stefan flow) and enthalpy flux included.

Preliminary data has now been taken. All the data show a rather large spread in

the vicinity of 6 = 1 for the early stages of growth, out to about 6 micron radius.

Thereafter the value of B drops monatomically reaching values as low as 0.005 near

radii of 15 W. These data were generated by subjecting a monodisperse aerosol to

linear "ramped" cooling rates of 10 0 C/min. Figure I illustrates the trend of this

data for several 109C/min runs.
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APPENDIX A: LIST OF SYMBOLS

In the following list the tilde over a variable designates it as a molar

quantity, e.g., L denotes latent heat in cal/gm, and L cal/mole.

English symbols

a drop radius

D diffusion coefficient, water vapor in air

e vapor pressures

K thermal conductivity, air

L latent heat of condensation

n 9  molar concentration, air (moles/cm3 )

p pressure

R universal gas constant

S supersaturation ratio

T temperature

Vg average speed, gas molecule

Greek symbols

a thermal accommodation coefficient

y ratio of specific heats (const. pressure: const. vol.)

P1 density (gms/cm3), liquid water
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ABSTRACT
The format:on of condensation nuclei by photo-oxidation or sulfbp

dioxide by OH radical was studied In one experiment a reactior, miLt-re
of sulfur dioxide, ozone, water vapour, and zero-air was ohotolvzed
employing a krypton-fluoride laser (248nm). In a similar exper ment
ammonia was added to the reaction mixture

In each experiment the photolysis of ozone produced oxyger. ir: tr:e
singlet D state (O D) The 0 D reacted with water vapour to form OH
radicals which was the primary reactant for the oxidation of sulfur
dioxide A mechanism which describes the formation of condensation
nuclei is presented Rate constants for the isomerizatton of sulfur
trioxide hydrate and for the mono-, di-, and trn-hydrates of sulfuric acic
were estimated

A separate experiment examines the production of particles Zrom

ion chromatography data and examination of electron-microgralrhs the
particles were determined to be (NH 4 )2SO 4 The particles were reacted

in a maturation system and were collected with a po:nt-to-lar.ne
electrostatic precipitator The particles were analyzed on an elec'-on
scanning microscope and their sizes ranged between 0 3 and 0 8 m'cro!'s

Introduction.
Much work his been done on the gas-phase Kinetics of the

photo-oxidation of ;ulfur dioxide molecules Presently, experimen:ai
evidence seems to support the mechanism recently proposed by Cai',er
ar.d Stockwell' The mechanisms of stratospheric formation of su•f'Jr:C
acid bearing aerosols at relatively low concentrations of water va-.c.:r
are still a subject of debate Few studies in which a comolete chemise
system containing SO2, OH, 02, and H12 0 have been reported irl terms co
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condensation nuclei formation The purpose of this investigation is to

examine all possiole reaction mechanisms which lead to tLe 1or'mation of

condensation nuclei and to propose a theory that describes the rate of

formation of condensation nuclei as a function of reactant

concentrations and light intensity
An experimental flow reactor has been employed to examine the

reaction between SO_, OH. 0, and HO In one set of experiments

ammonia gas was also added to the reaction vessel Tne formation of

condensation nuclei was monitored as a fnriction of varying amounts of

502, 03. H 20, and laser power A krypton-fluoride excimer laser was used

to photoiyze ozone to produce atomic oxvgen ', the singlet-D state T -e

oxygen atoms subsequently reacted with water vapour to produce the OH

radical The OH radical concentraton can be accurately calculated from

the power output of the monochromatic licnt source, known

concentrations of 03 and H20, anj the absorption cross section of 0 To

minimize wall effects, the flow re2ctcr was designed so the reaction

takes place where the laser beam passes through in the center of the
reactinn vessel The exnerimental results are interpreted to give a

possible chemical kinetic pathway for condensation nuclei formation

When the photoiyzed reaction mixture was exposed to ammonia gas

tne production of large ammonium sulfate aerosol particles was

observed and identified by electron-microscopy and by ion

chromatrography. By examining the particle morphology it was concluded

that the particles were neutralized in the gas-phase The presence of

such large particles demonstrates the ex:stence of condensation nuclei

in the reactor and that the gas-phase photo-oxidation of SO2 products are

H 2SO4 molecules

Experimental.
The experimental apparatus was des1gned to measuire the production

of condensation nuclei as a function of sulfur dioxide, ozone, water

vapour, and ammonia concentrations, and laser power (Figure 1 ) The

apparatus is conveniently divided into s3, relatively independent blocks
reactants concentration (production and dilution) and flow control,

reactant mixing, reaction vessel, laser, detection of products and laser

power, and data acquisition A separate set of experiments required the

construction of a maturation chamber and particle collection device to

study the aerosol particle formation when the photolyzeci reactant
mixture was reacted with ammonia A brief outline of the experimental

procedure is discussed below' However, a detalled description of each
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component is given in Nolans 2 work
The sulfur dioxide concentration is set by diluting a known

concentration of sulfur dioxide/zero air mixture. The ozone
concentration is controlled by varying the amount of 02 exposed to the

photolyzing radiation and the water vapour concentration is varied by
changing the flow rate of zero air through a hydrated molecular sieve
bed Also, the ammonia concentration was controlled by changing the
temperature of a permeation device

The reactants were then mixed and conducted to the reaction vessel
wvhere the mixture was photolyzed with a krypton-fluoride excimer laser
to produce OH radical Subsequently, the OH radical attacks the sulfur
dioxide, which further reacts to produce condensation nuclei The
condensation nuclei concentration is detected with a condensation nuclei
counter Also, the power of each laser pulse was monitored with a
joulemeter. The peak laser power output was determined and stored on a
peak/detect sample/hold integrated circuit. The analog data from the
condensation nuclei counter and the peak/detect sample/hold integrated
circuit were converted to digital form and then stored in memory for
further data manipulation (Figure 2).

in a separate set of experiments the photolyzed mixture enters a
maturation chamber containing ammonia At various elapsed times the
resultant aerosol particles were purged from the maturation chamber
and coliected on a carbon mount by utilizing a point-to-plane particle
electrostatic precipitator The samples were analyzed on an electron
scanning microscope

Results.
A typical experimental curve Is displayed In Figure 3 The figure

displays the condensation nuclei concentration, particles per microliter,
as a function of time in seconds The characterlstic shape of the curve
can be described as a composite of instrumental features and diffusion
properties Time zero corresponds to the laser trigger with an 8 or 9
second delay before any condensation nuclei are detected This lack of
response arises from the 3 seconds travel time from the reaction vessel
to the condensation nucle, counter intake orifIce and the 5 to 6 seconds
response time of the condensation nuclei counter Within I to 2 seconds,
the condensation nuclei concentration is at its maximum The
pulsed-plateau feature, approximately I second in duration, is an
instrumental artifact caused by the adiabatic expansion of the Wiison
cloud chamber The curve width is approximately 17 to i8 second long,
which is the time needed to sweep out the reaction chamber of products

42



01

.12

00L

kv 0

iU

43I



E

+ Lj

~~~~L 'o /• " •~

8- Xt

- C-4 K

€ i:I I fIy I

0 ~~ p=•{

CL

* i 0

*- . @ UG*I.@•,.O{

41

C C
LM j

CD 0 a

Z cc O

/44



The decay side of the curve is a little more drawn out due to upstream
longitudinal diffusion of the condensation nuclei.

3. Presentation of Integrated Data.
The curve is integrated over time, yielding the area under the curve

(particle sec/cc). To obtain the total number of condensation nuclei (CN)
produced in the reaction chamber, the area under the curve (A) is
multiplied by the flow rate (w), in the case, a constant with a value of
2.51 Ixl104 iL/sec.

CN =-cA (Eq. 1)

To determine the dependency of condensation nuclei formation on

the number of photons, a plot of the logarithm of the total number of

condensation nuclei verses logarithm of the laser power is performed

(see Graphs 1-4).
The data are re-organized to demonstrate the dependency of the

total condensation nuclei production as a function of reactant
concentrations at different laser powers (see Graphs 5-8). A laser
power Is selected on the Log(CN) vs..Log(Laser Power) plots to yield the
condensation nuclei concentration at each reactant concentration. A
laser power range from 5 00 to 12.6 mjoule/pulse is chosen.

All samples are collected on carbon mounts. The
electron-micrographs are obtain on a Jeol JSM-35CF electron scanning
microscopy. The electron scanning potential Is operated between 15KV
to 20 KV to minimize sample degradation Magnifications of samples
ranged from X3000 to X20000. Most samples are scanned perpendicular

to the surface of the carbon mount. One of the samples Is scanned at an
angle 500 to examine the three-dimensional morphology of the particles

DISCUSSION
1. Introduction

In view of recent publications, which demonstrate the Importance of
the OH radical as a reactant In the oxidation process of stratospheric
SO2 , the flow reactor has been designed to study the formation of

condensation nuclei The experiments are performed under
atmospheric-like conditions, where the total air pressure is kept at I
atmosphere, the relative humidity at I to 6 percent, and trace amounts
(ppm range) of sulfur dioxide and ozone are present.

This discussion is primarily concerned with explaining the

formation of condensation nuclei from a chemical kinetic point of view
A detailed investigation into all known relevant reactions to discern the

chemical mechanism which leads to the production of condensation
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nuclei is presented. The experimental data are compared to predictions
of heteromolecular homogeneous nucleation theory. Also, evaluation of
wall effects and scavenging of reactants and intermediates is given. An
error analysis is performed to determine the degree of correlation of
experimental data to theoretically predicted results, A brief
interpertation of the experiments with the growth of ammonium sulfate
aerosol is given.

2. Calculation of OH, SO 2, HSO 3 , SO 3 , and H2 SO 4 Diffusion

Coefficients.
The flow reactor is designed primarily to minimize wall effects and

to allow an accurate calculation of the initial concentration of OH
radical present in the system. The removal of OH radical due to reaction
with the reactor walls is negligibly small because the radicals are
generated by the laser pulse in the center of the reactor vessel. The OH
radical would have to traverse a minimum distance of 2.25 cm before
coming in contact with the reactor wall.

The diffusion coefficient for the OH radical is calculated to be
0.371 cm 2/sec by employing Fuller's 3 method for predicting binary
gas-phase diffusion coefficients. The diffusion coefficients for S0 2,

HSO3, SO.' and H2SO4 are also calculated from the following equation:
DAr, = [(.00x 10- 3 ) (T) 1'7 5 ( 1 I /MMx)]1I2/ p 1/M AirVi)113 + (::xVi)1/3]2

(Eq. 2)
where T is the temperature (298 K), P is the pressure (1 atm), MA~r and

Mx are the molar masses of air (28.8 g/mole) and the particular

component of interest ,X, in grams per mole, respectively. The fAirvi

(11.10) and 2xV1 (7.46) are the total special atomic diffusion volumes

(unitless variable) of air and component X, respectively. The diffusion
coefficients for the reactants, intermediates, and products are also
calculated using Eq. 2 and are presented in Table 1. A time of 10.7
seconds is needed for an OH radical molecule to travel a mean
perpendicular distance, <x>, of 2.25 cm by employing the following
relationship:

4

<x> = 2(Dt/TT)1/2 (Eq. 3)
or

t = (<x>/2) 2 1r/D (Eq. 4)
In Table 1 are given the translation times for OH, SO 2, HS0 3, SO3 , and
H2 SO4 to travel a mean distance of 2.25 cm.
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Table I. Calculated Diffusion Coefficients and Translation Times for OH,
302, HSO, SO3 , and H250 4.

Species Spec. At. Dif, Vol. M.W (g/mole) D. C.(cm 2 /sec) Trans
Time(sec.)

OH 7.49 17 0.371 10.7
S02 27.96 64 0.172 23.1

HSO 3  44.42 81 0152 26.2

SO3  40.44 80 0.155 25.7
H2 So 4  42.88 98 0.137 290

A ir 1 1.10 3 7 .8 .....

With the OH radical reaction characteristic time (T), on the order of
milliseconds (T-l0-3 sec.), it is obvious that essentially all of the OH
radical will react before making contact with the wall.

Using a molar mass of 98 g/mole for sulfuric acid and a total
special atomic diffusion volume of 42.88, the diffusion coefficient is
calculated to be 0. 137 cm 2 /sec. Sulfuric acid has the smallest diffusion
coefficient because of its large atomic diffusion volume. The OH radical
and the reaction intermediates are rapidly removed by reactions and
from the diffusion coefficient values (Table I), one can conclude that the
OH radical and the intermediate reactants will not reach the reactor wall
within the reaction time frame. However, the OH radical could react
with the teflon tube connecting the reactor vessel to the condensation
nuclei counter and also react with the condensation nuclei counter's
internal plumbing. The sulfur trioxide hydrate and sulfuric acid
molecules diffuse very slowly (0.137 cm 2 /sec) and since all of the
condensation nuclei are swept out of the reaction vessel within 20
seconds, virtually none of the sulfur trioxide hydrate and sulfuric acid
molecules will react with the reactor wall.

The individual reactions which participate in the total reaction
mechanism of condensation nuclei formation are analyzed in terms of the
reactant concentrations and their rate constants in the following
sections,

3. Reaction.of OH Radical.
A. Production of OH Radical.

The OH radical is produced first by photolyzing ozone to form O( D)
which subsequently reacts with water vapour to produce two OH radical
molecules.

03 + hL -- 0(1D) + 0 2 '(Rx 1I
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O(OD) + H20 -- OH + OH (Rx. 2)5-7.12

A krypton-fluoride excimer laser, which lases at 249nm, Is used to
photodissociate ozone in the Hartley bands (200 to 390nm) region.8 The
kry .:2.-fluoride excimer laser is an excellent photodissociation source
sinc,* it lases near the peak absorption of ozone In the Hartley bands The
monochromaticity of the light source allows one to calculate the total
number of quanta absorbed by the ozone molecules without summing over
a wavelength range. The total number of quanta absorbed (IOa is

computed from the total energy incident on the system (E), the fraction
of energy absorbed by the system (0m), and the volume (V) of the

irradiated system: 9

la = EOmA!/VhCs (Eq. 5)

where,
Om = I - I0 c1 (Eq. 6)

and where, A is the wavelength of the incident light, h is Planck's
constant, cs is the speed of light, ( is the absorption cross section of

ozone (cm2/molecule), c is the concentration of ozone (molecule/cm 3),
and I is the path length (cm). The absorption cross section of ozone at
248.5nm was recently reported to be 1.082 x 10-1 7 cm 2/molecule by
Molina and Molina.10 The cylindrical reaction volume of the system is
simply the product of the area of the laser beam (rir 2 ) and the path
length (0) of the laser beam:

V = TTr 2 1 (Eq. 7)
The radius (r) of the laser beam is 0.25cm and the path length from one
quartz window to the other quartz window is 34.8cm, yielding a reaction
volume of 6.83cm 3

The concentration of 0( 1D) atoms, ([0(ID)]o), produced from the

photodecomposition of ozone can be defined as:
[0( 1D)]o = laVO(O1D) (Eq. 8)

where, P(O'D) Is the quantum yield of the ozone photodecomposition to
produce O( 'D) molecules. The subscript "o" denotes the instantaneous
formation of 0(D) molecules at time zero. In fact, the
photodecomposition mechanism is virtually instantaneous compared to
any chemical reaction. Amimoto et al.' I measured the quantum yield of
ozone 4P(O'D) at 248nm and reported a value of 0.85.

The production of the OH radical molecule Is described by the
following chemical mechanism:

O(D) - H20 -- OH OH (Rx. 2)
However, to compute quantitatively the concentration of the OH radical,
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the following O(D) deactivation mechanisms must be considered:
O(D) + N2 -- O(3P) + N2  (Rx. 3)12

0(1D) + 02 -- O(3P) + 02 (Rx. 4)12

O(D) + NH3 --# OH + NH2  (Rx. 5)12,13

O(ID) - N2 + M -- N20 + M (Rx. 6)14

The rate of removal of 0( D) can be characterized predominantly by Rxs.
2, 3, and 4. When ammonia is present in the reaction system, Rx. 5 does
not contribute significantly to the overall rate of removal of O('D)
because of the small rate constant and the relatively small amounts of
NH3. Also, the termolecular reaction, Rx. 6, can also be neglected

because of the small rate constant. So, the rate law for the
disappearance of O(CD) is as follows:

-d[O('D)]/dt = k2 [H20][O('D)] + k-[N ,j (ID)] + k 4(02[0( 1D)] (Eq. 9)

Eq. 9 can be rewritten as:
-d[O('D)]/dt = (k'2 + k'3+ k'4 )[O(tD)] (Eq. 10)

where k'2 = k 2 [H2 0], k- 3 = k3[N 21, k' 4 =k 4 [0 2 ].

The integrated rate expression for Eq. 10 is,
Jd[O( D)]/[O( D)] = -(k'2+ k'3+ k' 4)fdt (Eq. 11 )

and if, [O( 1D)] << H20], [O( 1D)] << [N2], and [O( 1D)] << [021 ,m,,en Eq. 11 can be

integrated to yield:
i n[O( 1D)] = -(k' 2 + k'3+ k' 4 )t + C (Eq. 12)

and when t = 0 then C = ln[O( 1 D)]0.
Finally, after evaluating the constant of integration Eq. 12 can be
expressed as a product of pseudo-first-order reactions:

I(0 D)] = [O(D)]0 exp-(k' 2 + k'3+ k'4 )t (Eq. 13)

B. Removal of OH Radical.
If the rate of production of OH radic.,l is much greater than the rate

of removal of OH radical, then the rate law expression is separable. One
can certify the validity of this assumption by considering the chemical
reaction which forms the OH radical,

O(ID) + H20 - OH + OH (Rx. 2)

and the chemical reactions which consume the OH radical,
OH + S02 + M- HOSO 2 + M (Rx. 7)15-24

OH + 03-- HO2 -+02 (Rx, 8)25-28

OH + NH 3 -- H2 0 + NH2  (Rx. g)25,29-33

OH + O(3P) - 02 + H (Rx. 1 0)34-38
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OH + OH -. H2 +0 (Rx. 1 13944

OH +OH + M-. H20 2 + M (Rx. 12)42,45

O(OP) + 02 + M -. 03 + M. (Rx. 13)46,47

The O(3 P) species is consumed more rapidly by Rx. 10 then by Rx. 13;
therefore Rx, 10 is unimportant with respect to OH radical depletion. At
1 atmosphere the pseudo-first-order rate constant for Rx. 13 is roughly,
105 sec-I

The second order reactions, (Rx. 1 1 and Rx. 12), can also be
neglected because of their relatively small rate constants compared to
the faster pseudo-first-order reactions. For instance, setting [H2 0]

1 016 molecule/cm 3 , (SO2] - 1012 molecule/cm3 , [03] - 1 013 molecule/cm 3

(M] -lO 19 molecule/cm 3, [NH 3] -1O12 molecule/cm 3 , and using the rate

constants in Table 2,48 then the pseudo-first-order rate constants are as
follows: k2  106 sec-, k7 % 1.0 sec-1 , k8 z 10-1 sec-', and k9 z 10-1 sec-1

It is obvious that the production of OH radical is roughly a million times
faster than the rate of depletion of OH radical, (k2 >> (k7 + k8 + k9 )). The
production of OH radical can be considered to be instantaneous compared
to the depletion of OH radical and so the rate of formation expression can
be written as:

d[OH]/dt = k 2[H201[O( 1D)] (Eq. 14)

And if k'= k2 [H20] and [0('D)] = [O(D)]o exp-(k'2 + k'3 k'+)t, then Eq. 14

becomes:
d[OHI/dt = k2 00 D)]o exp-(k' 2+ k'3+ k*4)t (Eq. 15)

or in Integration form
Jd[OH] = k 2 [O( 1D)]o Jexp-(k' 2+ k3 + k 4 )dt. (Eq. 16)

After integration, Eq. 16 becomes:
[OH] = -k' 2 [0( 0D)]o/(k' 2 + k-3 k+4 ) exp-(k' 2 + k'3 + k 4 )t + C.

(Eq. 17)
At t = 0, C = k' 2 [0( 1D)]0/(k' 2+ k'3 + k 4 ) and so the concentration of OH

radical as a function of time is:
[OH] = k' 2 [O( 1 D)]0/(k' 2 + k'3+ k' 4)[1- exp-(k' 2+ k' 3+ k' 4 )t]

(Eq. 18)
As was demonstrated earlier, Rx. 2 (- -xl 0-7) is ten thousand times
faster In producing OH radical than for the reaction which depletes OH
radical. Therefore, essentially all OH radical molecules are produced
before they can react via the chemical mechanisms In Rxs. 7, 8, and 9.
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The limit of Eq. 18 as time goes to infinity is:

(lim t--oe) [OH], = k 2 [O( 1D)]0/(k' 2 + k'3  k' 4 ) (Eq. 19)

Since [OH]. can be considered to be formed instantaneously, OH radical

consumption near t=O is negligible and [OH]. will equal (OHIO.

[OH]O = kW2 [O( 1D)]0/(k' 2 + k-3+ k' 4 ) (Eq. 20)

Again, the subscript "o" denotes the initial concentration of OH radical at

the beginning of Rxs. 7, 8, and 9.
By combining Eqs. 5, 6, and 8, one can see that the [0('D)]o

concentration is explicitly dependent on the laser power (E) and the

concentration of ozone (c).
[O(1D)]o = (p(O'D)EM( 1-10-1cl)/Vhcs (Eq. 21)

Since, ccl «< 1 one can expand 1 0-cl in a Taylor series:
10-Wc = exp-(Inl°)(cl = exp-230 3 ccl-= 1 - 2.303cc1. (Eq. 22)

Eq. 21 can be rewritten as:
[O(1D)] 0 = 2.303(ý(O1D)E/\Ecl/Vhcs (Eq. 23)

By substituting Eq. 23 into Eq. 20 and recalling that k' 2= k2[H2 0] and c =

[03], the (OH]O concentration is a linear function of laser power and ozone

concentration.
(OH] 0 = k 2[H 20]2.303((O 1D)EAE[O 3]I/(Vhcs(k 2 [H20]0+ k'3 + k' 4 ))

(Eq. 24)

Furthermore, if k2[H 20] << (k' 3 + k' 4 ) then (kW2 + k' 3 + k' 4 ) reduces to (k 3 +

k' 4 ) and Eq. 24 can be rewritten as:

[OH]O = k 2[H20]2.303•(O 1 D)E[[O3 ]l /(Vhcs(k' 3 + k' 4 )) (Eq. 25)

Under the experimental conditions, Eq. 25 reflects the linear dependence
of OH radical concentration production as function of water vapour
concentration. By employing Eq. 25 typical experimental values of OH
radical concentrations in the center of the reactor vessel ranged from
9.3x 10 O omolecule/cm3 to 1 .5x I012 molecule/cm3 .

4. Reactions of Sulfur Dioxide.
To be complete, it is important tu consider other possible

photo-oxidation mechanisms of sulfur dioxide. In this experimental

system, sulfur dioxide molecules can possibly react by these three
chemical mechanisms:

OH + SO2 + M- HOSO 2 + M (Rx. 7)

O( + S 2 + M-. 503 + M (Rx. 14)49

HO2 + 502 - 0 S 3 + OH (Rx. 1 5)50-53
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However, under the experimental conditions, Rx. 14 is at least a hundred
times slower than Rx. 7 even when the O( 3P) concentration is at its
maximum, i.e., the O( 3 P) concentration at the beginning of the reaction.

The photolysis of ozone also produces oxygen atoms in the ground
state O( 3 P). Sparks et al. reported a quantum yield of, q)O( 3 p) = 0. 1, for
the formation of O( 3P). 54

03 + ht-- O(3p) + 02 (Rx. 16)1
By analogy, Eq. 23 is rewritten and the O( 3 p) initial concentration is:

[O( 3P)]o = 2.303(p(O3P)EAcl/Vhcs, (Eq. 26)
Using a laser power of 14 mjoules and an ozone concentration of roughly
1013 molecule/cm 3, an estimate of the upper limit of the 0( 3P)

concentration is approximately 10 1 molecule/cm 3

The relative importance of the photo-oxidation of sulfur dioxide by
O( 3P) is also analyzed in terms of O( 3P) depletion. The following
reactions account for all other possible O( 3P) depletion mechanisms in
the reaction system.

0(3p)÷02+ M--.O3+ M (Rx. 13)

O(P) + 03--, 02 + 2 (Rx. 17)55-59
00P) + OH - 02 + H (Rx. 10)

If [M] > (02] >> [03] > [S02] > [0( 3P)] then Rxs. 13, 14, and 17 can be
evaluated as pseudo-first-order reactions. Rx. 10, for all practical
purposes, is a second order reaction since [0( 3P)] ( [OH] and therefore is
relatively unimportant. The pseudo-first-order rate constants are
calculated using the rate constants In Table 2 and the following
concentrations [S0 2 ] _ 1012 molecule/cm 3 ; [03] - 1013 molecule/cm 3 , [021
= 4.93x10' 8 molecule/cm 3; [MI = 2.46xlO' 9 molecule/cm 3. The
pseudo-first-order rate constants are: k 13 = 7.3xl 04 sec'1; k1 4 = I.9x 10-2

sec 1 ; k 17 = 8.OxlO- 2 sec-1. Virtually all of O(3P) reacts with the

diatomic oxygen (Rx. 13) because of the six orders of magnitude
difference In the pseudo-first-order rate constants (k,, >> k17> k 14).

Therefore, Rx. 14 Is of no consequence in this experimental system.
The HO2 radical Is produced by the reaction of OH radical (Rx. 8)

wl.-, ozone and also by the reaction of bisulfite with diatomic oxygen
(Rx. 21, vide Infra).' 5

OH + 0 3 - HO2 +0 2  (Rx. 8)
The HO2 radical reacts at a much faster rate with the OH radical (Rx. 18)
and the 03 molecule (Rx. 1 9) than It reacts with the 502 molecule in Rx.
15.
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HO2 + OH -. H20 + 02 (Rx. 18)60"72

HO2 + 0 3 -. OH + 202 (Rx. 19)26

HO2 + HO 2 - H20 2 + 2 (Rx. 20)73-76

At the start of the reaction the HO2 radical is consumed predominantly

by Rx. 18 because of the large rate constant and the significant initial OH

radical concentration. After some time when the OH radical

concentration drops about three orders of magnitude, Rx. 19
predominates as the primary mechanism for HO2 radical consumption.

Using the rate constants provided in Table 2 and assuming that (SO2]

1012 molecule/cm 3 and (03] = 1013 molecule/cm 3 , the

Dseudo-first-order rate constants for Rx. 15 and Rx, 19 are calculated

(k' 10-5 1 sec- 1 C Zk 10-1 sec-1 ). The rate constant for the reaction

of the HO 2 radical with 03 (Rx. 19) is approximately four orders of

magnitude greater than the rate of reaction of the HO 2 radical with S02

(Rx. 15). On the basis of the aforementioned rate analysis, Rx. 15 is not
of any importance with respect to sulfur dioxide oxidation in this

reaction system. One can conclude that the primary chemical mechanism

for the photo-oxidation of sulfur dioxide occurs via the reaction with the

OH radical molecule (Rx, 7).

5. Reaction of Bisulfite.

Next, the fate of the bisulfite radical is examined. Also,

uncharacterized chemical mechanisms are proposed (Rx 22-25) to

examine the possible contribution of other bisulfite radical reactions to

the overall reaction scheme. In Rxs. 22 through 25 the N×× denotes a

condensation nucleus.
HOSO 2 + 0 2-- S03 + HO 2  (Rx. 21)15,77

HOSO 2 + HOSO 2 + M -. N2 2 + M (Rx. 22)

HOSO2 + nH2 0 + M-. N2 3 + M (Rx. 23)

HOSO2 + HOSO 2 .nH 2 0 + M -. N24 + M (Rx. 24)

HOSO2'nH20 + HOSO2*nH20 + M -- N2 5 + M (Rx. 25)

Rx. 21 is characterized with a reported rate constant of 4.37x10- 13

cm 3 /molecule sec. 7 7 The [02] = 4.93x 1018 molecule/cm 3 yields a

pseudo-first-order rate constant of 2.15xlO6 sec-1 In view of the

extremely large pseudo-first-order rate constant for Rx. 21 and the

relatively low HOSO 2 concentration, it is safe to say that the second
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order reaction between bisulfite radical molecules (Rx, 22) is probably
not a logical mechanism for the production of condensation nuclei. At
low relative humidities, between I% through 5%, [H2 01 - 1016

molecule/cm 3 , Rx. 23 would have to have a rate constant of around 10-10
cm 3 /molecule sec just to be competitive. This rate constant is about
two to three orders of magnitude larger than the large rate constant of
adduct hydration in Castleman's 2 3 work. However, to dominate in rate of
formation of condensation nuclei, a rate constant of approximately 10-8
cm3 /molecule sec would have to exist. The former scenario (10-1
cm3 /molecule sec) is highly unlikely and the latter scenario (10-8
cm 3 /molecule sec) is even more unlikely. The higher order Rxs. (Rx. 24
and Rx. 25) which depend on the precursor reaction (Rx. 23) can also be
discounted on the basis of the above explanation. The fate of the
bisulfite radical clearly reacts by the hydrogen abstraction mechanism
with dioxygen to form sulfur trioxide and HO2 radical.

6. Reaction of Sulfur Trioxide.
The sulfur trioxide.molecules subsequently react with water

molecules to form the S0 3 'H20 adduct. 23

SO 3 + H2 0 + M---O S0 3'H 20 + M (Rx. 26)

Castleman et a].2 3 proposes that the direct production of H2so4 is

probably not the case since it would have to proceed via a four-centered
mechanism and would have to have a much lower rate constant than their
experimentally obtained value of 9.1x101 3 cm 3 /molecule sec. Also,
Castleman et al. 2 3 did not observe any polymerization of SO.•

So 3 + nSO3 -- (n+ 1 )S03 (n>= I ) (Rx. 27)
Castleman et al. 7 8 also performed some Complete Neglect of

Differential Overlap (CNDO/2) calculations yielding information on the

thermodynamic stability of the S0 3 ,H20 adduct and the H2so4 molecule.

Since CNDO/2 calculations are most appropriate for determining relative

stabilities, the CNDO/2 energy values for the S0 3 ,H20 adduct and the

energy barrier to H2 S0 4 production has been rescaled to agree

thermodynamic data. Castleman et al. 7 8, calculated a value of -23. 1
kcal/mole from the JANAF tables at 0 K for the thermodynamic binding
energy of the H2 So 4 species.

The S0 3 'H20 adduct is found to have moderate thermodynamic stability
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with an estimated re-scaled binding energy of - 15.2 kcal/mole. The
estimated re-scaled binding energy for the peak energy barrier which
leads to the formation of H2 So 4 is -1 1.9 kcal/mole. In other words, a 3.3

kcal/mole energy barrier has to be overcome to produce the more stable
H2 S0 4 species. The negative binding energies implies that the reactions

to form SO 3 ,H2 0 and H2SO 4 are exothermic.

7. Isomerlzation of Sulfur Trioxide Hydrate.

It is apparent that the energy released to form the S0 3 'H20 adduct

formation is more than enough to overcome the energy barrier of 3.3
kcal/mole for the hydrogen rearrangement mechanism. From the CNDO/2
calculations, the minimum energy pathway for the isomerization
mechanism is proposed to occur via the hydrogen "hopping" from one of
the oxygen atom to the other oxygen atom.

S0 3 'H20 -- H2 SO4  (Rx. 28)

At this point, Rx. 28 is uncharacterized with respect to a rate
constant. However, to get a general feel for the rate constant regime,
the literature was reviewed to find other gas-phase isomerization
reactions. The rate constant for the isomerization of methyl
isocyanide at 503 K was found to be about 6x10-4 at higher pressures. 79

8. Reaction of Sulfuric Acid.
The thermodynamic properties of aqueous sulfuric acid solutions

and hydrates is presented in the work by Giauque, Hornung, Kurzler, and
Rubin. 80 They reported stable hydrates of sulfuric acid to be mono-, di-,
tri-, tetra-, and hemihexa-hydrate. All free energy changes for the
formation of hydration are found to be positive and thus the intermediate
hydrates are stable with respect to lower and higher hydrates. On this
basis, the reverse process for dehydration is not considered. Given
below are the hydration reactions of sulfuric acid.

H2 SO4 + H20 + M - H2 SO4 H2 0 + M (Rx. 29)

H2 SO4 -H2 0+ H20 + MH--O H2 SO4*(H 2O) 2 + M (Rx. 30)

H2 SO4 .(H 2 0) 2 + H2 0 + M -H H2 S0 4 (H 2 0) 3 + M (Rx. 31 )

H2 SO4"(H 2 0) 3 + H2 0 + M- H 2 SO4-(H 2 0) 4 + M (Rx. 32)

The dimerization of sulfuric acid has been considered and
discounted because it is in direct competition with Rx. 29. A relatively
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large pseudo-first-order rate constant of around 102 sec-1 is calculated
for Rx. 29 using a conservative rate constant of lI X0-14 cm 3 molecule-'

sec" 1 and a water vapour concentration of 1016 molecule/cm 3. In view of
the large pseudo-first-order rate constant for Rx. 29 and since the
dimerization of sulfuric acid is a second-order reaction and the H2S0 4

concentration is small, Rx. 33 is highly unlikely to occur.

H2SO4 + H2SO M- HSO H2SO 4 + M (Rx. 33)

At best if Rx 29 is considered to be instantaneous, Rx. 34 and 35 are still
second-order reactions with a maximum reactant concentration equal to
that of H2S0 4 '

H2 S0 4 + H2 So4'H 2 0 + M-- (H 2 S0 4 'H 20)'H 2 SO4 ÷ M

(Rx. 34)

H2 So 4 "H20 + H2 S0 4 .H20 + M- (H 2S0 4 "H20) 2 + M

(Rx 35)
Rxs. 34 and 35 are reduced to the same problem as the dimerization
reaction and are also of little consequence in the total reaction scheme.

9. Scavenging Reactions.
Beside the gas-phase reactions, one must consider the removal of

reactants or intermediates by adsorption onto particles generated by the
gas-phase reactions. The gas-phase reactions would be affected if the
reactants or the intermediates are removed to an appreciable extent by
adsorption. For simplicity's sake the time evolution of particle
development is not considered and the worst case scenario is presented.
All scavenging rates are calculated on the assumption of an
instantaneous particle population and on a typical experimental particle
number density. Futhermore, the "collision adsorption efficiency"
coefficient (y) is assumed to be unity. The maximum scavenging rates
are estimated by employing tlhe collision frequency model which
estimates the number of collisions that result in the removal of reactant
or intermediate, per unit time on the surface of the particle. If the
particles are more massive than the gas-phase molecules then the
particles can be assumed to be stationary with respect to the gas-phase
molecules. For a spherical particles the adsorption collision frequency
or, maximum rate of scavenging is defined as: 23

RP = y7nr, 2NDCl/c (Eq. 26)

and,
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tc a (8kT/lim )i/2 (Eq. 27)"1

where, y is the collision adsorption efficiency coefficient, rP is the

radius of the particle, N is number density of particle, C is the

concentration of the reactant or the intermediate component, V% is the

average velocity of the reactant or the intermediate component, k is the
Boltzmann's constant, T is the absolute temperature, and mc is the

molecular mass of the reactant or the intermediate component. Eq. 29
can be rearranged to yield:

RO = kDC (Eq. 28)

where scavenging rate constant kD is defined as yrirP2 NP/ c, The

gas-phase pseudo-first-order rate constant for the particular reaction
under consideration is defined in general terms as kg. The rate constants

for scavenging of OH radical, bisulfite radical, sulfur trioxide, and
sulfuric acid are compared with respective gas-phase pseudo-first-order
rate constants (vide infra). If the ratio of gas-phase to scavenging rate
constants is much greater than I then the scavenging process is
negligible, i.e., the gas-phase reaction rate is much faster than the

scavenging rate.
From the estimated rate constant ratios (k /k P) in Table 3, the

scavenging process does not significantly alter the gas-phase kinetics
scheme by depleting the concentration of the OH radical, the bisulfite
radical, or the sulfur trioxide molecule. For instance, even in the worse
case scenario, the OH radical reacts at least 300 times faster in the
gas-phase than by adsorption on the particles.

Table 3. Parameter List for Calculating Gas-Phase Reaction Rate to

Particle Scavenging Rate Ratios.

Species Mass (mc) Velocity (c) kg k k g/kp

OH 2.83x 10-23 6.09x 10 4  7.4x 100 2.39x 10- 2  3.x1O 102
HOSO 2  1.34x 10- 22  2.79x 10 4  2.2x 106  1 1 0x 10 2  2.00x 10 8

S03 1.40x 10- 22  2.81 x 10 4  9. 1 x 101 1.10X10- 2  8.27x 105

H2 So 4  1.63x1022 2.54x 104 9- -  - 9.96x 0-3

me (g/molecule); v¢ (cm/sec)

Temperature • 298 K; ND i 5x10 5 particle/cm3 ; y - 1; r, a 5x10- 7 cm

*Calculated pseudo-first-order rate constants using the rate constants
in Table 2 and the following concentrations: [SO 2  1012 molecule/cm 3 ;
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[H20] iO•molecule/cm 3 ; ,02] - 4.93x 1018 molecule/cm 3 ; (M]

2.46x 1 01 molecule/cm3

10. Summary of Reactions,
In summary, based upon the initial reaction conditions and the

known relevant reactions and their relative rates, the inferred

mechanism for the production of condensation nuclei is summarized in

the following:
03+ ht- O(D) + 02 (Rx. I)

O(CD) + H20- OH + OH (Rx. 2)

OH + S02 + M- HOS02 + M (Rx. 7)

HOSO 2 +02 -- S0 3 + Fo-) (Rx. 2 1)

SO 3 + H2 0 + M- S0 3 'H2 0+ M (Rx. 26)

S0 3 .H20 - H2SO 4  (Rx. 28)

H2 SO4 + H 0 + M- H2 SO4 H2 0 + M (Rx. 29)

H2SO4-H20 + H20 + M -- H2SO4*(H 20) 2 + M (Rx. 30)

H2 SO 4 ,(H 20) 2 + H20 + M -- H2SO4'(H 20)3 + M (Rx. 3 1 )

H2 SO4 '(H 20) 3 + H20 + M - H 2SO4 (H20)4 + M (Rx. 32)

The above reaction Scheme has been simplified and only considers the
reactions which lead to the formation of condensation nuclei. The reader
should note that other side reactions that compete for O(1 D) atoms and

OH radical molecules are not included in the total reaction scheme to

focus attention on the reactions which directly participate in the
production of condensation nuclei.

In the binary homogenous nucleation theory, discussed later, nuclei

formation occurs when a critical constellation of n-m-mers forms
containing n molecules of H2SO4 and m molecules of H 20. In this search

for a chemical kinetic mechanism, the actual molecule or molecules that

are nuclei are not known. However, in view of the preceding discussion
on H2SO4 formation and the known ability of H2 SO4 to form hydrates, it is

reasonalbe to suppose that sulfuric acid and any of its hydrates can be

considered to be a condensation nucleus. The production of condensation
nuclei in this reaction system is a function of the 03 concentration, the

H20 concentration, and the SO2 concentration. The 02 concentration and M

concentration are in large excess and are held constant for all
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experiments described herein, The 03 molecule is a reactant source for
the production of O('D) atom in Rx, 1. The O(D) atom reacts Wivth a H20
molecule to produce the OH radical, The bisulfite radical is formed from
the reaction of the OH radical with the S2molecule. Moreover, Rx, 7 is

in competition with two other reactions for the OH radical. The OH
radical concentration is also depleted at comparable rates by Rx. 8 and
Rx. 9.

The bisulfite radical is further oxidized by the diatomic oxygen to
produce SO .. In the presence of water vapour, the SO molecule is rapidly

hydrated to produce the moderately stable SO'H 20 adduct. The S03 H20

adduct subsequently isomerizes to the more thermodynamically stable
sulfuric acid species. The H2SO4 molecule is the basic starting

component of the condensation nuclei. Finally, the hydroscopic H2SO4

species is hydrated. The H2S0 4 and its hydrates are considered to be

condensation nuclei.
The mechanistic route for the formation of condensation nuclei is

partially experimentally substantiated by individually excluding one of
the reactants. In the absence of the UV radiation source (249nm), i.e.,
the dark reaction, the formation of condensation nuclei is not observed.
This observation would eliminate the notion that SO2 hydration or SO2

oxidation by ozone is a precursor mechanism for the formation of
condensation nuclei. The formation of condensation nuclei was not
observed when ozone is omitted from the reaction system. One carn
conclude that the production of condensation nuclei does not occur via
the photolysis of 02, 302, or H20. Diatomic oxygen absorbs below

242nm, 8 2 sulfur dioxide absorbs in the 340-390nm, 260-340nm,
1 80-240nm, and 1 80-1 1 Onm region 83 and water vapour absorbs below
242nm. 8 4 At 249nm none of the reactants absorb to produce an excited
state molecule or photodissociate.

02+hv--.OO (+ U < 242nm) (Rx. 3)

SO 2 + hv --. S02 (Rx. 5)

Rx. 5 occurs between 340-390nm, 260-340nm, and 220-240nm.
S02+ hv--.SO +0 (A < 219nm) (Rx. 36)

H20 + h/-. H + OH (A < 242nm) (Rx. 37)

In addition, when sulfur dioxide is also omitted from the reaction
system and the laser is pulsed, no formation of condensation nuclei is
observed. This observation is consistent with the idea of H2SO 4 or some
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oxidized SO 2 species acting as a nucleating agent.
The production of condensation nuclei is not observed when the

laser is pulsed in the absence of added water vapour. This empirical
result is interpreted as the lack of production of OH radical molecules by
Rx. 2 in which water vapour is a reactant.

1 1. Theoretical Kinetic Model.
The reaction scheme and assumptions presented above are used to

setup theoretical kinetic rate model. Each reaction step is arranged in a
differential rate format in accordance with kinetic rate law. The
particular reaction step is expressed in terms of a rate constant and the
participating reactants. Also, each differential rate expression will
consist of the appropriate terms which mathematically describe the
appearance and disappearance of the reactant of interest. Most of the
differential rate expressions are simplified by eliminating the time
dependence of a particular reactant. The mathematical simplification is
achieved by assuming an excess of one of the reactants, thereby,
reducing a mixed second-order reaction to pseudo-first-order reaction.
Most of the reaction steps are found to be in the form of
non-homogeneous, first order, linear, differential equations. The final
rate expression for the formation of sulfuric acid tri-hydrate is quite
overwhelming at first glance. The final rate expression is nothing more
than a series of exponential functions with a pre-exponential constant.
The large number of exponential terms in the final integrated rate
expression arise from the original exponential dependency on the
disappearance of the OH radical. Upon the initial integration step the
original exponential is regenerated along with an additional exponential
integration factor. After each integration step an additiunal exponential
integration term is generated for each existing exponential term. The
development of the kinetic model, the assumptions invoked, and the rate
expressions for OH radical formation, OH radical consumption, bisulfite
formation, sulfur trioxide formation, sulfur trioxide hydrate formation,
sulfuric acid formation, sulfuric acid mono-hydrate formation, sulfuric
acid di-hydrate formation, and sulfuric acid trn-hydrate formation are
presented elsewhere 2

12. Determination of Rate Constants for Reactions 28, 36 and
the Hydration Reactions of Sulfuric Acid.

The total reaction scheme proposed earlier (vide supra) has many
well defined rate constants with the exceptions of Rxs, 28, 38, and the
hydration reactions of sulfuric acid (Rxs. 29-3 1 ), The values of the rate
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constants for the following rections are generated from the computer
model which best fits the experimental results as judged by a subjective
process. The results given below are calculated on an Apple Macintosh
computer using a rate calculation program written in Microsoft Basic,
see appendix B for algorithm and code details. The computer program
was designed with edit fields to facilitate changes in reactant
concentrations and laser power, Each unknown rate constant is varied
individually and the results are analyzed. To simulate experimental
conditions, described by the particle/cm 3 vs. time curves, the total
number of condensation nuclei is calculated by integrating from typical
integration limits, 8 to 28 seconds, (see Figure 3.) and then multiplying
by the flow rate (2.5 11 x1O4 iJL/sec).

S0 3 H2 0 - 24 (Rx. 28)
OH + X -- No CN Formation (Rx. 38)

H2S0 4 + H20 + M-. H2SO 4 .H20 + M (Rx. 29)

H2SO4'H20 + H20 + M 2- S 4 (H20) 2 + M (Rx. 30)

H2SO4.(H 20) 2 + H20 + M- H2S04 .(H 20) 3 M (Rx. 3 1)

It is found that, Rxs. 28, 38, 29, 30, and 31 are not interrelated with
respect to rates of reaction. The lack of interdependency of the
individual rate constants will become more apparent later in this
discussion.

A. Determination of the Pseudo-First-Order Rate Constant
for Reaction 38.

The reasoning behind the postulation of Rx. 38 is the necessity to
express the dependence of condensation nuclei formation as a function of
sulfur dioxide concentration, If Rx. 38 is not proposed, even at the fast
rate of condensation nuclei formation using the kinetic nucleation model,
all of the OH radicals will react with 502 within the experimental time
regime (28 seconds). Increasing the sulfur dioxide concentration only
serves to expedite the oxidation of sulfur dioxide. Without Rx. 38, the
reaction of the OH radical with 502 will always go to stoichiometric
completion which eliminates the S02 concentration dependency, Since,
the oxidation of sulfur dioxide with the OH radical Is the primary
reaction for the formation of the S02 oxidized species, another
mechanism Is proposed to compete for the OH radical. Introducing Rx. 38
restores the dependency on the sulfur dioxide concentration, Increasing
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the sulfur dioxide concentration will increase the rate of formation of
the oxidized sulfur species, In essence making Rx. 7 compete for the OH
radical. It Is essential that Rx. 38 be in the total reaction scheme for
any nucleation mechanism to work as function of sulfur dioxide
concentration. Furthermore, Rx. 38 removes the concentration
dependency on ammonia and also greatly reduces the concentration
dependency on ozone. This type of behavior becomes apparent when one
considers the that the OH radical is also consumed at a competitive rate
by reacting with ammonia (Rx. 9) and ozone (Rx. 8). If the
pseudo-first-order rate constant for Rx. 38 is much larger than the
pseudo-first-order rate constants for Rx. 8 and Rx. 9 then the sum of the
pseudo-first-order rate constants is simply k3 8.

The pseudo-first-order rate constant is determined to be I Xl13

sec-I for Rx. 38. Rate constants for Rx. 28, 29, 30, 1, and 38 are
generated by the computer model which best fit the -xperimental
results. The formation of condensation nuclei remains insensitive if the
pseudo-first-order rate constant is increased above lxI l03 sec-.

The possible Identification of the X component is now examined.
The pseudo-first-order rate constant for Rx. 38 is roughly two orders of
magnitude larger than the pseudo-first-order rate constant for Rx. 8 and
Rx. 9. The pseudo-first-order rate constant for Rx. 38 is a composition
of the rate constant and the concentration of X. To generate a
pseudo-first-order rate constant of I x103 sec-1 , either the rate constant
or the reactant concentration must be large. There are two possibilities
with respect to large reactant concentrations, one Is the reaction of OH
radical with H20 and the other is the reaction with 02.

OH + H20--. No CN Formation (Rx. 39)

OH + 02-. No CN Formation (Rx. 40)

Under the reaction conditions where [H20] 1 0 I16 molecule/cm3 the rate

constant for Rx. 39 would have to be around 10-13 cm 3 /molecule sec.,
which is reasonable. The 02 concentration in the reactor vessel is

4.93x10 1 8 molecule/cm 3 which yields a rate constant for Rx. 40 of
4.93x10 15 sec-. The rate constant for Rx. 40 is not unreasonable and is
a plausible reaction, along with Rx. 39, for the depletlon) of OH radical.

Another possible gas-phase reaction with OH radical is the
reaction with hydrocarbon impurities (Rx. 41) in the zero air.85 A
specification for zero air Is that the total hydrocarbon (THC) content
must be less than 1 ppm.

OH + THC -- No CN Formation (Rx. 41)
A I ppm THC concen.ration would translate into a hydrocarbon impurities
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concentration of 2.46xlO 3 molecule/cm3 . Zero air is manufactured from

a cryogenic mixture of liquid nitrogen and liquid oxygen whIch is

obtained from ambient tropospheric air. The major hydrocarbon

component of ambient air is methane, roughly a thousand time greater

than other hydrocarbons 8 6 , and so the THC content in zero air is assumed

to be methane. Davis et al.8 7 studied the reaction between OH radical and

methane (CH4 ) and obtained a rate constant of 7.7xi 0-15 cm 3 molecule-'

sec-1 by measuring the resonance fluorescence of the OH radical in a

discharge flow tube apparatus. A pseudo-first-order rate constant of

l.gxl0-1 sec"1 was obtained for the reaction of OH radical with methane.

The reaction of OH radical with methane does not react quick enough to

satisfactorily explain Rx. 38.

Carbon monoxide is also another possible contaminant in zero air

because of CO concentration in ambient air 86 and the manufacturing

process described above.
OH + CO -. CO2 + H (Rx. 42)

The rate constant for the reaction between OH radical and CO Is

1.5xO 1 3 cm 3 molecule-' sec-1 . In order for CO to play an important role

in the consumption of OH radical, the CO concentration in the zero air

would have to be around 100 ppm. However, Beno 88 observed an

enhancement of the rate constant in the presence of water vapour.

Beno's 8 8 observation near room temperature (338 K) would lower the CO

concentration in the zero air by approximately a factor of two to obtain a
psuedo-fIrst-order rate constant large enough to account for Rx. 38.

B. Determination of the First-Order Rate Constant for
Reaction 28.

The isomerization of S0 3*H 20 to H2SO 4 is the rate determining

step for formation of condensation nuclei, The isomerization step does
not alter the reactants' concentration dependency. Since Rx. 28 is the

rate determining step and does not depend on the concentration of

reactants, it only regulates the amount of condensation nuclei produced

at given time. Varying k 28 does not change the dependency of reactants

concentration on the formation of condensation nuclei and therfore is
independent of other reaction steps and their associated rate constant,

The rate constant for the isomerization mechanism is determined to be

1.23x10-4 sec"' by the method discussed at the beginning of section 12.

A rate constant of 1.23x 1 04 sec-1 yields the appropriate condensatio
nuclei concentrations, This gas-phase isomerization rate constant
seems reasonable compared to that of the isomerization of methyl
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Isocyanide (for rate constant, vide supra). The isomerization of methyl
isocyanide is a good comparison because it is a unimolecular gas-phase
reaction in which both the bonding structure and atom positioning is
changed (CH3NC -- CH3CN).

C. Determination of the First-Order Rat, Constants for
the Mono-, Di-, and Trn-Hydrates of Sulfuric Acid.

The first-order rate constants for the mono-, di-, tri-hydrates of
sulfuric acid are Ix-0-10 cm 3 molecule"1 sec-1 , lxlO- 1 cm 3 molecule-
sec-, and lxl0-1 2cm 3 molecule-' sec"I The third body concentration,
[M] = 2.46x 1019 molecule/cm 3 , is included in the hydration rate
constants. The rate of formation of condensation nuclei is insensitive to
the variation of the values of the hydration rate constants. This is true
if the rate of hydration is much faster then the rate of isomerization
(k 28 <<k 29, k 30 , k31 ). The magnitudes of the hydration rate constants are

chosen based on the rate constant obtained by Castleman 23 in the
hydration of sulfur trioxide. The only reason for the different values of
the rate constants is that when the hydration rate constants are equal
the exponential part of rate expression vanishes.

14. Review of Theoretical Model and Error Analysis.
A sensitivity analysis is performed un final rate expression for

the production of condensation nuclei by mathematically evaluating each
term in the final integration rate expression independently at time
equals I second and typical reactant concentrations. The ninth term,
given below, is roughly a thousand times more sensitive, with respect to
condensation nuclei formation, than the first term in the equation.

- (k3 '1k 30'k 2 9 'k 2 6 'k 2 1'k7'[OH]o/(k 21. - (k7* + k8' + k 38 '))

(k 2 6  - (k 7 ' + k8, + k 3 8 '))(k 2 8 - (k7' + k8 , + k 3 8 '))(k 2 9 * - k 2 8 )

(k - k 8 )(k 3 1 '-k ))(I - exp(-k 2 8 t))

The first term is far less sensitive than the other terms In the equation,
with the exception of the forty-first term. The ninth term is the most
sensitive because of the pre-exponential collection of constants or the
pre-exponentlal term, (k 3 1'k 3 0'k 2 9'k 2 6'k 2 1'k 7'[OH] 0 /(k 2 1. - (k 7' + k8 ' +

k 38'))(k26'- (k7' k8' + k 38'))(k 2 8 - (k 7 ' + k8 ' + k 38 '))(k 29 ' - k 2 8 )(k 30j -

k28 )(k 3 '-k 28 )). The isomerization rate constant is eliminated from the

numerator upon the final integration of the rate expression. With the
Isomerization rate constant gone, the pre-exponential term Is roughly
five orders of magnitude larger than the other pre-exponential terms.
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The ninth term mathematically describes the rate limiting step for the

isomerization of sulfur trioxide hydrate to sulfuric acid, The same
conclusion can be reached if the sulfuric acid hydration mechanisms are
assumed to be in steady-state. The final integrated rate expression can
be simplified by comparing the relative magnitudes of the
pseudo-first-order rate constants of the total reaction scheme. If one of
the rate constants in a term which is the difference between rate
constants in the denominator is much larger than the other then the
difference reduces to just the larger rate constant and will cancel with

the appropriate rate constant in the numerator. For example if ka>) kb

then k akb/ka-ko reduces to just k., Using the pseudo-first-order rate

constant from Table 2. one can conclude the following: k2 ,' >> (k 7 ' + k8e +

k9' + k38'); k26 ' > (k7' + k8' + k9' + k38'); k28' >> (k 7' + k8' + k9' + k38 '); k29 ' >>

k 28; k30 ' > k 2 8 ; k3 1' k2 k3 8k' " (k7 ' + k8 ' + k,'). Since all the other

terms in the final integrated rate expression are insignificant compared
to the ninth term, it is reduced to:

N 30 = (k7'/k 38')[SO 2][OH]0 ( I - exp(-k 28t)) (Eq. 30)

Eq. 30 could have been derived directly if the steady-state approximation
was invoked for the appropriate reactions based upon the above
inequalities. In the limit, Eq. 30 demonstrates that the final
condensation nuclei concentration will equal only a fraction of the
initial OH radical concentration because of the rate constant ratio. The
numerator of the ratio of the pseudo-first-order rate constant is for the
reaction of the OH radical that produces condensation nuclei. The
denominator is for the reaction that consumes the OH radical without
production of condensation nuclei. However, when the final integration
rate expression was derived the relative differences in the rate
constants or pseudo-first-order rate constants were not known. The
closed analytical rate expression was derived without the steady-state
approximation as not to prejudice the kinetic model or restrict its
flexibility.

Substituting Eq. 25 into Eq. 30 yields: N =

(k7'k 2[O3 ][H 2O][SO 2]E2.3034(OID)Nl/(k 38'Vhcs(k'3+ k' 4))(1 - exp(-k 28 t)).

(Eq. 3 1)
Eq. 31 Is a good approximation for calculating the condensation nuclei
concentration as a function of time, One can see that the condensation
nuclei formation rate has a first order dependency on the ozone
concentration, water vapour concentration, sulfur dioxide concentration,
and laser power. The first order dependency can be illustrated by a
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log-log plot of the condensation nuclei concentration as a function of
reactants concentration and laser power at given time interval. The
slope of the log-log plots will be unity (see Graphs 5-8).

All relative percent errors are presented in terms of total
condensation nuclei not the logarithm of the total condensation nuclei.
The relative percent error is defined as:

10 - AI/A x I00%. (Eq. 32)
Where 0 is the experimentally observed value and A is the accepted or
theoretical value. The relative percent error of the total condensation
nuclei is presented to reflect the true error not the error of the
compressed difference between the logarithrnic values.

The values generated by the theoretical kinetic model are in very
good agreement with the experimental data for the higher reactant
concentrations. In the regions of higher concentrations of S02, 03, and
H20, the relative percent error varied from 0.6% to 43.0%, however, the
average relative percent deviation is 1 1.6%. The low concentration
points of SO2, 03, and H20 have a much higher relative percent error,
which vary from 21.1% to 76.0%. It should be noted that the relative
percent error for lower concentration points decreases with increasing
laser power, i.e., higher OH radical concentrations.

Given below are Graphs 18 through 20 which compare the kinetic
theory to experimental data. At the higher reactant concentration, the
kinetic model agrees well when compared to experimental data. The
average slopes of the reactants concentration dependency and laser
power dependency of the experimental data, in general, behave in the
same manner as the kinetic model predicts. All of the slopes for the
log-log plot of CN as a function of reactants concentration are
approximately 1, with the exception of the ammonia concentration plots
which have a slope of zero. The slopes of the ammonia concentration
plots for the experimental data are slightly negative. The theoretically
kinetic model also predicts a slightly negative dependency on
condensation nuclei formation as a function of the amm'onia
concentration.

15. Homogeneous Heteromolecular Nucleation Model.
Using the homogeneous heteromolecular nucleation method

described by Mirabel and Katz, 89 the upper limit of the nucleation rate Is
calculated. If all of the oxidized species of sulfur dioxide is converted
Instantly to sulfuric acid, (Rx, 7 is the rate determining step) the
sulfuric acid concentration is 1.30x101 I molecule/cm3 at a laser power
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of 12.6 mjoule and an ozone concentration of 9,770x O13 molecule/cm 3.
However, the sulfuric acid concentration calculated above is based on the
postulated reaction between X and OH radical (Px. 38). At 293 K the
pressure of sulfuric acid in the vapour-phase is calculated to be
3.94x10"6 torr by employing p = (n/V)kT, where k = 1.0354x10- 1 9 cm 3

torr K- molecule-'. Using a value of 3.1 xl O- torr 9° for the vapour
pressure of pure sulfuric acid, yields an activity of 1.27x10-. At the
highest experimental water vapour concentration, a relative humidity of
about 671, the theoretical rate of nuclei formation is approximately
2.4x10-5 particle/cm3 sec. An estimate of an experimental rate of
nucleation is cal-ulated from the total number of particles formed under
the same reactant concentrations as above and dividing it by the reaction
volume, i.e., volume of the laser beam, and average residence time in the
reactor. The total number of particles formed in an experiment is
calculated at an ozone concentration of 9.770xl 013 molecule/cm 3 and a
laser power of 12.6 mjoule (Log(L.P.) = 1. 1). The total number of
particles formed is calculated to be 1.051x10 8 particle. The laser beam
has a diameter of 0.25 cm and a length of 34.8 cm which yields a
reaction volume of 6.83 cm 3 . If the reaction is assumed to proceed
through the entire particle counting process (28 seconds) then a
nucleation rate of 5.5x 105 particle/cm3 sec is calculated.

To obtain the number of sulfuric acid molecules contained in a
critical nucleus at a relative humidity of 6%, which is predicted by
heteromolecular homogeneous nucleation theory, a log-log plot of the
nucleation rate as a function of sulfuric acid activity is performed, The
nucleation rates are graphically extrapolated to 6% R.H, from the work.
done by Mirabel and Katz. 89 Nucleation rate were adjusted for the vapour
pressure of pure sulfuric acid (pO 3.1x10-5 torr) obtained by Chu and
Morrison. 90

The plot yields a slope of roughly 8 which corresponds to the
number of sulfuric acid molecules in the critical nucleus (see Graph 9).
The experimental data has an average slope of around I with respect to
sulfur dioxide, i.e., one sulfur bearing species per nucleus (see Graph 9).

Homogeneous heteromolecular nucleation theory does not
correlate well with the experimental data because of the low nucleation
rate (2,4x10"5 particle/cm3 sec) and the larger number of sulfuric acid
molecules per nucleus (8 H2SO 4 molecule/nucleus). Graph 9 Illustrates
the difference In the dependency of nucleation rates and number of
sulfuric acid molecules in each nucleus as a function of sulfuric acid
activity for the experimental data and the homogeneous heteromolecular
nucleation theory.
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16. Estimation of Experimental Reproducibility.
Since there is no dependence of the nuclei formation on ammonia

vapour concentration, the experimental ammonia data can serve as an

experiment for reproducibility (see Graph 4), A maximum relative
percent error of 28.6% is obtained from the low laser power ammonia

data set. An overall average relative percent error of 9.0% is calculated

from the ammonia data set. It can be inferred from the experimental
reproducibility that the experimental results correlate well with the

theoretical kinetic model, except for the low reactant concentration
points.

17. Ratio of Oxidized Sulfur Dioxide to Condensation Nuclei
Formation.

Not all of the oxidized sulfur dioxide is converted into
condensation nuclei within the time frame of this experiment (8 to
approximately 28 seconds), To determine quantitatively the amount of

intermediate (S0 3 ,H20) to product conversion (H2SO4'(H203, a single

plot of the condensation nuclei rate (molecule cm" 3 sec-1) and the
oxidized sulfur dioxide concentration (molecule/cm3 ) is performed.

The condensation nuclei rates are estimated from the raw data
curves by dividing the peak condensation nuclei concentrations by the
time of occurence of the peak which is corrected to account for an
estimated average CNC delay time of 6 seconds (see Figure 3 for typical
raw data curve). The condensation nuclei concentrations are converted
from nuclei/micro-liter into nuclei/cm3 and are also multiplied by 100
to account for the dilution factor upon exiting the reactor vessel to the
condensation nuclei counter. The condensation nuclei concentration
dilution is the ratio of the reaction volume (laser beam volume) of 6.83
cm3 and the reactor vessel volume of 683 cm3.

The oxidized sulfur dioxide concentrations are calculated by taking
the limit at Infinite time of the integrated rate expression which leads
to the formation of the sulfur trioxide hydrate species. The
concentration of oxidized 502 species for each experiment was
calculated from the integrated rate expression using the experimental
concentrations of S02, H20, 03, and NH3 and laser power. The slope of the
linear regression line of the condensation nuclei rate verses oxidized
sulfur dioxide concentration yields an isomerizatlon rate constant on
4.0x I 0"s sec".

Out of roughly 25,000 oxidized sulfur dioxide molecules, one
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condensation nucleus Is produced. This result is consistant with the idea

of an isomerization reaction, The experimentally determined

isomerization rate constant Is about 3 times slower then the value

predicted by kinetic model,

Because of cycling of the CNC sampling system and the phasing of

the laser pulse with the CNC cycle, the times for the actual maximum

may be in error by as much as 2 seconds. Further, phasing differences

between the laser pulse and the CNC cycling are expected to cause
uncertainty in the value of the peak concentrations in the raw data

curves. Thus the slope of the line of Graph 10 is not expected to be as
accurate an estimate of the rate coefficient (k 2 8 ) for nuclei formation as

the more refined technique used in arriving at the kinetic model value.
The kinetic model eliminates the time and phasing uncertainties by
integrating the experimental raw data curves of nuclei concentration
verses time. Another reason for the difference in the rate coefficient is
that the kinetic model value was chosen preferentially to fit the data
obtained at higher reactant concentrations, whereas the plot of Graph 10
includes all experiments.

18. Formation of Ammonium Sulfate Aerosol Particles.
A. General Discussion of Ammonium Sulfate Particle

Formation.
Originally the maturation chamber apparatus was designed to

study the particle growth evolution as a function of time. However, even
at the shortest times the aerosol particles reached a maximum size of
around 0.3 to 0.5 microns (see Figures 4-7). The shortest time is about
120 seconds, which is the time required for the photolyzed mixture to
pass through the maturation chamber containing ammonia gas followed
by the deposition of the particles onto the ESM mount.

The gas-phase reaction between ammonia and condensation nuclei

is as follows:

2NH 3 + H2So 4 1I(H 2 0) 3 -- (NH4) 2 So4'i(H 20) 3  (Rx. 43)

The subsequent rapid growth into aerosol particles was explained by
Friend et al.9 1 to be the heteromolecular oxidation of SO 2 in the solution

of the droplet. The ammonium ion acts as a catalyst to oxidize SO 2 to

sulfuric acid.
2S02 + 2H20 -- 2H 2 S0 4 (solution) (Rx. 44)

(Rx. 16 is catalyzed by NH4+ and salt embryo,)

The ammonium sulfate particles In this experiment were formed at low
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relative humidities (4%). This result offers a possible explanation why
ammonium sulfate particles are found in dry air over deserts and also in
remote clean tropospheric air.

B. Qualitative Determination of Particle Composition.
The aerosol composition is determined by employing two separate

methods. The first method is accomplished by collecting small amounts
of the aerosol on an ESM mount. Multiple samples are collected on the
ESM mount to build up the particle concentration to a significant level to
be analyzed on a ion chromatograph. However, after I00 samples were
collected on a single ESM mount and diluted in only 5.0 ml of deionized
water, the ammonium sulfate concentration was not large enough to
yield a reliable ammonium to sulfate ion ratio. The retention times on
the ion chromatograph did yield a positive qualitative identification of
the ammonium and sulfate ions. The morphology of sulfuric acid and
ammonium compounds was studied by Bigg. 92 Electron-micrograph
samples of ammonium sulfate, ammonium bisulfate, and ammonium
persulfate were prepared to demonstrate the distinct and different
appearance of each compound. By comparing the electron-micrographs
obtained in this study to Bigg's 9 2 micrographs, the products were clearly
determined to be ammonia sulfate particles. The absence of a water halo
indicates that the ammonium sulfate particles are created in the
airborne phase, not on the ESM mount. The water halo is indicative of
sulfuric acid particles because of its hydroscopic properties.

The particle growth rate could not be determined within the time
regime of the experiment (2 minutes). However, the presence of larger
ammonium sulfate particle would also substantiate the existence of
condensation nuclei formed in the photolysis experiment. Also, the
maturation experiment confirmed that the final oxidized product of SO2

was the sulfate species.

19. Comparison of Nucleation Models: Advantages and
Disadvantages.

The traditional homogeneous heteromolecular nucleation theory
does not account for the large rate of particle formation observed under
the experimental conditions In this work, Also, homogeneous
heteromolecular nucleation theory fails to predict the number of
condensation nuclei present In the Junge layer, At 218 K and a sulfuric
acid partial pressure of 1.15xlO"9 torr, Hamill et. a19 3 calculates an
upper limit of 3.7xI0"' particle/cm3 sec for the nucleation rate via a
homogeneous heteromolecular nucleation mechanism, This value
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corresponds to one new particle formed per cubic centimeter every 850

years, whereas a rate of about 103 times greater Is needed to explain the
observed concentrations in the atmosphere.

There are some drawbacks with the conventional nucleation
theory. Homogeneous heteromolecular nucleation theory does not have a
lower limit boundary condition that preserves the identity of sulfuric
acid. In the absence of this boundary condition it is possible to have
fractional sulfuric acid molecules in the droplet. Homogeneous
heteromolecular nucleation mechanism is derived from thermodynamics
and depends upon macroscopic thermodynamic parameters. The free
energy is treated as a macroscopic quantity and does not take into
account the intermolecular and intramolecular interaction which could
lead to the formation of small stable clusters.

Moveover, terms like surface tension and contact angle are really
meaningless on the microscopic level. How does one measure or
calculate the contact angle or surface tension of clusters containing 10
to 20 molecules that are only a few molecules in depth? A statistical
mechanics approach would greatly improve the homogeneous
heteromolecular nucleation theory. Unfortunately, statistical mechanics
often becomes intractable when dealing with the liquid phase. The
advantage of the homogeneous heteromolecular nucleation model is its
ability to calculate the Gibbs free energy with a few thermodynamic
quantities, e.g., vapour pressure of the pure component and the surface
tension at different mole fractions. The homogeneous heteromolecular
nucleation model is well suited at upper limits where the nucleation
parameters reach their thermodynamic bulk properties, e.g., surface
tension, contact angle, and bulk liquid phase properties. However,
homogeneous heteromolecular nucleation is based on the assumption that
gas phase molecules are non-ideal, i.e., they condense. At high gas phase
concentrations the molecules behave less ideally and should not be
treated as an Ideal gas, i.e., p x (n/V)RT.

The kinetic model has the advantage of calculating the rate of
reaction directly from the integrated rate law and also affords a more
detailed physical explanation of the individual steps. The total rate
expression can be simplified by employing the steady-state
approximation, If applicable to larger reaction schemes, to make the
final analytical solution more manageable. However, the kinetic model

requires the knowledge of the rate constants for each Individual step, If
the situation allows, the importance of the particular mechanism can be
minimized by selecting relatively large rate constants which is
equivalent to invoking the steady-state approximation. 9 4 In some cases
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second-order reactions in a consecutive reaction scheme cannot be

solved analytically but can be approximated by a series expansion and

neglecting the higher order terms. Mixed second-order reactions can also

be simplified if one of the components is in large excess, a thirty-fold

excess or more. The kinetic model is best suited to schemes having a

small number of elementary reaction steps where most of the rate

constants are known.

20. Conclusion.
In conclusion a detailed investigation of known relevant reactions

and their corresponding rate constants has led to a chemical mechanism
which describes the formation of condensation nuclei.

03 + hu - O(1 D) + 02 (Rx. I)
O(1D) + H20 -OH + OH (Rx. 2)

OH + S02 + M -HOSO 2 + M (Rx. 7)

HOS0 2 02 -. S03 + H02  (Rx. 21)
So + H20 + M-- SO'H 0 + M (Rx. 26)

3 2 . 32

S0 3 ,H20 -- H2 SO4  (Rx. 28)

H2SO4 + H20 + M H2 SO 4*H 20 + M (Rx. 29)

H2SO 4 'H 20 + H20 + M- H2SO 4 '(H 2 0) 2 + M (Rx. 30)

H2 SO4 '(H 20) 2 + H20 + M H2SO4 (H20)3 + M (Rx. 31)

However, to restore the dependency of condensation nuclei formation on
the sulfur dioxide concentration a reaction between the OH radical and an
unknown species was postulated (Rx. 38). Various reactions have been
investigated under the experimental condition which could satisfy the
postulated reaction. From the reaction scheme a kinetic model was
developed. With a few verifiable assumptions a closed analytical
solution was derived. Proposed rate constants for the isomerization of
sulfur trioxide hydrate and for the mono-, di-, and tri-hydrates of
sulfuric acid were calculated from the kinetic model. In the higher
reactant concentration region the kinetic model correlates well with the
experimental data (average relative error of 11.6%). At the lower
reactant concentration region the kinetic model has a higher relative
error range from 21% to 76%.

Applying heteromolecular homogeneous nucleation tneory to our
data yields a nucleation rate of 2.4x10"5 nuclei/cm3 sec. The
heteromolecular homogeneous nucleation theory also predicts that each

85



critical nucleus contains 8 sulfuric acid molecules (see Graph 9).
Nucleation theory does not explain the the high nucleation rates and the
first-order dependency on sulfur dioxide concentration obtained in this
study.

Also, wall effects and reactant or intermediate scavenging was
found to be negligible, The time resolution of the maturation experiment
(2 minutes) was found to be too low compared to the ammonium sulfate
particle formation rate, However, from ion chromatography data and the
particle morphology examined by electron scanning microscopy the
particle composition is determined to be ammonium sulfate.

These results have determined that the final photo-oxidation
products of sulfur dioxide is sulfuric acid. The formation of the large
ammonium sulfate particles would suggest that condensation nuclei
were formed from the photolysis of the reaction mixture.

Finally, a detailed investigation into the disappearance of the OH
radical in the presence of 502, 0., and H20 is recommended. An

experiment should be designed to investigate the proposed reaction (Rx.
38) in this work.
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The Coagulation and Dispersion of Nonspherical Aerosol

Particles with Inertial Memory in a Turbulent Field

Isaiah Gallily and Miriam Pekarevich
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The Hebrew University of Jerusalem

Jerusalem, Israel

I. Introduction and aim of study

By coagulation of particles one defines any process in which two or more particles collide to form

a liouid droplet (if the former oriqinally were liquid) or a (loose) angregate of riQid partilies if

the former were rigid.

The dispersion of particles is a process in which the mutual distance between them increases with

time.

Both processes may be effected by various mechanisms. Thus, coagulation may occur due to:Brownian

motion, qravitational settling, and turbulent effects (Fin. 1), while dispersion can be produced by

Brownian or turbulent diffusion.

In the atmosohere, when the aerosol particles are qenerated in a limited space such as a "point" or

a "line", coagulation and dispersion are inter-connected since - after sufficient time - dispersion

will arrest coaqulation (Fig. 2).

\' \ \ \- \

Fig. 1. Some possible mechanisms of coagulation (a- Brownian, b- qravitational,

c - turbulent) (schematical).

Thus, contrary to the many studies on particles' coagulation (coupled with some other process) in a

restricted environment, which were performed with the aid of a "simulatinq box", the situation in the

free atmosphere is quite different (Fig. 2 ).

Most studies on coagulation, and dispersion, have been limited to the case of sDherical particles

though the majority of aerosol systems, for example, are composed of nonspberical particles.

Thus, we thought it worthwhile, from the practical as well as from the academic points of view, to

study the problem of coagulation/dispersion of:
i. nonspherical aerosol particles, and under

ii. typical atmospheric turbulent conditions.
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\\ \' \ \ \ \ \\

Fig. 2. The "Box Model" of restricted environment transfered to the

"Coagulating Cloud" model in a free atmosphere (Schematical).

To adhere to situations which are usually met with in real life, we restricted ourselves to (typical)

particle sizes below the Kolmogoroff's (typical)eddy size Yt)

n = (i/Y4W

I - kinematic viscosity, C -dissipation rate);

Likewise we dealt with particles whose motion is influenced by their inertia,namely, with particles

with inertial memory.

II. The studied system and method of investigation

The system we chose to deal with was composed of:

i. Spheroidal prolate ellipsoids ( of unit density) which were taken to simulate

elongated particles,

ii. A Kolmogoroff's regime of turbulence which is local isotropic.

Unlike the study of Saffman and Turner (1) that was concerned with the coagulation of spherical

particles and that used an analytical method of treatment, with quite a gross approximation, we

could not find any way of analytical solution to the problem.

The reason is assumed to be the factor of the rotation of our particles which introduced three

new additional degrees of freedom to the motion of particles.
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Hence, we reccurred to a Monte Carlo numerical method in which each particle trajectory was calculated

for consecutive time intervals, A t , and the process repeated enouch times till an asymptotic
behaviour was reached.

Particle translation was solved according to the equation

M av[%/d ,, W F (2)

and its rotation, according to the Euler expression

ZL9,6-- (I-1- r.) Gci•. = L. etc. (3)

where m was the mass of the particle ) V its velocity (in an inertial system of coordinates), F.

the fluiddynamic resistance to its translation, Is its moment of inertia for its (inner) axis 1, W.g
its rotational velocity.and Ll the fluiddynamic torque which acts on it, etc.

F. was taken according to Brenner (2) to be

r w L K - (v - ) (4)

K being the Oberbeck transition tensor (3) , and %A the undisturbed fluid velocity.

Letc. was taken according to Jeffery (4). (It should be noted that both Fr and L.6 etc. could
have been obtained from "Slender Body Theory" or the singularity-integral expressions).

III. The calculational way

In the Monte Carlo calculations, the initial position of particles' centers was body-centered cubic,

and their initial orientation was (rectangularily)random.

The gradient of the fluids' velocity within each Kolmogoroff's eddy, which engulfed each particle,

was taken to be:

i. Constant for the time &tLA

ii.Normally random for consecutive time intervals.

The velocity U, of the fluid at each time interval was thus

(As was smaller than the Kolmogorff's typical time, the constancy of the velocity gradients seemed

1:tical).

The Monte Carlo emthod appeared to us to be straightforward; however, it put quite a strain on our

computer.
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IV. Results

Up to now we have run numerical experiments in a 2-D and a 3-D space. We neglected in these experi-

ments :

i. The fluiddynamic interaction between two particles which near each other on their way

to coagulation,

ii. Collisions between particles containing more than one elementacy spheroid.

The reason for the second neglect layed in the assumption that, till such collision would have

become important, dispersion will dilute the aerosol cloud to such an extent that coagulation would

essentially cease.

Another factor which was neglected concerns what we call the "Neighbours' Effect" (Fig. 3). This

effect-relates to the (physical) extctiL of the particle source:
0

II

Fig. 3. The "Neighbours' Effect" (s'hematlcal)

namely, that particles originated from one part of an extended source (say the "circular particles)

may also collide and coagulate with particles originated from a neighbouring part of the source

(say, the "crosses" particles) (Fig. 3).

This "Neighbours' Effect" adds a non-linearity to the coagulation process.

The prolate particles had a log-normal size distribution with no correlation between their lenqth

and their width, and with a geometric mean of:

i, 10-3 cm for the length and 10-4 cm for the equatorial axis in the 2-D case,and

ii. 4 x 10-4 cm for the length and lx 10-4 cm for the equatorial axis in the 3-D case.

The geometric standard deviation in both cases was 1.2 % the geometric mean.

In the experiments, the initial sizes of the particles were (randomly) selected from the above size

distribution.

Concerning the initial concentration of the particles, these were Lo / CVL for the 2-D

space and L0o ., c?"S for the 3-D space, which we thought to be close to reality.

Turbulence was characterized in our Kolmogoroff's range by: dissipation rate of L.OGO C•mnEsc'

and kinematic viscosity of 0.15 cm 2/sec.
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With these values, the Kolmogoroff's typical eddy size was about 4 x 10 2cm , its typical

translational velocity (which was the initial velocity of our particles) was (ii)'Iet• 1 cm/sec,

and its typical eddy existence-time ('/E )' jo -1" sec.

Finally, we should add that, to obviate the unsolved problem of dealing with aaqregate of more than

one primary spheroid (see above), we adhered to the procedure that, after each (coaoulational)

collision in the Monte Carlo experiment, the involved particles were re-separated and replaced in

a (normally) random fashion in space.

In the following we bring, as an example, a dispersion pattern of our particles in a 2-D space

(Fig. 4) and a table showing their collision (Table I).

Typically, in this (2-D) case about 15-20% of the original number of particles underwent their

first collision during a (typical) time of 3 x 10 2 sec.

The total initial number of the particles was 100, arranaed in a 10 x 10 array.

For a 3-D case, the percentage of collisionsdecreases to about l10 (of the original number)during

a (typical) time of about 5 x 10-4 sec. This is expected as the addition of an extra dimension

to space increases the chance that the particles will also move side-ways and miss each other.

V. References

1. Saffman, P.G. and Turner, J.S., J. Fluid Mech. 1, 16 (1956).

2. Happel, J. and Brenner, H., "Low Reynolds Number Hydrodynamics", p. 226, Prentice-Hall,1965.

3. ibid., p. 225-6.

4. ibid, p. 227.
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TI ME PARTICLE K I PARTICLE L

(J x lO'3 sec

1 21 31

1 39 40

1 73 84

3 64 76

5 2 12

5 _ _ 11 33

6 54 98

7 63 100

8 7 85
8 87 I00

10 44 58

11 i 44 100

12 5 85

15 5 26

16 _ 62 65

28 56 92

Table I: Collisions between particle K and

particle I (followed by re-separation);

typical results
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"LIFT-OFF" OF BUOYANT HORIZONTAL PLUMES

M. Poreh and J. E. Cermak
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A) M. Poreh and J. E. Cermak, "Experimental Study of Aerosol Plume Dynamics; Part I: Wind-tunnel
Study of Diffusion and Deposition of Particles with Appreciable Settling Velocities," Annual Progress
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B) M. Poreh and J. E. Cermak, "Experimental Study of Aerosol Plume Dynamics; Part II: Wind-tunnel
Study of Buoyant Horizontal Emissions," Annual Progress Report to CRDC, CER86-87MP-JEC5, November 1986.

ABSTRACT

Wind-tunnel simulation of the concentration field and "lift-off" of buoyant plumes from point source
with horizontal exit velocities show a previously unknown, coupled dependence of the plume on the
buoyancy flux and the horizontal momentum flux at the source. Further study of buoyant emissions from
line and area sources is suggested.

INTRODUCTION

The possible "lift-off" (see Figure 1) of a layer of buoyant gas of thickness H in a shear flow was

initially analyzed by Briggs (1971), who proposed that "lift-off" occurs when Lp gH(AP/pa),/v*2 - 0(2),

where v* is the shear velocity and &P/Pa is the relative reduction in density. Flow visualizations by

Meroney (1979) did not reveal, however, a lower limit to buoyancy which could induce "lift-off" in

plumes. Plumes with less buoyancy will just travel a longer distance along the ground before lift-off.

In an unpublished note, Briggs suggested that the observation of Meroney might indicate that plumes

need some vertical growth before they could lift-off, and proposed to increase the value of Lp by an

order of magnitude (from Hall et al., 1980).

The vaguely defined concept of lift-off and lack of concentration measurements has stimulated tihis

study, in which both the buoyancy flux and the horizontal momentum flux at the source were varied.

SUMMARY OF THE RESULTS

The experimental configurations and the results are fully described in reference B) cited above. A

typical photograph of a buoyart plume is shown in Figure 1. Figures 2a and 2b show typical concentration

profiles downstream from the source. Figure 2a depicts the effect of the dimensionless buoyancy flux F*

"(&P/pa)g Q/(R U3 6), where Q is the discharge, 6 is the thickness of the boundary layer and U the mean

velocity at z - 6. Figure 2b depicts the effect of the dimensionless horizontal momentum flux

M* - 4p Q2/(PaX 2 d2 U2 62).

One clearly sees that the height of the maximum of the various concentration profiles, hmax(x),

increases with F* and decreases with M*, as also documented in Figure 3. A possible measure of lift-off
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is the reduction with distance of the ground-level dimensionless concentration C*(O) - C(O) U 62/(COQ),
*

where Co is the source concentration, versus that of the maximum dimensionless concentration Cmax.
Typlcal variations of these values are shown in Figure 4. The positions of the nine graphs in this

figure were selectod so that upper graphs show runs with larger values of the dimensionless buoyancy

flux, whereas the graphs to the right show runs with higher dimensionless momentum flux. The graphs

clearly suggest that by increasing the momentum flux, "lift-off" is delayed or completely eliminated.

The ratio of C(o)/Cmax at x/6 - 1.67, for example, turned out to be a function of F*/(M*) 1 /2, as shown in

Figure 5.

The study has also shown that at large distances the maximum dimensionless concentration varies

approximately as 250 (M*)l/ 2 (F*)?2/ 3(x/ )" 2

Planned Future Studies

The results of the investigation suggest that a similar systematic study of buoyant emissions from

line and area sources will also yield new information on their behavior and dependence on the initial

conditions.

REFERENCES

1. Briggs, L. A. (1973) Lift-off of Buoyant Gas Initially on the Ground. ADTL Contribution File No.
87 (Draft), Nov. 1973, Air Resources Atmospheric Turbulence and Diffusion Lab., NOW, Oak Ridge,
Tennessee.

2. Meroney, R. N. (1979) Lift-off of Buoyant Gas Initially on the Ground. J. Industrial Aerodynamics,
October 1979, 5, Nos. I and 2.

3. Hall, D. J., Barrett, C. F. and Simmonds, A. C. (1980) Wind Tunnel Model Experiments on a Buoyant
Emission from a Building, Warren Spring Laboratory, DepartmEnt of Industry, Gunnels Wood Road,
Stevenage, Hertfordshire SGI 2BX.
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FIGURE 1. A PHOTOGRAPH SHOWING THE MEAN PLUME BOUNDARIES AND APPARENT "LIFT-OFF."
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FIGURE 3. HEIGHT OF THE MAXIMUM IN IHE CO'4CENTRATION PROFILES FOR (a) DIFFERENT VALUES OF M*, F* -

CONSTANT, AND (b) DIFFERENT VALUES OF F , M* - CONSTANT.
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ABSTRACT
Current work on aerosol formation and growth is summarized. In work initiated this past year, a two

dimensional Flux Corrected Transport (FCT) code has been developed to obtain a detailed description of nucleation
and particle growth in a jet expanding into a low pressure region. The complex shock structures found on jet
expansion have been studied. Very high nucleation rates are found to occur in the region behind the rear facing
shock. The onset point of particle nucleation has been found to be strongly affected by the stagnation temperature
but relatively insensitive to the stagnation pressure. In a separate study, an approximate theory has been developed
for the composition distributions obtained from experiments on binary aerosol formation in laminar coaxial jets.
The theory agrees qualitatively with the experimental finding that, at smaller concentrations of the less volatile
component in the parent vapor mixture, the smaller particles in the resultant aerosol size distribution are enriched in
the less volatile component.
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INTRODUCTION

The optical. physico-chemical, biological and other properties of aerosols depend on such characteristics

of the particles as size, shape, composition. concentration, etc. These are determined by the fundamental processes

of aerosol formation, growth and dynamics. For this reason, an important pan of our work has been directed toward

understanding these fundamental processes and their interaction with atmospheric motion. We begin with a

desription of current work on particle nucleation and growth occurring in jets expanding into low pressure regions.

This is followed by a brief presentation of comparisons between theory and experiment for the composition

dismbutions of binary oil particles formed by nucleation and growth in a laminar coaxial jet.

AEROSOL NUCLEATION IN JETS EXPANDING INTO LOW PRESSURE REGIONS

An important mecharnism for production of aerosol involves the sudden adiabatic cooling and subsequent

particle nucleation which may occur in fast jets, explosions, laser detonations, etc.. As at means of studying this

mechanism we have initiated analysis of the nucleation and growth of particles occurring in jets expanding into low

pressure regions: this physical system is encountered in many applications such as in high altitude rocket plumes

and molecular beam experiments. Although many studies have been camed out on free jet expansion, mosk of the

numerical studies have been concerned with one dimensional systems. As a prelude to possible experimental studies.

we have developed a model of nucleation and growth occumng in a two dimensional axisymmetric expanding jet.

The physical system modeled is shown schema.tically in Fig. I. The assumptions in the analysis are

that the flow is axisymmetnc, inviscid and compressible. The ideal carrier gas with constant heat capacity ratio

contains a single condensable vapor. It is also assumed that any particles formed are passive contaminants. Under

these conditions, the governing equations are the Euler equations supplemented by the classical homogeneous

nucleation equation and the particle growth equations. These equations are solved numerically using the flux

corrected transport (FCT) method and a time splitting procedure. The calculation domains are both the nozzle and

the expansion chamber (see Fig. I). In implementing any numerical procedure, it is important to validate the code.

We have carried out comparisons between our calculations and experiment (I. Dueker and Koppenwaller.in S. S.

Fisher, Ed., Rarefied Gas Dynamtics. Academic Pmss.vol. 11,1190 .1981 ; II. Dankert and Koppenwaller, in R.

Compargue, Ed.,Rarefsed Gas Dynamics, Academic Press. vol II, 1107, 1979). Fig. 2 shows a comparison between

our model predictions and experiment (I) for the Mach numbers at steady state along the jet axis for free expansion

with the same stagnation conditions as used in the experiments (Po-2.9E3 Pa,. To-160K). Fig. 3 shows a

comparison between model predictions and experiment (11) for the pressure distributions at steady stat. again with the

same stagnation conditions as in II (Pa,7.6EA Pa, To-280K). In both figures, the abscissa is the dimensionless

distance from the nozzle exit and the dashed lines represent the experimental results. From these figures, it can be

seen that there is reasonably good agreement between our model predictions and experiment. This sugests that our

model provides a reasonably accurate representation of the flow field in the free jet expansion.

Fig. 4 shows the pressure distribution at t-4E-S s. following initiation of the free jet expansion for the
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stagnation conditions. Po-2.9ES Pa. To-160K. At this small time, stady state conditions have not been reached so

that the shock surfaces cannot be definitely identified with the barrel shock and Mach disk observed in steady state

experiments using schlieren photography. There are two shocks, a forward facing shock and a remr facing shock. In

the related temperature distribution, the temperatures fall rapidly downstream of the nozzle behind the rear facing

shock because of the conversion of internal energy to kinetic energy that occurs in an isentropic expansion. This

creates a region of high supersaturation behind the shock, leading to rapid nucleation and paruicle growth.

Fig. S shows the effect of stagnation temperature on nucleation rates for Po-2.9ES Pa and to6E,5 s. As

stagnation temperature increases the point for onset of nucleation shows substantial movemen" away from the nozzle.

By contrast, as shown in Fig. 6. as stagnation pressure changes, for To.160K, t-6E-5 s, there is little change of

the point of onset of nucleation with respect to the nozzle, this is found for other stagnation temperatures.

Currently, we plan to carry out studies of particle nucleation and growth in the free jet expansion.

Inasmuch as cluster formation is at the moment a very popular topic in materials research, a very large amount of

experimental data is available which can be used for comparison with our model calculations. Since small cluster

formation in free jets shows "magic number and other phenomena, the dynamics of cluster formation provided by

our model may provide a vehicle for a taet of nucleation and particle growth theories.

COMPOSITION DISTRIBUTIONS IN BINARY OIL AEROSOLS

The principal purpose of our work on formation and growth of liquid aerosols has been to investigate the

dependence of the disperse properties of binary aerosols, formed by homogeneous nucleation, on the

phyhsicochemical properties of the parent vapor mixture. These studies have been caried out expcrimentally by

following the condensation of oil vapors in a laminar coaxial jet. A full description of the experimental system has

been published (Brock, Zehavi and Kuhn, J. Aerosol Sci.17,il.23 (1986)) and will not be repeated here. An

approximate moment formulation of the evolution of the spatially averaged single and binary component panricle size

distribution has been used to provide a theoretical comparison with the experimental results. This formulation

involves use of classical binary nucleation theory for modeling the formation and growth of binary oil aerosol. This

has been used to provide one of the first confirmations and details of the dynamics for the observed composition

distributions obtained in our experiments.

An experimental investigation of the variation of composition with aerosol particle size was made for

the system dibutyl phthalate (DBP) and diethylhexyl sebacate (DEHS). These experimental wsulta ame shown in Fig.

7 for an initial oil vapor composition of 80% DBP-20% DEHS and overall vapor concentration of 1.91E-5 g/cc,

nitrogen carrier gu flow rate of 178 cc/min, and a nozzle temperatre of 270 oC. In this figure the four interior

curves represent averages of samples taken on four impactor stages. The distributions indicated were calculated using

the known impactor stage efficiencies by the method described by N. A. Fuchs. Of the four distributions, the one

with the smallest modal value at around 0.5 jlm has a composition of 39 S DENS, the next at around 0.63 urm has

a composition of 23.3 9b DEHS, the next at around 0.8 MUn has a composition of 21.2 %DEHS. and the last at
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around 0.9 psm has a composition of 19.5 % DEHS. In considering these experimental results it should be noted that

the use of an impactor intr-duces uncertainty owing to, among other factors, the relatively large range of particle

sizes depositing on a given stage. Also, DPB has a sufficiently high vapor pressure that complete condensation of

DBP was not achieved at the usual sampling point 20 cm from the nozzle exit. The moment theory results for

DEHS-DBP at similar conditions are shown in Fig.8 giving the normalized binary distribution, f(Dp.y) where y is

the mass percent of DEHS and Dp is the particle diameter. Only the general trends are significant in Fig. 8 sinceas

noted above, no dispersion mechanisms are accounted by the present theory. As is evident, the figure shows that the

smaller particles in the distribution are enriched in DEHS, a finding in qualitative agreement with the experimental

results presented in Fig. 7. Under similar conditions (20% initial squalane (SQ) mass fraction in the vapor), the

distribution for the lower vapor presure system dihexylphthalae - squalane (DHP-SQ) resembles that given in Fig.

8, except that for the DHP-SQ system the distribution is somewhat narrower. However, a similar qualitative result

is obtained-- namely, that the smaller particles in the distribution are enriched in the less volatile component, SQ in

this case.

This observed variation of composition with particle size is attributed to several processes. As confirmed

by simulation results, the initial nuclei formed at high supersaturations are greatly enriched in the less volatile

component. As growth proceeds, the lighter component tends to evaporate from the smaller particles as a result of

the Kelvin effect and differential heating of the smaller particles. These factous contribute to a differential rate of

condensation with panicle size between the lighter and heavier components onto the aerosol particles and therefore to

the observed variations noted in Figs. 7 and 8.

It may also be noted from Figs. 7 and 8 that for a particle of given diameter there is variation in

composition. This prediction could not be confirmed by our experimental methods more accurately than that

provided by Fig. 7 which must be regarded as only a qualitative guide to such variation. The variation in

composition with particle size displayed in Fig. 7 is derived from our experimental impactor measurements and

impactor efficiency curves with the assumption of lognormal distributions; this figure therefore contains the implied

experimental and theoretical uncertainties associated with these methods. A practical method for measuring the

composition of individual particles in a distribution would be desirable. It is sufficient here to examine the

reasonableness of the variation in composition at a given particle size in the absence of coagulation, as in our

experiments. It should be emphasized that the variations observed here in particle size and composition arise from

the nucleation process. Without the nucleation process, if one begins with a monodisperse distribution in both size

and composition, then this monodispersity will be preserved with increasing time, since there is no coagulation and

condensation is occurring. With the nucleation process, any initial monodispersity is "forgotten" and the dispersion

in size and composition is determined by the aerosol nucleation and growth proceses. Nucleation will produce classes

of nuclei whose growth trajectories may converge at a particular time at a given particle size but with different

compositions. Similarly, other nuclei will have trajectories converging at a particular time at a given composition

with different particle sizes. We reiterate that the distributions displayed in Figs. 7 and 8 are intended only to provide
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a qualitative idea of the variations in aerosol partcle size and composition.

It would be desirable to obtain experimental data of high quality for the comoosition distibutions of

binary aerosols. However, the moment theory developed by us (J. R. Brock, D. Zehavi, and P. J. Kuhn, J. Aerosol

Sci., In Press) appears to explain present experimental obsevations and provides a qualitative guide to the dynamics

of the development of the composition dismbution for binary aerosols.
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ABSTRACT

This paper concerns the measurement of the optical properties of twenty-five
materials and determination of the optical constants of twenty-three of those
materials. Future work will be concerned with measurement of the optical properties as
a function of temperature for several other materials and determination of the optical
constants of those materials. The work reported here was supported by U.S. Army CRDEC
contract DAAA-15-85-K-0004.

INTRODUCTION

The twenty-three materials for which optical properties were measured and optical

constants were determined were:

Montmorillonite Molybdenum CsBr DIMP

Kaolin Zirconium ZnS DEP

Illite Manganese ZnSe DES

Composite Clay NaCl BaF 2  Diesel Soot

Anhydrite KCl SF-96 1) unheated

Dolomite CsI DMMP 2) heated.

In this paper we present examples of the results of those investigations. For a more

detailed description of the investigations, readers are referred to the Final Technical

Report for CRDEC contract DAAA-15-85-K-0004 which has been submitted and is currently

being reviewed by CRDEC personnel. The report provides graphical and tabular

presentations of the optical properties and optical constants. More detailed tabular

listings of the optical constants can be obtained from the CRDEC Computer Database for

Optical Constants by contacting M.E. Milham at CRDEC.

MINERALS

The minerals that we investigated were three clays: montmorillonite, kaolin,

illite; and two crystalline materials: anhydrite, and dolomite. A composite mixture

of equal proportions by mass of the three clays was also investigated. The clay

samples were compressed into 13 mm diameter by approximately 1 mm thick pellets and
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near-normal incidence reflectance spectra were acquired in the 50-50,000 cm- 1 wave-

number region.' The spectra in the 50-4,000 cm- 1 wave-number region were used to

obtain the optical constants using Kramers-Kronig methods. As an example of this work,

in Figure 1 we present graphs of the reflectance spectrum and the real and imaginary

parts of the complex refractive index n+ik for kaolin.

Crystalline samples of anhydrite and dolomite were cleaved or cut and polished,

respectively, to obtain samples for measurements of the reflectance spectra for the

X,Y,Z directions of anhydrite and for the ordinary and extraordinary rays of

dolomite. Kramers-Kronig analysis of the reflectance spe. ra provided spectral values

of the optical constants. A graphical presentation of the resultant spectra for the X-

direction of anhydrite appears in Figure 2.

METALS

The metals that we investigated were molybdenum, zirconium, manganese, and zinc.

Polycrystalline bulk samples of each metal were obtained and mechanically polished1 in

preparation for acquisition of their near-normal incidence reflectance spectra which

were measured for each of the four metals throughout the 180-45,454 cm-I wave-number

region. The spectra for Mo, Zn, and Mn were extended into the vacuum ultraviolet

spectral region and Kramers-Kronig methods were used to determine the optical

constants. Vacuum ultraviolet reflectance spectra for zinc were not found in the

scientific literature, so for zinc we obtained some very tentative values of the

optical constants by Kramers-Kronig analysis of the 180-45,454 cm- 1 reflectance

spectrum. The results for molybdenum are presented in Figure 3.

OPTICAL WINDOW MATERIALS

Optical window materials that we investigated were NaCl, KCl, Csl, CsBr, BaF 2 ,

ZnS, and ZnSe. Polycrystalline samples of ZnS and ZnSe, and crystalline samples of the

other five materials were used to acquire reflectance spectra for each of the seven

materials. Transmittance spectra were also obtained for ZnSe. The optical constants

were, in general, obtained using Kramers-Kronig methods. The results for ZnS are

presented in Figure 4. The vacuum ultraviolet reflectance spectrum of ZnS previously

measured by Hunter, Angel, and Hass 2 were used to extend the reflectance spectrum for
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the Kramers-Kronig analysis.

DIESEL SOOT

The optical properties of three samples of Diesel soot were investigated. Two of

the samples were provided by Prof. Thor Stromberg, Dept. of Physics, New Mexico State

University. The two NMSU samples were collected from the open burning of Diesel

fuel. One sample, referred to hereafter as NMSU heated soot, was heated to about 320°C

for about one-half hour to drive off any unburned hydrocarbons; the other. NMSU

unheated soot, was the Diesel soot as collected. The third sample, UMKC soot, was

collected from open burning of Diesel fuel in a burner that was constructed at UMKC.

Pellets of each of the three Diesel soot samples were prepared using a procedure

similar to that used for the clays.1 It was very difficult to prepare pellets with

seemingly specular surfaces. However, after numerous attempts a pellet was obtained

for each of the three samples.

Near normal incidence (6.5 deg) reflectance spectra of the three pellets were

acquired in the 180-4,000 cm- 1 region of the infrared, and for the two NMSU samples

reflectance spectra were also acquired in the 220-2,500 nm region of the uv-vis-nir.

The UMKC soot pellet, which was very fragile, was damaged in the process of acquiring

the uv-nir spectra.

Complex refractive indices were obtained for the three samples by application of

Kramers-Kronig methods to the reflectance spectra. We could not find in the scientific

literature any information about the optical properties of soots in the vacuum

ultraviolet spectral region; thus the KK analysis was made without extrapolation of the

reflectance spectra into the vacuum ultraviolet. The resultant values of n and k are

probably in error in the uv-vis regions. The reflectance spectrum and resultant values

of n+ik for the unheated NMSU Diesel soot pellet are presented in Figure 5.

LIQUIDS

The optical properties of five liquids were investigated; the liquids were SF-96,

DMMP, DIMP, DEP, and DES. The infrared near-normal incidence reflectance spectra of

SF-96, DMUP, DIMP, and DEP were measured throughout the 180-4,000 cm- 1 wave-number
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region using an open sample dish in a closed/purged reflectance unit. The same

procedure applied to DES was unsuccessful because the sample would evaporate before the

spectrum could be measured.

In the near-infrared region (4,000-12,500 cm- 1) a thin wedge-shaped cell 3 was used

to obtain four or more transmittance spectra of each of the five' liquids. The spectrum

for the imaginary part of the complex refractive.index n+ik was determined for each

liquid from the transmittance spectra. The wedge-shaped cell was also used in the 500-

4,000 cm- 1 region to determine the k spectrum for DES.

Separate Kramers-Kronig algorithms applied to the reflectance and k spectra of

each liquid provided n+ik spectra and n spectra, respectively. Results for DMMP are

presented in Figures 6 and 7. In the infrared (180-4,000 cm-1) n+ik for DMMP are from

Kramers-Kronig analysis of the reflectance spectrum. In the near infrared (4,000-

12,500 cm- 1 or 800-2,500 nm) the n spectrum for DMMP is from Kramers-Kronig analysis of

the k spectrum. The reflectance spectrum in the near infrared was computed for s

polarization at 6.5 degree angle of incidence using the appropriate generalized Fresnel

reflectance equation and spectral values of n+ik for DMMP.
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center, and lower graphs are respectively The upper, center, and lower graphs are
the measured, near-normal incidence respectively the measured near-normal
reflectance spectrum and the real and incidence reflectance spectrum and the real
imaginary parts of the complex refractive and imaginary parts of the complex
index determined from KK analysis of the refractive index determined from KK
reflectance spectrum. analysis of the reflectance spectrum.

123



MOLYBDENUM MOLYBDENUM

to0o too

S97 3 70-

S60

95 d 501

0 1000 2000 3000 4000 0 1000 2000

WAVE NUMBER (1/CM) WAVELENGTH (NM)

200- -

15C0 -

N 100 N

----- -- I

0 1 -

0 1000 2000 3000 4000 0 1000 2000

WAVE NUMBER (a/CM) WAVELENGTH (NM)

200 T 17

150 -- i -1 14 -

K tO0C K

50 50- - :•- - ----

0 o00 2000 3000 4000 0 1000 2000

WAVE NUMBER (1/CM) WAVELENGTH (NM)

FIGURE 3. MOLYBDENUM. The upper, center, and lower graphs are respectively the

reflectance spectrum anid the real and imaginary parts of the complex refractive index

determined from KK analysis of the reflectance spectrum. The infrared (04,000 cm

and the near infrared-visible-ultraviolet (206-2,500 nm; 48,465-4,000 cm-) spectra are

on the left and right, respectively.

124



ZINC SULFIDE ZINC SULFIDE

100 100- -

g • 40

20 20

0 1000 2000 3000 4000 0 2000 4000

WAVE NUMBER (i/CM) WAVE NUMBER (I/MM)

Na

6 6

C k 
-

0 1000 2000 3000 4000 0 2000 4000

WAVE NUMBER (1/Cu) WAVE NUMBER (1/MN)

'7 7

6 - -

5 - 5

K 4

- 3

C- 
2-

0 1OOO 2000 3000 4000 0 2000 4000

WAVE NUMBER (1/CM) WAVE NUMBER (1/MM)

Figure 4. ZINC SULFIDE. The upper, center, and lower graphs are respectively the
reflectance spectrum and the real and imaginary parts of the complex refractive indef
determined from KK analysis of the reflectance spectrum. The infrared (60-4,000 cm-
and the infrared-near infrared-visible-ultraviolet (60-5,000 mm' ) spectra are on the
left Lad right, respectively.

125



NMSU UNHEATED SOOT PELLET NMSU UNHEATED SOOT PELLET

25 i4
a 22 12

10L - 2 -___

0 1000 2000 3000 4000 0 1000 2000

WAVE NUMBER (1/CM) WAVELENGTH (NM)

2.85 2.00

2.70 1.85 -

2.55 1.70

N 2.40 - N -- 55

2.25 - - - - - - -

2.1 - --

1.95 1.25
0 1000 2000 3000 4000 0 1000 2000

WAVE NUMBER (1/CM) WAVELENGTH (NM)

0.40--------------- 0.37--- _

0.37 A 03

0.35 / 
0 .27-

K 0.32 -
0 2 K

0.300.22

0.27 1f- I 0.17

0.25 J0.12

0 1000 2000 3000 4000 0 1000 2000

WAVE NUMBER (1/CM) WAVELENGTH INM)

FIGURE 5. NMSU UNHEATED SOOT PELLET. The upper, center, and lower graphs are

respectively the reflectance spectrum and the real and imaginary parts of the complex
refractive index determined from KK analysis of the reflectance spectrum. The infrared

(189-4,000 cm ) and the near infrared-visible-ultraviolet (220-2,500 nm; 45,450-4,000
cm ) spectra are on the left and right, respectively.

126



OMMP OMP

S - -- 3.00

- - 2.95

W 2.90

3 -

0 2.85
0 1000 2000 3000 4000 500 1500 2500

WAVE NUMBER (1/CM) WAVELENGTH (NM)

2.00 I1.42

1.75 - - - - -

1 .50 -

N W1N 1. 41
t .25

1.00 - -

0.7- - - . .4o0- 1
0 1000 2000 3000 4000 500 1500 2530

WAVE NUMBER (I/CM) WAVELENGTH (NM)

0.90 1.50

.. 20 -- .

0.90

K

0.30-! 06

0.30 .

0.00 10000.000 WOO 2000 3000 4000 500 1500 2500

WAVE NUMBER (I/CM) WAVELENGTH (NM)

FIGURE 6. DMMP. The upper, center, and FIGURE 7. DMMP. The lower, center, and
lower graphs are respectively the measured upper graphs are respectively the imaginary
reflectance spectrum and the real and part of the complex refractive index K
imaginary parts of the complex refractive determined from transmittance measurement,
Index determined from KK analysis of the the real part N determined from KK analysis
reflectance spectrum. of K, and the reflectance spectrum computed

using N, K, and the Fresnel equation for
normal incidence.

127



Blank

128



Aerosol Particle Analyzer Measurements

Philip J. Wyatt, Christian Jackson, David L. Hicks,
and Yu-Jain Chang

Wyatt Technology Corporation
Santa Barbara, CA 93130

RECENT PUBLICATIONS, SUBMITITALS FOR PUBLICATION AND
PRESENTATIONS:

A) Philip J. Wyatt, Kevin L. Schehrer, Steven D. Phillips, Christian Jackson, Yu-
Jain Chang, Randalh G. Parker, David T. Phillips, and Jerrold R. Bottiger, "Aerosol
Particle Analyzer", accepted by Apll•iQqtic for a cover feature in early 1988.

B) Philip J. Wyatt and Steven D. Phillips, US Patent #4693602, "Method and
apparatus for measuring the light scattering properties of small particles" issued 15
September 1987.

ABSTRACT

A brief description of the DAWN aerosol particle analyzer is followed by a discussion of
some of the data collected using the instrument.

THlE INSTRUMENT

The DAWN-aerosol system allows the light scattered from individual particles to be

measured at up to 72 angular positions in three dimensions (14 are currently operational)

and at two large forward and rear scattering areas, at a rate of up to 200 particles per

second. Some real-time analysis of the particles is possible (e.g. symmetry of scattering,

approximate indication of particle size) and more detailed later analysis is easily

accomplished by storing the data on the dedicated PC.

The system consists of six main components (see Fig. 1.)

1. Laser. The laser 1;ght source used is currently a 10 mW He-Cd laser emitting a 442 nm

beam of nominal diameter 0.3 umm. This beam is aligned through the center of the scattering

chamber.
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2. Scattering Chamber. The scattering chamber is a sphere with an internal diameter of

40 mm, and outer diameter of 100 mm. There are entry and exit apertures for the laser

beam and Lhe particle stream ( which are at right angles to each other).Then the detector

positions consist of two large apertures for fiber bundles subtending an azimuthal angle of

almost 2 n and about ± 100 of polar angle centered on 200 and 1600 respectively, as well

as 72 small apertures arranged in four great circles. These great circles have the laser beam

as a common diameter, and are arranged at 450 intervals, the first being parallel to the plane

of polarization of the laser beam. These ports are either plugged and sealed or contain a

detector.

3. Scattered light detectors. For the 72 small ports the detector consists of an optical

collimator with an acceptance angle of ± 1.250 attached to an optical fiber, which is in turn

attached to the photocathode of a photomultiplier tube. The optical bundles collect light

directly and transmit it to two photomultiplier tubes.

4. Electronics. The photomultiplier outputs are amplified by six decade logarithmic

amplifiers whose signals are then processed. Any one of the detector channels may be used

as a trigger channel which is constantly monitored and when the output signal crosses a

pre-selected threshold the outputs from all channels are sampled and then multiplexed,

converted to a 12 bit digital representation,and stored in the memory of a personal

computer.

5. The Data Processing Software corrects for dark current and background scattering

as well as inherent sensitivity differences between the detector channels. When the

instrument triggers on a particle the resultant corrected intensities can be displayed and/or

stored on rotary memory means for further analysis of optical observables.
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6. Aerosol Handling Hardware. A set of pumps, valves and regulators sample, dilute

and introduce aerosol particles entrained in a fine laminar stream through the center of the

chamber intersecting the laser beam one particle at a time.

SELECTED DATA

The following figures show the results of the analysis of scattering patterns from a variety

of particles. Data was collected using the two fiber bundles and 14 angular detectors, (the

fiber bundle data are not discussed in this paper). Some measurements were made with

polaroid analyzers placed in front of the optical collimators in order to distinguish between

polarized and depolarized scattering. For example Fig. 2. shows the ratio of polarized to

depolarized scattering measured at 550 in the vertical plane for 210 latex spheres. It can

readily be seen that there is, as expected, very little depolarized scattering, except for a few

isolated particles which are most likely clumps. Fig. 3 shows the scattering from a single

latex sphere of nominal diameter 730 nm . On one side of the scattering chamber the

detectors had analyzers aligned in the direction of polarization of the beam, while on the

other side they were aligned perpendicular to the beam polarization. Note the distinctive

minimum at 400 and maximum at 550 of the polarized scattering, and the small amount of

depolarized scattering at the lowest angles rapidly falling to zero as the scattering angle

increases.

Figures 4 and 5 show data from individual bronze and aluminum particles respectively.

Again the measurements are made in the vertical plane with detectors on either side of the

chamber having analyzers arranged perpendicular to each other. The position of the

detectors in the polar direction are somewhat different from Fig. 3. Of interest is the

anticipated minimum for depolarized scattering at 900, the large amount of backscatter, and
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the similar intensities of both polarized and depolarized scattering in the forward and

backwards directions.

Figures 6 and 7 show measurements made without any polaroid analyzers of a small iron

filing and solder powder. Note the similar overall intensity of the measurements but the

marked symmetry of the intensities from the solder powder particles compared to those

from the filings suggesting that the former is a near spherical powder.

Figures 8,9,and 10 show scattered intensities measured from individual rod sbaped

Bacillus subtilis . The great differences in the scattering patterns indicates the differing

alignment of the rods as they pass the beam, sometimes producing symmetrical scattering,

and sometimes strikingly asymmetrical scattering.
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PARTICLE DISCRIMINATION USING
THE AEROSOL PARTICLE ANALYZER

J. R. Bottiger
Research Directorate, CRDEC

Aberdeen Proving Ground, MD 21010-5423

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

The present paper is the author's first submission on this subject.

ABSTRACT

An instrument capable of rapidly sampling single particles from an aerosol and
recording their light scattering patterns has been built by Wyatt Technology
Corporation and delivered to CRDEC. This paper reports on its use in
distinguishing spherical from nonspherical particles. Future work will include
improving the instrument's signal-to-noise ratio and exploring the suitability
of various measurement combinations as aerosol characterization parameters.

I NTRODUCTI ON

The Wyatt Technology Corporation (WTC) has delivered to CRDEC a light

scattering instrument termed an Aerosol Particle Analyzer. It is the first

model produced by WTC in their SBIR supported program to develop a commercially

viable instrument for the rapid characterization of very fine aerosol particles,

and is of interest to the Army in particular for its potential to characterize

airborne biological entities and, on a larger scale, obscurant aerosols. The

instrument is similar in spirit to Boeing's Multichannel Nephelometer, also

operated in our laboratory, but is considerably reduced in size and complexity

as befitting a device intended ultimately for practical rather than research

zpplications.

An aerosol handling system draws sample particles from a test aerosol and

causes them to singly traverse a He-Cd laser beam at the center of a spherical
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chamber. The chamber is drilled with 72 port holes laid along four great

circles from which the scattered light may be observed. Fourteen separate

photomultiplier tubes are attached to fourteen optical fibers terminated with

SEL-FOC grin lenses which may be inserted into any of the viewing ports: the

leftover 58 ports are plugged. A wide range of experimental configurations are

available, depending on which ports are selected for viewing, the polarization

state of the incoming laser beam, and the orientation of linear polarizers (if

used) covering the SEL-FOC lenses. Detailed information on the aerosol particle

analyzer may be found elsewhere. This paper concerns itself with a simple

characterization of aerosol particles and the instrument's applicability to that

analysis.

THE EXPERIMENT

Only eight of the fourteen detectors were used in this work: they filled

eight available ports at the scattering angle of 40 degrees. That is, the

detectors were along the circumference of a circle perpendicular to the laser

beam, 45 degrees apart in azimuth, and at a 40 degree angle from the illuminated

particle relative of the laser beam. The laser beam, which is emitted linearly

polarized, was converted to circularly polarized light with a quarter-wave plate

before entering the scattering chamber. The remaining six detectors were

deployed along one of the great circles, but for present purposes we shall

simply ignore the data that was collected from them.

Now it is clear from the symmetry of this configuration that if light is

scattered from a spherical particle all eig.ht detectors should receive the same

flux, while an irregularly shaped particle should scatter varying amounts into

the different directions. Actually, any particle exhibiting axial symmetry and

oriented with its symmetry axis parallel to the incident beam will scatter

circularly polarized light in an azimuthally independent fashion, but we think

such an object is sufficiently rare among the particles measured in this work
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that we may in practice associate uniformity among the detectors with the

presence of either a very small (Rayleigh) scatterer or a spherical scatterer.

A convenient measure of the uniformity of the scattered light is provided

by the ratio of the standard deviation among the detectors to the average of the

detectors, SD/AVG. If v, (i=1 to n) are the (calibrated) outputs of the

detectors, then

SD/AVG = 1
VnEv,)2

The quantity SD/AVG of course vanishes when the detectors are equally

illuminated. It can be shown that SD/AVG attains its maximum possible value,

/n--1, when only one detector is illuminated and the remaining v, =0. One can

imagine that occurring for example in the scattering from a high aspect ratio

fiber oriented such that the sharp forward scattering cone happens to intersect

only one detector.

We now define a quantity called the sphericity index (SPX) as

SPX - I - SD
%n- 1 AVG

It varies from zero, in the worst case of only one detector being illuminated,

to unity when all detectors are equally illuminated. There is no rigorous

correlation, but it seems reasonable to associate "how spherical a particle is"

with its measured sphericity index, perfect spheres having SPX = 1, and objects

very far from spherical, such as high aspect ratio flakes and fibers, having

sphericity indices much lower, perhaps approaching zero.

Another simple quantity we shall examine is the "brightness" of a particle,

which is defined to be the average output (in calibrated microamps) of the eight

detectors. Ideally, for particles of a given material, brightness and particle
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size should be positively related, at least over some usefully large range. In

these experiments however there is no relationship bei.tween brightness and

particle size except in a limiting sense, for several reasons. The most obvious

one is that the particles are brought to the' laser beam by a tube imm in

diameter, while the beam, with a Gaussian intensity profile, is only about 0.1rmm

across. Thus a large range of impact parameters relative to the beam will

occur; a few particles actually cross at the center of the beam, more cross at

varying distances from it, and in fact most miss it altogether. A sample of

identical particles then will exhibit a variety of brightnesses. ranging from

zero up to a maximum corresponding to transit through the beam center.

The object of the following experiments was to use the aerosol particle

analyzer to gather sphericity index and brightness measurements on some

spherical and nonspherical aerosol samples.

Aerosol flows were adjusted to p-ovide a few hundred particles per second

crossing the laser beam, verified by monitoring one of the detectors with an

oscilloscope. As the average transit time was only on the order of 10

microseconds the probability of more than one particle being illuminated at a

time is negligible. Although much faster collection software is now available

from WTC, I used the original software which takes about a half second to store

all the data from one collection event and reset, and thus sampled about two

particles per second from those available.

Collected data were automatically stored in a binary file on the

instrument's PC-XT. After all measurements were completed the data were

translated to an ASCII file and then imported onto Lotus 1-2-3 spreadsheets for

analysis and preparation of plot files.

A holder for small copper screens was incorporated into the exhaust line

leading particles out of the scattering chamber. Some fraction of those sample

particles which actually traversed the laser beam then were collected on the
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screens for viewing under the electron microscope.

RESULTS

Holding to light scattering custom, we began by looking at Dow polystyrene

spheres. Spheres of diameter .945 micrometers (std. dev. = .0064) in water were

aerosolized with a tsi model 3460 Trn-jet Aerosol Generator and introduced into

the aerosol particle analyzer. Data from 500 particles were collected and

analyzed. Figure la shows each particle's position on a bivarlate

brightness/SPX plot. Some observations and remarks about figure la follow:

1. As anticipated, most of the particles had a sphericity index close to

unity. An error in any detector's measurement can only serve to lower the SPX

of a sphere, so readings approach unity as a limit. The majority of particles

fall into a horizontal patch with SPX > 0.9. The vertical spread of the patch

and its dist.Lnce from unity is a measure of the system signal-to-noise ratio,

given that the scatterers within it are essentially perfect spheres. Note that

the patch becomes tighter and closer to SPX = 1 as brightness increases.

2. A few, perhaps 10%, of the particles are distinctly nonspherical. Some

may be "Junk" particles of unknown origin contaminating the system, others are

certainly clusters of two or more spheres stuck together. An electron

microscope's view of a section of the copper screen which intercepted some of

these spheres as they were exhausted out of the scattering chamber is shown in

figure 2a. It is a typical view of the screen, and several clusters are

evident.

3. One of the eight detectors is designated to be the trigger detector.

Its output is continuously monitored by an analog discrimination circuit and

data is collected only from particles whose signal at the trigger detector

exceeds a threshold value set by the operator. The threshold set for these and

all measurements below corresponded to a brightness value of about 0.7
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mLicroamps. This is the reason there are no particles in the upper left corner

of the figure.

4. A nonspherical particle can happen to throw enough light into the

trigger detector to set off a data collection cycle while scattering less light

into the other detectors, resulting in a particle's brightness (average of the

eight detectors) being less than the threshold equivalent brightness. This is

observed along the left side of figure la where nonspherical particles with

brightnesses well under the 0.7 microamp threshold may be found.

5. As described in the previous section, the Gaussian intensity profile

across the narrow laser beam combined with the relatively broad column of

particle trajectories leads to a distribution favoring lower brightness values,

at least down to where the influence of the threshold level is felt.

Figures lb and lc show the one-dimensional frequency distributions of

sphericity index and brightness for the same particles of figure la.

The above measurement was repeated for a sample of 0.330 micrometer

diameter spheres also aerosolized with the tsi trn-jet. The results, shown in

figures 3a-3c are very similar to those of the .945 micrometer spheres. The

only clear difference is in the lower maximum brightness level (particles

passing through center of laser beam) of the smaller spheres.

To see if these characterizations would look different for a system of

nonspherical particles, an aerosol of MgO smoke was produced. A small piece of

magnesium ribbon was burned in a sealed 5 gallon bell jar, then, after a wait of

about 15 minutes to allow larger particles to settle out, a sample of the white

cloud was drawn into the aerosol particle analyzer. A microphotograph of the

copper sampling screen in figure 2b shows the MgO cloud to consist of cubes, the

largest single ones being about a half micrometer in size. Much smaller cubes

cluster together forming clumpy or chainlike structures with dimensions of 1-2
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micrometers.

Data on 500 MgO particles are shown in figures 4a-4c. The brightness

distribution, being primarily a function of beam geometry, is not

distinguishable from those of the spherical aerosol samples, but the sphericity

index distribution has changed markedly. While there are still particles with

SPX near unity, the clustering of data points there has been replaced by a

roughly uniform distribution from SPX = 0.5 to SPX = 1.

Measurements were attempted on aerosol samples containing large particles

expected to be even less spherical than the MgO. One set of measurements was

made on aluminum flakes 10-20 micrometers in diameter, and another on minusil

fibers about 10 micrometers thick. However the resulting data plots looked

essentially like those for MgO in figure 4. Later SEM examination of the copper

sampling screens showed that the scatterers actually measured were indeed MgO

cubes and clusters, sometimes combined with .945 polystyrene spheres, as in

figure 2c. Apparently few or none of the larger specimens made it all the way

through the pump and tubing of the instrument's aerosol sampling hardware;

instead they impacted onto tubing surfaces already contaminated with particles

from the earlier experiments releasing many small fragments which continued

downstream to finally pass through the laser beam. Though not producing useful

data, the incident illustrates the importance of maintaining cleanliness in the

system, and of visually inspecting sample particles with the electron microscope

to insure a positive identification.

CONCLUSIONS

The distribution of the sphericity index - a measure of the azimuthal

uniformity with which an object scatters circularly polarized light - appears to

be a viable descriptor for use in characterizing an aerosol. On the other hand,

brightness as used here is of virtually no value, being more a characterization
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of the apparatus rather than the aerosol particles. In that sense figures

la,3a, and 4a are not truly bivariate plots of the aerosol. A more useful

coordinate might be a particle size index defined, for example, by brightness

when all particles are equally illuminated, or in any case by the ratio of

certain forward and backward detectors. In fact the WrC instrument provides two

large acceptance angle detectors in the near forward and near backward

directions for that purpose, but I was unable to use them because of extra stray

light in the chamber caused by a beam focusing lens I added to increase signal

levels for the individual detectors.

Steps should be taken to modify the instrument as necessary to obtain a

serviceable particle size estimate, or index. A laser with increased beam power

may be necessary, or at least desirable. In addition, much of the aerosol

sampling system - which I had to alter from WTC's original design because of the

scattering chamber's unfortunate tendency to leak - is clearly not satisfactory

with respect to sampling bias and cleanliness. An inlet diaphragm pump

currently used -.ust be eliminated, and shorter straighter runs of easily

replaceable tubing should be used.
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FIGURE 2: SE4 photographs of a) 0.945 micrometer psi spheres, b) MgO smoke
particles, c) contaminant freed from walls by Al flake.
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Superresolution Technique for Aerosol Holography

by
Peter D Scott and David T. Shaw

State University of New York at Buffalo
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Amherst, NY 14260

Abstract tered at larger angles to the optical axis,
Digital decoding, rather than optical are not recorded. Thus these frequency

reconstruction, of in-line aerosol holograms components are not available for recon-
permits algorithmic image enhancement struction. Reported resolution for in-line
and analysis to be conveniently imple- setups, as well as our own experience,
mented. Here a modified Gerchberg - suggest 10 - 20 micrometers as a best rou-
Papoulis superresolution algorithm is re- tinely attainable resolution using conven-
ported and preliminary results demon- tional techniqu'.% and formats.
strating resolution enhancement shown

2. Superresolution
1. Introduction Frequency components of an il-

Holography is a well-established tech- luminated object corresponding to wave-
nique for the characterization of aerosols lengths shorter than the illuminating
and particle fields. Combining high resolu- wavelength will not propogate. Any image
tion with a depth of field corresponding to formed at a distance from the object, re-
hundreds to thousands of ordinary pho- gardess of method, will demonstrate a
tographs, holography is frequently the only complete loss of spatial frequencies of 1/X
alternative where 3D images of aerosols and greater. Additional high frequency
are required. Of the many forms of holog- bands may also be missing due, for in-
raphy which have been developed since its stance, to finite film format
invention by Gabor in 1947, the original on- Complete absence of a range of fre-
axis or in-line form has remained the quencies In the recorded image does not
choice for most particle field and aerosol neces3arily imply that it is futile to at-
applications. Simplicity and robust toler- tempt to restore these frequencies. Missing
ance of noise, vibration and limited frequency bands ciearly cannot be restored
coherence particularly recommend in-line using linear filters, but no such restriction
technique for adverse environments, for obtains with nonlinear constrained proce-
instance industrial flues (for particulate dures.
studies) and aircraft wing mounting (for Consider the case in which the
fog and icing studies) [i]. This report con- Fourier transform of a 2D object is known
siders resolution improvement only for In- only withIn a bounded region in the spatial
line holograms , though similar procedures frequency plane. Since there are infinitely
could be considered for off-axis and volume many ways to extrapolate the transform,
holograms as well. each corresponding to a different object,

In the idealized case of infinite holo- the missing frequency data appears irre-
gram format, complete coherence, diffrac- versibly lost Suppose, however, it may be
tion limited optics and linear fine-grained assumed that the object is spacelimited. A
film the theoretical resolution limit for in- classic result in complex analysis is that
line holography agrees with that for ordi- spacelimited objects possess analytic Fourier
nary photographic imaging using the same transforms. Then since analytic functions
illumination. At visible wavelengths the are completely determined by their value
Rayleigh criterion suggests an ultimate res- over any finite neighborhood, the
olution for idealized systems in the range transform can be fully recovered from the
one half to one m~crometer. In practice, given Information.
the physical parameter most prominently Techniques wnich restore frequency
limiting resolution is the finite size of the components lying beyond the measured
film on which the hologram is recorded. bandwidth are called superresolution tech-
This in turn is frequently constrained by niques- (in machine vision the designation
the limited low level contrast of the film subpixel resolution is common). Introduc-

The use of practical sized hologram tion of these methods is frequently greeted
formats dictates that the higher frequency with some skepticism, since It is a funda-
components of the image, which are scat- mental principle of linear signal processing
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Let 4z(x,y) be the scalar optical field 6. Conclusions and further work
producing the hologram as in (1). The The above results demonstrate reso-
magnitude i4z(x,Y)i is known for lxJ < X, lyl lution enhancement for simulated in-line
S Y since the hologram has been measured holography through the use of a GP-like su-
there, i.e. 1+(i,j)I is known for :iS , N, LU1 < perresolution technique Limited resolution,
M. Select extrapolation factors a , b > 1. especially along the optical axis, has fre-
The hologram will be extrapolated to the quently been mentioned as a factor limiting
discrete domain Iii S [aN], IJl : [1M]. the usefulness of In-line holography for

Take as initial guess in the spatial aerosol characterization and metrology. The
domain the conventional reconstruction phase retrieval / hologram extrapolation
(3a) setting I(ij) equal to its measured algorithm is one of a class of methods based
value in III S N, Lii S M and zero for N < 111 : on superresolution which may enhance
[aN], M < Lii S [5M]. Modify the initial available resolution. The present results are
guess reconstruction by enforcing all spatial preliminary but encouraging. The algorithm
constraints (including bounded spatial ex- must be systematically applied to real
tent, and opacity real and bounded by zero holograms, and this work is underway.
and unity). As in the GP and the phase
retrieval algorithms, proceed to the trans- 7. References
form domain with the transform of the
constraint-enforced object (convolve with [I( JD Trolinger, "Particle and flow field
hz(x,y) ). In this domain enforce the holography," Proc. SPIE 532, 1985, 40-62.
measured magnitude constraint in the in-
ner region III s N, [Jl : M and return to the [2] BR Frieden, "Image enhancement and
spatial domain (convolve with hz*(x,y) ). restoration," in Picture Processing and
Iterate until the summed RMS changes un- Digital Filtering , TS Huang ed., Springer,
der constraint enforcement in both domains New York, 1975.
falls negligible

This algorithm operates like the GP [3] G Liu and PD Scott, "Phase retrieval
algorithm, except that the Fourier domain and twin-image elimination for in-line
is replaced by the field domain 4,z(x,y) and Fresnel holograms," J. Opt. Soc. Am. A 4,
the phase of the field is recovered along 1987, 159-65.
with the magnitude (hologram) extrapola- [4] L Onural and PD Scott, "Digital
tion. decoding of in-line holograms," Optical

5. Results Eng., to appear Nov 1987.
An all-digital ID simulation is shown [5] A Papoulis, 'A new algorithm in

In Figure 1. The original pulse is of unit a Palyuis ane alimin
amplitude and duration seven samples, spectral analysis and bandlimited
centered at the origin. The conventional extrapolation," IEEE Trans. Cir. Sys. 22,
reconstruction (initial guess) demonstrates 1975, 218-29.
twin image and high frequency attenuation
due to cropping of the hologram at 32 sam-
ples (equivalent resolution limit 3.0 pixels).
The algorithm attempts to extrapolate the ( see overleaf )
hologram by a factor 4 to 128 samples. The
iterations were terminated (prior to con-
vergence criterion) at 15 Iterations Note
that by the 15th iteration, the 3.0 pixel
resolution limit was clearly exceeded.

An all-digital 2D simulation of a pair
of objects is shown in Figures 2 and 3. Note
that the conventional reconstruction (Fig.
2c) barely resolves the pair. Profiles of grey
levels along the vertical axis (white) and
horizontal axis (black) are shown in Fig.
3a. Fig. 2d shows the reconstruction after a
four-fold extrapolation (15 iterations), with
profiles shown in Fig. 3b. Note the in-
creased sharpness of the horizontal grey
level change between the objects in Fig. 3b
as compared with Fig 3a.
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that resolution goes with measurement ing the intensity, the image of the recon-
bandwidth, and that you can't amplify or structed object Is [3]
enhance what isn't there. With con-
straints, however, the link between resolu-
tion and measurement bandwidth weakens, Rz(x,y)=(l+lz(x,y))='2Rehz(xy) (3a)
and frequency cutoffs can sometimes be
exceeded. =2(1-a(x,y)) + 12z(X,Y) (3b)

A wide variety of superresolution
techniques have been developed, based on
analytic continuation, positivity con- The first term in (3b) is the desired object,
straints, statistical principles such as and the second the twin Image (double-
maximum entropy and maximum likeli- distance hologram).
hood, and model-based techniques. These If the hologram Iz(x,y) is digitally
methods have been applied to an equally sampled, the reconstruction convolution
diverse group of applications: coherent and (3a) may be computed algorithmically
incoherent microscopy, adaptive sonar ar- rather than instantiated optically. If digital
ray processing, spectroscopy, astronomy decoding is used, the twin Image may be
and ultrasonic imaging are important ex- algorithmically suppressed, either by stabi-
amples [2). lized Inverse filtering (4] or phase retrieval

Here we present preliminary results [3]. Digital reconstruction it most effi-
which suggest that superresolution may be cienctly implemented using the Fast Fourier
productively applied to In-line holographic Transform algorithm as described in the
decoding as well. These methods may help two foregoing references.
expand the range of use of holographic In (3b) it is assumed that recon-
imaging for scientifIc and engineering ap- struction derives from an Infinite-format
plication by permitting resolution hologram. Restricting the input lz(x,y) to a
improvement toward, or even perhaps finite pupil has two prinicipal effects. A
beyond, the diffraction limit, pupil artifact (hologram of the pupil func-

tion) is added to the reconstruction, and
3. Digital reconstruction from in-line the high frequency content of the recon-
holograms struction is sharply reduced for objects lo-

The scalar field impressed on an im- cated near the optical axis. This is seen
age plane at a distance z along the optical most clearly In the case of an object suffi-
axis from an object plane illuminated by a ciently small to use the Fraunhofer
plane wave of wavelength A Is approximation. The hologram then core-

sponds to the object's Fourier transform
modulus (modulated by a zone lens factor),

''z(x,y) = (t-a(x,y)) " hz(x,y) (i) and cropping the holgram clearly eliminates
all Information relative to high frequency
content.

where hz(x,y) is the usual quadratic phase

kernel of the Fresnel Kirchoff approxima- 4. Phase retrieval / hologram
tion, =" is 2D convolution, and a(x,y) is the extrapolation algorithm
real planar opacity function of the object Algorithms which enforce constraints
distribution. 3D aersol distributions would successively in the spatial domain and a
occupy a superposition of such planes. For spectral or image domain form an impor-
convenience in the development a planar tant class of superresolution methods. Here
object is assumed. The hologram of a(x,y) we combine the Gerchberg - Papoulis (GP)
at z is then l4z12 or algorithm for spectral extrapolation [5]

with hologram phase retrieval (3] to seek
superresolution type enhancement for

lz(x,y) = 1-2a(x,y)**Rehz(x,y) (2) holographic Images.
Begin with a hologram Iz(x,y) of ex-

tent Ixl I X, M sl Y. Sample with x andy
where transmitted energy is assumed to sampling period of a to produce I (i,j) for Ii1
dominate diffracted and 1"*hz = I has < N, Lii f M ( M = [X/A], N Y/AJ, [ ] in-
been used. Reconstruction from the dicates integer part ) Assume the object to
hologram Iz(x, y) is conventionally be reconstructed is small and centered near
accomplished by reilluminating the de- the origin in the spatial plane. Superreso-
veloped hologram with the same i;,tion in the reconstruction of this object is
Illumination, having the effect of replacing eqv,'l/...:nt to recovering unmeasured re-
a(x,y) by -lz(x,y) in (1). Upon recalculat- gions of the hologram (hologram extrapola-

tion).
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AN ANALYTICAL EXPRESSION FOR THE AXIAL PRESSURE PROFILE
IN A SPOUT-FLUID BED EQUIPPED WITH DRAFT TUBE

M.H. Morgan III and H. Littman
Department of Chemical Engineering
Rensselaer Polytechnic Institute

Troy, New York 12180-3590

ABSTRACT

A new expression for the pressure profile in pneumatic transport systems is developed. The
resulting model is found to fit coarse particle data in systems spouted with air extremely well
(within ± 8% on average). In addition a pressure identity relating the overall draft tube pressure
drop to the inlet and outlet pressure gradients is also deduced. The validity of the latter is also
established.

INTRODUCTION

A knowledge of the axial pressure profile within a draft tube fed by a spout-fluid bed feeder

Is critical to the design of such systems. Without this information, a first principles prediction

of either the voidage distribution or the particle transport rate through the draft tube is not

possible. Furthermore, in many practical systems, direct pressure profile measurements are not

feasible or are difficult to obtain. Clearly, from both a computational and experimental vantage

point, being able to predict this quantity simplifies design.

Limited experimental measurements of the axial pressure profile in these systems have been

reported by Claflin and Fane(1983) and Grabvacic et al.(1986). To date, no theoretical models exist.

In this paper, an analytical model for the profile is developed from variational considerations.

Only a knowledge of the overall draft tube pressure drop and outlet pressure gradient Is assumed.

In addition, a pressure identity relating the overall system pressure drop to the inlet and outlet

pressure gradients Is also deduced.

THEORY

A variational formulation similar to that posed In Morgan (1986) for the axial pressure profile

in a spouted bed of coarse particles is devised for a draft tube system. In our analysis, radial

pressure gradients are neglected and it Is assumed that -d2P*/d4 2 must decrease monotonically with

axial distance, ;. The genesis of this approach arises from the fact that all the experimental

pressure profiles observed to date exhibit this characteristic. Even in those cases where a maximum

is observed in the pressure profile one finds that -d 2 P*/d;2 decreases monotonically with C. Hence

the following isoperimetric variational problem was posed for the axial pressure profile in the
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draft tube. In Morgan and Littman (1987), the general formulation of this particular problem is

discussed in detail.

Consider the functional
. .Id2 p* 2

J(P f V • I + ( ) d I

in terms of the dimensionless second derivative of pressure and distance to have an extremum where

the admissible curves satisfy the boundary conditions

d 2 P (2)

d 2 P (3)

and the constraint functional

01 (AP) d; 6 P-TF(4)

0 mF

Physical justUication for the boundary and integral conditions are briefly discussed below.

Firstly, equation 2 follows from the requirement that a precondition for particle transport into the

draft is the existence of a large accelerating potential at the entrance to the draft tube. The

magnitude of this potential is bounded by the specification given in equation 2. The second boun-

dary condition (eqn. 3) follows from experimental observation which Indicates that the pressure at

the outlet to the draft tube varies linearly with distance. Differentiation of such a profile leads

directly to equation 3. Intuitively, one can surmise that these two boundary conditions are natural

limits for such systems. The integral constraint given in Equation 4 implies that the pressure in

the system is always maximized at a given fluid flowrate. A similar argument was posed in Morgan

and Littman (1987) for the axial particle flowrate profile in spouted beds. This particular opera-

tional featu-e of spouted beds is an intriguing one. The reason why this is the case remains an

unanswered question.

General methods of solution for equations (1) through (4) are outlined in Weinstock (1952).

The solution to this system of equations is

A *
d-c "-H d 0 f(;) A [I - (1-€)J2 1/2 (5)

-dP -dP[
;-I" C-0
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Integration of equation (5) gives an expression for the pressure profile within the draft tube.

That equation is

dP -dP dP

( )- P(O) G() [(- -)- (- + (-R-) 0 O (6)

where G(d) - 0.785 - 1/2 [(1-C) V 1-(1-c) 2 + Arc sin(i-c)]

Evaluating the above result at C.1 leads to the following pressure identity.

*P dP d 7& 0.215 (-n*) + 0.785 (- -- ) (7)

Equation (7) implies that only a knowledge of two of the terms appearing in that equation are

required for a complete specification of the pressure profile given in equation (6). Presently there

are no correlations available for the quantities appearing in equation (6). A future paper will

address this issue. In the next section the general validity of both equations 6 and 7 are

established.

DISCUSSION OF RESULTS

In Table 1 the agreement between the predicted and experimental overall pressure drop values

for several operating scenarios are summarized. The predicted pressure drops shown there were cal-

culated from equation 6 using the experimental values of the inlet and outlet pressure gradients

given in that table. The data shown there are for coarse particles of CaCO3 spheres (1.2 mm 4 dp 4

3.0 mm) spouted with room temperature air. The effect of both draft tube separation distance and

inlet pressure gradient on overall pressure drop are shown there. The average agreement between

theoretical and experimental values is within i 8%.

An evaluation of the general pressure drop r. -- onship is provided in Table 2. These three

different experimental profiles are compared in Figure 1 with predictions obtained from the general

pressure drop relationship (Equation 6). This pressure relationship requires only a knowledge of

two of the parameters appearing in equation 7. Given the respective experimental values of

APT//APmF and -dP/d;/C-1 provided in Table 1, complete pressure profiles were calculated for the

first three cases. In general, we found excellent agreement between theoretical and experimental

values with only an average percentage error of t 3%. Of specific interest is case #3 where

(-dp*/dz/.p is less than 0. In this particular case the experimental pressure curve exhibits a

maximum. Physically such cases arise in high momentum systems when tile separation distance. t is
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small and the draft tube entrance resides in the inlet region of the jet. The size of this inlet

region, z* has recently been reported by Morgan and Littman (1987) for air spouted beds. That

correlation shown below indicates that z* is proportional to the momentum at z*.
*t

. 1.46M(z /H) (8)
H

In this region the fluid entry into the spout-fluid bed region is accompanied by a rise in the axial

pressure between 0 and z* (Rovero et al. (1983) and Day et al. (1987)) and a positive inlet pressure

gradient results. Experimentally it has been shown that a substantial lowering of the draft tube

separation distance, t below z* will result In a shut off of particle flow. In the design of such

delivery systems care must be taken to maintain this separation distance, t > z*.
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NOMENCLATURE

G(C) = defined in equation

H - bed height

L = distance between Inlet orifice and draft tube entrance

M= spout momentum at z

P = total pressure

P APmF

APmF overall fluidization pressure drop

APT = overall pressure drop across draft tube

a= pressure drop for height, z

z = vertical coordinate measured from spout inlet

z* = location of maximum axial pressure In the spout

Greek Symbols

- zlH
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TABLE :. VERIFICATION OF THE PRESSURE IDENTITY

(-dP/dz)z2 0  (-dP/dz)z-H aP/H - Expt AP/H - Predicted

mm kPa/m kPa/m kPa/m kPa/m

125 7.85 2.45 3.92 3.61

75 2.67 1.96 2.47 2.24

50 -0.20 1.96 1.66 1.50

80 3.20 1.00 1.28 1.47

80 2.29 0.75 1.12 1.08

80 1.71 0.65 0.81 0.88

80 0.60 0.50 0.52 0.52

TABLE 2. COMPARISON OF EXPERIMENTAL AND PREDICTION PRESSURE PROFILES IN THE DRAFT TUBE

Case 1

c z (Predicted) APz (Experimental)

0.1 45 50.0
0.3 112 115
0.5 163 170
0.7 205 210
0.9 242 245
1.0 260 260

Case 2

Apz (Predicted) APz (Experimental)

0.2 37 42
0.4 71 74
0.6 103 104
0.8 133 139
1.0 164 164

Case 3

0 z (Predicted) Apz (Experimental)

0.1 3.2 1.0
0.2 10.3 8.0
0.3 19.5 22.0
0.5 42.1 48.0
0.7 68.5 72.0
0.9 97.1 96.0
1.0 112.0 112.0
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COMPUTER MODELING OF DIESEL FUEL/FOG OIL SMOKE CLOUD

Kenneth L. Evans
U.S. Army Chemical Research, Development and Engineering Center

Aberdeen Proving Ground, Maryland 21010-5423, USA

Tate T. H. Tsang
University of Kentucky

Lexington, Kentucky 40506-0046, USA

ABSTRACT

The objective of this work is to study the effects of ambient temperature, atmospheric stability
condition and particle size on the screenIng performance of diesel fuel and fog oil smoke. A first
order closure model is used to describe the turbulent diffusion of the smoke in the atmospheric
surface layer. Mean values or wind speed eand diffusivity iu the vertical direction are obtained by
the use of the Monin-Obukhov similarity theory. The two-dimensional cross-wind line source model
also includes the aerosol kinetic processes of evaporation, sedimentation and deposition. Fifty-six
case studies were simulated on a supercomputer. Numerical results are in qualitative agreement with
observations.

1. INTRODUCTION

Successful and reliable predictions of the effectiveness of aerosol obscurants require quanti-

tative understanding on many physico-chemioal processes. Although field tests on the dispersion of

an aerosol plume can provide invaluable information, they are expensive. Furthermore, data acquisi-

tion and analysis on the extinction coefficient, wind -.. locities, ve tical diffusivity, temperaturo

profile, heat flux, turbulence structure, particle size 'iatribution Lnd particle number concen-

tration are formidable tasks. Thus, it is not surprijing to learn that It took four years of

preparation for several teams of investigators to obtain reliable micrometeorological data on

turbulence structure in a convective boundary layer study in northwestern Minnesota (Kaimal st al.,

1976). In the light of this fact, computer modeling becomes a valuable and versatile tool to study

the dispersions of a plume of volatile aerosol. Of course, the modeling work needs to be validated

by reliable experimental data. In fact, modeling and field tests should complement each other and

form an integral approach to provide reliable data base.

In this work, we are interested in the persistency of a volatile aerosol dispersed in the

atmospheric surface layer. For modeling purposes, this problem involves the transport of aerosol and

the aerosol kinetic processes. Transport of aerosol includes the processes of adveotion, diffusion,

sedimentatiot, and deposition. Aerosol kinetic processes include particle growth by coagulation and

condensation. It also includes particle shrinkage by evaporation. Brook (1973) appeared to be the

first investigator to combine the model for the transport of aerosol with the model of aerosol

kinetics. Some qualitative conclusions were drawn for the particulate pollution problem in an urban

city. First order turbulence closure model (K-theory) was used In his formulation. Recently, much

progress has been made in computer modeling of atmospheric turbulence by second order closure models

(Donaldson, 1973) and by Large Eddy Simulations (LES) (Wyngaard, 1984). In general, second order
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closure models and LES can provide much iore detailed Information on turbulence structure than the K-

theory model, which is a mean field theory model for turbulence. However, the computational costs

for these advanced turbulence models are much higher than that for the %-theory model. Furthermore,

aerosol kinetic processes have not been implemented in LES and second order closure models. If these

processes are included in these advanced turbulence models, the computational costs would be

prohibitive even on a supercomputer, since hundreds of partial differential equations have to be

solved (the time averaged dependent variable is n(x,y,z,t,m), where m Is the mass of a given size

class of an aerosol cloud). In this work, the K-theory model is used as a first attempt to study the

effects of ambient temperature, atmospheric stability condition and the initial mean particle diameter

on the dispersion of a volatile aerosol in the atmospheric surface layer.

Tsang and Brook (1982a) simulated the dispersion of a cross-wind line source problem including

the coagulation of aerosol. Such work was extended to investigate the effeot of disposition and

coagulation on the extinction coefficient of a screening smoke (Tsang and Brook, 1982b). It was

concluded that the aerosol kinetic processes of coagulation and deposition have a profound effect on

the persistency of the screening smoke. Later, Tsang and Brook (1983a) studied the dispersion of a

plume of volatile aerosol under neutral atmospheric stability condition. The line source size

distribution was characterized by a log normal distribution with source strength of 0.3307

g/(m" see), geometric mean diameter of 0.6 /m, and geometric standard deviation of 2.24. It was

found that Galerkin Finite Element Method for evaporation and Orthogonal Collocation Method on Finite

Elements for diffusion gave satisfactory results for a heavy oil with vapor pressure 9.6 x 10-6 mmHg

and a light oil with vapor pressure of 1.5 x 10-3 mmHg. In this work, we simulate the dispersion of

volatile aerosol from line sources of higher source strength, narrower size distribution, and more

volatile compounds. Our objective is to study the effects of ambient temperature, atmospheric

stability condition and mean particle diameter on the persistency of the screening smoke.

2. THEORY

The steady state K-theory model in a system, which is spatially homogeneous in y-direction

(i.e., a oross-wind line source problem), can be written as,

U ý D7 x(U) )a + z(a)

ulz • 1lz r dm (2)
U(Z:) u K(Z)~ (2)
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Equations (1) and (2) are subject to the following boundary conditions:

n a QO S (Z-h) no(m) at xzO (3)

u(h)

s a 1.0 at xzO and Zab (4)

SI 
a 0 at Z-s (5)

nVda Ka z at ZuO (6)

S 0 at ZuO (7)

In Equation (2.1), n a n(m,x,Z) is the number density function. n(m,x,Z)dm is the number of

particles having masses in the range m and m + dm at downwind position x at vertical height Z. u(Z)

is the wind profile. K(Z) is the diffusivity profile. GZ(m) is tl.e gravitational settling velocity

for the particle with mass m, Gz(m) ufpDp2g/18?, where ýp is the particle density, D the particle

diameter, g the gravitational acceleration, and the viscosity of air.y (m,s) is the

oondensation/evaporation rate for a particle with mass m and saturation ratio s. s a C/Cv where C

and Cv are vapor concentration and equilibrium vapor concentration, respectively, In Equation (1),

advection, evaporation, diffusion and sedimentation processes are described by these four terms

accordingly. Equation (2) is the mass balance of the evaporating species. The last term is the

contribution due to the evaporation of aerosol particles. Equation (3) describes the cross-wind line

source. Qo is the source strength, h is the source height. C s the delta function and no(m) is the

source size distribution. In this work, log-normal distributions are used. In Equation (5), H is

the thickness of the atmospheric surface layer. In Equation (6), Vd is the deposition velocity for

particle with mass m. Its numerical values can be obtained from Sehmel (1980). For the evaporation

process, we use the following approximate expression, due to Fuohs and Sutugin (1971):

1.33 Kn + 0 .7 1 Ti t(ms) . 4 (3/4f p)1/3 x D jm1/3ov(s - sKO) x (1 .I + 0.71 (8)

gjv 1Kn-1

where the diffusion coefficient Dgj of vapor j in host gas is related to the mean moleoular speed vj

and the mean free path Lj by Dgj a 3 vjL. In Equation (8), p is the particle density; Kn the

Knudsen number, Kn x 2L /Dp; and Dp is the particle diameter. Ke is the Kelvin number,

Ke o 4 v/D 9T. Y is the surface tension, v the particle's molecular volume, and kT the thermal

energy.
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Some of the important observables of n(m) are the total partiole number concentration N,

N a "C n(a) do (9)

the particle nasa concentration 14,

N a 0 mf(m) dm; (10)

and the total extir.•tion coeffioient4le.t, obtained from the normalized extinction effloienoy Qext

(p,.,•) (Bohren & Huffman, 1983):

O~et (~m,) •(• )2/3ý/ Qet (p,,u•),2/3 n(m,t) dm (11)

where p is the refractive index of the aerosol under the irradiation of an eleotromagnetic beam of

wavelength N.

The stability of the atmosphere oan be classified into six different Pasquill stability classes

(Pasquill, 1961; Gifford, 1976). Classes A through C represent unstable atmospheric oonditions.

Class D represents neutral oondition, and classes E and F represent stable atmosphere. The wind

profile-flux relationships depend strongly on the atmospheric stability.

For the numerical solution of Equations (1) and (2), data for the wind profile u(z) and the

vertioal diffusivity profile K(Z) must be known. These data in the atmospheric surface layer can be

provided by extensive measurements, by the advanced turbulenoe models suoh as LE or by the well-

known Monin-Obukhov similarity. Lamb (1979) used the wind profile obtained from LES to oaloulate the

dispersion of a contaminant in a convective boundary layer. Alternatively, if the friotion velocity

Pa, the Obukhov length L and the surfaoe roughness zo are known, u(z) and K(Z) oan be obtioned from a

given interpolation formula, which oan fit the mioro-meteorologioal data.

For adiabatio surface layer (neutral atmospheric condition), the wind profile can be described

by the well-known logarithmic wind profile, which has been verified experimentally. In this work,

the wind profile and the diffusivity profile under neutral atmospherio stability oondition were taken

from Panoaky (1974) and Smith (1975), respeotively.

For diabatio surface layer, it is a oommon praotioe to analyze the wind profile in terms of the

dimensionless wind shear,#Pm as,

In Honin-Obukhov similarity theory 1+ 3 is a function or the dimensionless heightý Z/L. In this

work, we use the interpolation formula proposed by Businger et al. (1971):

(-1/4)

ama (1 - 15k) 4 < 0 (13)

(-1/2) Unstable

bh 0.74 (1 - 9,) Condition
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and

I + 4.7 > 0 (14)
Stable

+ 0 0.74 + 4.7 Condition

where h is the dinensionless temperature gradient defined an,

kZ i (15)
h 29* Z

i s the mean potential temperature and 0# is the scaling temperature, Oz * -

At neutral atmospheric oondition u 0), Equations (13) and (14) give•. a 1, which corresponds

to a logarithmio wind profile. The eddy diffusivity for heat transfer in a diabetic layer is given

by,

kutZ
Kh T (16)

In air pollution study, it is a oommon praotice to use the eddy diffusivity for heat and mass

transfer interohangeably.

Equation (12) with Equation (13) or (14) oan *e integrated to give the wind profiles for

unstable and stable atmospheric conditions (Paulson, 1970).

l~z ln (L-) Al
us kLZ Izi (0 ,(17)

Unstable
Condition

(1/4) -1
where 1 * 2 In [(1 + 0)/2] + In ((1 + z) 2 /2] - 2 tan_1 (Z) *7(/2 and 0 * (1 - 15ý) =m

Also,

us a kln ( '!>0 ,. (18)
-table
Condition

Use of Equations (13), (14) and (16) provide the following diffusivity profiles in a diabatic

surfaoe layer,

S(Z + Zo) 0.5 < 0 (19)
K(Z) 0.7V [-Unstable

L Condition

Also,

Icuez
K(Z) " 20

0.74 + 4.7 (Z + Zo)/L > 0 (20)
Stable
Condition
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In this work, Equations (17) and (19) ere used to calculate the wind and diffusivity profiles

for unstable atmospheric conditions, whereas Equations (18) and (20) are used for stable atmospheric

conditions. The surface roughness, Z., is chosen to be 6 om, whioh corresponds to a field of uncut

grass, unharvested crops and scrub (Deacon, 1949). For unstable stability condition of class B and

stable condition of class F, we used Oolder's plot (1972) which shows the relationship between

Pasquill's turbulence types an a function of the Monin-Obukhov length L and surface roughness Zo. In

summary, for stability class B, we chose the Monin-Obukhov length L to be -16.67 m and the friction

velocity ue to be 0.26 m/o. These are typical experimental values for a convective boundary layer

subjected to unstable atmospheric conditions (Kaimal et al., 1976). For stability class F, we used

the values of 16.67 m and 0.13 m/s for the Obukhov length and friction velocity, respectively.

Again, these values are typical of a stable boundary layer (Caughey at al., 1979). The wind profiles

and the diffusivity profiles for stability classes of B, D and F are in qualitative agreement with

Smith's result (1975).

3. RESULTS AND DISCUSSION

Numerous case studies were carried out to investigate the effects of ambient temperature,

atmospheric stability condition and the initial mean particle size on the dispersion of a plume of

volatile aerosol. Simulated heavy oil (Fog Oil) and light oil (a diesel fuel) are used to study the

effect of volatility of different chemical compounds on the total extinction coefficient. A line

source of constant strength of 0.54 64 g/maecs Is used for all simulations. It Js assumed that the

aerosol generated by the near gerund Source can be oharacterized by a log-normal distribution. The

geometric mean particle diameter of the source Is either 0.Sfr m or 2} a, and the geometric standard

deviation is 1.4. Table I summarizes the physical properties of the fog oil and the diesel fuel used

in this study.

The method of fractional steps is used for the numerical solution of Equations (1) and (2).

Orthogonal collocation on finite elements (O.C.F.E.M.) is used for vertical diffunion. Three finite

elements are used in the Z direction. Six interior collocation points are used within each element.

Shifted Lengendre polynomial is used in the collocation method. Tsang and Brook (1982a) tested the

O.C.FJ.M. method for different cross-wind line source problems. They showed that OC.FJ.M.

provided more accurate results than the central finite difference method.

The numerical solution for the evaporation of an aerosol cloud is a formidable job. Host

numerical methods for the evaporation process suffer either spurious oscillation or numerical

diffusion. Spurious oscillation manifests itself as the dependent variable oscillates between
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positive and negative values of almost the same order of magnitude over some region whereas numerical

diffusion lowers the peak value of the distribution. Obviously, both spurious oscillation and

numerical diffusion are uudzsirable in the evaporation/oondensation of aerosols.

Using a Oalorkin Finite Element Method (GJ.E.M.) with natural boundary condition, Tsang and

Brook (1983b) were the first to provide accurate results for evaporation of aerosol of low volatility

(The vapor pressure of a compound is a measure of its volatility.). For compounds of higher

volatility, the 0.F.E.M. fails because of severe spurious oscillation. The extinction coefficient

and the number concentration calculated from Equations (11) and (9) will be erroneous. Tsang and

Korgaonkar (1987) devised a novel numerical scheme which combined the positive definite method by

Smolarkiewics (1984) with the G0.F.EM. It is found that the novel numerical scheme can remove most

the spurious oscillation, and the numerical results compare favorably with the cases for which

analytical solutions are available. In this work, the 0.7.3.1. method Is used for the evaporation of

the fog oil and Tsang and Korgaonkar's numerical scheme is used for the evaporation of the diesel

fuel.

Simulations were carried out on a vector supercomputer, CYBER 205. An unvoctorized version runs

approximately 1.5 - 2 times faster than scalar mainframe computers, such as IBM 3081 and CYBEJ 175.

In this work, vectorization is done by VAST, an automatic veotorizor by Pacific-Sierra Research

Corporation. It was found that vectorization speeds up the computation, and a typical simulation on

CIBER 205 is six to ten times faster than IB4 3081.

Figure 1 shows the isopleths of the total extinction coefficient for a plume of fog oil smoke at

600F under neutral atmospheric conditions (stability class D). The initial mean particle diameter is

0.5}&m and the wavelength of irradiation Is 0.5? m. Also shown in the figure are the isopleths for

the smoke plume at the same ambient temperature but under di,'ferent atmospheric stability conditions.

It Is obvious that more smoke is dispersed upward for unstable atmospheric condition (stability class

B), and the screening effect of the smoke for stable atmospheric condition (stability class F) is far

more persistent than that for the neutral atmospheric condition. The extinction coefficient ext is

a measure of the persistence of the smoke plume. This can be explained by the fact that the vertical

diffusivity K(Z) for stability class B Is several times higher than that for stability class D. The

latter is also several times higher than the diffusivity for stability class F. Notice also that at

higher temperature of 800F, the smoke becomes less persistent because of the higher evaporation rate.

Figure 2 shows the isopleths for the same case studies in Figure 1 except that the wavelength of

irradiation is 3 /im. Of particular importance is the fact that the dxt (q - 0.5/An) in Figure 1 is

about 200 times higher than the ext (An 3?m) in Figure 2. This is due to the fact that for
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partioles smaller then 0. 5 a, the normalized extinction efficiency for irradiation with wavelength

O.5Am is one to two orders of magnitude higher than that for Irradiation with wavelength 3/Im.

For 2/4m particles, Figure 3 compares the persistency between the tog oil and the diesel fuel

smoke. Obviously, the fog oil smoke is more persistent than the diesel fuel smokeIat- (fog oil) ext

(deiael fuel)= 10. This can be explained by the fact that the diesel fuel is much more volatile

than the fog oil. Evaporation broadens the particle size distribution and lovers the number

concentration. Comparison of the extinction coefficient isopleths in Figures 3 and 4 shows that they

are not much different from each other. It is because of the fact that the change of the

particle size distribution due to the evaporation of 2jim particles is gradual and the normalized

extinction efficiency approaches the geometric limit of two. It should be pointed out that the

same source strength is used for all the case studies. Comparison of Figures 1 and 3 shows that for

the same source strength of fog oil smoke, the extinction coefficient for 0.5/4 m particle is only 1.5

times higher than that for 2 m particles, even through the number oonoeotration for 0.5/4m particle

at the source is about 64 times higher than that for 2}. a particles. It is because smaller particles

evaporate faster and thus disappear sooner than larger particles. For the near-infrared

irradiation of 3/, m, comparison of Figures 2 and 4 shows that for the same source strength of fog oil

smoke, 2 yk m particles are almost one hundred times more persistent than 0.5/4m particles. Again, it

is due to the effect of evaporation.

Figures 5 and 6 demonstrate the most adverse effect due to the atmospheric condition. For

stability class B, the smoke is dispersed upward and the evaporation rate for 0.5/A m particle at 80°F

Is very high. For this case study, even the fog oil aerosol cloud does not form a persistent screen.

4. CONCLUSIONS

The ambient temperature, the atmospheric stability condition and the Initial particle size have

profound effects on the behavior of a volatile aerosol plume dispersed In the atmospheric surface

layer. In general, evaporation becomes increasingly important as the ambient temperature increases

and the intial particle size decreases. The smoke forms a more persistent screen in the stable

atmosphere. Its persistency decreases in the unstable atmosphere because much smoke is dispersed

upward. Also, smoke particles generated by a less volatile compound are far more persistent than

those generated by a more volatile compound.

170



REFERENCES

Bobren, C. F., and Buffman, D. R. (1983): Absorption and Scattering of Light By Small Partioles.

John Wiley and Sons, New York.

Brook, J. R. (1973): Faraday Symposium No. 7, *Fogs and Smokesw, Chemical Society, London.

Businger, J. A., Wyngaard, J. C., Izuml, Y., and Bradley, E. F., (1971): J. Atmos. 3o±, 28, 181-

189.

Caughey, S. J., Wyngaard, J. C., and Kaimal, J. C., (1979): J. Atmos. 3oil, !6, 10I41-1052.

Deacon, E. L., (19489): Q. J. R. Neteorol. Soo., U, 89-103.

Donaldson, C., (1973): In Workshop on Micrometeorology (D. A. Haugen, ed.). Amer. Meteorological

Soo., Boston.

Fuchs, N. A., and Sutugin, A. 0., (1971): In Topics in Current Aerosol Research (G. M. Hidy and

J. R. Brook, eds.). Pergamon, Oxford, Vol. 2, 1-60.

Gifford, F. A. Jr., (1976): Nuclear Safety, 17, 68-86.

Golder, D., (1973): Boundary Layer MeteNrology, 1, 47-58.

Kaimal, J. C., Wyngaard, J. C., Haugen, D. A., Cote, 0. R., Izumi, Y., Caughey, D. J., and Readings,

C. J., (1976): J. Atmos. So.i, 3L 2152-2169.

Lamb, 1. 0., (1978): Atmospheric environaent, L2, 1297-1304.

Panofsky, H. A., (1974): Ann. Review Fluid Heoc., §, 147-177.

Pasquill, F., (1961): Meteorol. Mag., 20, 33-49.

Paulson, C. A., (1970): J. Ainlied Meteorology, 1, 857-861.

Sehuel, 0. A., (1980): Atmospherio Environment, 1.8, 983-1011.

Smith, F. B., (1975): Sol. Prog., §2, 121-151.

Smolarklewloz, P. K., (1984): J. Coup. Phys., 54, 325-362.

Tsang, T. H., and Brook, J. R., (1982a): Atmsogherio Environment, •j 2229-2235.

Teang, T. H., and Brook, J. R., (1982b): Applied O•_.d• , gJ, 1588-1592.

Tsang, T. a., and Brook, J. R., (1983a): Aerosol Science and Tohnology, 4, 129-436.

Tsang, T. H., and Brook, J. R., (1983b)i Aerosol Scienoe and Technology, 2, 311-320.

Tsang, T. H., and Korgaonkar, N., (1987)t 'Effeot of Evaporation on the Extinction Coefficient of an

Aerosol Cloud' (Aerosol Science & Technology, Accepted for Publication).

Wyngaard, J. C., (ed.), (1981): DTIC, AD-A1186381.

171



Table 1. Physloal Properties of the Fog Oil and the Diesel Fuel

Fog Oil Diesel Fuel

Density 400F 0.9050 0.8664

(S/g2 3 ) 60oF 0.8894 0.8500

800F 0.8679 0.8285

Vapor Pressure 400F 7.32x10- 7  3.41x10-3

(m Hg) 60oF 4.16x10-6 1.048z10-2

800F 2.0x10-5 2.90x10-2

Surfaoe Tension 400F 23.56 27.21

(dynes/om) 600F 22.97 26.42

800F 22.38 25.63

Refraotive Index X O.5,M 1.513 1..67

a 3.0)4m 1.489-0.002i 1.411-0.0051

Moleoular Weight 330 220
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Figure 1. Isopleths of Total Extinction Coeffioient •ext in a Plume of Fog Oil Aerosol at 60°F

and Stability Class D. The Initial Mean Particle Diameter is 0.5?a. The Wavelength

of Irradiation is O. a. J -ext in om"1 are Equal to the Values Given on Isopleths

Times 5 z 10-5.
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ABSTRACT

Continued development of a device that measures the concentration of individual elements with
atomic number Z > 20 contained within aerosol dust or smoke particles/droplets is reported. The
device separates out the aerosol's non-gaseous components by pumping it through a section of a tape
made of filter paper. After gathering perticles for a fixed period of time .the tape advances,
forcing a new section to intercept the airstream while bringing the expoted section.in Iont of a
25 mci Cd-109 radioactive source. The source bombards the tape's contents wi.' 2"'-eV x-rays.
These, in turn, induce fluorescence in the trapped atoms, that is, they cause the mtt~ms to emit
x-rays of their own at lower, but still easily measureable (if Z>20), characteristic energies. A
spectral analysis of the fluorescent x-rays provides raw data that reveals the abundance of each
individual element in the aerosol simultaneously. Note that the x-ray method is In*0endent of the
state of chemical combination of the species in question. A protorype devic&-has, been tested on
aerosols containing elements such as uranium, iron, tungsten, copper, lead and.zilnc. For all these
materials it readily detected concentrations of 20 nirro,)rams per cubic meter or less in periods of
three minutes. At concentrations In the few milligram/cubic meterrange measurement times of a
minute or less were easily achieved. A second generation system is.pow in the final stages of
construction which consists of three parallel-operating saýnplerfanalyzers controlled by a single
processing unit. The completed system will be used to morittor ';levels of potentially hazardous
dusts at BRL indoor firing ranges. •..

SITS.LkBT ON"

In this presentation we report continued progress in development of a monitor to assess the

concentration of medium to high atomic number elements appearing as aerosolized particles. The

device couples a state-of-the-art microanalytical technique, x-ray fluorescence, to automatic

sampling in order to obtain high sensitivity, reliability, and species selectivity; all in a format

that may be adapted to a wide variety of problems. At the limits of its sensitivity it can measure

concentrations as low as several micrograms per cubic meter in three minutes or less. For the

higher concentrations typical of obscuration, large reductions in resoonse time are realized and

different, simpler, forms of the basic method may be possible. The x-ray fluorescence dust

detector has potential uses wherever airborne dusts containing copper, lead, cadmium, mercury,

iron, or a host of other elements may be encountered. In the following few pages the detector's

overall features, capabilities, as well some of its potentials for future use in obscuration are

di,cussed. The basic principles of th'is device were introduced in a paper which described our
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first prototype device (Thomson and Thomson 1985). This report both updates efforts to install a

detection system to protect BRL workers from hazardous depleted uranium dusts aerosolized during

munitlons testing and reviews some of the most important features of fluoresence detection.

2. THE APPARATUS

To understand how the detector works examine Figure 1, a layout drawing of its component

parts. The first stage of operation starts when a mechanical pump draws air from the test region

through a connecting pipe at a flow rate that may be adjusted from between U.0 and U.1 cu.

meters/sec. In the pipe the air is intercepted by a tape of filter paper (Schleicher and Schuell

type 6U4) which traps and holds any significant particles with a minimum of flow resistance.

Sample accumulation continues until a given volume of air has passed. At this time the exposed

tape advances into the radiation field of an annular x-ray-emitting 2b millicurie Cadmium-1U9

radioactive source and a new section of tape moves into the airstream. The x-rays produced by the

radioactive source have a well-defined energy near 22 keV. When tney impinge on the atoms in the

collected sample material, the sample atoms fluoresce, that is, they produce x-rays of their own.

The fluorescent x-rays also possess well-defined energies which are chardcteristic of the proc.jc'ing

specie;.

FILTER PAPER TAPE MECHANICAL PUMP

RADIOACTIVE SOURCE

,• •%EXPOSED
STAPE

(•1 "SOURCE

-RY \ALARM
FLUORESCENT

"*-'"- MULTICHANNEL

X-RAY ANALYZER

TESTED REGION DETECTOR/PREAMP

Figure 1. A component layout of the x-ray fluorescence dust detector.
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It is this quality that is used to identify the elemental species in the aerosol. As examples, if

the source x-rays impact on iron, fluorescent x-rays are produced with energies of 6.4 keV and 7.1

keV, while, if the target is uranium, fluorescent x-rays are emitted at 13.6 keV, 17.2 keV, and

20.1 key. Regardless of what elements gave rise to them, any fluorescent x-rays passing through

the annular source's center strike a proportional counter (Reuter Stokes P3-0803-294). This device

generates a fast electrical pulse whose height is proportional to energy of the x-ray. Pulses from

the proportional counter in turn are directed into a multichannel analyzer where they are sorted

out by pulse height/x-ray energy. The counts under each peak stored in analyzer memory are

indicative of the abundance of the corresponding element in the sample. It is this quantity that

forms the essential output of the detector. If its numerical value exceeds some preselected value,

one can have the analyzer trigger an alarm or exert some other control. An example of a

multichannel analyzer pulse height spectrum for an Iron sample is shown in figure 2 along with a

similar spectrum acquired from the tape alone. The large low energy peak corresponds to iron K

characteristic x-rays.

800 -

600

CI)

Z 400

200 -

0

0 5 to 15 20 25 30

X-RAY ENE.RGY (KeV)

ýIWRHE 2. The output of the multichannel analyzer when I m of iron isarcumulated on the tape (upper curve) is shown lng with like
data from a tape wlthout iron (lower curve). The low energy peak
is from iron K x-rays, while the high energy peak is due to source
x-rays that have backscattered from the tape.
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Recently we have constructed a system for sampling aerosols m.ontainii(j depleted ur&nTum &Atuf

created within BRL's indoor firing ranges. It consists of three parallel-operating suplej

controlled by a single digital control unit. The control is capable ot sequencing the samlers

after a user selectable ammount of time or number of counts. T.',..,•.,oot af z-ch sampler Is stored

in one segment of the memory of a multichannel analyzer. From the ,l'miory the counts corresponding

to any elements in any chosen sampler can be singled out and sent to a cownputer. Provision Is also

made for immediate display of any one element from each sampler Ji:ectly on the control panel.

Figure 3 shows a photo of the control unit and one sampler. in eormal operation they would be

separated by up to i1O feet with the sampler located close to the p,)tenti.illy hazardous aerosol,

and the controller in the operating area.

2. ANALYSIS

In order to use the data it is essential to relate the observed counts corresponding to one

line of a given element N to that element's concentration in the tarqet aerosol C. First, one mIst

subtract from the raw data those spurious counts produced by source x-rays backscattering.

inelastically from the paper tape and sample. The tape's contributlen is found by counting an

unexposed section of tape for an equal length of time, while the siile's must be interpolated from

the non-peak portions of trie spectrum. Having obtained a value for h, wc cnr, use the expression:

Figure 3. A photograph of the aerosol monitor apparatus.
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C - KN/VEat (1)

where V is the volume of air passed through the sampler during the user chosen sampling/counting

interval, t; E is the system trapping efficiency, the fraction of the particles entering the inlet

at end up adhering to the tape; a is the source activity; and k is the sensitivity. The latter

quantity relates the mass of the Sought-for element deposited on the filter tape to the counts

founa in the selected spectral region during a unit time as normalized to a standard source

activity. The sensitivity takes into account the source-target-detector geometry, the detection

efficiency, and the overall x-ray fluorescence physics.

Uetermination of V is usually a straightforward problem. E and k, on the other hand, are

considerably more involved. Assessment of E has to be performed for each individual

situation. One must be careful to insure that the sample is representative, that particles are not

deposited in the flow path components, and that the filter paper is fine enough to trap all

particle without undue restriction of flow volume. Turning now to the second quantity K, we have

measured it by carefully preparing filter tape sections with a known amount of the elemental

species in question deposited in a geometry which is as close as possible to that laid down by the

sampler. This calibration sample is then counted by fluorescence for a given period of time.

Results of this kind are shown in figure 4 for uranium. Similar determinations have been

successfully carried out for iron.

3. RESULTS

In range tests at the Ballistic Research Laboratory a prototype has detected and reported

uranium levels of about 6 micrograms per cubic meter in sampling times of about 3 minutes witn a

2:1 signal to noise ratio (S/N). For the case of iron, a similar test series was carried out in a

chamber at Chemical Research and Development Center. The limit of detectability was tound to be

about 2U micrograms at a 2:1 S/N. At higher concentrations, in the milliyrdm per cubic meter

range, tne sampling time could be reduced to less than a minute. Other tests reveal sensitivities

similar to iron for copper, chromium, zinc and nickel. The apparatus exhibited other features that

can be useful in obscurant situations. For example, in tests at a welding shop, the detector was

able to pick hundred microgram per cubic meter iron fumes out of smokes having much higher

concentrations of lower L materials formed from solvents and fluxes. This result implies that

tagging of oil-based or other low Z obscurants with higher Z materials may be useful. Indeed the

multi-element capability of the fluorescence method may lend itself to multiple tagging schemes in

wnicn the output of different generators could be individually identified in near-real time.
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FIGURE 4. A plot of the fluorescent x-ray counts observed in 4UU seconds while
various amounts of uranium are bombarded with x-rays from a Cd - 1U9
source. The line shows a least squares fit to the measured points.

Recently we have have been carrying out experiments to ascertain whether or not one could

dispense with the pJmps and filter paper needed to concentrate particulates in thin aerosols when

working with dense obscurants. Such a device would Irradiate the aerosol cloud in-situ and

consequently De far simpler to build, operate and control. It appears that t,,,. concept is

feasible if one substitutes an electron-impact type x-ray source for the radioactive source. A

forthcoming paper will discuss direct fluorescence in detail.

4. CONCLUSIONS

The apparatus as several qualities which may be important advantages over other means of

aerosol assessment.

(a). Assessment is virtually real-time. Fluorescence gives results within minutes after

sampling begins when concentrations are near its sensitivity limit. The delay reduces to several

Seconds when higher doses are encountered Such as in obscuration.
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(b). The unit is completely self-contained. All functions are carried out in one unit, on site,

with a minimum of operator intervention.

(c). The detector can be used on many elemental species. It signals the presence of any element

with Z > ZU existing as a solid or as a droplet. For obscurants that do not contain elements in

this range, the extreme sensitivity permits use of small quantities of heavier tagging elements.

(a). Response is virtually independent of the state of chemical combination of the element

scrutinized. It provides a reliable measure of how much of a given material has gotten airborne.

Combined with absorption measurements, it can reveal an obscurant's efficiency.

(e). The method has multiple species capability. The BRL apparatus can simultaneously monitor

one, two, or several different elemental species either individually or collectively. It permits

the tagging of individual obscurant generator output and the evaluation of their separate

contributions to clouds produced by multi-generator arrays.

(f). X-ray fluorescence is flexible. It can be adapted to a wide range or aerosol

characterization tasks involving concentration levels from more than grams down to micrograms per

cubic meter and it lends itself to rugged designs suitable for field use.

(g). Results can be easily put on a quantitative footing through a simple calibration procedure

that requires only a few minutes.

(h). The equipment required is not particularly hazardous. Uf course, some care must be

exercised in dealing with the radioactive sources, but in all cases the x-rays involved are not

very penetrating and can be shielded easily.

185



Blank

186
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ABSTRACT

The distributions and d;:sociition of ammonia cluster ions formed via multiphoton Ionization of

neutral clusters w:r-, 1:.i -. :;:-" i;o-,,f-f1ight mass spectrometer equipped with a reflectron.

Findings concerning L,::c.. ,s a :d the magic number are shown to be consistent with simple

considerations based co' Liheorlus of unilUolecui3r decomposition in conjunction with thermochemical

data available for the ammonoii syste-..

INTRODUCTION

Studies of the dy;.i. K.; f f rs..Liun, energetics, and structure of microclusters enahle an

investigation of tLe.c ai- ,iio6 of aerosol formation at the molecular level. The advent of

several new experimentai L('!-' Vq P rovides methods for ascertaining the factors controlling the

formation of prenuc .v-tion tý.n.•, tir ý,tabiiity, and the influence of their properties on

nucleation. Associ:,t.* work -i. :,: ri•.L i'.,1tv of neutral and ionic clusters provides data useful in

elucidating the nat:, :, re,• :1 . ;, r-ight occur in the droplet phase surrounding an aerosol

particle.

A subject of cvnsidcrabli- intctest in the field of cluster research concerns the origin of magic

numbers, a term which has; he':i used to describe the anomalous abundance of certain sizes of clusters

In an otherwise smootHly viiy,'g cluster distribution. A systematic study of the dissociation of

ammonia clusters followli,:j their ionization by multiphoton laser techniques provides direct proof of

the importance of the ro.- -: , 
4
t !v of rho- cluster ions and of the extensive dissociation processes

which affect the resuitir, t ',*,,L - di;t7-ibutions.

It Is evident tht t 0:, !*a:izatIon pýicess itself has influence on the observed magic numbers.

Considerations preseit..' i.,o': in ccount for the appearance of magic numbers, their correspondence with

the thermodynamtcs' -t K!v of cl•u.2rs, and the trends of metastable dissociation rates with

cluster size.
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EXPERIENTAL

The apparatus used in these studies has been described in detail elsewhere.l1 2 Hence, only a

brief description of the features relevant to the present study are given. Neutral amonia clusters

ore formed in the supersonic expansion of gaseous ammonia from a pulsed nozzle source. The molecular

bean is crossed by a laser beam from a Nd:YAG pumped dye laser, equipped with a wavelength extension

system which provides frequency doubling and mixing capabilities.

In the present study, neutral clusters of NH3 are ionized via non-resonant multiphoton absorption

at the focus of a pulsed 266 nm wavelength laser beam. Ions formed are then accelerated in an

electrostatic field to approximately 2 KeV, deflected by a few degrees in a transverse field in order

to separate the ion and neutral beams, and subsequently detected by a particle multiplier. The

reflectron is employed to separate daughter and parent ions in order to measure rates of dissociation.

The time-of-flight spectrum of the ions is digitized and signal averaged in a transient recorder.

RESULTS AND DISCUSSION

An extensive investigation of the unimolecular (evaporative) dissociation of ammonia cluster ions

has been conducted. A trend of increasing evaporative rate coefficient with cluster size is found

for the loss of one monomer unit from clusters ranging in size from the I- to 25-mer as shown in

Figure 1.

Based on a simple W treatment of unimolecular rates 3 the dissociation rate constant would

decrease with the number of oscillators if the energy content of the system was a fixed value. The

limiting rate constant may be expressed in the form of Arrhenius equation

k - A e-5o/kT (1)

Hence, in the case of a thermal distribution, clusters with low bond energies should display larger

rates of dissociation.

Another essentially equivalent way of viewLng the origin of the magic numbers follows from

consideration of a clustering sequence:

A A
Anl •A n An+l (2)

In the case of a thermal distribution of cluscers the equilibrium constant for each step is given by

the ratio of the forward and reverse rate constants. Since the rates of the forward reactions and

entropy values of adjacent clusters do not vary greatly with cluster size for moderate and large

cluster Lons, 4 ' 5 they may be taken to be approximately constant. Therefore,
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k -(AHn -4H n,n+)/RT -(AHn )/RTrnl -e- e (3)

r,n

This leads to a simple prediction, namely, for a thermal population, the relative dissociation rates

of clusters of adjacent size should increase with cluster size. Work is in progress to assess whether

these relationships pertain to the description of dissociqtion dynamics following cluster ionization.

Studies of ammonia clusters by electron impact 6 and multiphotonl ionization methods show that

there is a smooth distribution of cluster sizes except for the anomalously large abundance for the

protonated pentamer, written in terms of the central core ion as NH4 +.(NH3 ) 4 . In Figure 2, the

enthalpy changes of successive clusterings of ammonia onto NH4+ are plotted versus number of

ligands n. The magnitude of the enthalpy change with cluster size is seen to be smoothly decreasing

from the monomer to the tetramer at which point there is a dramatic drop for five and beyond. These

observations concerning magic numbers in cluster systems are in accord with the above consideration.

This follows from the fact that, from Equations (1) and (3), the dtssociation rate of a cluster would

be expect=t to undergo an abrupt change in the region of a discontinuous break in an otherwise smooth

trend of bond energy (or AH*) with cluster size.

In conclusion, the present results provide direct evidence that cluster ion stabilities and

dissociation processes govern the magic numbers in hydrogen bonded systems. Further studies are in

progress in our laboratory to determine the extent to which this conclusion can be extended to other

systems.
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ABSTRACT

The configurations of lowest interaction energy were obtained
for se"t of N point charges confined to the surface of a sphere and
interacting via a mutual Coulomb repulsion. As N varied between 4
and 107, many interesting patterns were observed and the symmetries
of these patterns were determined. Since the number of symmtries
occuring is limited, some general observations on the patterns can
be maad. It is expected that some of these observations made for
the present limited idealized case will alfo apply to physically
realizable crystallizations occuring on the surface of microscopic
spheres.

The ancient problem of projecting the map of the world onto
a plane is a reminder that the organization of structures on a
spherical surface is not compatible with the well knmown structures
of crystals in two or three dimensions. Since we are interested in
observable properties of aerosols under all weather conditions,
phase changes on the surface of liquid droplets are to be expected
"and we would like to have sme insight into the possibilities and
limitations of geometries for crystals formed on the surface of a
sphere. Empirical knowledge of such structures is limited or
absent, therefore, we have chosen to start with the idealized but
well defined problem of determining the equilibrium arrangement for
N charged particles that interact with each other via Coulomb
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forces, tnd are constrained to remain on the surface of a sphere.
This problem is closely related to the more general problem of
finding thaeminima energy arranlgmnt for N particles on a sphere
interacting with energy

where a is a real mbhr greater than zero. The Coulomb case (m-1)
has been previously considered for rt 16 and many of the cases found
are similar to those found for higher values of a (i.e. short range
repulsion)1,2 We have extended the calculation to marn higher
values of N up to N-107. The large nmber of cases tabulated in the
present paper allows us to make vome new general observations on the
patterns of occuranee of the symmetries obtained. Further, in one
case we found an equilibrium configuration which was lower in energy
thn the previously publishid configuration.

The actual calculations were done by a kind of molecular re-
laxation. The tangential coponent of the Coulomb force on each
charge due to all the other charges on the sphere was calculated
at a given time. Each charge was then allowed to move a distance
equal to the tangential force multiplied by a time increment, delta,
as though moving in a highly viscOta$ fluid. When the tangential
forces were negligible (to about nine significant figures) the
calculation stopped. In all but one or two cases, the charges
aseumed a ionfiguration with the global symetry of a non-trivial
point group. Repeat calculations usually (but not always) led to
identical configurations. Thee configurations were empirically
stable against small random perturbations. Therefore we conclude
that all or at least most of the litetionary points found in our
computer experiments were real minima. To verify this would be
straightforward, but very laborious and expensive in the case of a
large nbber of particles, since it requires that all oigenvalues of
a high dimensional quadratic form be positive. Further, there is no
kmown procedure for establishing that a given mini.mu is the lowest
or global minimum, although the converse is established whenever a
now lower minioa is found, as we did in several cases.

The actual configurations obtained were visualized by project-
ing the positions of the charged particles onto the interiors of two
circles representing the hemispheres in an equal area projection
(cf. Figures 1 thru 8). The hemispheres are each sen as though
looking down thru a transparent sphere so that identical figures on
the two circles imply a reflection plan thru the equator. The
lines shown join nearest neighbors, with different tracings indicat-
ing slightly different distances. Ihe numbers on
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TABLE I.
POINT GROUP CLASSIFICATION4 OF WIIUM CONFIGURATIONS

5mm Mmer of' charMA

o 2

Icosahedral 12* .32*, 72,20+, 30*+

Octahedral 6* ,24,44*,48.8*+,14*+

Tetrahedral 4* 16,22*,28,46,1O0

D6 d(Slv) 14,50

D•I(S~v) 8,10,18,80,16+. 32+

DS vh7,17,27,42

D5 67,77

C5 v 11+

D3,,h 3.5,9.20,39,41

C3 v 31,7+

D3  15,23,29,45,51,57,60,
63,69,75,78,101,102

C3  49,52,61+,94+

D 2 30,34,36,40,58,64,68,
74+,90,94,104,106

2 11,13.19.21,38,43,53

C2  26,35,37,54,55,56,59,62,63,65,66,70,
71,73,76.81,82.83,84,85,86,87,88,89.
91,92,93,95,96,97,98,99,103,105+,107

C. (reflection only) 25,33,47,79,94+

C1 (no uymtry) 61,74,105

*vlh e11 reflection planea

+additlonal confIguraslon with higher anergy
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the figures give the number of charged particles considered. The
point group classifications for equilibrium configurations are
presented in Table I.

The configurations with the symmetry groups of the regular
polyhedra are shown in Figures 1 thru 3. The octahedrally symmetric
configurations shown in Figure 2 bear a close resemblance to the
other four-fold rotationally symmetric figures in Figure 4. In both
cases all charges cam in sets of four equivalent points resting at
the corners of squares. Note however the lack of reflection or
reflection-rotation planes for 1+-24 or N-48.

The icosahedral figures shown in Figure 3 have a resemblance
to the other five-fold rotationaly symmetric figures shown in Figure
5. All the five-fold figures have N-2+5n with n an integer. No
five-fold figure was found for n larger than eight, and the n equals
seven case is missing. In the later case, however, the figure (not
shown) may be rotated to show a five pointed "Betsy Ross star" with
an almost equilteral pentagon inside on one hemispherical face.
Only two cases with six-fold symmetry were found. These are shown
in Figure 6.

While identical symmtries are often not retained when N
increases by one, there are cases where part of the figure shows
a quasicontinuous change. This may be seen in Figures 7 and 8.

The total Coulomb energy of a charge configuration may be fit
to N2/2 with the deviation from this value giving a straight line on
a log-log plot as shown in Figure 9 for N less than 40. In Figure
10 we show the deviation of the actual graph from a straight line on
the log-log plot. (A more precise approximation for the total
configuration energy is given below.) The highly symetric cases
(eg. N-12 and 32) generally have energies falling below that of
their neighbors as indicated on this plot. Nevertheless, some
highly symmetric cases fall well above the straight line of the log-
log plot. This is illustrated by the cube,(a triangle in Figure 10)
and the dodecahedron, whose point falls far above the graph of
Figure 10. Neither of these polyhedra represents a global energy
minimum.

In a4dition to the cases just mentioned, several additional
local energy minima were found which were not global minima. For
N-94, for example, there were three different configurations giving
local minima (see Table I). Since the energy minima are very
shallow, the different configurations only differ in the fifth or
sixth significant figure of the energy.

GEEA OBSErVATIONS

We have now examined a sufficient number of cases to warrant
some general observations. Since most of these probably arise from
the general character of spherical geometry, we expect that some of
them will hold for other types of interactions on a sphere. The
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observations follow:

1. No seven-fold or higher symmetries occur as a•o~u1 equilibr-
ium configurations. (Only two cases with six-fold symmetry were
observed.)
2. The total configuration is well approximated by the contiinuus
charge energy, N2 /2. By considering the discrete nature of the
charges we arrived at an even more accurate approximation given
by

E N(N I) (PI vThl
3. Nearest neighbor numbers approach six as N increases. For
N-106 it averages to 5.887.
4. Rotational symmetry is more comon than reflectional symmetry.
Inversion symetry which requires both C2 and is uncomlon.
5. Different local minima for the sam particle number occur.
6. Relative variation in individual particle energies decreases
with N.

We expect to present data supporting observations 3., 6. and
2. elsewhere. Observation 1. is interesting to compare with three
dimnsional crystals where seven-fold aymetry is not possible.
(According to standard theory, five-fold symoetry was "not possible"
until recently.) It is easy to construct a seven-fold symmetric
figure for N-9 on the sphere, but that is only a stationary point.
The observation on nearest neighbor nunber suggests that six-fold
symetry will be the highest observed when N becomes large. The
nearest neighbor number is expected to approach closer to six, the
well-known exact close packing nearest number for the plane. It is
not expected to reach six for finito N however as one must deform
the sphere to map it onto the plane.

We point out that the coordinates and turther details for
configurations up to N-32 are available in our CRDEC report listed
on the first page of this article.

I. T.W. Melnyk, 0. Knop, and W.R. Smith. Can. J. Chem. U3, 1745-
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ABSTRACT

This paper reports the continuation of previous work to measure the optical
constants of natural minerals, liquids and metals from the millimeter to the
ultraviolet. Included In this paper are data for gypsum, crystalline quartz,
ZnO, DMMP. aluminum, titanium, tungsten, tantulum, molybdenum, vanadium, and
stainless steel. Work was performed at two campuses of the University of
Missouri--the Rolla Campus and the Kansas City Campus. The millimeter and
submillimeter (far infrared) measurements were made on the Rolla Campus and the
infrared, visible and ultraviolet measurements were made on the Kansas City
Campus. This wide spectral range means that Kramers-Kronig analyses can be made
with better precision than when reflectance data Is available only over a
limited spectral range.

The motive for the measurement of refractive indices of gypsum, both as a
single crystal and as a powder, In the far and near infrared was to establish a
material for use as a standard. This goal had originally been proposed in the
Friday morning discussion section of this annual June CRDEC Conference at
Aberdeen. In the same session, quartz was proposed as a standard for a hard
macerial.

The work reported was performed under the U. S. Army CRDEC contract
DAAA-15-85-K-0004 (M. Milham and 3. Embury).

I. INTRODUCTION

the materials studied may be grouped into three classes defined by the

tecniques used to measure the refractive indices. These three classes are

discussed below. Tables of optical constants for the materials measured have

been entered into the CRDEC computer data bank.

NATURAL MINERALS: Measurements of the refractive indices of natural

minerals were made by measuring the reflectance of either single crystals (where

available) or of pressed powder pellets. The powders were pressed with no

binder. A discussion of this method of sample preparation appears in our recent

paper "Preparation dependent properties of pressed pellets of montmorillonite in

the far infrared" in Applied Optics. 1 Of particular note Is gypsum. At one of

the Friday morning "Discussion Sessions" at the annual CRDEC Aberdeen Conference

on Obscuration and Aerosol Science, it was decided that gypsum would make an

excellent standard for the pressed powder technique for soft materials because

it Is available in single crystalline form and presses into high quality surface

pellets. This project has been completed as a joint effort of the UMR and UMKC

groups and a paper Is being prepared for publicatiozi. 2 Oscillator model fits

were made to the reflectance to provide a convenient parameterization of the

optical constants. Quartz was discussed as a standard for hard materials.
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METALS: The measurement of the optical constants of metals at long

wavelenthe at long wavelenths -- greater than 100 micrometers -- is very

difficult because metals are so highly reflecting. Two technigues are

available, stacked plane parallel waveguides 3 and non-resonant cavities. 4 , 5 Both

techniques were tried in our laboratory and the non-resonant cavity method

proved superior and required smaller amounts of sample. As part of our

feasibility study of plane parallel waveguides, we measured the absorption

coefficient of Teflon in the submillimeter. 6 The results were published in

Applied Optics. For the nonresonant cavity, we improved the analysis used to

obtain the optical constants from the measurements. 5 In order to obtain optical

constants over a wide frequency range, our UHR data was combined with infrared,

visible and UV measurements made at UMKC or with data from the literature. The

resulting data sets covered a very wide frequency range allowing a good

Kramers-Kronig analysis of the measured reflectance* to give optical constants.

The Drude model for metals was found to fit the data for many metals In the

submillimeter frequency region. 5

LIQUIDS: The UMKC laboratory is well-known for its measurements of the

optical properties of liquids in the infrared and visible. These were made by

measuring the reflectance of a horizontal pool of the sample liquid and the

performing a Karmers-Kronig analysis to obtain refractive indices. This

technique is difficult to extend to the far infrared and instead, we measure

transmittances of liquids In cells with either TPX or silicon windows. Very few

measuements of liquids have been made in the far infrared. DMMP proved to be

very strongly absorbing in the submillimeter and a special cell was constructed

to allow very thin samples to be measured.

II. NATURAL MINERALS:

GYPSUM: Gypsum was studied, at least in part, because it was decided at

one of the Friday morning informal discussions at the annual CRDEC Aberdeen

Conference on Obscuration and Aerosol Research that it would make a good

standard for studies of natural minerals using the pressed powder technique.

The pressed powder technique had originally been shown to be useful for natural
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minerals by the UMKC laboratory. The conferees chose gypsum because it was

soft, anisotropic, available as a single crystal and pressed to form pellets

with very smooth surfaces. Gypsum has a Mohe' hardness of 2. We have just

published a paper discussing the pressed pellet technique in the far infrared. 1

An important observation we made was that the pressed pellet has a surface skin

that is denser than the average pellet density. This means that the optical

constants measured from the pressed pellet are nearer the bulk values than the

average density of the pellet would indicate. For gypsum, we also measured the

optical constants for all three crystalline axes. A comparison of the pressed

pellet optical constants with those of the single crystal allowed us to conclude

that the pellet had an effective density 0.91 that of the single crystal and

that all three crystalline orientations were represented equally on the sample

surface. That is, the pressing operation resulted in little preferential

orientation of the crystallites on the pellet surface. Gypsum was discussed in

our paper in last year's proceedings of this conference. 7 See that paper for

specta of the three orientations of a single crystal and for a powder sample.

Here we give improved oscillator fit parameters for the three crystalline axes.

The reflec.tance was measured from 10 to 400 cm- 1 at UMR and from 400 to

4,000 cm- 1 at UMXC. The dispersion analysis was done on the combined data set.

Table I gives the oscillator fit parameters for the three crystalline axes. The

form of the dielectric constant used to fit the reflectance data was

A 2

W oj - Wj (1)

In general, our experience was that the oscillator fit gave better results

than a Kramers-Kronig analysis, especially in regions were k was small.

However, a good oscillator fit required the reflectance to be measured over a

wide frequency range, necessitating measurements at both the UMR and UNKC

laboratorles. An oscillator fit is often called a dispersive analysis.

ZINC OXIDR: Zinc oxide, or zincite is a very soft material (Moh hardness

4) that pressed into pellets under moderate pressure. These pellets had a

smooth, mirror-like surface. Zinc oxide also crystallizes in the hexagonal

system. The lengths of the a and c axes are 3.25 and 5.21 A, respectively. It
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Is positive uniaxial with no - 2.013 and ne - 2.029 at the sodium D line. Its

specific gravity ranges from 5.64 to 6.68.

The measured reflectance in the 10 to 350 cm- 1 range is shown in Fig. 1.

Sear in mind that this material was not measured at shorter wavelengths. Such

measurements will be needed if a Kramer*-Kronig analysis to obtain optical

constants is wanted.

QUARTZ: Quartz has a Mohb' hardness of 7. The Friday morning Aberdeen

conference session decided it would be a good standard for hard materials.

Reflectance data for quartz was available in the literature. Kramer*-Kronig

analysis was used to find n and k. For the spectral range from 20 to 370 cm- 1 ,

the data of Russell and Bell was used. 8 Spitzer and Kleinman's 9 measurements

were used from 370 to 1,600 cm- 1 . Figure 2 shows n and k for the ordinary ray,

while Fig. 3 shows the same for the extraordinary ray. The oscillator fit

parameters are shown in Table 2 for the two crystalline axes.

II. METALS

The optical constants of metals are particularly difficult to measure in

the far infrared and millimeter spectral regions because they are so highly

reflecting. Two techniques have been employed which in effect make use of a

large number of reflections. These are the plane parallel wavegulde method

(described in ref. 3) and the non-resonant cavity method (described in our

recent paper, ref. 5). After considerable experimentation, we decided that the

non-resonant cavity method is better In the 10 to 350 cm- 1 spectral range. We

developed an improved theory to analyze the non-resonant cavity measurements.

This is described in our paper entitled "Optical properties of Au, Ni, and Pb at

submillimeter wavelengths", published in ApDlpld Ootics. 5

ALUMINUM: A polished polycrystalline aluminum sample was measured using

the nonresonant cavity. The measured normalized surface Impedance is shown in

Fig. 4 as points with error bars. Literature values (from ref. 10) are shown at

shorter wavelengths. The values of el and C2 obtained from combining our long

wavelength measurements with data from ref. 10 and performing a Kramer*-Kronig

analysis are shown in Fig. 5. This data Is being prepared for publication. 1 1
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TITANIUM: A polished polycrystalline titanium sheet was measured using the

nonresonant cavity. Our measured real part of the normalized surface impedance

is shown in Fig. 6. Data at shorter wavelengths from ref. 10 are shown as the

dot dash line. Figure 7 shows el and C2 derived from the Kramers-Kronig analysis

of our data combined with the short wavelength data from ref. 10. This data is

being prepared for publication. 1 1

TUNGSTEN: Polished polycrystalline tungsten sheet was measured with the

nonresonant cavity. Figure 8 plots the measured normalized surface resistance

with error bars and data from ref. 10 for shorter wavelengths (dash dot and

dotted line). Once again the dielectric constant was obtained from a

Kramers-Kronig analysis of our data and the ref. 10 data. The results are shown

as the solid lines in Fig. 9. The dash dot and dotted lines show the ref. 10

only results. This data is being prepared for publication.1 1

TANTULUM: A polished polycrystalline tantulum sheet was studied in the

nonresonant cavity. Figure 10 shows the normalized surface impedance. Our

nonresonant cavity data are plotted as the points with error bars and the data

from ref. 10 is plotted as the dash dot line. Once again, our data was combined

with the literature data and Kramers-Kronlg analyzed to obtain tj and C2. The

results are plotted in Fig. 11 as the solid lines. The dash dot line (almost on

top of the solid line) is the literature values alone. This data is being

prepared for publication. 1 1

MOLYBDENUM: A polished polycrystalline molybdenum sheet was studied in the

nonresonant cavity. In Fig. 12 is plotted our measured points for the

normalized surface resistance. The dash dot line shows the datum from ref. 10.

Again, Kramers-Kronig analysis yielded e1 and C2. They are plotted in Fig. 13.

STAINLESS STEEL: A sheet of polished stainless steel was measured In the

nonresonant cavity. The measured real part of the surface resistance is plotted

versus wavenumber In Fig. 14. We have not attempted a Kramers-Kronig analysis

because of the lack of reflectance measurements at shorter wavelengths.

VANADIUM: A polished vanadium sheet was measured with the nonresonant

cavity. The measured real part of the surface resistance is plotted versus

wavenumber In Fig. 15. No Kramers-Kronig analysis was made because no data was
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available at shorter wavelengths.

IV. LIQUIDS

The UNR group has measured the transmission spectra of two liquids, diesel

fuel and dimethyl methyl phosphonate (DMIP). Measuring Just the transmission

spectrum allows a determination of only the absorption coefficient (or

equivalently, the imaginary part of the refractive index, k). Difficulties with

absorption in the vapor phase in our Instrument have prevented reflection

measurements such as have been made at shorter wavelengths by the UNKC

laboratory. The spectra were measured for a empty cell and diesel fuel filled

cells of varying thickness. The log of the ratio of the transmJssion of the

filled cell to the empty cell is plotted as a function of the cell thickness.

The slope of this line is the absorption coefficient, a(w). The imaginary part

of the refractive index, k can be obtained from a by the relation k - 2ra/X.

DISEP: DMMP Is a much more strongly absorbing material than is diesel fuel.

As a result a cell that allowed much shorter path lengths was purchased.

Experimentation showed that path lengths In the 25 to 100 micrometers range were

required. This caused some difficulties In assuring proper cell loading. Silicon

windows were used because DUMP was found to Interact slowly with the TPX

windows. The measured absorption coefficient versus wavenumber is shown in Fig.

16. Figure 17 presents our measured values of k versus wavenumber.

V. UUMARY AND FUTURE WORK

Optical constants have been measured over a wide wavelength range and for a

wide variety of materials. He plan to extend this work to the measurement of

the temperature dependence of optical constants. Optical constants as a

function of temperature are needed for calculations of radiation transport of

laser beams through aerosols.
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TAILS 1: OSCILLATOR FIT PARANITIRS R OR 3YPSUM

Aj 7j (c- 1 ) Woj 'c- 1 )

X-axle

1 0.2421 18.170 1135.1
2 0.0956 8.844 666.5
3 0.4265 91.616 447.6
4 1.0642 128.976 333.7
5 2.6027 97.859 210.4
6 1.1337 17.840 207.9
7 2.9672 8.064 117.6

Coo- 2.625

Y-ax i

1 0.0432 53.718 3530.1
2 0.0105 23.195 1684.3
3 0.0943 16.953 1131.2
4 0.1422 8.832 1121.0
5 0.1740 37.910 594.8
6 1.9611 103.472 545.6
7 0.1033 81.043 412.2
8 0.3038 30.126 302.0
9 0.5991 26.178 217.3
10 0.5799 7.367 191.3
11 1.2839 27.657 165.3

o- 2.147

Z-axis

1 0.0379 55.059 3403.0
2 0.0166 10.335 1622.6
3 2.5834 13.904 1108.0
4 0.1623 23.915 592.8
5 0.1434 85.412 542.2
6 0.6468 42.698 295.8
7 1.1131 40.671 220.2
8 1.0278 19.926 175.1

Cmo 2.162
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TABLR 2: OSCILLATOR FIT PARAMETERS FOR QUARTZ

Aj lj (cm- 1 ) WoJ (cm- 1 )

Ordinary Ray

1 0.009 134. 1227
2 0.010 6.98 1163
3 0.67 7.61 1072
4 0.11 7.17 797
5 0.018 8.36 697
6 0.852 4.05 450
7 0.36 2.76 394
8 0.050 7.36 263
9 0.0006 4.49 128.4

C4 W 2.356

Extraordinary Ray

1 0.011 183. 1220
2 0.67 7.45 1080
3 0.10 7.78 778
4 0.006 21.56 539
5 0.05 7.13 509
6 0.699 4.56 495
7 0.72 5.10 364

tm= 2.383

Sources of Quartz data were refs. 8 and 9.
mmm umin -mu mmm~ -~m mm -urnmm ur. m mel~smmm. uu mim. 20mm9mu
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3b. Imaginary Part of the Refractive 4. Real part of the Normalized

Index, k, for the Extraordinary Surface Resistance for Aluminum.
Ray of Quartz. Points with error bars are our

nonresonant cavity measurements,
while the dashed and dash dot
curves for shorter wavelengths are
from ref. 10.
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solid curve was obtained from Resistance of Titanium. Our

the Kramers-Kronig analysis of nonresonant cavity measurements

our resonant cavity data plus the are show as data points with error

short wavelength data of ref. 10. bars. Data from ref. 10 are shown
as the dash dot line.
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results for a data set consisting nonresonant cavity measurements
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cavity data and literature data bars. The shorter wavelength data
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the raf. 10 data alone. lines are from ref. 10.
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9. c, and C2 for Tungsten. The solid 10. Real Part of the Normalized Surface
curves are for our data plus the Resistance for Tantulum. Our
short wavelength data from ref. 10. nonresonant cavity measurements are
The dotted and dash dot curves are shown by the points with error bare
th y rdf. 10 data alone. The shorter wavelength data shown

by the dash dot line are from ref.
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solid curves are for our data Surface Resistance, r, versus
plus the short wavelength data. wavenumber for Stainless Steel.
The dash dot curves are the ref.
10 data alone.
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ABSTRACT

We have developed a new type of interferometer to measure the complex
reflectivity of graphite samples at millimeter wavelengths. Since graphite at
these frequencies has reflectance* of the order of 90-97 percent usual
techniques do not work. Also, to obtain reasonable complex dielectric functions
one has to control reflectance* to accuracies of the order of * 0.3 percent or
better. This is achieved with wave front division in this novel asymmetric
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interferometer. We obtain reflectances % 0.939 ± 0.3 and phase angles (-180O0 +
0.20) for pressed pellets of Dixon 200-10 graphite at w - 1.1 cm- 1 (33 GHz).
The instrument is still under development.

I. INTRODUCTION

Graphite's high reflectances makes it necessary to perform very careful

measurements In order to obtain the complex reflectivity, r. Slight errors (I 1

percent) in the measurements can cause the real part of the dielectric (.onstant,

c1, to shift by factors of two while the Imaginary part of the dielectric

function, C2, can shift an order of magnitude. Until recently we could only

obtain the complex dielectric function found by Kramers-Kronig analysis of

reflectance measurements from the UV continuously to w a 1.1 cm-1. With this

new instrument, we obtain c1, and C2 without the extremely broad band (5 decades

in frequency) reflectance measurements. In our interferometer we use computer

fits of the entire data scan to obtain r. This requires a theoretical analysis

of the instrument in its entirety. With the sample (reference material) in one

arm of the interferometer we are able to obtain the complex r. Homodyning Is

achieved at the detector by mixing the radiation from the sample with that

straight from the source. That Is, mix the weak radiation from the sample with

the strong radiation at the detector directly from the source producing

increased sensitivity to the sample reflectivity.

II. THE OPTICAL DESIGN

In Fig. 1 one has an optical diagram of the asymmetric instrument. 1 Beam o

from the source to the detector, beam 2 goes from the source to the sample, beam

3 is a diffracted beam from the sample to the pick-up spherical mirror and beam

4 Is a continuation of the diffracted beam to the detector for homodyning. The

process can be described for the fields as

9 - Z1 + E2  (1)

and

EE* - (E 1 + E2 )(EI* + E2*) - 2II* + E2 E2 * + 2Re(EEl* 2 ) (2)

where Z1 goes directly to the detector and Z 2 is via the sample. With a

chopper one can modulate 22 in front of the sample and not Z1 resulting in

discrimination egainst the strong E1 E1 * term leaving

EE* 1 9 2E2 * + 2Re(9I*9 2 ) (3)
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where E 2 E2 * is very weak while 2Re(El*E 2 ) dominates.

For Fraunhofer diffraction the optical components are separated by about

50X and the distances are about 40 sample diameters. For these studies

d 1 -35 cm, d 2 -49 cm, d 3 =62 cm, d 4 -50 cm, a-6.050 and 2 s 8.80. The

background. r'.: "rac1ed by first moving the sample in a continuous

drive resulting in a cosine oscillation with respect to sample position and

second by eliminating back reflection (including those involving SEW, surface

electromagnetic waves) with a special cone (the "stealth" cone) behind the

sample. For the SEW on the cone, we currently have students deriving the

expected SEW responses of the cone to incident radiation.

III. THE OPERATION AND SELF-CALIBRATION

Though we have derived the detailed equations of the instrument, one has

only to look at the simple theoretical conclusions to see how it works. The

intensities after mixing of the two coherent fields are given by

I - A l-B!] + C 1-DX) coo E0 + F] (4)

where (x/2) is the distance the sample is moved from the beginning position

in a scan. The first and weak term is from E2 E2 * and, of course, the second

term is from the sample with C being the amplitude proportional to the sample

reflectivity amplitude, ro. The reflection phase angle is in F. We use the

Aystant (McMillian and Company) program to obtain A, B, D, E, & F for a given

scan. By scanning with a reference material (Ag or brass) we are able to obtain

the sample reflectivity amplitude from

r Csample r (5)

r reference I or

Also, we obtain the phase angle for the sample by subtracting F's while

correcting for sample-reference thicknesses. Finally, we correct for small

angular effects and non-normal incidence to obtain the sample's phase angles and

complex dielectric functions:

Q + 7 M Joe tan-l Itan (F'- Fr) + Jr+ Jt- 7w [,d(o)]c°o 6= tn ¶r)(6)
scoJ
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l£A* ± ~A~sRO *9rn2J
.0 A (7)

A5 4 +0 + 4as

and

6 4 1i•-• sin Jos

3 Aos os

I os

where Jr is for the reference material, Jt is for the side of the head, [ad(O)

is for the difference between the sample and reference thicknesses, a is the

effective angle of incidence of the sample (integrated over sample and detector

horns), and A0 0 a I - Ros ror Roo a r 2 w reflectance. With our values and

az8.8°, currently we have c1 2 3 x 103 and £2 2 1 x 103 for R u 0.939 and

Js u 20 for Dixon 200-10 pressed (10 tons) graphite pellets which were about

1.260 cm in diamete:. See Fig. 3 for c, and C2.

To see how well the system performs note Fig. 4 in which C of Eq. (4) is

plotted vs. L the distance the sample is moved. The "asystant" fit was with

with Eq. (4) and had an overall correlation coefficient of 4 nines or an F

test of 2 x 105.

The measured decrease of intensity vs. distance from the source horn

32
(measured using a Golay cell detector of small window design T- inch) was I/R

the angular distribution of radiation was Gaussian, the diameter correction

was for that of a circular aperture in diffraction theory and the head thickness

correction behaved as (1 + const L) where L is 1/2 the thickness of the sample. 2

All of this will be reported in more detail at a later date; at which time the

diffraction theory will be used as a test of the measuring accuracies of the

instrument.

Finally, the sensitivity of £1 and C2 to the reflection phase angle of the

sample (Roo fixed at 0.9479) is shown in Fig. 5. It illustrates the care one

has to exercise in the measurement of J,(O) • 0.20.
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IV. SUMMARY AND FUTURE WORK

We consider this a preliminary report on the instrument and its ability to

measure the complex reflectivity of highly reflecting graphite samples. At W a

1.1 cm- 1 we have that Roe - 0.939 and Js - 0.20 with el z 3 x 103 and C2 4 1 x

103. We're currently improving the calibration accuracies and changing

modulator techniques.
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Figure 3: Real and imaginary parts of the dielectric function of a pressed pellet

ofixMon 200-10 graphite. The solid lines are from Kramers-Kronig analysis and the

data points are from the homodyning interferometer.
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Figure 4: Intensity RE(E* E2) vs. x/2 for the interfarometer. The dots are the

data and the solid line is the "asystant" program's fit of the data using Eq. (4).

The correlation copfficient was 0.9999.
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Figure 5. Theoretical plot of cl and c2 vs. J. for a fixes reflectance of 0.9479

for the pressed Dixon 200-10 graphite samples.
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ABSTRACT

This paper was presented at the poster session of the 1987 CRDEC conference for the purpose of
showing the application of fractal analysis to images of real aerosol particles and determining the
ability of the analysis to pick out characteristic details of the aerosol growth processes.

INTRODUCTION

Irregularly shaped aerosol particles (such as flocs, fumes, and some mineral compounds) have

random or pseudo-random structures which defy analytical description, much less systematic analysis.

In a study of the growth of metallic aerosol particles at reduced pressures, we found such irregular

particles in abundance. Even though the primary aerosol formed as near-monodisperse spheres of

approximately the same diameter at all pressures, subsequent coagulation produced structures with

different morphologies, having significant differences in the shapes of the particles formed at

different pressures. Although the differences were subtle, they were distinctive. In an attempt to

find adequate descriptors for these differences, we turned to the field of fractal geometry.

Theoretical models of particle conglomerates produced by various artificial growth laws

delineated three basic types of growth, and each has a characteristic fractal dimension associated

with it. To describe these growth laws, a cluster is assumed to be a large agglomerate made up of

many individual subunits, called particles. Often a particle is nothing more than a single spherical

aerosol, but it could be a cluster of aerosols so much smaller than other clusters that it exhibits a

more particle-like behavior.
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If growth occurs from particles approaching clusters on linear or ballistic trajectories, the

resulting cluster forms in a very dense fashion, and tho fractal dimension for ballistic growth is

1.95 (in two dimensions). The same structure would occur for a large scavenging cluster dropping

through a cloud of smaller particles.

If growth occurs from particles approachina a cluster with a Brownian or random walk, penetrrtion

of the particle all the way to the interior of the cluster is unlikely, leading to a less dense

particle with a fractal dimension of 5/3 (theoretical result) or 1.73 (statistical model result).

If growth occurs from clusters approaching clusters, the agglomerate shows very little inter-

penetration of the two clusters, whether a Brownian or a ballistic trajectory is used. The resulting

structure is even less dense, and fractal dimensions characteristic of it are 1.44 for the Brownian

trajectory or 1.50 for the ballistic trajectory. These are su-arized in Table T.

TABLE I. FRACTAL DIMENSIONS OBTAINED FROM TWO-DIMENSIONAL AGGREGATION MODELS

Model D

Linear trajectory, particle-cluster 1.95 1 0.002 [1)

Brownian trajectory, particle-cluster 5/3 (4]

Brownian trajectory, particle-cluster 1.73 1 0.06 (1,2]

Linear trajectory, cluster-cluster 1.50 t 0.05 [3]

Brownian trajectory, cluster-cluster 1.44 t 0.02 (3)

It is to be hoped that particles grown under Brownian cluster-cluster aggregation conditions

would all have fractal dimensions close to 1.44, or at least be easily distinguishable from particles

grown in the Brownian particle-cluster mode. Furthermore, since our fractal analysis has to be

performed on photomicrographs, it is to be hoped that the technique is insensitive to orientation

effects of the three-dimensional particle on the microscope substrate. The work reported here

addresses these questions.

FRACTAL ANALYSIS OF IMAGES

In the course of the investigation, we have settled upon two methods for the fractal analysis:

the circular dilation method and the correlation method. The original dilation method was developed

by Forrest and Witten [5], using square boxes. In this method a digitized electron micrograph is

represented by values corresponding to the presence or absence of one point of a particle. A smallest

box is picked with its geometric center near the center of mass of particle; then, a series of nested

squares of increasing sizes is placed around it, and the number of "on" pixels in each square is
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counted. For a fractal particle, this analysis yields a power-law relationship between the length of

the side of the square, B, and the number of pixels, N, within it (i.e., N(B) I BD, where D is the

fractal dimension). Forrest and Witten also found that results were most reproducible when squares

were chosen so that the center of mass of the particle coincided with their geometric centers.

One problem with this implementation is thar it mixes information in the picture over a range of

scales. The use of the square dilation blends information from pixels located at distance B/2 from

the center with that from pixels located at 1.414 B/2 and the whole range in between. This makes

comparison with other methods of calculating fractal dimension difficult and obscures some of the

information in the picture. This difficulty is overcome using the "circular dilation" method.

In the circular dilation method, circles are used instead of boxes, and the pixels are counted as

a function of the circle radius, R. The fractal dimension is computed in terms of the power-law

dependence of pixels with radius: N(R) 1 RD. The circular dilation is more difficult to implement as

a computer program, but the results are superior.

An important limitation of both dilation methods is that the small scale structure is examined

only in the vicinity of the center of dilation. It may be important to perform limited range dila-

tions around other centers to obtain a truly representative picture of the structure. The use of a

single expansion center also tends to introduce irregularities in the N(R) curve as various structures

in the image are encompassed by the boxes or circles. These appear to be artifacts of the dilation

and can be eliminated by averaging several different N(R) curves obtained from small displacements of

the expansion center.

An analysis technique that overcomes these problems with the dilation methods is the use of the

point-point density correlation function. [7] This function is the normalized summation of the

product of pixel densities over all points as a function of a fixed distance between points:

c~)-1 N- d(') d(. - AR). 1

r

where: C - the correlation function,

R - the separation distance,

r - a position vector, and

d - the density of pixels at any position (0 or I for black/white images).

The correlation function determines the fractal dimension D through the relation:

C(R) - RDd, (2)
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vhere d is the space dimension (d a 2 for plane figures). The advantage of the correlation method is

that it examines all points of the image at all scales of interest, automatically providing an average

that can be achieved only with great effort using the dilation methods. The correlation function can

be computed directly for the relatively small number of pixels involved in the images on an IBM PC

computer. For larger numbers of pixels, fast Fourier transform (FFT) methods are more efficient.

Since the correlation function usually has a dependence on R of 0 to -1, corresponding to fractal

dimensions between 2 and 1, it is a more slowly varying function than the dilation mass fractal

function, which would vary as R2 to R over the same range of fractal dimension. It is convenient to

compute a pseudo-correlation function from the mass fractal by dividing the mass fractal by R2 for the

box dilation or by wR2 for the circular dilation. The resulting correlation function and pseudo-

correlation functions can then be compared over a large range of R on a common basis.

SENSITIVITY ANALYSIS PROCEDURES

The comparisons of analysis methods and the sensitivity of the methods were approached in a

threefold way. First, the fractal dimensions of a set of aerosol particles grown under the same

conditions and sampled at the same time were individually measured. Second, tests of the ability of

fractal analysis to recover a predetermined mass distribution function were made. And third, the

dependence of the recovered fractal dimension on particle orientation was determined. In all situa-

tions, the circular dilation and correlation analyses were performed for intercomparison of their

respective results; earlier analyses had shown that these two methods were in best agreement of all

methods tested.

The reasons for this program follow. The method for measurement of fractal dimension in the

primary study uses electron micrographs of the particles generated. However, the real particles are

three dimensional, from evidence of low angle micrographs or stereo-pairs. Weitz and Huang (6] have

demonstrated that as long as the particles are sparse enough, the two-dimensional projection of a

three-dimensional particle will have the same fractal characteristics as the particle itself. This

also means that the tilt angle of the SEM stage need not be corrected for, since all projections of a

particle should be equivalent in the fractal sense. These conclusions are difficult to test without

access to three-dimensional particles that can be rotated and projected in various ways, and we have

chosen to use computer-generated particles for the tests.

RESULTS OF MEASUREMENTS COLLECTIONS OF REAL PARTLCLES

Measurements of fractal dimension of individual particles were conducted on low magnification

electron micrographs of filter samples taken from particles grown at 1-atmosphere and 0.1-atmosphere

pressures. Prior analyses of individual particles grown under the same conditions had strongly
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suggested that cluster-cluster agglomeration of the particles was the dominant growth mechanism, with

fractal dimensions of about 1.45. The low magnification pictures (2000X to 4000X) sacrificed some

small-scale detail but, on the whole, gave results similar to the ones taken at higher magnifications

(20000X). The pixel sizes were appropriately scaled to give real physical sizes to the images.

Table II compares the fractal dimensions of the particle images on the two filter samples. The

standard deviation of the average is given after the avefage; the high and low measured fractal

dimensions are also given. The smallest particle measured at 0.1 atmosphere had a Feret's diameter of

1.7 micrometers and the largest had a Feret's diameter of 5.4 micrometers. The corresponding values

at 1.0 atmsophere were 2.3 and 10.1 micrometers.

TABLE II. FRACTAL DIMENSIONS FOR PARTICLE ENSEMBLES

Number of
Pressure particles D Range Dd Range

(atm) c (low, high) (low, high)

0.1 10 1.35 ±0.06 1.25, 1.44 1.37 ±0.09 0.99, 1.37

1.0 15 1.40 ±0.15 1.10, 1.69 1.36 ±0.15 1.07, 1.70

From this table and the individually calculated values of fractal dimension, we can conclude that

the circular dilation and the correlation methods are in good agreement with one another, both in mean

and in individual values. The mean values of both ensembles are very consistent with a cluster-

cluster growth hypothesis, but both ensembles show particles whose fractal dimensions are signifi-

cantly less than the 1.44 value for that process. The 1.0-atmosphere group alao shows one particle

whose fractal dimension is characteristic of the particle-cluster growth mechanism.

The sampling of particles is admittedly limited; because of this, it is difficult to choose

between the explanations that these numerical differences are based on real differences in the growth

mechanisms or that they merely represent statistical "noise" in the analysis. It would be expected

that a growing system of agglomerates would pass through a particle-cluster stage until all small par-

ticles are removed and then be in the cluster-cluster stage. It is not surprising to see evidence of

this in the micrograph, but it is not conclusive.

RESULTS FOR RECOVERY OF MASS DISTRIBUTIONS

The second part of the testing procedure was to generate artificial mass distributions of point

particles according to a power law and determine whether or not the fractal analysis could recover the

original power law. Initially, this was to be a test of the accuracy of the hypothesis that the con-

clusion of Weitz and Huang (6] would apply to particles of this type.
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The mass distributions were generated in a series of concentric shells. The smallest shell con-

sisted of a single particle at the origin of the x, y, and z axes. In each successively larger cell,

a number of point particles was distributed in a uniform random fashion over the surface of the shell,

with the number determined to correspond to a given power law:

N(r) ' rg, (3)

where g is the generating exponent. The total number of particles in any one distribution ranged from

250 to 350. The random distributions on the surface of the sphere were achived by using polar coordi-

nates for the placement process: the azimuthal angle was uniformly distributed over an angular range

of 0 to 2w, while the polar angle was distributed as a sine function over the angular rang, of 0 to 7.

The corresponding x, y, and z coordinates were stored for each of the point particles. Although this

method of generation did not guarantee that the center of mass remained at the origin of the coordi-

nate system, in practice it was always within about half-a-shell thickness of the origin in the cases

where it was computed.

The analysis program contained a module to rotate three-dimensional point coordinates through any

observing angle and project the resulting distribution onto a plane. The size of particles associated

with each coordinate could be predetermined. For this part of the testing, the sizes were kept delib-

eratc.ly small, with a radius of 2 pixels, to reduce overlap effects during the projection. The

clusters are shown in Figure 1.

The generating exponents were varied from 0.1 to 20 for the tests. These exponents gave mass

distributions highly concentrated near the coordinate origin (for g - 1), nearly unifcrmly concen-

trated throughout the volume (g - 3) and highly concentrated in the outermost shell (g - 3). The

effects of the different generating exponents can be seen to some extent in Figure I under careful ex-

amination. The dilation (pseudo-correlation) and correlatiou functions are also shown next to each

distribution. The correlation functions (open diamendu) show no discernable differences over the full

range of generating exponents. The differences that do exist are mainly Lecaust of the changing num-

ber of points in the distributions, which had to be adjusted to keep some of the analysis arrays

within bounds. The pseudo-correlation functions do show some distinct differences as the generating

exponent increases, but there is no easily defined slope to the function that can be related to the

generating exponent.

The only conclusion we can draw from this test is that too much information has býen lost in

projecting the three-dimensional distribution onto the plane for the fractal analysis to recover the

getnerating function. It is possible that there is additional information in the correlation and
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pseudo-correlation functions, in terms of second or third derivatives, which can be used to recover

the generating function. However, those derivatives have not been considered an important part of the

fractal analysis before now.

RESULTS OF ORIENTATION EFFECTS

To test for orientation effects, a simple theoretical particle was constructed. This particle was

generated in a manner similar to the mass distributions but with several constraints. The radial masn

distribution was determined in the same way as before. The azimuthal distribution of mass was con-

fined to five planes spaced equally around the pole of the particle. This was done to help define the

center of mass near the origin of the axes. The polar angle was the only coordinate allowed to vary

in a random fashion. Beginnning at a polar angle of n/2 near the origin, the polar angle was allowed

to change in random amounts of up to a maximum of r/15 for each set of coordi..ates. This kept succes-

sive sets of coordinates close to each other, as would be the case in a real particle composed of

contacting spheres. The number of particles at each radius was determined by the radial power law.

The final particle, composed of 116 individual particles, had the shape of a five-legged stirfish

when viewed along the polar axis but resembled some of the natural particles we have seen when viewed

along other axes. This particle was projected onto the analysis plane with four different orienta-

tions and with different sizes assigned to the primary particle locations. The resulting images are

shown in Figure 2.

The fractal dimensions computed from the images show distinct differences with the different sizes

used for the primary particlec. For each size ot primary particles however, the changes of fractal

dimension with orientation are much smalJer. In neither set of fractal dimensions is the generating

power law exponent (1.6) recovered. the behavior of the correlation and pseudo-correlation curves is

quite similar for a given particle projection. The images composed of the smallest primary particles

show more scatter in the curves, indicative of the gaps between the particles on the image.

These results indicate that 3rientation effects for a real particle will not seriously distort the

measured fractal dimension. The fractal dimension that is measured would ntt change much if the

particle could be oriented in oth,,r directions. However, the magnitude of the fractal dimension will

be influenced strongly by the character of the projected particle. In particlur, particleb whose

images covers the plane densely will have a larger fractal dimension than particles whose images are

sparse, even though the mass distribution may follow the same power-law dependence, as with this

artificial particle.
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A visual comparison of this artificial particle with some of the images of real particles shows

that similar images give similar fractal dimensions, which supports the use of artificial particles in

this kind of study. In particular, it shows the relative importance of the size of the primary

particle in determining the characteristics of the image. One factor that has not been stressed in

the analysis of images is that all the primary particles in a real particle are in contact with their

neighbors. If they are not, the disjoint parts are counted as separate particles. What this implies

for the artificial particles is that the primary particles should be large enough to project a contin-

uous image in order to simulate a realistic particle.

It would seem that there is additional information in the connectedness of real particles which is

not being utilized by the fractal analysis. This connectedness reduces the variations seen in the

correlation curves for the artificial particles. In fact, in Figure 2, the upper right orientation

was deliberately connected using small diameter intermediate particles along the five rays of the

image to produce the pseudo-correlation curve in the dilation analysis. Without that connection, the

pseudo-correlation curve showed a pronounced dip and hump in the region from 4 to 10 pixels. The

smoothness and straightness of the correlation curves is to a large extent due to the connectedness

property.

CONCLUSIONS

In addressing the problems of interpreting the fractal dimensions of images of particles, we have

come to the following conclusions:

The circular dilation and the correlation methods give quite comparable results for the

fractal dimensions of images. The correlation method averages its information over the

whole particle and may, therefore, be more useful at small scales. The dilation method is

more efficient at calculating fractal dimensions at large scales.

The fractal dimensions of images of natural particles are reasonably consistent with one

another for particles grown under similar circumstances. However, the deviations of the

measured fractal dimensions may be too large to identify one growth mechanism over another.

The fractal analysis using the correlation and dilation methods is not senesitive enough to

recover a power-law-generating relationship for random distributions of mass. Additional

information in the images may make such recovery more practical and should be investigated.

The frastal analysis methods do seem to be robust in determining the fractal dimension at

different orientations of particles. This is extremely important for the analysis of

electron micrographs of particles, which are inherently two dimensional.
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The connectedness property of real particles is an important factor in their fractal

behavior. An artificial particle shows more variation of its fractal dimension 4ith the

apparent size of its primary particles than with radial mass distribution or partile

orientation.

Fractal analysis of particles and their images shows some real promise in distinguishing growth

mechanisms, but present analysis methods have some important shortcomings.

REFERENCES

(1] Paul Meakin, "Diffusion-Controlled Cluster Formation in Two, Three and Pour Dimensions," Physical
Review A, Volume 27, pp. 604-607, 1983.

(21 Paul, Meakin, "Diffusion-Controlled Cluster Formation in 2 - 6 Dimensional Space," Physical
Review A, Volume 27. pp. 1495-1507, 1983.

[3] Paul Meakin, "Effects of Cluster Trajectories on Cluster-Cluster Aggregation: A Comparison of
Linear and Brownian Trajectories in Two- and Three-Dimensional Simulations," Physical Review A,
Volume 29, Number 2. pp. 997- 999, 1984.

(4] T. A. Witten and L. M. Sander, "Diffusion-Limited Aggregation, A Kinetic Critical Phenomenon",
Physical Review Letters, Volume 47, pp. 1400- 1403, 1981.

[5] S. R. Forrest and T. A. Witten, "Long-Range Correlations in Smoke-Particle Aggregates", J. of
Physics A: Math. Gen., Volume 12, Number 5, pp. LI09- L117, 1979.

(6] D. A. Weitz and J. S. Huang, "Self-Similar Structures and the Kinetics of Aggregation of Colds
Colloids," Kinetics of Aggregation and Gelation, F. Family and D. P. Landau, Editors, Proceedings
ot the International Topical Conference on Kinetics of Aggregation and Gelation, Athens, Georgia,
1984.

(7] R. Richter, L. M. Sander, and Z. Cheng, "Computer Simulations of Soot Aggregation," J. Coll.
Interface Sci., Volume 100, pp. 203-209, 1984.

233



m~)r0.1 m~)r3

m(r) -r 06m(r) r r

o Ioom~

?T!-

m Ir r. r1

m(r) r 0. m r) r 20

I - -

FIGRE . OWE-LW KSS ISRIBTINS or rngeofgenratngexpnets nd orelaio plts

Solid~ ~ ~ circles ar diato psuocrrlto reuls ope dimod ar diec corlto

results

234 1



S. -e 1 \
5,,* *-e s1) ,e ?c .o

r.V. "".e A.

f_ le, to 7- -?•, • ;

I . ,..... . . .. . . : . : . .. . .... . l '
* *1*1 •• - ,',•:"• 4 . -,. .• t *." * '% . ,

S I.* .u *%il

lI 
.

I

-. .- C', .-.-.--- -

~~~~~e ýee• * o.

Cu•137 :0 0 7d"1.2 0.:5 •1 1 ,0 0

11 r

;c -f. 1- -.

Iul* to lab

F,€ " 1.35 t 0.17 F, - 1.05 *0.I1* Fý . 1.09 t 0.06

FIGURE 2. ORIENTATION AND PARTICLE SIZE RESULTS FOR ONE ARTIFICIAL PARTICLE- Fd is the fractal

dimension by dilation (closed circles on correlation plots). Fe is the fractal dimension by

correlation (open diamonds).

235



Blank

236



11. NONLINEAR EFFECTS AT HIGH ENERGY
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ABSTRACT

Spectra of plasmas initiated by a Nd:YAG laser on single, optically levitated,
micron-sized droplets of a glycerine-saturated brine solution were investigated.
Irradiance values on the order of 10011 W/om*e2 were used. There were chosen to be
just above and just below the air b.eakdown threshold level for each of the three
wavelengths investigated. Temporal development of the droplet plasma was monitored by
observing neutral and once-ionized carbon and neutral sodium emission. The associated
air plasma was monitored with once-ionized nitrogen emission. The dependence of the
plasma on laser and sample parameters is discussed. This report brings this phase of
our work on the study of aerosol-induced plasma emission to a close.
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I. Introduction

When a laser beam propagates through the atmosphere, a variety of interactions

occur between the beam and atmospheric constituents present along the propagation

path. Both the aerosol and the molecular components of the atmosphere interact with

the propagating beam. However, for many cases of practical importance, the aerosol

interactions predominate. In this paper, we limit our discussion to aerosol-beam

interactions.

Aerosol-beam interactions may be conveniently discussed as a function of the beam

irradiance. At low irradiance, linear aerosol scattering and absorption are the

dominant interactions removing energy from the beam. 1 With increasing irradiance,

aerosol heating and vaporization become significant,2- 4 and a variety of nonlinear

optical phenomena may be observed in transparent droplets. 5 " 7  High irradiance beams,

in addition to the interactions already mentioned, may produce explosive vaporization

with accompanying hydrodynamic effects, 8- 1 1 and plasma formation. 12-17 The present

paper focuses on a study of laser-induced plasma formation in micron-sized, liquid

aerosol droplets.

It has been known for some time that the presence of aerosols reduces the

breakdown threshold of air below its clean-air value by several orders of

magnitude. 1 2 -14 The initial experiments on aerosol-enhanced 3ir breakdown were

performed on small carbon particles irradiated by 10.6 pm light from a CO 2 laser. 1 3 , 1 4

In this case, the experimental data were consistent with a model 12 in which the plasma

was initiated by cascade ionization in the hot, dense vapor halo surrounding the

intensely heated carbon particles.

More recently, aerosol-initiated plasmas have been observed for quasi-transparent

liquid aerosol droplets irradiated by laser light near the visible region of the

spectrum.15-17 No theoretical model exists for the mechanism of plasma initiation in

this case although the importance of multi-photon absorption and hydrodynamic effects

have been stressed in recent published work.15-17

Both spatial 1,17 and temporal15 investigations have been performed for aerosol

droplet-initiated plasmas. The results of these experimental studies have elucidated

many features of the developing plasma fireball in the post-initiation phase, such as

the existence and spatial structure of vapor plumes emanating from the irradiated
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droplet,16,17 and the time development of line spectra and electron density within the

plasma. 15

In this paper, we present results which show the dependence of the aerosol-

initiated plasma characteristics on the wavelength and intensity of the irradiating

laser beam. Liquid droplets of a mixture of pure glycerine and saturated brine (NaCI)

solution are optically levitated and subsequently irradiated with single pulses from

an Nd:YAG laser. The fundamental, doubled, and tripled frequency lines of the Nd:YAG

laser are used. Neutral (CI) and once-ionized (CII) lines of carbon, as well as the

neutral (NaI) line of sodium serve as spectral probes of the droplet-initiated plasma,

while the presence of once-ionized nitrogen (NII) lines monitor the production of an

accompanying air plasma.

II. Experimental Considerations

Figure 1 is a schematic diagram of the experimental arrangement. Single droplet

(50:50 glycerine + saturated brine solution) are optically levitated at the focus of

an argon-ion laser. Droplets used in our experiments have diameters of 18+4 P m as

measured by an imaging microscope. The levitated droplet is then aligned along the

axis of a 0.5 Pm scanning monochromator with a 1200 lines/mm grating as the dispersive

element. The orientation of the spectrometer slit (120 tim wide) is such that its

length is parallel to the direction of the irradiating Nd:YAG laser beam. This

enables the collection of a spatially averaged light signal from the entire region of

the droplet-generated plasma. Details of the apparatus are listed in Table 1.

Light from the Nd:YAG laser, incident along a direction normal to the

spectrometer axis, is brought to focus on the droplet (coincidence of the droplet and

Nd:YAG beam may be directly observed using the microscupe). A nominally 8 nsec Q-

switched pulse from the Nd:YAG laser causes breakdown and plasma formation. The

measured energies of the Nd:YAG pulse, at different wavelengths, and an estimate of

the respective irradiances are shown in Table 2. For each wavelength, pulse energies

just above and Just below that required to cause air breakdown are selected. At laser

energies below air breakdown threshold, plasma formation occurs only in the presence

of a levitated droplet, suggesting that it is droplet-induced. At energies above air

breakdown threshoold, plasma formation occurs with and without the levitated droplet

present. However, the plasma formed in the presence of the droplet is visually
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brighter and larger; it also yields a higher overall signal (continuum and spectral

line intensity).

For the 0.532 uim laser line, in addition to energies Just above and below air

breakdown threshold, other laser energies are used in order to investigate the effect

of laser energy on the developing plasma.

A photomultiplier tube (PMT), mounted at the exit slit of the spectrometer

measures the intensity of CI, CII, NaI and NIl emission lines of the plasma. The

photomultiplier output is processed by a transient waveform digitizer (5 nsec

resolution) and subsequently fed to an on-line computer for storage and analy3is.

Light collected by the spectrometer corresponding to a given spectral feature,

consists of the spectral line intensity superimposed upon the plasma continuum. In

order to determine the line intensity, two series of experimental runs are made, first

with the spectrometer set "on-line" and second with the spectrometer set "off-line".

The appropriate spectrometer setting was chosen by using a photodiode array detector.

Time averaged single-shot plasma spectra generated by irradiating a single levitated

droplet are shown in Figure 2. The Figure also indicates the on-line and off-line

wavelengths used during this experiment.

III. Results and Discussion

Figure 3 is a ty'pical data set showing the signal obtained with the photo-

multiplier-transient waveform digitized assermbly. The spectral line intensity

obtained after subtracting the off-line signal from the on-line is shown, a typical

temporal profile of the laser pulse is also included in this figure. To obtain

adequate signal-to-noise, as well as test the reproducibility of our method, five

pairs of on-line, off-line differences are arithmetically averaged. The shot-to-shot

reproducibility is good, showing time variations in the spectral intensity profiles of

+ 7 ns. The observed jitter in the time response of the spectral intensities is

attributed to a variety of inevitable experimental uncertainties such as: variations

in the energy and pulse length of the irradiating laser beam; slight displacements in

alignment of the levitated droplet with the focus of the irradiating laser beam.

The temporal development of the plasma may be described by a variety of

diagnostic quantities. In this paper, we select the time after the arrival of the
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laser pulse at which the line under study reaches its peak value, the so-called peak-

time, Tp (see Fig. 3). This time is characteristic of dynamical processes occurring

in the plasma, and is easily measurable using our transient waveform instrumentation.

Figure 4 shows the dependence of the Tp's for the various probed species on the

irradiating wavelength. Two comparisons are possible here, firstly, the effect of

laser energy above and below air breakdown threshold at a given wavelength and,

secondly, the effect of the laser wavelength. Each of these effects is addressed

separately.

At 0.355 -m below air breakdown threshold, Figure 4(a), the probed spectral lines

reach their peaks in the sequence CII, .;' I, NaI, CI while above air breakdown

threshold, Figure 4(b), the sequence is NII, CII, NaI and CI. The Tp's above air

breakdown threshold are systematically larger than their counter-parts below air

breakdown threshold. Moreover, the separation of the Tp's between CII and CI are

larger above air breakdown threshold. The fact that the Tp's occur later for higher

irradiance values may be explained by the fact that the deposition of more energy

results in a higher initial electron density, with associated Stark-Broadening, so

that the spectral lines emerge above the continuum at a later time. Concerning the

Tp's for NII and CII above and below air breakdown threshold, the reversal of the

sequence may not be as significant, since above air breakdown threshold the peak times

are seen to occur within one error bar. This suggests that above air breakdown

threshold the air ionization occurs almost simultaneously with the droplet, while at

lower laser energies the droplet ionizes first and subsequently the plasma from the

droplet grows into the air ionizing it. 16,17

At 0.532 um the sequence of the Tp's is CII, NII, Nal, CI, both at higher (above

air breakdown threshold) and lower (below air breakdown threshold) laser energies.

The Tp's are systematically greater at the higher laser energies, as are their

relative separations. In particular, we note that the separations of CI and CII are

larger at the higher energy. As in the case at 0.355 um, CII and Nil Tp's are closer

above breakdown threshold. Thus, at 0.532 u m the observations are consistent with

those at 0.355 jm.

At 1.06 urn, the sequence of CII, NII, and CI Tp's is similar above and below air

breakdown threshold, but the clustering of the NII and CII Tp's above air breakdown
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threshold, noted at lower wavelengths, is not observed. The behavior of NaI at 1.06 m

is puzzling, and the following discussion attempts only a provisional interpretation.

Since we average over the spatial coordinates in our measurements, a possible

interpretation of the behavior of the NaI Tp below air breakdown threshold is that the

Na emission occurs in a cooler region of the plasma and, hence, may be observed at

earlier times. This is consistent with studies of the spatial structure of aerosol-

initiated plasmas below air breakdown threshold which show that aerosol constituents

are ejected from the bulk aerosol material where the plasma is initiated. 1 6 ' 1 7  Above

air breakdown threshold, the plasma temperature is higher, the droplet is consumed by

the developing plasma fireball, and the neutral species (both NaI and CI) peak much

later.

As we have noted above, the effects of increasing laser wavelength is to increase

both the magnitude of the Tp's and their separation, with this effect most pronounced

when going from 0.355 um to 0.532 Pm. Since the laser energy required for breakdown

increases with wavelength (see Table 2) this effect might be due to energy rather than

wavelength. In ot..-r words, the plasma generated by the longer wavelength laser

radiation is simply hotter. We note, however, that the focal diameters also increase

with wavelength. We estimate the focal diameters to be 27 1 m, 40 u1m, and 80 1im for

the 0.355 Pm, 0.532 um, and 1.06 um wavelengths, respectively, which would suggest the

presence of a wavelength dependence. An additional factor which must be considered is

that increased photon energies at lower wavelength will produce more photo-

ionization1 8 '1 9 thereby explaining earlier plasma initiation times. However, the Tp's

shown in Figure 4 occur long after plasma initiation and there is no compelling

evidence to suggest the Tp's will behave similarly, although the possibility cannot be

ruled out. Further study is needed to resolve these difficult questions.

The dashed line in Fig. 4(a) shows the Tp for NII from air breakdown in the

absence of the particle. Comparing these Tp's to tho NII from droplet spectra

suggests that the presence of the droplet delays the NII formation.

Figure 5 shows the dependence of Tp on laser energy at 0.532 v m. The vertical

dashed line marks the laser energy required to obtain air breakdown. An increase in

laser energy from just below to just above air breakdown threshold shows that the

separation between Tp's, as well as their magnitude, increases. The sequence (except
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for the lowest energy) is CII, NII, NaI, CI. The same explanation cited in discussing

Figure 4, namely that of larger energy deposition with higher initial electron

densities and broadening, seems consistent here. However, at still hiSher energies

the sequence changes to NaI, NII, CII, C1. The air ionization could be preceding the

droplet ionization, but then NaI would not appear first. It may be suggested, as

discussed earlier, that due to droplet explosion by the air initiated plasma, the Nal

appears at a colder spatial region of the plasma. Thus, at laser energies

significantly higher than air breakdown threshold the air plasma may be initiating the

droplet ionization. The air plasma (in the absence of the droplet) is shown by the

dashed curve, and again suggests that the presence of the droplet delays NIl

formation.

The ratio of once ionized to neutral carbon lines (CII/CI) has been measured as a

function of the time after irradiation. This ratio is a semi-quantitative indication

20
of the plasma temperature. An exact calculation is not possible due to the lack of

knowledge of the relative concentrations of air and droplet species contributing to

the plasma.

IV. Conclusions and Recommendations

In this paper, plasma spectra were obtained for single, optically levitated,

micron-sized droplets composed of a glycerine-brine solution mixture. Spectra of

neutral and once-ionized species were obtained, both below and above air breakdown

threshold, as a function of laser wavelength and energy.

For laser irradiance just below and Just above breakdown threshold, the peak

times, Tp, become larger and spread out in time with increasing laser wavelength. The

peak times for the CII and NIl emission lines are further seen to become noticeably

clustered above air breakdown threshold when passing from laser wavelengths of 0.355um

to 0.532 urm. Ambiguities remain in the interpretation of the wavelength and energy

dependence of the observed plasma emission.

Further work on this problem should attempt to resolve the ambiguities discussed

earlier, and provide quantitative data on plasma properties. Problem areas that

should receive attention include an extension of the plasma data to lower wavelengths,

such as the 0.266 um third harmonic of the Nd:YAG laser, the determination of plasma

temperature, and measurements of plasma properties during the initiation phase. In
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Partioular, at early times during the initiation phases, spatlo-temporal data will be

needed to interpret the dynamical properties of aerosol-initiated plasmas.
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Table 1

Experimental Apparatus and Settings

A. Lasers

1. NdtYAG irradiating Quanta-Ray DCR II A

laser

Average Pulse width (FWHM) 8.5 ns

2. Argon Ion Laser Lexel Model 85

Energy (CW) 400 mW

B. Laser-timing Components

1. Optical Trigger EG&G Model 1301

2. Delay Generator SRS Model-DG535

C. Detection System

1. Spectrometer 0.5m Jarrell-Ash

Grating 1200 1/mm, 550 nm blaze

Slit-width 120 P m

2. Photomultiplier tube Hamamatsu 1P28A

-680 to -850V.

3. Photomultiplier Signal Processing

Transient Waverorm Digitizer LeCroy Module TR8828

2 ns resolution

4. Photodiode Arrary Tracor Northern

TN 6500

5. Disc Calorimeter Scientech Model-365
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Table 2

Laser Energies and Wavelengths Used

Average
Wavelength Pulse Width Energy Irradian~e

(Um) (ns) (mJ) (W/cm )

1.06 9.6 63 1.31xlOl1

87 1.80x10
1 1

0.532 8.5 20 1.87xI011

33 3.10x1011

40 3x10x10
1 1

70 6.5x1011

110 1.03x10
1 2

0.355 7.5 12 2.79x1011

22 5.11x1011
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Abstract

Work performed under contract DAAAI5-85-K-0001 for the past year is outlined. Both exper-
imental and theoreticid results have been obtained for the interaction of polarized electromagnetic
laser radiation at A = 10.6 pm with spheres and cylindrical fluid columns. Theoretical research
presented in H discusses the surface charges on spherical particles induced by polarized electro-
magnetic radiation. Research presented in I reviews the progress made in calculating the internal
and external magnetic fields for a homogeneous sphere with an arbitrary incident beam intensity
distribution. Experimental work on the characteristico of the explosive vaporization of spherical
and cylindrical aerosols is presented in J. The work presented in this paper presents an overview of
published work and other work undertaken during the past year. Future plans are to use excimer
lasers to extend the research to short wavelengths and to irradiance values where nonlinear effects
become important and to initiate solid particle interaction studies.

Introduction

The phenomena associated with the linear and nonlinear laser heating of spherical aerosol

and cylindrical fluid columns is currently being investigated. In previous work,' we present a

theoretical development for the calculation of electric surface charge density for a polarized plane

electromagnetic wave incident upon a homogeneous particle. Electric field distribution calculations

indicate a discontinuity in the normal compohent of the electric field across the surface of the

sphere. This discontinuity in the normal component of the electric field is a result of accumulated

electric charges on the surface of the sphere. Figure 1 gives the geometric arrangement and Figs.

2-6 illustrate that the free surface charge density has a complicated surface position dependence.

In addition, if the spherical particle is polarizable, a polarization surface charge density is created

which is in phase with the local internal surface normal electric field component but lags the

free surface charge density by 900. Besides providing physical insight, evaluation of surface charge

densities may ho important with regard to the understanding and determination of electromagnetic

induced surface stresses. The external surface electric field will interact with the surface charges to

create surface forces. These forces may contribute to the breakup of small particles subjected to

intense laser illumination.

In a second paper,2 we present a theoretical development and computer calculations for an

arbitrary electromagnetic beam incident upon a homogeneous spherical particle (See Fig. 1). As a

test of the arbitrary incident beam theory and the computer program, a Mie theory type incident

plane wave was assumed. Consistent with the Mie theory development as presented in Born and

Wolf 3 , the incident linearly polarized plane electromagnetic wave is assumed to propagate in the

+z axis direction with an electric field polarization in the x axis direction. Thus, after removing

the exp(-itw) time dependence
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ffi = Eoe'.., (1)

and

/ f( , = evk• ' (2)

where E. is the incident electromagnetic wave electric field amplitude. Substituting the incident

electromagnetic field described by Eqs. (1) and (2) into the computer program produced results,

as expected, identical to those of plane wave Mie theory. For illustration, Fig. 7 shows a computer

program generated equatorial plane (x-z plane) plot of the normalized source function,

s 9 (3)

for a 20.2 pm diameter water droplet in air with 10.6 pm wavelength (CO 2 laser wavelength) plane

wave irradiation. (Size parameter a = 2ra/A, = 6, complex relative index of refraction fR = 1.18

+ 0.071.)

An additional test of the validity of the arbitrary incident beam theory and the computer

program was to use an incident linearly polarized plane electromagnetic wave but with arbitrary

propagation direction and arbitrary electric field direction. As expected, the results were identical

to that of plane wave Mie theory after taking into consideration a proper rotation of axis. For

illustration, Fig. 8 shows, for otherwise the same conditions as Fig. 7, the normalized source

function for an incident plane electromagnetic wave with the electric field in the x direction but

propagating in the +y axis direction. The plot of Fig. 8 is identical in form and rotated 900 relative

to that of Fig. 7 as expected.

The response of a spherical particle to an incident Gaussian beam is of current research interest.

Recently, Simon et al.1 have reported an improved fundamental (TEMoo mode) Gaussian beam

description that includes longitudinal, as well as transverse, components of electric and magnetic

fields. Even though this fundamental Gaussian beam description does not exactly satisfy Maxwell's

equations (as can be verified by direct substitution) it is an improvement over earlier paraxial

descriptions and is a good approximation as long as the beam waist diameter is not small relative

to the wavelength. The fundamental Gaussian beam description of Simon et a1.4 was used with the

arbitrary incident beam computer program. The propagation direction is along the +z axis, the
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predominate electric field polarization is along the x a:xis, anidl the noinixial elertric field amplitude

is E0.

For illustration, Figs. 9 and 10 are normalized source function plots for a fundamental Gaussian

beam of 10.6 pm wavelength and 50.6 pm beam waist diameter incident upon a 20.214m diameter

water droplet in air as was considered in Figs. 7 and 8. In Fig. 9 the center of the droplet is at the

focal point of the focused beam and comparison with Fig. 7 indicates that, for these conditions, the

features of the electric field distribution are essentially the same as for an incident plane wave. (As

expected, in the limit of large beam waist diameter to sphere diameter ratio, the electromagnetic

field distribution converges exactly to that of an incident plane wave). In Fig. 10 the center of the

droplet is translated one droplet diameter along the y axis from the focal point of the beam and

though the general form of the electric field distribution is similar to that of the sphere at the focal

point, the normalized source function magnitude is larger near the focal point and smaller away

from the focal point, as would be expected.

Temperature Measurements within a Cylindrical Water Column

In this section, experimental results are presented in which the temperature distribution across

a cylindrical water column of approximately 100 pm in diameter has been measured. A small type

K thermocouple probe with a junction diameter of 35-40 pm was used in the temperature mea-

surements. To accurately position the thermocouple relative to the fluid column, the thermocouple

was mounted on micrometer translators which allowed movement in three mutually perpendicular

directions. A pulsed N2 laser imaging system' coupled to digital image processing systems was used

to visually locate and position the thermocouple at the desired location. The cylindrical column

of fluid was generated using a Thermal Systems, Inc. (TSI) vibrating orifice generator. To obtain

stable fluid columns, it was necessary to run the TSI generator without any frequency input and

at a higher flow rate than normally recommended. The fluid columns were irradiated using an

Advanced Kinetics 100 W C0 2 laser operating at A=Ml.6 pm in the continuous, multiline mode

focused to a spot size of approximately 120 pm.

The initial objective of the experiment was to measure the temperature distribution across

the fluid column when the particle was on the threshold of explosive vaporization. To make this

measurement, however, would require a non-intrusive measurement technique since the introduc-

tion of the thermocouple acts as a nucleation site to initiate the breakup process. From the laser
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imaging system, it was readily observed that, prior to placement of the thermocouple within the

fluid column, the laser was slightly below threshold irradiance for explosive vaporization since no

explosive characteristics were observed. However, after placing the thermocouple within the fluid

stream, considerable explosive behavior was observed as the drops impacted the thermocouple june-

tion. Therefore, it was necessary to decrease the laser power level such that the laser was operating

slightly below threshold irradiance when the thermocouple was within the fluid stream. With this

restriction, the maximum temperature measured by the use of the thermocouple may be consid-

erably lower than the temperature that exists within the stream in which no external intrusions

are present. However, our attempts to measure the temperature distributions demonstrates that

metastable conditions can be measured within the fluid column. A non.intrusive method of tem-

perature measurement would be required if the actual temperature at which explosive vaporization

occurs is to be accurately measured.

To measure the highest temperature possible, it was necessary to position the thermocouple

probe as close to the heating area as possible without the thermocouple being heated by the laser.

The temperature of the thermocouple probe without the presence of the fluid column was found to

be approximately 38 °C compared to the ambient temperature of 22 *C. Since the temperature of

the preheated water entering the focal point of the laser was 58 C , the initial temperature of the

thermocouple probe was not a significant heating effect in comparison.

Measurements were first taken on the illuminated area on the fluid column having maximum

temperature. The thermocouple probe was then translated across the column in increments of

approximately 10 pm. At each spatial location, 1000 data points were recorded using an A/D

board in a PDP/73 computer data acquisition system in a 1 second interval and the average value

used. Since the junction of the thermocouple was approximately 1/3 of the cohl'!'Ir diameter,

the measurements at each position represent an average temperature of the fluid column over a

diameter equivalent to the junction diameter.

Figure 11 shows the experimental results consisting of 5 passes through the fluid column.

The micrometer readings made as the thermocouple traversed the column were normalized to the

interval from -i to 1. Note that the laser is propagating in the positive direction as shown on the

abscissa. A maximum temperature of approximately 1260C occurred on the illuminated side of

the fluid column and was observed to decrease rapidly as the center of the column was approached.
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On the shadow side of the fluid column, the temperature was found to be approximately 60 OC

which was only 2 *C above the temperature of the water entering the laser focal point. The nature

of this curve can be explained in a qualitative sense by examining Fig. 12 which shows the source

function for a 100 pm infinite cylinder illuminated by a plane wave. The two curves are similar in

shape with maximum values occurring on the illuminated side and decaying substantially as the

center of the column was approached. As expected the major part of the energy was deposited on

the illuminated side of the column which was confirmed by the measurements. Note that although

the intensity of the incident beam is less than the threshold intenaity for explosive vaporization if

there were no thermocouple present, the measurements document that temperatures well in excess

of the boiling point exist within the column.

Further investigations are underway to perform temperature measurements on other materials

and to investigate the effects of irradiance on the measured temperatures.

CO2 Laser Interactions with Cylinders of SFG-2 Fogoil and Methanol

Experimental work has been performed on cylinder-like fluid columns with a CO2 laser op-

erating in the multi-line mode at 10.6 pm with a maximum power density of 4 x 10' watts/cm2.

Figures 13 and 14 show the transition from shadow side initiated explosions in 80 pm methanol

columns to front surface explosions in 90 pm methanol columns. Figure 15 shows the CO 2 laser

beam interaction with a 90 pm column of SFG-2 fogoil. The fogoil explosions take place along

the shadow side surface without much evidence of break through on the illuminated side. Also

apparent in the original video tapes and original photographs was the appearance of large flares

of a different index of refraction material thought to be dense smoke clouds or gaseous material.

The fogoil was observed to produce a considerable amount of smoke during irradiation which was

exhausted by using a hose connected to the laboratory exhaust system. A deposit of white powder

like material was deposited on the exhaust tubing. The powder will be analyzed by CRDEC for

composition.

The experimental results showed shadow side explosive behavior for 90 pm SFG-2 fogoil

columns. The Mie scattering codes using an index of refraction provided by Dr. John White

of CRDEC of 1.511 + 0.034i for 90 pm columns of fogoil had the maximum source function on the

illuminated side. Two samples of the fogoil being used in our experiments were sent to Dr. Marvin

Querry at the University of Missouri at Kansas City for an analysis of the index of refraction.
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Results obtained by his laboratory indicate an index of refraction of 1.48 + 0.0055i for the real

and imaginary part of the index of refraction at A = 10.6 um. Using this new value for the index

of refraction, good agreement was obtained between experiments and the theoretical calculations

showing the maximum source function on the shadow side of the column of fogoil.

Near Field Source Strengths and Dual Particle Interactions

Although the source function internal to the particle appears to be a primary driving force for

the explosive behavior of aerosol particles subjected to laser radiation, also of interest is the strength

of the source function which is external to the particle but still in the near field. Such information

is important for modelling the propagation of laser beams through a cloud of aerosol particles in

which secondary interactions between nearby particles could initiate the breakdown process. In

particular, the source function in the direction of beam propagation has been investigated.

The geometry under consideration is shown in Fig. 1 in which the beam propagation is assumed

to be in the positive Z direction with linear polarization in the X direction. The distance along

the Z axis is normalized by the particle radius. Reference to the shadow side of the particle, would

therefore, indicate consideration of Z (or r) values greater than unity.

To examine the effect of size parameter on the location and magnitude of the maximum external

source function, a code implementing the Lorenz-Mie scattering solution was used to determine the

location and magnitude of the maximum source function for various size parameters, a = 2 . The

material under consideration was water with a refractive index of n = 1.18+0.07i. Figure 16 shows

the results of the calculations. Here, the normalized radial position represents the location of the

maximum external source function along the Z axis measured with respect to the particle center.

As shown in Fig. 16, the maximum external source function always occurs within one particle

radii from the shadow surface. It is apparent that the particle size has a significant effect on both

the location and magnitude of the maximum external source function. Note that the maximum

external source function for the water particle with a = 10 shows more than a three-fold increase

over the incident source function and is approximately 4 times the magnitude of the maximum

source function observed internal to the particle ($,, .,=, = 0.85). It should be pointed out that

the incident field is assumed to be a plane wave with uniform source function of unity magnitude.

In addition to the location and magnitude of the maximum external source function, the rate

at which the maximum source function decays with increasing Z for a given particle size is of
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interest. Figure 17 gives an indication of the rate at which this maximum source function decays

with increasing distance from the particle. The number of radii plotted on the ordinate is found by

determining the Z location corresponding to the point at which the source function decreases to

1.5. The value of 1.5 was chosen arbitrarily but represents a value, above which, will likely produce

an effect that may be observed experimentally. Based on Fig. 17, a size parameter of approximately

8 appears to produce the greatest effect on the external field. For this size parameter, the source

function has a maximum value of approximately 3.1 occurring at a radial location of 1.74. The

source function continues to exceed 1.5 for an additional 5.8 drop radii.

Also of interest is the way the source function varies across the plane perpendicular to the

propagation axis. In particular, the distribution of the source function at the location of the

maximum external source function has been examined. The plane under consideration is the X-Y

plane labeled P3 as shown in Fig. 1. The results shown in Fig. 18 represent the source function

distribution for a water droplet with a size parameter of 8 and where the X-Y plane is located at

Z. = 1.74. Figure 18 shows a considerable amplification in the source function uear the propagation

axis which decays substantially within one-half particle radius.

To observe this phenomenon experimentally it was necessary to align two particles along the

"axis of the laser beam while maintaining a particle separation of approximately one drop diameter.

In order to obtain a dual drop stream, a slight modification was made in the existing system used

to generate single drop streams. The TSI vibrating orifice generator presently uses a thin steel

orifice consisting of a single hole ranging in size from 10-100 Am. To generate the dual droplet

stream, a focused argon laser beam was utilized to construct a new orifice with two holes with

diameters of approximately 20 pm spaced approximately 40 pm from center to center. Figure

19. shows a digitized photograph of the dual droplet stream and laser interaction. Note that the

beam is propagating from left to right on the image. Denoting particle 1 as the leftmost particle

and particle 2 the rightmost particle, one readily observes that particle 2 is showing evidence of

explosive behavior while in the shadow region of particle 1. Since both particles are nearly identical

in size, the threshold for explosive behavior should be the same provided each is travelling at the

same velocity through the stationary laser beam. As illustrated theoretically in Fig. 16-18 and

experimentally in Fig. 19, it appears that particle 2 experiences a higher incident source function

than particle 1 due to the amplification effect as discussed earlier in this report. The particles shown
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in Fig. 19 are approximately 45 Am in diameter and the separation P t the time of laser interaction

was 35 Am. Using these values, the source function which would exiJt at the surface of the second

particle was calculated. The results shown in Fig. 20 show a source function of approximately 2.6

at a location Z. = 2.5. These theoretical results are consistent with the experimental observations

since one might expect the second particle to explode first based upon these calculations. It should

be pointed out the theoretical discussion neglects several factors. In reality, a situation such as the

one dE cribed in the above sections would involve dual interactions between the electric fields of

the adjacent particles. However, if one assumes that the backward scattered light from the second

particle is small, the theoretical solution may provide a reasonable model of the physi.al situation.

A second factor to be considered is the fact that the field incident on the first particle :f actually

a Gaussian beam rather than a uniform field as assumed by the Lorenz-Mie ther-v

Conclusions

The current work reports the existence of a discontinuity in the normal component of the

electric field. Based on the calculations the discontinuity in the normal component of the electric

field is a result of accumulated electric charges on the surface of the sphere. The surface charge was

shown to have a complicated surface position dependence. A more complete theoretical development

as well as computer calculations have been presented for the first time on the interaction of a

particle with an arbitrary incident intensity profile. Measurements of the temperature distribution

through a laser heated fluid column showed that average temperatures as high as 126 *C could

be obtained. Differences in the location of where explosive vaporization occurred experimentally

and what theoretical calculations predicted, resulted in a correction for the index of refraction for

fogoil from 1.511 + 0.034i to 1.48 + 0.0055i at A = 10.6 pro. The current work also illustrates that

the electric fields can be quite high in the shadow region of a particle. Experimental work with

dual drop streams clearly demonstrated the possibility that the focusing effect of one particle on

a second particle can significantly lower the breakdown irradiance values for propagation through

obscurant materials.
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Fig. 9. Gaussian beam with a 5a beam waist diameter propagating in the +z direction incident on
a spherical particle located at the focal point with a 6 and ft = 1.18 + 0.07i. Spatial
coodinates are normalized relative to sphere radius, a.
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Fig. 10. Gaussian beam with a 5a beam waist diameter propagating in the +z direction incident on a,
spherical particle located one sphere diameter along the y, axis from the focal point with a -- 6
and Al = 1.18 + 0.07i. Spatial coodinates are normalized relative to sphere radius, a.
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Fig. 11. Temperature distribution within a 100 pm cylindrical water column as a function of normalized
radial position.
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Fig. 12. Source function distribution along the centerline for a 100 pm cylindrical water column as a
function of normalized radial position. Beam polarization is along the axis of the fluid column.
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Fig. 13. TYPiW& interactiont of a 80,um MethADol fluid column with a100 Awe laser pulse from a, C02

laser operating at 10.8 psm. The laser beam is incident from left to right. Mxicintam irradia~ee

was 0.62 MW/cui2 .
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Fig. 14. Typical Interction of • 90 pm methanOl fuid coluran with 8 100 pec laser pulse form a C02

ism opratino at 10.6 pm. The laur is incident from left to riht. Maximum Irradlan4' wa

0.62 MW/cm'2
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Fig. 15. Typical Inteaction of a 90 Am fogoil Auld colm with a 100 pow pulse from a COS lue.
operatng at 10.6 Am. The les beam is inddent from 1ef to right. Meadmum Imndlance was
0.02 MW/cm2 .
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Fig. 16. Location and magnitude of the maximum external source function along the Z axis as a function
of the size parameter, a = y -
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s meas•red with respect to the origin of the esphre.

7

S

4

3

2

I I I I I I I I I ' I I -

8 2 4 6 8 10 12 14 1B 19 28 22 24

Size Parameter Alpha

Fig. 17. Number of radii for which the external source function exceeds 1.5 as a function of size pa-
raxmeter for spherical water drops.
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Fig. 18. External source function in the X-Y plane at Z. - 1.74 for water drops with size paramneter,

"As8

00

Fig. 19. Extmple of s ouor d pfn ticn bin g th X pe higt .h electric field bhind the int piz p rle. e D rmon

strata that the front particle doe not explode but the second particle effectively sees a very
large electric field and thus explodes. The beam is incident from the left to right. The particles

are 45 pra in diameter with a separation of 35 ism. The particles ae mllminated with a CO2

law at 10.6 pm with an irradiance of 0.13 MW/cm'.
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Fig. 20. External source function in the X-Y plane at Z, = 2.5 (See Fig. 1.) for 45 um water drops.

272
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AUSTRACT

We analyse the interactions of atmospheri,- aerosols with a high-energy laser beam. The energ,',&~lance
equation allows us to compute the conve!rsin. of tOe pulse energy in!-, temperature increas. .aporization,
conduction, and convection. We also include the shrinkage term wh-,se significance has recently been dis-
cussed by Davies and Brock.

I NTR OD UCTION

The propagation of a high-flux Ilearn of electromagnetic radiati" thrcrugf. the atmosphere results in a

variety of interactions between the~ Leamn and atmospheric aeroa'.h pmrsemt al(v,, ti,- pro~pagation path. At

low irradiances,l linear absorp-A.on amid scattering prrocessee roinprise 1.1 , dominant acrosol-b'am irteraetions.

Aerosol heati..g and vaporization ).--onme -~.portant a- i ).- iradiai., c ii creases; 2 -" for eveii himgher irradiances

hydrodynamic, -pla~sma, and .iomnear rcpt-atm 1-heriomne. may 'r cc:- t r nicron-size water

droplets irradiated by 10. 6 ;4111 !iqh,. i A.rd vapc-isation I- . -ince -103
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W/cm 2 , whereas for irradiance levels > 108 W/cm2 hydrodynamic, plasma, and nonlinear optical effects

becom,: significant.

In this paper, we emphasise the intermediate irradiance regime, where aerosol heating and vaporization

are important. In this case, the diffusive mass ,ransport and conductive energy transport dominate the

aerosol-beam interactions. A numerical analysis of the coupled aerosol-beam equations allows us to compute

the energy conversion of the incident laser pulse. This will be given in the form of plots showing the

fractional energy conversion. We include the droplet radius shrinking with time similar in form to that

recently analyzed by Davies and Brock.s

AEROSOL HEATING AND VAPORIZATION

For an incompressilble droplet of density p and constant specific heat C, the general energy conservation

equation has the form

a I P 1Ipt(T,+ iv) + PV -[(cTI P +-; 2vj + -KV = W,)

where TL and v are the droplet temperature and velocity at any point of the droplet, K is the thermal

conductivity, and W is the rate at which the energy is absorbed from the beam. For moderate fluxes

considered here the kinetic energy term in the first term of Eq. (1) can be neglected as compared to the

internal energy of the drop. If a denotes the instantaneous droplet radius, we obtain after integrating over

the sphere with the radius a + e, where e is an infinitesimally small number:

4ras •dT a
4wa +d 4j 17j + C(T - To)j - 41aK T-_+ 4ra ra3 Q.F.()

3 ' 1.dt r 2p'

ilere we have defined the mass flux m = pv; L is the heat of vaporisation, and To and T, refer to the

ambient temperature and the temperature of the gas. The other symbols in Eq. (2), K, p', Qý, and F

denote the thermal conductivity ard density of the surrounding medium, Mie absorption efficiency factor,

and the incident flux, respectively. Finally, the volume-averaged droplet temperature,$ is identified with the

temperature T at the drop's surface. We note that the term 41ra 2C(T - To) accounts for the droplet radius

shrinking with time. If Tb, 1 denotes the boiling temperature, the relative significance of i'is t.'. w can be

expressed by the ratio C(Tb,. - To)/L. For water droplets this does not exceed 15%; w, letz..'a, l,oaever,

the shrinkage term for completeness.

Energy s'.u mass conservation in the surrounding medium allow us to compute the mns an,.] heat RI-

If the explicit time dependence in the conservation equations is ignored, the desired relati :s :ýfe
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a-- - Y o (3)

KacT rniCp(T -To)
•9r = ezp(mC•a/K) - V' (4)

where D, M, and C. are the vapor-diffusion coefficient, molecular weight, and specific heat, respectively; R

is the ideal gas constant, and 3'0 is the ambient-vapor mass fraction i," the surrounding medium.

Inserting Eq. (4) into Eq. (2), and using the relation rn = -paa at, resuls in two coupled eqautions

for the droplet temperature and radius. These equations have the forrn

82 3QcF 3( - To) C,(T - To) M2

at t4apC 4apC rn + ezp(mCP L/K) - I

L9a rn(6
at p

The beam irradiance F is given by the solution to the transport equation, which-due to the dependence

of the scattering and absorption coefficients on F-defines a nonlinea' transport problem

ENERGY DEPOSITION IN IRRADIATED DROPLETS

Equation (2) may be integrated term-by-term over the duration of the pulse and the volume of a single

' "plet to determine the distribution of incident beam energy into diVerent dissipative modes. This yields:

E ) + ,o•. o+ Fo) = E(", (7)

where E° 0)(i = H, V, C, S) gives the energy deposited in heating, vaporization, conduction, and drop shrink-

ing, respectively, and where Ep(O) is the energy of the pulse deposited in a single drop. In Eq. (7), we

have neglected the small contribution arising from the convection term. Integrating Fq. (7) over the v,-ume

swept by the beam, when the beam traverses a distance s, we get the energy balance equation for the laser

beam. In fractional form, it reads

Q1 + QV + Q +Q Q 1. (8)

Here Q, = E,/Er(i = If, V,C, S) gives the fraction ol the depobited beam energy. At a distance a from the

input plane, Er can he computed from the equation

E, =- E,, - f / ,)ddrJ F(r,t)dtdr, (9)
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where E0 is the initial energy of the pulse.

In Fig. 1, we show the contributions of the energy terms in Eq. (8) for the low flux case in which the

maximum value of the irradiance of a Gaussian pulse is 10 3 W/cm3. For the sake of completeness, we also

show in Fig. 2 the pulse irradiance as a function of the propagation iistance z and the time t. In Figs. 3

and 4, we present similar results for a higher flux case corresponding to FMAX = 10 W/cm2 .

CONCLUSIONS

In this paper, we have obtained solutions to the coupled system of droplet.beam equations, which are

valid for beams of moderate irradiance. The results of these calculations illustrate features of interest such

as punch.through and the significance of droplet vaporization. For the low flux case, as shown in Fig. 1,

the beam energy is depleted primarily by the droplet vaporisation process. For the high flux case, Fig. 3,

the beam energy essentially remains constant although droplet vaporization continues to be the dominant

process.

In future work, v e will extend these results into the regime whe -e convective vaporization and hydro-

dynamic effects must be included.
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ABSTRACT

The explosive vaporization of a single aerosol droplet by pulsed laser radiation is investigated. The conservation

equations for mass, momentum, and energy have been solved for the asymptotic case of Instantaneous heating and for

the more general case of finite laser pulse length. The solution diverges from the asymptotic case as the pube length
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becomes comparable to and geteatr than the acoustic transit time. Extreme cooling in some regions of the flow allows

the condensation of small clusters. The differential difference equations have been solved in conjuction with the

nansport model to show the effect of condensation on the flow.

INTRODUCTION

We are investigating the explosion of single water droplets by pulsed laser radiation. This process is important in

studying lawe" propagation through the atmosphere and laser processing of materials. In addition, a single droplet

intermting with intense radiation provides a good oppotunity to study droplet compositions, extreme thermodynamic

states, and states far from equilibrium. A survey of the current literarure shows that there is great interest, both

experimental and theoretical, in this problem. Recent papers which include a current literature review are (Chang et al,

1988) for experimental aspects, and (Carls and Brock, 1987) for modeling aspects.

First, we examine the asymptotic case of instantaneous heating. Then we relax the assumption of instantaneous

heating and show how the fluid motion changes as the droplet is subjected to pulses of various lengths and intensities.

Finally, we show how the motion is affected by condensation of the water into small clusters as the expansion

proceeds.

The conservation equations for mass, momentum, and energy govern the hydrodynamic response of the system. The

conservation equations are given in Figure 1, along with the heating source term used in subsequent calculations.

These have been solved using a Flux Corrected Transport numerical method (Book et a! (1982).) The droplet was

assumed to be much smaller than the laser wavelength, implying that the electromagnetic field is constant over the

droplet.

ASYMPTOTIC CASE

An asymptotic (numerical) solution has been obtained by using the limit of zero laser pulse length. This corresponds
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to the case in which the pulse is so short that no fluid modon occurs during the pulse. The pulse length required can be

determined by examining the dine required for a sound wave to traverse the droplet, the "acoustic transit time". This

characterbic tine is defined as the droplet diameter divided by the droplet soundspeed. The asymptotic solution is rich

in detsil because of nonlinearity and coupling in the conservation equations. Some regions of the flow manifest shock

waves, with associated shock heating. Other regions of the flow undergo rapid expansion and cooling. Strong cooling

allows the possibility of condensation.

The details of the asymptotic solution are described and discussed fully in (Carls and Brock. 1987). Briefly, and

referencing Figure 2. the fluid contains ree discontinuities, two shock discontinuities and the contact discontinuity.

The contact discontinuity is the interface between the between the water region and the surrounding ideal gas. It moves

radially outward as the explosion proceeds. One shock wave is located in the ideal gas region and faces outward. The

second shock is in the water region and faces inward, a "rear facing shock." The motion of ',oth shocks as viewed from

a stationary reference frame is radially outward. Radially inward of the water shock is a region of isentropic expansion

and strong cooling. Condensation occurs first in this region.

FINITE PULSE LENGTH

To investigate departures from the asymptotic case, the model was modified to accept finite laser pulse lengths. The

absorption coefficient was allowed to vary quadratically (see Figure 1) with density, following Zuev and Zemlyanov,

(1983). Simulations over a wide range of pulse lengths and intensities have been conducted. The conditions for this

series of calculations we given in Figure 3. Notice that the intensity varies inversely with the pulse length so that the

total energy of the pulse Is constant in each cue.

Figure 4 shows how varying pulse length affets the amount of energy absorbed by the droplet. The figure shows that

for pulse lengths less than about one tenth the acoustic transit time (ATT. 250 ps). the energy absorbed is

approximately constant. The energy absorbed under these conditions and the fluid flow that results are virtually

Identical to the asymptotic cue discussed earlier. As the pulse lengd. becomes comparable to and greater than the
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acoustic transit time, the energy absorbed by the droplet decreases. Thus, the hydrodynamics change and the flow

characteristics diverge from the asymptotic solution.

Figure 5 shows the location of the contact discontinuity, the interface between the water (vapor) and the surrounding

atmosphere, as a function of time fNr each of the different heating cases. This figure amplifies the conclusions from the

previous figure. For the shortest pulse lengths, the fluid flow is indistinguishable from the asymptotic case, and the

trajectory is identical in each case. As the pulse length becomes longer, the position of the contact discontinuity versus

time diverges from the asymptotic case. Thus, we see the very important role the acoustic transit time plays in

determining the nature of the solution.

The presence of small particles lowers the breakdown threshold of air under laser irradiation. One explanation for this

phenomenon has been that absorbing particles explode and shock heat the surrounding air sufficiently to cause

ionization (Steverding,1974). The asymptotic solution shows that the air surrounding the droplet is heated to very high

temperatures as it is shock heated by the exploding droplet. Thus, the results for the asymptotic case bear this theory

out- However, as the pulse length becomes longer but with the total energy of the pulse constant, the amount of

energy absorbed by the droplet becomes much less, and the maximum temperature to which the shock wave heats the

surrounding atmosphere is much lower. The results for the more realistic case of finite pulse length show that the

maximum air temperature is not high enough to cause much ionization, at least for the small droplets considered.

Therefore, enhanced breakdown most likely glguma through nonlinear absorption processes in the particle phase.

CONDENSAIION

Condensation in the flowfleld can significantly change the hydrodynamics through latent heat release and through

depletion of monomer to the condensed phase. The possibility of condensation has been included in the simulation by

solving the discrete growth/transport equations describing aerosol dynamics and convective transport of the aerosol

(lidy and Brock, 1970). The conservation equation for the number density of clusters containing " i " monomers is

given in Figure 6. The urs. on the right hand side of the equation ame: addition due to nucleation, adsition and loss
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respectively due to condensation, addition and loss respectively due to evaporation, gain due to coag ation, and loss due

to coagulation. Figure 7 shows the new equations of continuity and energy which contain source terns accounting for

monomer loss, and latent heat addition.

Figures 8 - 11 show the results of the condensation calculation. Figure 8 shows the location of the contact

discontinuity as a function of time for the condensing and the non-condensing cases. As can be seen from the figure,

condensation causes the overall motion to slow, and the contact discontinuity does not travel as far in the same amount

of time for the condensing case.

Figure 9 shows the variation in temperature for the condensing versus the non-condensing cases. Except in the high

temperature shocked region on the right, the greatest temperature difference occurs in the region of lowest temperature

(and highest supersaturation.) The condensation occurs most strongly in this region. In this region the temperature

difference between the condensing and non-condensing cases increases as the temperature decreases. The rise in

temperature is due to release of latent heat as the condensation proceeds. The shocked region on the right shows

seemingly anomalous behaviour. This region shows both high levels of condensation and lower temperature compared

to the non-condensing case. The high levels of condensation are due to the fact that the density in the shocked region is

high, and so the collision frequency is much higher in this region. The increased collision frequency causes a

condensation rate which is much higher than in the adjacent colder region, even though the supensauaidon in the colder

region is higher.

A possible explanation for the lower temperature in the shocked region is that because the overall effect of the

condensation appears to be a deceleration of the fluid, the water vapor in the shocked region is no( compressed and

heated to such a high degree. The velocity of the vapor colliding with the shocked region is lower, leading to lower

shock heating, and consequendy to lower temperatures in the shocked region.

Figure 10 shows the logarithm of the number density vesus radius at a particular time. As can be seen, the number

densities are very high, increasing with decreasing temperature as is expected, except in the shocked aegion where the
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number density is highest. Again, the higher number densities in dhe shocked region are due to higher collision rates

and therefore higher condensation rates in this region. Notice how the relatively small scale oscillations in the

temperature give rise to much larger perturbations in the number density.

Figure 11 shows the average cluster size in molecules versus radius at the same time level at Figure 10. The clusters

formed in the condensations are very small, with the size decreasing with decreasing temperature (and increasing

supersaturation.) The increase in the average size in the shocked region is because the supersaturation is lower in this

region, leading to a larger critical cluster size, and therefore to a larger average size.
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Induced turbulence in aerosol-loaded atmospheres.

Shirish M. Chitinvis

Los Alamos National Laboratory, Theoretical Division, MS P-371,

Los Alamos, New Mexico, 87545.

A) S.M. Chltanvis, Laser Induced turbulence in the atmosphere, submitted to Phys.
Fluids.

ABSTRACT.

We consider the effects of a pulse of radiation from a high energy laser beam on the

ambient turbulence that exists in the atmosphere. The atmosphere is considered as a

compressible, perfect gas being heated by the high energy laser pulse. We compute

correlation functions of the temperature In the isobaric regime, which is deemed the

most important for beam propagation. In this regime, the two-point correlation

function is changed by a multiplicative factor that grows exponentially in time while the

pulse is on. Empirical formulas permit us to connect temperature fluctuations which we

can compute to the the refractive index fluctuations of the atmosphere. These self-

induced refractive index fluctuations will be useful in studying the propagation

characteristics of high energy laser beams through the atmosphere.

I. Introduction.

In calculating the effects of a high energy laser beam propagating through the

atmospheie, phenomena such as thermal blooming are considered. 1 However, it is

customary to assume that the atmospheric turbulence remains unaffected by the high

energy laser beam. We shall show in this paper that high energy lasers with a

suficiently high flux F can modify the existing turbulence in the atmosphere.
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The problem of turbulence even without an external heat source is of course well known

to be quite complicated. 2 In order to make simplifying assumptions that permit us to

solve the problem within restricted regimes, we have identified three time scales of

interest.A) In the first case, the pulse length is shorter than the typical hydrodynamic

time for the disturbance to propagate across the beam diameter. Thus, only local heating

prevails, and the problem becomes quite simple. This Is the " t3 " regime referred to in

thermal blooming literature. 4 In this regime, the two-point temperature correlation

function is changed by a small additive term which is quadratic in time. In the second

regime, the pulse length is longer than the hydrodynamic time (but shorter than

thermal conductivity effects to set in), so that pressure equilibration is achieved, and

the process is considered to be isobaric. 3 In this regime, the temperature correlations

are changed by a multiplicative factor that grows exponentially in time. In the third

regime the pulse length Is longer that the characteristic thermal conductivity time, so

that thermal diffusion sets in and modifies the correlation function.

In section II we have developed the hydrodynamics to be used in the second time regime,

since it turns out that it is in this regime that the effects of the laser on the ambient

turbulence are-the largest.A)

Besides purely atmospheric absorption, it is possible that randomly distributed natural

and artificial aerosols can act as absorption centers, giving up part of their absorbed

energy to the air. This extra energy, added in a random fashion through the propagation

path can further enhance atmospheric turbulence. It is also possible that the addition of

absorptive gases to the atmsophere will perform the same task. In fact, It is conceivable

that such measures may induce turbulence to a greater degree than will "normal"

atmospheric absorption.
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Our results on induced turbulence suggest that the use of adaptive optics to correct the

distorting effects of atmospheric turbulence on a high energy laser beam is more

complicated than thought of before.

It is possible that in addition to general high energy laser propagation problems, our

results might also have relevance in lidar remote sensing applications, where high

energy lasers are utilized to maximize the return. 5

I1. The hydrodynamic model.

One generally computes correlation functions for the different hydrodynamic variables

in turbulence theory. In the present case, we present the following physical reason for

the existence of correlations between hydrodynamic variables. The atmosphere absorbs

energy from the laser beam in a spatially random fashion at the molecular level, or

there may be randomness in the structure of the beam. As time progresses, acoustic

waves spread out from these random centers. Interference between these waves will give

rise to correlations. We shall now compute ensemble averaged correlation functions.

We shall begin with the usual hydrodynamic equations for the atmosphere considert.d as

single component fluid, and then point out the justifiable simplifying assumptions made:

apoD = - V.( p V ) (2.1)

p ( o1u,3t + -V u ) = -VP + y1V
2 u (2.2)

p C ( 6T/t + %.V T )=-P V.u + KV'2 T + "t(r,t) (2.3)

4 (r,,t) = a( .) l(rT) (2.4)

where p is the density, t is the time, u is the velocity, P is the pressure. TI is the

viscosity, C is the specific heat at constant volume, K is the thermal conductivity, 91 is

the external heat source due to the incident laser, a(X) is the average absorption in the
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atmosphere per unit length (including the effect of absorptive aerosols or gases),

dependent on the wavelength X of the laser beam, and I is the incident flux (W/cm 2 ).

In order to make the problem of laser induced turbulence tractable, we shall first

assume that the incident pulse of electromagnetic radiation has a length tT > tp > thydro.

Here, thydro. = d/C, with d being the width of the laser beam (10cm to 100cm), c being

the speed of sound (3.3 x 104 cm/sec), so that thydro.~ 0.003 sec to 0.03 sec, and tT is

the thermal conductivity time. Starting with Eqn.(2.3), we define tT to be characteristic

time for conductivity effects to be established as:

IT - pO C d2 /K (2.5)

Setling Po - 10" 3 gm/cm 3 (density of air), d - 10-100cm, c - 2x10 3 erg/cm-sec-

K,5 we get tT - 20 to 2000sec. Hence, the conductivity term is ignored in Eqn. (2.3).

The pulse length is long enough for pressure equilibration to have occurred. For this

reason, in keeping with the conventional assumptions made in thermal blooming

calculations, 1 we shall choose the pressure P = Po the constant ambient pressure. For

computational purposes, we shall take tp to 10 -100 msec. The equations to be used in

this case are:

ap/at = - V.( p v ) (2.6)

p ( av/iai + . ) = 0 (2.7)

p C ( aT/o + .v T ) = -FP Vu- + "t(r,t) (2.8)

It may be seen from Eqn(2.2) that it is reasonable to define tvisc. the characteristic

time for viscosity effects to be established in air across the width d of the beam to be

tvisc. - pod 2 /T. Selling p0- 10"3 gm/cm 3 (density of air), d - 10-100cm, TI- 2.0 x

10-4 gm/cm-sec, 6 we find that -visc. - 10 3 sec. Since pulse lengths of high energy
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lasers are much shorter than this time, we shall ignore the viscosity term in Eqn. (2.2)

in this paper.

It is implicitly asumed that the laser beam does not deposit sufficient energy to generate

shock waves In the atmosphere.

In this paper, we explicitly ignore terms such as -V (1.E) [ n is polarization of the

fluid, and E is the electric field] which might appear in Eqn.(2.2). This is because we

have assumed that it it is the absorption of heat that is the dominant mechanism for

inducing turbulence in the atmosphere.

Another feature of Eqns.(2.6)-(2.8) is that unlike conventional treatments of

turbulence. 3 viscosity does not appear in them. This is because we are studying the

"transient" effects of the laser beam on atmospheric turbulence on the time scale of the

pulse length tp - 10 msec - 0.1 sec.

Ila. The Isobaric Regime (tT 3 tp 2 thydro).

This is the isobaric regime in which dissipative effects may be safely ignored.

Ila.1. Temperature fluctuations.

We shall calculate temperature correlations in this subsection.

Starting from Eqn. (2.8), it ;s easy to show that 3(r,r',t)=<T(r,t)T(r',)> satisfies the

following equation:

a3(r,r*,T)/on - [(y - I),Po] <[(r,t) + 9t(r',j)] T(r,T)T(r',T)> =

(2-y) [ <(V.iu)T 1"> + <(V'u ')'"> I +

- V-<vT> (2.9)
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where we have used the perfect gas law P0 = (R:4) p T and (R/V),Cv = (y-I). Here, la is the

molecular weight.

Since the laser beam (represented by 9t ) induces changes in the temperature

correlations and vice versa, we cannot decouple the third comrelations that occur in the

<(9t + 9t') T T'> term in Eqn.(2.9). There exists a formal solution to the problem, based

on techniques used in multiple scattering theory, where averages of products of random

variables have to be taken. This solution is sketched in reference A and is given by:

•3(r,r*,-c)/o - [(y - 1)/Po] ,(r,r',t) 3(r,r',t) =

(2-y) [ <(V.u)T T> + <(V'.i')T-'> 1 4

-V.<uTT> - V-<A'TT> (2.10)

where all the complications of decoupling the averages have been lumped into the "self-

energy" E . Note that we have not imposed translational invariance on the averages in

Eqn.(2.10), since it is obvious that the laser beam breaks this symmetry, at least in the

direction of propagation. As shown in reference A,

I(r,r',• - <[9t(r,t) + 9t(r',t)]> + <-9(rt) oJT 8C 91(r',t')>

- <9t(r,t)> .6V St' <9t(r',.t')> •- O( 9t3 ) (2.lOa)

We see that the self-energy is expressed as the sum of an average, a mean-squared

d6viation, etc. Since 91 can be expressed as the square of the electric field, it follows that

the self-energy is a function of second, fourth and higher order moments of the electric

field. For practical purposes, one may be restricted to looking at the lower order

moments alone. On an intuitive basis, one expects the higher order moments, such as the

mean squared deviation (the second and third terms on the right hand side of

294



Eqn.(2.10)) to become Important for longer paths of propagation, when the distorting

effects of turbulence on the beam profile become stronger.

As is usual in the theory of turbulence, we see that the second order correlations are

connected to the third order correlations. In Eqn.(2.9), a prime indicates the value of a

function at the point (r',t). In an effort to estimate the importance of third and higher

order correlations, we derived the dynamical equations for the third order correlations

<uTT'> and <(V.u)TT'>, neglecting fourth and higher order correlations. These equations

were derived using Eqn.(2.7) and Eqn.(2.8).

3<-Tr'>/k [(y-1-)/Po] E <'lT'> (2.11)

a<(-vx))lT'>// - [(Cr--)/Po] E <(V".i)T'-> (2.11 a)

The solutions to Eqns.(2.11) and (2.11a) are simple:

<v-'T'> l- I •>eq "

exp [ {(y--)!Po) 0 j t' " (r,r',c') 1 (2.12)

<(V.x)TT7'> - <(V-%)T-r'>eq

exp ( {(Q-1)/Po) 0 J S BT' E(r,r,') ]

(2.12a)

where the subscript eq denotes the equilibrium value of the correlation functions in the

atmosphere before the laser was turned on. The exponential dependence of the correlation

function in the presence of the laser is worth noting.

We may now substitute Eqns. (2.12) and (2.12a) in Eqn. (2.10) and solve the resulting

equation to get:
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3(rr,•')=• ,rO) exp ( {(y-1)iPo 0) o ' 0.I(r,r',') I + O " [ 8 T (r,r',t') - '(r,r*,T') I

(2.13)

where

3(r,r',0) = <T T'>Gq (2.14)

= 2(2-y) <(V-u)T T'>eq

exp ( {(y-),'Po) 0 Sr' 1(r,r',t) 1 (2.15)

and

= 2 V.[ <vT T'>eq

exp I {(C-I)/1P0 ) 01 S t8' (r,r',t') ) (2.16)

Equation (2.13), supplemen:(d by the definitions in Eqns.(2.14)-(2.16) represents

our approximate solution to the problem of laser induced turbulence in the atmosphere.

The main feature of Eqn.(2.13) is the exponential dependence on the heating source

term. This dependence indicates that as time progresses, the fluctuations grow

exponentially in time. It is as if a 'wave" of intense electromagnetic radiation came along

and swept up the the temperature fluctuations already existing in the atmosphere.

amplifying them. Of course, it should be remembered that for times longer than tvisc"

and tT our model is no longer valid.

The density and velocity correlation functions have been derived in reference A. And we

shall not discuss them here, as the effect of the laser is most pronounced on the

temperature, as compared to the other hydrodynamical variables.A)

I1l. Laser Beam Propagation Characteristics.
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We shall now concentrate on the isobaric regime which is accessible to high energy

lasers in terms of pulse lengths. We shall also show that the effect on the turbulence in

this regime can be significant, depending on the laser beam parameters. The wavelength

X of high energy lasers ranges from 0.25i.m to 10.61im. And correlations at those spatial

points separated by a distance of a few wavelengths will be important to the beam

propagation. The reason for this is that the phase of the incident laser beam (which is

given initially by exp(ik.r) ) will change in a distance the order of a wavelength, and it

is of interest to know if the refractive index of the medium changes on that length scale

as well (see the next section for the connection between temperature flucutations and

refractive index fluctuations). This argument is analogous to the one used in linear

propagation of laser beams through turbulence, 7 where it is assumed that in the limit

of geometric optics, only eddies with dimensions less than or ,r",Jal to the inner length

scale to are important for optical propagation.

Let us note the following identity:

< •-0') CT - 'I > eq 2 < ''- >eq - 2 <lT >eq (3.1)

= 4 < xTI" >eq (3.1a)

Now, when o >> I r- r'. - , where 10 is the inner length scale of the ambient

turbulence 3  < (u-u') (T - T')2 > eq - < u'Tr'>eq - I r - r'13  . Similarly, < V' x'T"T' >eq -

I r - r'1 3, V'-<u'TT' >eq - I r - r'12, while <TT'>eq - <T> 2.

For this reason, using Eqn.(3.1a), the third order correlations may be ignored in Eqn.

(2.19) when considering propagation of lasers operating in the micron wavelength

region. A reasonable amount of simplification is then introduced into the expression for

3:

3(r,r'.) - <TT'>eq exp i 0 ' f , (rr'. 1 (3.2)
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where

f(r,r',T) = {(y-1)/Po) 1(r,r',T) (3.2a)

In Eqn.(3.2), if we set T = 0 or I = 0(1 appears in f), we see that 3 =<l-T>eq.

Since <TT'>eq - <(ST-<T(T)>) (ST'+<T(T')>)>eq =<STST'>eq +<T(T)><T(T')>eq . It iS

reasonable to define the fluctuation function in the presence of the laspr source as

<ST ST'> = <6T 8T'>eq exp{ 0 J " Sr' f•(r,r', t') (3.3)

For the sake of definiteness, we note that <ST MT'>eq is given in the inertial subrange (1o < IT-Y'l

< Lo )by:3

<ST ST'>eq = CT2 FT-T'I? / 3 (3.4)

in the dissipative range. for i'-T'i<< 1o we have:3

<ST ST'>eq = I CT 2 /Io(4/ 3 ) ] (r-r') 2  (3.5)

Following the arguments given at the beginning of the section, Eqn.(3.5) is to be used in

Eqn.(3.3). Note that Eqns.(3.4) and (3.5) give approximately equal numerical values for the

fluctuations for Ir-r'l : 1o.

In Eqn(3.3). if we set T = 0 or I = 0 (1 appears in f), we see that <8T ST'> = 0. Also, when V = T'.

<ST ST'> = 0.

The right hand side of Eqn.(3.3) indicates the exponential way in which the ambient turbulence

is amplified when the laser beam is turned on. The amplification factor defined as

A = exP{0fj S8T' f(r,r,')} (3.6)

The factor A performs two tasks. First of all, it magnifies the turbulence to an extent defined by

the laser and medium parameters. Secondly, it defines the spatial profile (i.e. length scales) of
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the modified turbulence as well. As defined by Eqn.(3.3), the exponent in Eqn.(3.6) is basically

the sum of the powers of the flux absorbed at the two points r, r'. Now, as the beam propagates,

the refractive index fluctuations will create incoherence within the extent of the beam. This

incoherence is expressed for example by the mean-squared squared deviation in the intensity

that occurs in Eqn.(2.2b). This incoherent pattern will be impressed on the temperature (or

equivalently refractive index) fluctuations through Eqn.(3.3). Therefore, the typical length

scales of these patterns will also be reflected in these fluctuations. If these length scales are

smaller than 10 , the inner scaie of the Kolmogorov spectrum, they could dominate the behavior

of the beam. As a zeroth order approximation (ambient turbulence), the coherence length is8

Pcoh. - I Cn 2 (21-z/X) 2 13/5, where Cn 2 is the structure constant of the refractive index

fluctuations, z is the propagation distance, and ). is the wavelength. For Cn 2  10.15 m-2/ 3 , X

- 10.6gm, z - 1km., Pcoh - 1001im << Io - lmm. The implication then is that such small

scale fluctuations may appear in a full-fledged calculation of the propagation of the laser beam.

The change in the beam profile due to thermal blooming wi!l be superposed on the scintillations.

We will now estimate the order of magnitude of A for two different cases. For simplicity, we

shall consider a beam that is uniform in both space and time and assume that E is given by the

incident flux itself. As an example, we find that at X = 10.6gm, with lp = 10rmset, c., 0.0003

m- 1 , Po= 105 N/m 2 , I = 108 W/cm 2 ,we get A - e.

Similarly, at X - 3.8p.m, tp - 1gisec, a - 0.045 km" 1 , with Po . 10 5 N!m 2 , I - 108 W/cm 2

. A - 1.001. On the other hand, we could artificially increase a by adding an absorptive

substance which might increase the absorption in air by a few orders of magnitude. In this case

A >>1.

IV. Connection with the refractive index fluctuations.

There is a simple empirical relation between refractive index fluctuations and tenporature

fluctuations which holds under ambient atmospheric conditions: 9
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< 8n an'> - 8 < 8T ST' > (4.1)

where B is a constant.9 We shall now assume that the same relationship holds when the laser is

turned on.

It then follows from Eqn.(4.1) that

< 8n n' > - <8n S'nb >eq [ < 8TT >S/T <ST' 8eq > (4.2)

- c Sn Sn' >eq A(r,r',t) (4.2a)

where A Is given by Eqn.(3.6).

Equation (4.2a) can be used In studying the propagation of laser beams, as it is this quantity

that appears in most formulations of laser beam propagation through turbulence.

Our main concern with the use of Eqn.(4.1) is that we do not know Its validity when an external

heat source is turned on. But in the absence of better experimental data, we shall persist In

using Eqn.(4.1).
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V. Conclusions.

We have investigated the effect of high energy-lasers on ambient turbulence. Two.point

correlation functions for the temperature were calculated in the isobaric regime. The effect of

the laser, treated as a heat source, is most pronounced on temperature correlatiors. The

correlations, such as the density and velocity correlations have been been derived in reference

A. We have argued that the isobaric regime is the most important as far as the beam propagation

is considered.A)

It is possible that the predictions of our theory may be checked experimentally.

Efforts are under way to calculate in a self-consistent fashion the effects of induced turbulence

on a high energy laser beam propagating through the atmosphere. In this way we shall quantify

further the discussion in section III.
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IV. WORKSHOP: HANDLING INDIVIDUAL PARTICLES
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OPTICAL LEVITATION OF SINGLE PARTICLES

Thomas R. Lettiqri
National Bureau of Standards

Gaithersburg. MD 20899

ABSTRACT

Experimental techniques are presented for optically levitating single
particles using laser radiation pressure.

INTRODUCTION

The acceleration and trapping of single microparticles by laser
radiation pressure was first demonstrated by Ashkin in 1970 [I]. By
focussing a CW laser beam onto single microspheres in liquid suspension,
he was able to move dielectric particles along the beam axis and trap them
between two counterpropagating laser beams. Since then. he and other
researchers have been able to optically levitate many types of particles
including liquid droplets (2], solid microspheres [3], bubbles and
microballoons [4], multiplets [5] and, more recently, live viruses and
bacteria (6]. Various geometries have been used in these experiments.

Optical levitation of single microparticles has several advantages
over other levitation techniques such as electrostatic, electrodynamic, or
radiometric suspension: (i) optical levitation is simple and uses little
equipment; (ii) uncharged particles can be levitated; (iii) a wide range
of diameters can be suspended; (iv) multiplets, assembled from single
particles, can be levitated; (v) several individual particles can be
stably levitated simultaneously; and (vi) particles can be stably trapped
for many hours or even days. Optical levitation also has its limitations:
(i) in general, only transparent or weakly absorbing particles can be
stably suspended (metallic particles, for example, are not easily
levitated); (ii) the upper size limit is about 50 um in diameter; (iii)
the particles usually sit in an intense electric field, which can cause
problems with data interpretation; (iv) an optical trap is not strong
enough to hold a particle in even a moderate gas-flow field; and (v)
optical levitation requires the use of a relatively expensive laser (such
as an argon-ion laser).

The present paper is intended to give some helpful, practical tips
for optically levitating microparticles of different types. Topics
considered include the use of vertical and horizontal laser beams,
techniques for getting the particles into the laser beam, levitation of
multiplets, and stabilization of particle motion by opto-electronLc
feedback circuitry.

OPTICAL-LEVITATION GEOMETRIES

Many types of optical-levitation geometries have been developed, each
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having certain advantages and disadvantages. In general, an optical trap
can be classified as; single or double beam; vertical or horizontal beam;
and weak or strong focussing. There are also some specialized traps such
as the gradient-force and the fiber-optic traps.

Single Vertical Beam

The simplest optical-levitation trap uses one focussed laser beam
directed vertically upward (Figures 1 and 2). Here, the upward radiation-
pressure force is balanced by gra.vity so that the particle sits in stable
equilibrium either above or below the focal point [7].

Ashkin, Dziedzic, and others (8] have shown that a microsphere with
refractive index greater than the surrounding medium will be trapped
laterally by a force gradient across a laser beam having a TFMoo
(Gaussian) intensity profile (Figure 2). These forces bring the particle
into the center of the beam where the net lateral force is zero Thus,
the microsphere sits in a potential well which, for a transparent particle
in the proper size range, is stronger than the Brownian-motion and thermal
forces on the particle. For a microsphere with refractive index less than
the medium, say a microballoon or a bubble, the lateral forces of a TEMoo
profile will kick it out of the beam; in this case, a.TEMol* ("donut")
laser mode can be employed [8].

A particle in a single-beam vertical t:ap can be stably suspended for
many hours and can be easily manipulated by moving the focussing lens up,
down, or side-to-side.

Double Horizontal Beams

In a double-beam optical trap, two laser beams are horizontal and
counterpropagating; the particle will seek a stable equilibrium point at
which the horizontal radiation-pressure forces cancel (9]. The particle
is balanced upward against gravity by the gradient force across the
Gaussian intensity cross-section of the TEMoo beams [9]. A typical
double-beam trap is shown in Figure 3. Here, the particle can be moved
side-to-side by varying the intensities of the two beams; this is done
using the variable beamsplitter. In this manner, the particle can be
positioned for subsequent observation and analysis at the focus of a
collection lens [10].

Gradient-Force Trap

A new type of optical trap, the gradient-force trap, uses
a very strongly focussed laser beam which propagates downward [11]; the
upward force of the strong intensity gradient balances the downward force
of gravity (Figure 4). The advantage of this optical-levitation scheme is
that absorbing particles can be trapped; however, the particles must be
very small, on the order of a few nanometers. Ashkin and Dziedzic have
used the gradient-force trap to catch and hold live viruses and bacteria
for many hours of observation [11].
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Fiber-Optic Trap

Pocholle et al. demonstrated that microparticles can be stably
levitated above the end of an optical fiber by the radiation pressure of
laser light transmitted through the fiber [12]. One advantage of this
type of trap is that the optical path can be very complicated since the
fiber is flexible. Thus, a microparticle can be levitated in normally
inaccessible places :12].

EXPERIMENTAL CONSIDERATIONS

In this section, various experimental parameters and conditions for
stable optical levitation are considered.

Particle Characteristics

M In general, the particle must be made of a transparent or
very weakly absorbing dielectric material, otherwise the particle will
rapidly heat up and become unstable in the intense electric field of the
laser beam. Examples of suitable matLrials are: optical-qualicy glass
and quartz, polystyrene, silicone oil, glycerol, DOP. DBP, and DBS. The
particle should be free of inclusions and surface contamination and should
be as homogeneous as possible. Exceptions to this are the gradient-force
trap, which has been used to stably levitate absorbing particles that are
very small, and the "dnnut mode" trap, which has been used to levitate

metal spheres.

Size For most optical traps, the size range for stable optical
levitation is about 5 to 50 tim in diameter. At the lower size limit,
Brownian motion tends to push the particle out of the beam, while at the
upper size limit the particles are too massive for stable levitation.
With the gradient-force trap, very small particles of a few nm can be
levitated [111.

Laser Characteristics

y The most common laser for optical-levitation purposes is the
argon-ion laser, used either at the green or the blue wavelengths.
Typical laser powers are on the order of 50 mw to 1 W. At low power, the
particle will come to equilibrium close to the beam focus, so that the
incident laser intensity varies greatly across the particle. [The extreme
case is a "speared" particle which sits right at, and is much larger than,
the beam focus]. At high laser power, the particle sits far from the
focus, and the Incident field is more uniform across the particle. The
latter situation is better when comparing experimental data with
theoretical calculations since the incident light more closely
approximates a plane wave.

Other types of lasers have been used for optical levitation; the
main requirement is that the power be sufficient to levitate the desired
type of particle. For example, a copper vapor laser would be a good
substitute for an argon laser, while a helium-neon laser would not. Both
YAG and nitrogen lab., have also been use" to stably levitate particles.
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Transverse Mode As noted earlier, the TEMoo (Gaussian) mode is used
with solid particles, and the TEMol* ("donut") mode is used with hollow
particles.

Focussing The laser beam can be focussed with any positive lens
having focal length from a few mm to a few cm. All else being equal, the
stronger the focussing the stronger the trap; an f/number too large may
result in a trap which is too weak to stably levitate the particle. Good
choices for lenses are 5X and lOX microscope objectives.

Optical Cell

Stable optical levitation requires an optical cell to minimize air
currents. A simple six-sided glass cell is sufficient; it could be made
from glass microscope slides, or it could be a cuvette or other off-the-
shelf optical cell. Absorbing materials should be avoided especially at
the laser-beam input and output faces, since they can heat up and cause
problems with thermal convection. A typical optical cell is shown in
Figure 5.

LEVITATION OF DROPLETS, SOLID PARTICLES, AND MULTIPLETS

The experimental techniques for handling droplets, solid particles,
and multiplets are somewhat different from each other.

Droplets

The easiest type of microparticle to optically levitate is a droplet.
It can be generated by an atomizer, a Berglund-Liu aerosol generator, or
other devices which can generate polydisperse or monodisperse droplets.
After the droplets are produced, there must be some way to get them into
the optical cell: a 1/2 to 1 mm hole in the top of the cell works fine.
A funnel can be used to guide the particles through the hole and into the
laser beam. In general, many droplets will fall through the hole; with
some luck and skill, only one can be trapped. [If several are caught, all
but one can usually be removed by momentarily interrupting the beam]. To
minimize air currents, the hole should be moved out of the beam after the
particle has been trapped; a sliding top works well for this purpose
(Figure 5). Also, with atomizers there is little control over the size of
the particle that will be trapped. Thus, some means for sizing the
levitated droplet must be available, for example a microscope with a
calibrated eyepiece reticle. The spacing of the Mie fringes at 90 degrees
can also be used for this purpose (Lettieri, et al., Ref. 2].

A final consideration for droplets is that they must be slowly
evaporating; that is, they must have a high vapor pressure. Rapidly
evaporating droplets change size too quickly to come to stable
equiliorium. Therefore, liquids such as water and most alcohols should be
avoided unless some provision has been made to control the atmosphere, for
example by supersaturation. Usable liquids include silicone oil,
glycerol, index-matching liquids, DOP, DBP, DBS, and other clear, heavy
oils.
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Solid Particles

Solid particles can be launched into the laser beam by several
techniques. The simplest method, shown ii! Figure 6, is to sprinkle the
particles through a hole in the top of the optical cell using a "salt
shaker" [10]. One drawback of this approach is that, since many particles
fall through the hole, more than one particle will usually trap in the
focussed beam. If this occurs, the extra particles can be removed by
momentarily interrupting the beam until only one particle remains, as
noted earlier. The other drawback of this approach is that there is no
control over which particle levitates with regard to its size, sphericity,
or surface quality.

To eliminate these drawbacks, a more sophisticated particle-launching
procedure uses a piezo-electric or acoustic vibrator to shake the
particles off the bottom of the cell (131. Figure 7 shows the piezo-
electric version of the vibration scheme. The procedure for trapping a
particle with this arrangement is as follows. First, the optical cell is
scanned horizontally until the desired particle is located (proper size,
shape, cleanliness, etc.). Then, this particle is moved into the laser
beam, and the focus brought down until It is just above the particle. The
piezo-electric transducer is then "chirped" quickly through a range of
frequencies (typically a few tens of kHz) in order to pop up the chosen
particle. It should then trap at its equilibrium point, and the beam
focus can be moved upward to its orginal position.

The above experimental considerations hold for solid particles,
although they are still valid for hollow microballoons if a TEMol* laser
mode is used.

Multiplets and Aspheres

Ashkin and Dziedzic have assembled and levitated various types of
multiplets and aspheres including doublets, triplets, spheroids, and
spheres-within-spheres [14]; some of these are shown in Figure 8. The
reader is referred to Reference 14 for details on how these particles are
made by combining single microspheres and droplets.

FEEDBACK STABILIZATION OF LEVITATED PARTICLES

A microparticle in an optical trap undergoes Brownian motion which,
if strong enough, can kick the particle out of the beam. Even if these
forces are not strong enough, the particle may still bounce around too
much for close observation and/or analysis. Thus, it is often desirable
to stabilize a levitated particle by some means. For this reason, Ashkin
and Dziedzic [15] designed an electro-optical feedback system which
controls the laser intensity such that a levitated particle is locked in a
fixed position (Figure 9). Briefly, the particle is imaged onto a split-
field detector; the differential signal from the detector is amplified
and fed to an electro-optical modulator which controls the laser
intensity. If the particle drops, the intensity increases to raise it.
Conversely, if the particle rises, the laser intensity decreases. There
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is also a time-derivative term in the amplifier to dampen the particle
motion. Note that this system appears to only lock the longitudinal
position of the particle (along the laser-beam axis). However, the
transverse position (across the beam) is also locked since transverse
motion of a particle in a Gaussian beam is always accompanied by
longitudinal motion (see Figure 2). With a feedback stabilization system,
particle position can be fixed to better than 1 um (15].

APPLICATIONS

The main application of optical levitation has been in high-
resolution particle sizing using various light scattering techniques,
primarily resonance light scattering (RLS). The RLS technique makes use
of the sharp morphological resonances which occur in Mie scattering as a
function of wavelength [16]. Single wicrospheres can be sized to better
than 100 ppm using RLS, while size changes can be detected at the 10 ppm
level (16]. In particular, the evaporation rate of levitated droplets has
been accurately measured using RLS [17, 18]. Resonance light scattering
has also been applied in measuring an accurate mean diameter for an
ensemble of microspheres, although these were in liquid suspension rather
than optically levitated [19].

High-resolution measurements of refractive index can also be made
using RLS from optically levitated droplets. By matching experimental and
calculated resonances, Chylek, et al. have simultaneously determined the
refractive index and diameter of silicone oil droplets to better than 50
ppm [20].

Finally, Raman spectroscopy has been done on optically levitated
particles, both solid microspheres [10] and liquid droplets [21,. One
reason for levitating particles in spectroscopic applications is to keep
them away from the substrate in order to avoid spurious effects such as
particle deformation, Raman scattering and fluorescence from the
substrate, and coupling of scattered light between the particle and the
substrate (21]. Although other levitation schemes can be as effective
for spectroscopic purposes, optical levitation has at least one major
advantage, namely that the same laser beam which suspends the
microparticle can also be used to excite the Raman spectra. Because of
the high sphericity of optically levitated droplets, inelastic light
scattering spec.tra -how the same morphological resonances as do elastic
Mie scattering spectra [10, 21]. However, Raman spectra of nonspherical
microcrystals do not contain morphological resonances; these spectra are
identical to that of the bulk material [10].

CONCLUSION

Optical levitation can be used to suspend single particles of many
different types using relatively simple equipment. It has certain
advantages over other aingle-particle suspension techniques, although its
limitations preclude its use in some cases, especially where the particle
is highly absorbing or is in a strong gas-flow field. Despite these
shortcomings, optical levitation should find increasing application in
experiments where a single, motionless particle is required.

310



REFERENCES

[1] A. Ashkin, Phys. Rev. Lett. 2A, 156 (1970).
[2] A. Ashkin and J. Dziedzic, Science 117, 1073 (1975);

T.Lettieri, W. Jenkins, and D. Swyt, AppI. Opt. 2&. 2799 (1981).
(3] A. Ashkin and J. Dziedzic, Appl. Phys. Lett. 12, 283 (1971);

A. Ashkin and J. Dziedzic, Appl. Phys. Lett. 21. 333 (1976);
G. Roosen, Can. J. Phys. 57, 1260 (1979).

[4] A. Ashkin and J. Dziedzic, Appl. Phys. Lett. 2A, 586
(1974).

[5] A. Ashkin and 3. Dziedzic, Appl. Opt. 12, 660 (1980);
A. Ashkin and J. Dziedzic in "Light Scattering by
Irregularly Shaped Particles", D. Schuerman, ed. (Plenum Press,
New York, 1980).

[6) A. Ashkin and J. Dziedzic, Science M3, 1517 (1987).
(7] A. Ashkin and J. Dziedzic, Appl. Phys. Lett. 2A, 586 (1974);

G. Roosen, Can. J. Phys. 57, 1260 (1979).
(8] A.. Ashkin, Phys. Rev. Lett. 24, 156 (1970); A. Ashkin,

Sci. Amer. 22=, 63 (Feb. 1972); G. Roosen and C. Imbert,
Opt. Comm. 2&, 432 (1978).

[9] G. Roosen, Opt. Comm. 21, 189 (1977).
(10] R. Thurn and W. Kiefer, Appl. Spec. U8, 78 (1984).
[11] A. Ashkin, J. Dziedzic, J. Bjorkholm, and S. Chu, Opt.

Lett. 11. 288 (1986); A. Ashkin and J. Dziedzic, Science
23, 1517 (1987).

(12] J. Pocholle, et al., Appl. Phys. Lett. 45, 350 (1984).
[13] R. Thurn and W. Kiefer, Appl. Spec. U8, 78 (1984); A.

Ashkin and J. Dziedzic, Appl. Phys. Lett. 12, 283 (1971).
[14] A. Ashkin and J. Dziedzic, Appl. Opt. 12, 660 (1980).
[15] A. Ashkin and J. Dziedzic, AppI. Phys. Lett. 30, 202

(1977).
[16] See for example: A. Ashkin and J. Dziedzic, Phys. Rev.

Lett. U8, 1351 (1977); P. Chylek, J. Kiehl, and M. Ko,
Phys. Rev. A 18, 2229 (1978); R. Benner, P. Barber, J.
Owen, and R,. Chang, Phys. Rev. Lett. 4A, 475 (1980); A.
Ashkin and J. Dziedzic, Appl. Opt. 2a, 1803 (1981).

[17] K. Fung, I. Tang, and H. Munkelwitz, AppI. Opt. 26, 1282
(1987).

[18] T. Lettieri, W. Jenkins, and D. Swyt, Appl. Opt. a0, 2799
1981).

[19] T. Lettieri and E. Marx, Appl. Opt. 25. 4325 (1986).
(20] P. Chylek, at al. Appl. Opt. 2Z, 2302 (1983).
[21] T. Lettieri and R. Preston, Opt. Comm. 54, 349 (1985);

R.Preston, T. Lettieri, and H. Semerjian, Langmuir 1, 365
(1985).

311



FIGURE 1. LEVITATED DROPLET. Photograph of a
liquid droplet levitated on a vertical laser beam.
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AEROSOL JET ETCHING OF FINE PATTERNS

Y. L. Chen, J. R. Brock and I. Trachtenberg
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University of Texas, Austn, Texas 78712

ABSTRACT

Successful demonstration of a new etching technique, aerosol jet etching (AJE), is reported. AJE has been

used to pattern fine lines with good anisotropy in silicon dioxide surfaces on silicon substrates using an hydrofluoric

acid ultrafine aerosol jet.

INTRODUCTION

In aerosol science there has long been an interest in the interactions between aerosol particles and surfaces,

as evidenced by numerous studies in filtration, impaction, lung depsosition, atmospheric dry deposition, etc.

However, in most cases, the particles considered in these applications have been chemically inert with respect to the

surface mterial. There appear to be no reference; in the literature to investigations of interactions he!ween highly

reactive particles with surfaces. We have recently initiated studies of the interaction of highly reactive particles with

surfaces with the applization in view of producing fine patterns on the surfaces. Such patterning is commonly

referred to as "etching".

Etching is an important process that is repeated several times during the fabrication of integrated circuits.

Present etching technology includes "wet chemical etching" and "dry etching". Conventional wet etching is carried

out by dipping devices to be etched in a bath of an ctchant liquid, such as, for example, aqueous hydrogen fluoride

solutions for etching silicon dioxide. Dry etching methods include plasma etching, reactive ion etching, ion beam

milling, etc. These technologies each have their particular limitations 1' 2 . We have demonstrated a new etching

technique, "aerosol jet etching" (AJE), which has been used to pattern fine lines in silicon dioxide surfaces on silicon

substrates using an hydrofluoric acid aerosol jet. This new technique overcomes some of the limitations found in

present etching technologies.

DESCRIPTION

Aerosol jet etching (AJE) wa. conceived as a technique which might have the potential for combining in

one method the high selectivity of wet etching processes with the high degree of directionality (anisotropy) found

with plasma etching or ion beam m'illing methods, but without some of the disadvantages of these methods1 ,2. The

bas•c ideas in ME are illustrated in Fig. I. An aerosol is generated by mixing an etchant vapor with an inert gas so

as to bnng about homogeneous nucleation of fine etchant particles. After nucleation and particle growth, the

gas-particle mixture is then expanded into a partial vacuum (I - 50 torn) through a nozzle. Because of their telatively
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small mass, the gas molecules are scattered by collisions with the background gas molecules in the etching chamber

and removed by pumping. The aerosol particles (,ypically 0.05 - 0.2 fIn in diameter) are much more massive than

the gas molecules and hence are largely unaffected by collisions with the background gas molecules over a substantial

distance (several centimeters, depending on pressure). In this manner, a beam of energetic ultrafine particles can be

directed onto a substrate to be etched. The etching reaction proceeds immediately after a particle hits the substrate.

Etching rate can be controlled by adjusting the many l.rocess variables, such as particle size and concentration,

substrate temperature, etc. While simple in outline, AJE involves many complex phenomena, including nucleation

and particle growth processes, particle transport in compressible flow, and the impact, evaporation, and reaction

processes of the ultrafine particles at the substrate surface. These last have hardly been explored in the literature,

RESULTS

In our first application of the AJE concept, we have investigated etching of silicon dioxide films (thermal

oxide and phosphosilicate glass) on silicon with ultrafine aerosol consisting of the 38.2 weight % azeotrope of

hydrofluoric acid. Both polymer photoresist and aluminum masks were used. In the course of this exploratory work.

a number of process variables were studied, including chamber pressure, substrate temperature, carrier gas flow rate.

and nozzle size and configuration. We discuss here only two important variables -- etching chamber pressure and

substrate temperature.

As a first ;tep, it was determined from a number of trials that a jet of a vapor mixture of water and HF

impinging on SiO 2 surfaces in our system produced completely negligible etching rates. Therefore, all etching

phenomena produced in our experiments can only be due to contact of liquid particles with SiO 2 . In order for this

contact to occur, a necessary but not sufficient condition is that particles have sufficient inertia to impact on the

surface and not be deflected substantially by the motion of the host gas. This impaction process has been extensively

studied in the context of particle collection and classification by instruments termed inertial impactorse.g-3, 4 . The

efficiency with which particles of diameter D and mass density p in a directed jet impact on a surface is dependent on

a number of parameters including Re the Reynolds number and Ma the Mach number of the jet leaving the nozzle, T1

the ratio of the downstream stagnation pressure to the upstream pressure, v ratio of the nozzle diameter to the

distance of the impaction surface from the nozzle exit, and the so-called Stokes number, Stk: Stk - pUD2 C/18pdn.

where U is the jet velocity, dn the nozzle diameter, pz the viscosity of the gas in the jet, and C the Cunningham slip

correction factor. Under our operating conditions, the ratio Yl of downstream stagnation pressures to upstream

pressure is small, generally less than 0.1. We determined experimentljy also that the flow through the nozzle is

choked and therefore, Ma - 1,0 . With decreasing particle size, represented nondimensionally by StkI12 , the

pressure ratio 71 must decrease in order for Impaction to occur, This is well illustrated from our experiments by Fig.

2 showking etch depth in lgm for I minute etching time of thermal silicon dioxide as a function of etching chamber
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pressure. The aerosol chamber pressure was constant at 700 torr. As can be seen, at an etching chamber pressure of

200 torr for a I minute etch the etch depth is small and is evidently decreasing to zero. Therefore at etching chamber

pressures somewhat above 200 tort no etching would occur because the particles are unable to impact on the SiO2

surace. From the data of Fig. 2, and other similar data, it is possible to estimate the upper bound diameter of the

particles in our etching experiments. For the experimental conditions of Fig. 2, the diameter of the largest particle

that impacts on the substrate surface is around 0.2 Wim. This maximum diameter is also confirmed from estimates

based on the theory of homogeneous nucleation and particle growth.

A necessary condition for etching to occur in the AME process is particle impaction. However, impaction

of a particle does not necessarily imply that the particle adheres to and wets the surface; it is, of course, the

liquid-solid reaction that is responsible for etching. Therefore, it is first necessary that an impinging particle not

"bounce off" (reflect from) the surface; it is common experience in impactor operatione-g- 5 that bounce off is not an

important factor in deposition for liquid particles. An additional condition is that the temperature of the impaction

surface be below the the so-called "Leidenfrost point"e.g.6 . Above this point, evolution of vapor from a particle is

sufficiently rapid that a vapor barier is created preventing the drop from wetting thc surface. The Leidenfrost point is

dependent on the temperature of the surface, the properties of the drop, and the properties of the surface, among other

factors. However, the available information in the literature does not deal with the behavior on a heated surface of

such small, energetic particles as used in this study. In any event, our experimental observations show that surface

temperature is a critical variable in determining etch rate. In our experiments we were only able to control the

substrate temperatuc; we have not measured surface temperatures at the point of impact of the particles. Fig.3

shows etch depth in pmi in thermal silicon dioxide as a function of etch time in minutes at a chamber pressure of 35

torr with substrate temperature as parameter. It is clear that etching rate is critically dependent on the substrate

temperature.

Immediately before the azeouope particles, travelling at a substantial fraction of sonic velocity, hit the

surface, their temperature is in the range 243 - 263K. If the particles wet the surface, isoWled particles of diameter in

the range 0.05 - 0.2 pim have thermal relaxation times of the order of a nanosecond or less, and evaporative lifetimes

of the order of microseconds to milliseconds, depending on their temperature. With the assumption of adherence and

surface wetting, from estimates of ranges of particle number concentration in the jet, the jet velocity, the evaporative

lifetime, and particle size, it is possible to estimate the fraction of the impaction surface covered by particles at any

instant. For our experiments, this fraction is estimated to be in the range 0.01 - 1.0, with the lower figure being

typical for the smallest particles at the higher surface temperatures. Surface coverage above 1.0 is possible; this can

occur at surface temperatures sufficiently low to permit particle coalescence on the surface and formation of liquid

films. If liquid films form in AJE, one has amrost a conventional wet etching process with consequent loss of

anisotropy in etching. This leads to our experimental observation that higher degrees of anisotropic etching in ME

are achieved when the surface coverage is less than or equal to 1.0 . The nearer to 1.0, the faster the etch rate.

Therefore, control of etching chamber pressure, surface temperature, particle size and mass flux is important in

317



implementation of a rapid, anisotropic AJE process.

Fig. 4 shows a sequence of micrographs of etching of 0.9 ;Lm I'SG (10 tool% P2 0 5 ) on silicon substrate

using an aluminum mask pattern for various etching times. The rust micrograph shows the typical cratered surface

found with AJE; such paterms are also found in etching thermal silicon dioxide. These craters am not produced by a

single particle, since the particle diameters we at least an order of magnitude smaller than the typical crater diameter.

We believe that craters are formed by a process involving initial rapid etching of certain preferred sites on the surface.

These sites become the centers for preferential accumulation of impacting particles, leading to rapid crater growth.

Finally, as shown in the last two micrographs in the sequence, the craters begin to coalesce and finally disappear

exposing the underlying smooth silicon surface. In the final micrograph, the anisotropy is estimated to be around

0.7 (maximum anisotropy possible is 1.0). Fig. 5 shows an example of a fine line etch pattern produced by AlE on

PSG on silicon.

Aerosol jet etching (ALE) is a novel technique which may combine the high selectivity of wet etching with

the fine line anisotropic etching capability of some of the dry etching processes, but without some of their

disadvantages. AlE significantly reduces the volume of environmenualy hazardous waste products and results in no

radiation damage. Already we have demonstrated that AME is successful in fine line etching of silicon dioxide % ith

reasonably good anisotropy, which, based on our present understanding of the process, we believe may improve with

etch depth. AJE may therefore become of interest in the developing trench device technology. We are now

investigating the application of ATE to other etchants and surfaces. In addition to the applications noted here, the

phenomena observed in AIE are of fundamental interest and may have applications outside of fine line patterning,

such as in machining, surface decontamination, etc.

ACKNOWLEDGMENT

We thank M. Schmerling for his generous assistance with SEM. This work was supported by the Texas

Advanced Technology Research Program. We (I.T.) acknowledge the support of Texas Insrumrents Incorporated.

REFERENCES

I. Thin Film Processes ,W. Kern and J. L. Vassen, eds. (Academic, New YorkL197S).

2. C. M. Melliar-Sinith, J. Vac. Sci. Technol.13,1008(1976).

3. V. A. Marple and C. M. Chien, Environ. Sci. Technol. 14,976 (1980).

4. P. Biswas and R. C. Flagan, Environ. Sci. Technol. 18 , 611 (1984).

5. Y.-S. Cheng and H..C. Yeh, Environ. Sci. Technol. 13, 1392 (1979).

6. A. A. Mills and N. F. Sharrock, Eng. J. Phys. 7,52 (1986).

318



F - -'.10 am

-- ,-. m11. Oh m&

S..',i. OHNOW
1.~~v PfPJ "

Fig- I Scherumic diagrnm of aersol jet etching (AM) system.

06'

04.

03

0.2

0.A

00,
0 100 200 300

ETCHING CHAMBER PRESSURE (1oat)

Fig. 2 Etch depth in thermal silicon dioxide ve•sus etching chamber pressure for I minute etch

time Etching conditions: Silicon substrate, temperatum. 30
0

C; Carrier gas flow raue.790 cc/min.

06,

I .-6- TOROp 40 C

04, 41- etuRV 50C

jo0.3
02 

/

S01

00
0 2 4 6 8

ETCH TIME (min)

Fig 3. Etch depth in thermal silicon dioxide versus etch time with substrate temperature as

paramctcf. Etching condiuons: Etching chamber pressure. 35 tofr; Ccarier gas now rate, 790

cc'rrun

319



C 4

oo

320

F onJ



V. OPTICAL PROPERTIES OF AEROSOLS

321



Blank

322



STATUS OF THE MICROWAVE SCATTERING FACILITY (MSF) UPGRADE

R. T. Wang

Space Astronomy Laboratory, University of Florida
1810 NW 6th Street, Gai'esvJlle, FL 32609

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION AND PRESENTATIONS:

A) R. T. Wang, "The Microwave Scattering Facility (MSF)," in Proceedings of the 1986 CRDEC
Conference, R. Kohl. ed. (in press).

B) R. T. Wang, "Findings Through MSF Upgrade," Presented at the 1987 CRDEC Conference (June
1987).

ABSTRACT
This paper summarizes the status of the Microwave Scattering Facility (MSF) upgrade in

terms of improved efficiency, accuracy and versatility of measurement operations. Emphasis was
on Identifying all factors which affect measurement, precision and accuracy. For example, the
scattering chamber's temperature fluctuation was confirmed to be a major drift error source due
to the uneven expansion/contraction of two wave paths - via waveguide and via free space - and
hence the work done on the judicious readjustment of waveguide path lengths, circulation of
water over extended lengths of pipes which are in thermal contact with the waveguldes,
minimizing microwave leaks and insulation of waveguides, use of new programmable microwave
sources for monitoring the outcome, etc. The upgrade is not yet fully completed, but the major
results to date are presented and discussed as they affect the measurements.

UPGRADING THE MSF AND THE FINDINGS

As reported previously (Ref.7), the remarkable advantages of the microwave technique over

other optical methods lie in the precise controls/uses of the following critical factors in

studying a single-scattering process:

1. Particle size (or the size parameter x-2wa/A, a-radius, X-wavelength).

2. Target shape (single particle or agglomerates).

3. Orientation/position of particle in the beam.

4. Polarization states of incident/scattered radiation.

5. Complex refractive index m-m'-im" of target medium.

6. Discrimination of the true scattering against the unwanted, coherent background via the

use of the microwave-unique compensation (or null) technique.

7. Absolute magnitude calibration of the scattered radiation.

Of these, #3, #5, #6 and #7 have been paid special attention during the MSF upgrade. This

emphasis derived primarily from our experience in operating the MSF and partly from discussions

with other Army-supported researchers who kindly voiced their criticisms and needs during the

Army Research Office scattering workshop at Gainesville, FL, April 24-25, 1986. Fig. 1 depicts

t1'e present MSF schematic wherein the rerouted waveguide paths, temperature sensor positions,

new equipment locations, etc., are shown to facilitate the discussion. Rather extensive figures

and tables are also incorporated here for the same reason.
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A. Target Orientation/Positioning Device

A device capable of quickly and precisely orienting/positioning a scatterer of desired

shape in the beam, and which contributes little to the total scattering, is indispensable to the

MSF. We have previously developed a PDP11/03 computer-controllable device [Ref. 4; sketched in

Fig. 1) that employed a nylon-strings-only target mounting/suspension net (in the beam region)

driven by an assembly of stepping motors, turntable, gears and rods in the out-of-beam region.

This device performed the desired functions except that it required frequent maintenance --

potentiometer wear, malfunctioning during wintertime, mechanical alignment, etc. A new VHE-

MIZAR controller system tied to the new PDP11/23 computer (Fig. 1) has therefore replaced the

above motor control system. Instead of recording/monitoring target orientations through

potentiometers, the new system works by direct counting of pulses transmitted to stepping motors

of the drive mechanism, thereby eliminating the use of potentiometers and also alleviating the

effort in target-orientation calibration. The installment of this new VME-PDP control system

was also mandated by the need to control multiple equipment - microwave source, phase-lock

counter, temperature sensors, line-voltage monitoring device, lock-in amplifier, etc. (see also

See. C). Almost all interface computer programs driving these gears were written in C-language

and are linked to the operator's Fortran programs for a variety of measurement runs.

B. Complex Refractive Index m-m'-im" of Target Medium

The reliability of our complex refractive Index measuremen.t data ;zin& the well-established

waveguide-slotted-line technique [2,3] was re-examined. Guided by the Factorial Experiment

Technique [11, 3 acrylic and 3 expanded polystyrene waveguide samples, all about 20 years of age

and of nearly the same size, density and fabrication process among each material group, were

chosen from our inventory to repeat refractive-index measurements under 3 controlled

environments: (a) placed in a vacuum chamber, (b) left in normal room conditions, and (c)

enclosed In a water-vapor-saturated chamber. The new data sets were compared against each

other, and, in particular, the sets by procedure (b) were compared against the old measurement

results. Table I shows the comparisons, from which we deduce the following: (1) m-m'-im" of

acrylic material depends appreciably on humidity and on aging (perhaps by atmospheric

oxidization), even though the physical dimension of a sample Is rather stable. A typical result

in Table I showed a shift from m-1.61-iO.006 (1968) to m-1.66-jo.01 (1986). (2) On the other

hand, the expanded polystyrene samples absorbed little moisture (by weight-monitoring under the

above environmental conditions (a), (b) and (c)) and registered little changes both

324



in m-m'-im" and in density, even though both the sample volumne and weight decreased by about the

same 0.6% during these 20 years, most probably by sublimation of the Ingredient volatile

chemical.

Being a crucial parameter in a scattering process, m-m'-im" of a target should

be precisely known and should be stable, especially when the target is used as an

absolute scattering-magnitude calibration standard. Based on the above findings.

we have also conducted a search for other stable plastic materials and have recently

prepared several new standard spheres/spheroids made of teflon/delrin. Both materials

are distinctly different from plexiglass or expanded polystyrene in the measured refractive

index (mteflon = 1.4 3 19-iO.0016, m delrn " 1.7006-i0.022) and in specific gravity

(Pteflon " 2.1600 grams/co, pdelrin " 1.4087 grams/cc). Careful measurements on angular

scattering (see also See. D) and on extinction are being made so that these new targets will be

included as calibration standards. Studies of effective refractive indexes of mixtures (such as

polystyrene and carbon) have also started and will be reported in the near future.

C. Microwave Compensation (or Null) Technique

Perhaps one of the most striking features of the MSF is the extensive use of this

microwave-unique technique which enables us to discriminate the true scattering against the

unwanted coherent background, even in the beam direction where the background intensity may be

-1000 times larger than the intensity scattered from a typical 5 am diameter target. For the

purpose of this discrimination, we split the radiation from the microwave source into two

paths: one goes entirely through a waveguide (reference wave, with an optical path length

denoted by L R) and the other through the scatterer in free space via antennas and waveguldes

(direct wave, with a total optical path length denoted oy LD). These two waves recombine at a

mixer hybrid junction (magic tee). For easier understanding of the null technique both a

simplified hardware schematic and an appropriate vector diagram are depioted in Fig. 2. In the

absence of a target in the beam, the unwanted direct wave is compensated (or nulled) by

adjusting the amplitude (Y) and phase (4) of the reference wave so that the reference wave is

equal in amplitude but 1800 out-of-phase with respect to the unwanted direct wave. The output

port of the magic tee will then register a minimum. The lower the signal level of this minimumn,

the better is the degree of nulling. As a target is hoisted into the beam, the unbalanced wave

appearing in the same magic tee output port is exactly proportional to the scattered wave from

the target. If the initial deep nulling condition can be maintained sufficiently long enough
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for a typical measurement run, the compensation is said to be stable, and the target in the beam

is allowed to go through a preselected sequence of orientations in space, thereby recording the

orientation-dependent scattering. The absolute scattering magnitudes are calibrated by

measuring, in quick succession, the scattering from standard targets of known magnitudes.

Accuracy of our MSF measurement is thus seen to depend critically on the stability of

compensation; thus compensation drift would be a major source of error. Priority was therefore

given to the isolation and remedy of the major sources of instability in upgrading the MSF. The

following logical steps were taken:

(a) Step 1: Error Source Analysis

The null technique is essentially an interference technique employing two coherent waves

from the same source. As mentioned earlier, one wave travels through an optical path

length LR and the other wave through LD (cf. also Fig.2). An optical path length L is the

algebraic sum of (effective refractive index X physinal length) along the wave path. For

example, with a second suffix A or C to indicate whether the path is through 3ir (whose

refractive index can te assumed equal to 1) or through waveguide, respectively, we can

explicitly write [61:

L D -LDA L DC /-(A/2a)T

LR LRG Vl-(1/2a )
2

where a is the wider dimension of a rectangular waveguide opening (a-2.286 cm for our X-band

waveguides). Both LD and LR depend not only on the physical dimensions LDC, LRG and a, but also

on the wavelength A (or equivalently, on the frequency f - c/X, c - speed of light in free

space) of the microwave source. A stable compensation (or nulling) is possible If, and only if,

the phase difference P-2w(L D-L R)/ between these two waves can be maintained constant (-%);

i.e., uneven changes in LD and LR with respect to time cause the unwanted drift or noise using

this technique. Furthermore, it has been noticed for a long time [6) that the environmental

temperature T and the frequency stability of the microwave oscillator were the two dominant

factors affecting the compensation stability of P. Hence, the error source analysis here is

focused only on the effects of variations of T and f , neglecting other less dominant

disturbances such as power-line fluctuations, building/ground vibrations, etc. Discussion is

also confined to 0-00 scattering where the effects of (T,f) show up most markedly due to the

presence of large beam background, although the same argument holds for the other scattering
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angles 0. Detailed algebraic derivations are omitted, and only those important forrmulae are

listed.

Time rate of null drift - AP(f,T) . P Af +aP AT (2)At af At aT at

Straightforward differentiations of Eqs. (1) yield the rate of drift due to frequency change and

to temperature variation:

aP 2ffaf 7-f [L DA + (LD C- L RG)/'/I- (X/2a)2] (3)

P- 2Ar [L~ L L- (L-L )_-/2I 4
TT "- 2 3T DA + aT DG- RG)1-(A/2a) 2 }] (l)

Eq. ',3) shows that 3P/af is minimized by a judicious adjustment of waveguide lengths so that

LDA +(L -D 1.)/I-/2 . 0 . (5)

Furthermore, it was found that this waveguide-length adjustment, Eq. (5), could also iedd to

minimizing the drift clue to temperature change to

a P 2 r -S ( LL$6aT X 1.1 x 10 LDG L) - 1 90/ 0 C

if we take the coefficients of linear thermal expansion of concrete (on which the reference

waveguide is laid) and brass (the waveguide material) respectively as [83

Bconcrete - 10-3/0 C and Y bra*s 1.8 x 10-3/0C. (7)

Even with this judicious adjustment of waveguide lengths, Eq. (5), and with a

well-stabilized oscillator frequency Eq. (6), shows that the system is virtually useless

unless the target-scattered signal is much larger than (beam signal X sin (L ý- )),
aT At

where AT is the temperature drift over the run time At. Some measure of

temperature control is obviously needed.
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(b) Step 2: Stability Monitoring

In parallel to the preceding Step 1 analysis, quantitative monitoring of the scattering

chamber temperature and p6werline fluctuation versus time were deemed necessary in order to find

the necessary fixes. Fourteen solid-state temperature sensors were therefore placed along the

critical paths of compensation, 11 of which were directly attached to waveguides by thermally

oonducting glue, while the remaining 3 were supported at the tops of beam-height plastic pipes

and could be moved around a large space of the chamber. The actual locations of these 1 4

sensors are shown in-Fig. 1 via their ID numbers. The new VME and PDP11/23 computers recorded

each sensor's temperature over an extended time period with/without circulating water along

pipes in thermal contact with waveguides (water pipes during Step 2 covered only about 3/5 of

the total waveguide length); and with/without microwave radiation. Figs. 3A-3D and Figs. 4A-4D

depict some typical monitoring records without water circulation but with microwave radiation.

Temperature reading of each sensor with ID is along ordinate while the recording time (at a 15-

minute interval) is along abscissa. Midnight and 8:00 A.M. are marked by vertical dotted

lines. In particular, Figs. 3B-3D demonstrate the degree of compensation drifts in 2 output

channels (S. and Sy in Fig. 1) which were nulled initially, to compare in absolute magnitude the

recorded scattered signals Sx and Sy from a standard calibration sphere, the largest sphere then

available. Figs. 5A-5D duplicate Figs. 4A-4D except that water is now running near the sensors

#3 and #4. Much more flattened temperature profiles in Figs. 5C-5D than in the corresponding

Figs. 4C-4D are clearly seen. Even more striking is the similarity between the compensation

drift profiles (Fig. 3C & 3D) and the very common temperature variation trends versus time

(Figs. 3A & 3B, Figs. UA-4D, Figs. 5A-5D); i.e., both showing conspicuous changes until midnight

hours, tapering until sunrise, and resuming rapid variation thereafter. These monitoring

records also provided a quantitative explanation of why our e-0 0 measurements could only be

performed successfully in early morning hours and confirmed our belief that constancy of chamber

temperature was critical for the compensation technique.

To monitor the second source of disturbances to compensation, a new Superior Electric's

Stabillne AC voltage monitor was installed to record power-line surges, sags and impulses under

preset threshold potentials. Over a period of several weeks this device monitored perturbations

both on the unstabilized and the Sorensen-stabilizer-controlled AC power sources. Both

registered a number of such events which could contribute to experimental errors - knocking the

new microwave source out of its frequency-lock, for example. The pertubations usually came In

the form of short pulses, lasting about 0.5 - 1.5 cycles of line frequency especially when
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equipment is turned on (or off). The unstabilized AC voltage was obse ýed to vary as much

as -±10 volts in a particularly busy-loaded day.

(c) Step 3: Work on Improving Stability

Improvement was made on the aforementioned critical factors, e3pecially those related to

temperature controls. Along with the findings, the work is explained in roughly chronological

sequence. (1) Although two new ventilation fans installed in the chamber ceiling did not

minimize temperature fluctuations as much as hoped, they helped lower the near-ceiling

temperature to more acceptable levels in summer. (2) In spite of a lot or design work, it is

too expensive and time-consuming to stabilize the temperature of the whole chamber space.

Instead, efforts were made to minimize the temperature variation of the waveguides, whose

physical dimensions and hence optical path lengths were the most susceptible to quch

variations. (3) Having found that circulating water was the most effective agent for this

purpose, a longer length of pipes in thermal contact with waveguides is clearly needed. (4) The

reference waveguide RGI in Fig. 1 was found to be about 6 meters longer than the optimum length

given by Eq. (5). It was decided that RG 1 should be rerouted (shortened) accordingly, and this

in turn created a vibration-free, efficient water circulation. (5) A small, but not negligible

amount of microwave radiation was found to be leaking from many waveguide joints over RG 1 and

RG2 , due to the improper use of flanges/bolts in 1982. These joints were repaired before all

guides were tied to the pipes and sealed together by good-quality insulation tape. (6) Utmost

care was taken not to transmit even the smallest perceptible mechanical vibration to antennas

and other critical wave paths by pumping water. (7) The improvement made on the compensation

stability, by a factor 3 in drift rate reduction, was far better than previously expected as

noted in recent extinction/angular scattering measurement runs. (8) Since the null drift is

oaused only where the microwave radiation is split into 2 paths LD and LR in Fig. 2, the nev

programmable microwave oscillator (EIP 924) and frequency-locking counter (EIP 575) were

relocated to the PDP-VME-housing control room without affecting stable performance. A 17 meter,

50-ohm microwave coaxial cable now connects the frequency-locked microwave signal to a new GaAs

solid-state microwave power amplifier which then delivers one-watt power to LD and LR (see Figs.

1 and 2). This not only greatly improved the operation/monitoring efficiency, but also helped

eliminate some earlier technical difficulties caused by using long GPIB interface cables. (9)

Increases in the MSF capability by employment of the above new programmable microwave source

cannot be assessed at this moment, but a few examples are shown in Fig. 6 where the compensation
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stability versus frequency were measured before and after rerouting of reference waveguide

paths Note that these frequency sweeps were made without any temperature controls - no water

circulation, no insulation of waveguides.

D. Absolute Magnitude Calibration of Scattering

Results of a light scattering study are much morle detailed if all scattering quantities

therein are calibrated in dimensionless absolute magnitudes [5] rather than just in relative

magnitudes or in those units likely to cause confusion/inconvenience. This is especially true

when attempts are made by other workers to compare their results with this study. The absolute

magnitude calibration is carried out in our MSF by substitution: i.e., immediately before/after

a measurement run for the target under study, substitute a standard target of known absolute

magnitude, repeat the measurement (now called the calibration run) and obtain the desired

calibration factor. For reliable calibration such standard targets must therefore have: (a)

stable target parameters so that the scattering properties are little affected by environment,1

factors, (b) the scattering profiles in agreement with reliable exact theories (such as Mie

theory), and (c) the scattering magnitudes covering a sufficiently large dynamic range.

For angular scattering studies, in particular, few of our standard targets were found to

simultaneously satisfy the above rather stringent requirements (a), (b) and (c). For this

reason we have conducted a search and have prepared several more new standards made of stable

materials such as teflon or delrin. The measured scattering patterns of a new delrin standard

sphere, for example, are compared to the Mie theory prediction using the measured target

parameters. Figs. 7A-B shows the very close agreement between experiment and theory for this

delrin ball (except at a few large scattering angles: 130<0<160). Notice that the agreement

also Includes the deep troughs occurring in the angular profiles. Compared to an old plexiglass

standard Sphere whose experimental and theoretical profiles are shown in Figs. 8A-8B, this new

delrin standard sphere has a much larger dynamic range and can be used as a reliable standard

more frequently.
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SUMMARY

The Work performed during 1986-1987 in order to improve the speed, accuracy, reliability

and versatility of our MSF is reported, including an analysis of systematic experimental error

sources and remedial measures. The emphasized topics cover those related to refractive indexes

of target media, target-orientation device, judicious use of the microwave-unique compensation

technique, switching from old to new computer systems in controlling microwave equipment, and

reliable absolute magnitude calibration of scattered radiation. The upgrade work will be

continued so as not to interfere with our regular measurement program.
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TABLE I. DIELECTRIC MEASUREMENT RESULTS
Repeated complex refractive index measurement results are tabulated here to show the effects of
aging/environment for 2 dielectric materials. All the selected 6 dielectric waveguide samples are
about 20 years old, and the data for each sample is bounded by dotted lines.

SAMPLE DATE MEASURED/ SAMPLE WAS SAMPLE PEASUREDDATA ID MATERIAL ROOM TEMP. ( T ) PLACED IN: DENSITY COMPLEX

& RELATIVE HUMIDITY GRAMS/cc REFRACTIVE
RH ) INDEX

DEP121.DTO PLEXIGLASS 6-12-68, T-220 C ROOM CONDITION 1.1830 mul.614-iO.006

DEP121.DTI 12-23-86. 1.1865 m=1.642-iO.010
Ts20.8 6 C, RH-67%

DEP121.DT2 12-26-866 VACUUM CHAMBER 1.1851 m-1.638-i0.009
T-17.1 C, RH=62% FOR 3 DAYS

DEP122.DTO PLEXIGLASS 6-12-68, T-220 C ROOM CONDITION 1.1842 m-1.613-iO.006

DEP122.DT1 12-23-86.
T-20.8°C, RH-67% 1.2035 m-1.659-iO.012

DEP123.DTO PLEXIGLASS 6-12-68, T-22 0 C ROOM CONDITION 1.1835 m=I.613-iO.005

DEP123.DT1 12-23-866
T-20.8 C, RH-67% 1.1874 mul.642-iO.O11

DEP123.DT2 12-26-866 WATER-VAPOR- 1.1891 m-1.644-iO.012
T-17.1 C, RH-62% SATURATED

CHAMBER, 3 DAYS

DEPI25.DTO EXPANDED 8-5-69 ROOM CONDITION 0.6348 m=1.360-iO.005
POLYSTYRENE

DEPI25.DTI 12-23-86 " 0.6362 m=I.359-iO.004
T=20.8 C, RH=66%

DEPI25.DT3 12-26-866 VACUUM CHAMBER 0.6359 m=1.358-iO.004
T=17.1 C, RH=62% FOR 3 DAYS

DEPI26.DTO EXPANDED 8-5-69 ROOM CONDITION 0.6305 in:1.355-iO.008
POLYSTYRENE

DEP126.DT1 12-26-86.
T=17.1°C, RH=62% 0.6331 m=1.356-iO.004

DEP127.DTO EXPANDED 8-5-69 ROOM CONDITION 0.6397 m=1.362-iO.004
POLYSIYRENE

DEPl27.DT2 12-23-86 " 0.6420 m=1.362-iO.003
T=20.8 C, RH-67%

DEP127.DT3 12-26-86 WATER-VAPOR- 0.6423 m=1.364-iO.003
T=17.1°C, RH=62% SATURATED

CHAMBER, 3 DAYS
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ABSTRACT

Elastic scattering measurements and observations have been made on single cylindrical
particles suspended in an electrodynamic trap. Under certain circumstances the particles
could be maintained in a stationary position and orientation, and scattered light intensities from
a He-Ne laser were obtained as a function of angle. The particles were made by cutting and
breaking quartz wool fibers which were then sorted by filtering. Suspended particles were
cylinders approximately 7 micrometers in diameter with aspect ratios from 2 to 20.
Photomicrographs were taken to determine the particle size, quality of the cylinder ends, and
the extent of small dust or debri attached to the particle aurface. Angular scattering patterns of
the longer cylinders resembled the "infinite" cylinder case obtained by scattering from a
macroscopic fiber. Differences observed in the shortest cylinders included a "broadening" of the
cone of scattered radiation which increases with decreasing scattering angle, and a higher rate
of intensity fall-off as a function of scattering angle. Current work has centered on reducing
the cylinder diameter by etching the quartz fibers in hydrofluoric acid. An effort will be made to
observe cylinders in the one micrometer diameter range to facilitate comparison with possible
computational models.

Introduction

The work described here is part of an on-going program at the Naval Research
Laboratory to determine optical properties of characterizable, nonspherical
particles. While a substantial amount of prior information has been obtained for
spherical particles over wide ranges of size and composition, relatively little work has

been done with nonspherical particles. Furthermore, much of the available
nonspherica] particle data consists of an average over either size, shape, and/or
orientation. Rigorous comparison of detailed theoretical and computational models
requires experimental data for which composition, size, shape, and orientation are
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known. Our approach has been to examine single particles, and obtain light
scattering data at fixed orientations. This was achieved by suspending charged
particles in an electrodynamic trap which has been modified to permit access to a
wide range of scattering angles. Our main interest has been in rod-shaped or
cylindrical particles with aspect ratiosgreater than 2, which may have applications
as obscurants. Several candidate sources of such particles exist. However, in this
study we have chosen to examine particles produced from - 7 gm diameter quartz
fibers which have a well-characterized scattering pattern as described below.
Particles in this size range are easily imaged, so that size and shape information was
taken directly by microscope observation and microphotography.

Experimental Arrangement and Procedure

Figure 1 is a schematic diagram of the basic experimental configuration
showing the trap electrodes in relation to the incident laser beam and the
photomultiplier tube (PMT) for detecting scattered light. In practice, the maximum
range of the scattering angle, e, was physically constrained to -120' due to the
electrode support and trap enclosure. An enclosure was required to prevent
laboratory air currents from disturbing the suspended particle, and collection of
scattered light was obtained through a wide window. An unfocused 3 mW polarized
He-Ne laser was used as a light source. The PMT (Hamamatsu R-985) was
mounted on a metal beam projecting from a machinist's rotary table which was
driven by an ac synchronous motor. The resulting scan speed was - 22°/min.
Output of the PMT was amplified and plotted on a chart recorder. A narrow band
laser filter (at 632.8) blocked extraneous room light, and for all but the smallest
particles, collection optics other than apertures to block stray light were not required.
Angular resolution was determined simply by the solid angle of the PMT
photocathode, and was -0.3*.

The design of the electrodynamic trap was similar to that of previous
investigators'- 5, but was distinguished from the classical bihyperboloidal trap by
having the middle electrode split to permit optical access for angular scattering, and
by the fact that the electrode surfaces were spherical rather than hyperboloidal. A
detailed description of this arrangement and a comparison of its performance to
other electrode geometries is available elsewhere. 6 Particles were delivered to the
trap by dragging a small polyethylene tube through a sample of the glass cylinders,
by which some of them electrostatically attached to the tube. The tube was then
lowered through a small hole in the upper end cap electrode and lightly tapped to
allow some of the particles to fall through the trap. Application of the ac voltage at
that point usually resulted in suspension of one or more of the particles. Multiple
particles were eliminated from the trap by a process of momentarily reducing the ac
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voltage. With one particle suspended, the dc voltage was applied and increased until
the null point was reached as determined by observation through a microscope.

As the particles were initially captured, they usually were oriented in the vertical
direction. This natural tendency may be due, at least in part, to an uneven
distribution of surface charge since the longer particles were observed more stably
oriented than the shortest. It is interesting to note that such natural orientations
were not dependent on the presence of the dc (balancing) field. In the absence of this
field, the trapped particle's motion was oscillatory at the ac voltage frequency, and
usually described an arc or curve. Nevertheless, in many cases it could be observed
that a particular orientation was maintained throughout the oscillation period
despite aerodynamic drag forces which would orient a rod-shaped particle in the
direction of its motion.

Results 9nd Discuson

Nearly all of the scattering data was obtained with the laser beam horizontal and
the cylindrical particles in the vertical orientation. Under this circumstance, as
discussed previously, the scattered light is expected to be predominantly radiated in
the horizontal (X-Y) plane. Indeed, an intense line of light, modulated along its
length, could be directly observed by holding a piece of thin white paper to the
chamber window. Since the chamber window was normal to the horizontal plane,
the projected line of scattered radiation was straight. For the infinite cylinder case,
represented by a taut fiber, the width of this line was primarily determined by the
diameter of the incident beam (-1ram). For the longer particles (aspect ratios
greater than - 8) there were no differences discernable by eye in the appearence of
their scattered light pattern compared to the macroscopic fiber. For a finite
cylinder, some light scattering will occur in all directions due to the cylinder ends.
With normal incidence geometry this type of scattering was much less intense than
the characteristic scattering pattern just described.

In two cases with the shortest particles (aspect ratios -3 or less), a distinct
broadening of the scattered radiation line was observed. While the line remained
narrow and sharp in the back scattered direction, it gradually became wider (-3X),
and more fuzzy at the near-forward part of the window. Curving the screen to keep
the projected radiation equi-distant from the particle did not significantly alter this
pattern. While we have been unable to find any prediction or model for this
observation, we believe it may be a characteristic of scattering from short aspect ratio
cylinders.
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Angular scattering-in the horizontal plane was recorded from -35* to 1500.
Suspended cylinders oriented in the vertical direction provided well-defined and
reproducible oscillatory patterns (scattergrams) over this range, with a rms signal to
noise ratio for the longer particles was typically between 5 and 10%. Scattered light
intensities from shorter particles were correspondingly weaker. In Figure 2 typical
relative scattered light intensities are plotted versus angle for several different cases.
Both vertical (TE) and horizontal (TM) incident beam polarizations were obtained as
shown in the left and right columns respectively. The different cases are arranged
by row from top to bottom: (a) -8gm diameter sphere, (b) "infinite" fiber, (c) long
cylindrical particle , (d) intermediate length cylinder, and (e) short cylinder. Since
the different particles were not precisely the same diameter, detail in the scattering
patterns can not be compared. In general terms, however, the scattergram of the
longest finite cylinder (c) resembles the patterns of the fiber (b) and the sphere (a)
more closely than that of the shorter finite cylinders (d) and (e). From our
observations, there is a general trend by which smaller aspect ratio cylinders were
consistantly distinguished that shows up best in scattering with a horizontally
polarized beam; namely, that the rate of decrease of the relative scattered light
intensity as a function of angle is significantly higher for shorter cylinders than for
either the longer cylinders, fiber, or sphere. As yet, no predictive calculations are
available to compare with these observations, partly because of computational
difficulty due to the large diameters of the cylinders compared to the incident light
wavelength. We are currently attempting to extend our experimental techique to
cylinders with diameters of-1 pm, and are optimistic that we will soon be able to
compare experimental data with a finite cylinder scattering model.
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ABSTRACT

Shadow-induced effects, expected to become important at high frequencies, can be adequately
accounted for in the variational calculations by premultiplying the previously-introduced boundary-Born
trial fields with a simple shadow-imitating factor. The amended trial fields, with the shadow-
regulating parameter properly adjusted, yield variational scattering amplitudes and cross sections that
are accurate at all frequencies and for all scattering directions. This is explicitly demonstrated for
a simple test problem of a.plane-wave scattering from an infinitely-long perfectly-conducting cylinder,
for the TM polarization.

INTRODUCTION

The previously formulated [1,2] stochastic variational principle has significantly facilitated

evaluation of the ensemble averages which inevitably arise In theoretical investigations of electromag-

netic wave scattering in random media and from randomly-rough surfaces. This paved the way for more

extensive applications of variational techniques to such problems [3-6].

Even with this simplification by virtue of the stochastic variational principle, however, the cal-

culation of the required statistical averages, which was hardly feasible before, remains a formidable

numerical task unless relatively simple trial fields are utilized. Therefore, It has been imperative

to develop a practical procedure for generating efficient, yet simple, trial fields which would yield

accurate variational results over the whole range of size-parameter ka (wavenumber times characteristic

scatterer size).

A significant step in this direction was made several years ago (7] when it was found that, for

perfect conductors, the desired accuracy can be achieved by modifying the classic Born trial fields so
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that they become capable of satisfying the appropriate boundary conditions. The resultant

"boundary-Born" trial fields were tested on simple model problems (whose exact solutions are known)

such as a plane-wave scattering from an Infinitely-long circular cylinder [7], a hemicylindrically-

embossed plane [8,9] (originally introduced by Rayleigh [10] as a rough-surface scattering model), and

from a sinusoidally-roughened surface [11]. For the first two problems, accurate scattering cross sec-

tions were obtained over remarkably broad ranges of ka, with exceptional accuracy for ka < 1. However,

two notable discrepancies were found: the presence of narrow-band spurious spikes contaminated the

variational results at a set of discrete frequencies, and the incorrect asymptotic (ka >> 1) behavior

held for forward scattering from the cylinder or for specular scattering from the hemicylindrically-

embossed plane, especially so for the TM polarization.

Recently, while further developing the trial-field-generating procedure, we discovered that incor-

porating a factor to approximate shadowing (which is expected, on physical grounds, to become important

at large ka values [12]) into the previously devised boundary-Born trial fields can lead to remarkable

improvements in the variational results. In fact, the aforementioned discrepancies can be removed.

This is illustrated for plane-wave scattering from a perfectly-conducting cylinder for TM polariza-

tion--which corresponds to sound-soft scattering in acoustics.

RESULTS AND DISCUSSION

Scattering of a plane wave by an infinitely-long conducting cylinder of radius a, whose axis is

along the z direction, is depicted in Fig. 1, where ýi,;s are the incident and scattered propagation

vectors, respectively, and #s is the scattering angle. The usual polar coordinates p, # are used to

specify an arbitrary point in a plane normal to the cylinder axis. (Only the case of normal-incidence

is considered because, for a perfect conductor, oblique-incidence can readily be deduced from this sim-

pler problem [13].)

The Schwinger-type variational principle [12] for the scattering amplitude has the form

Tv , NR/D . (la)

For TM polarization, the electric field is parallel to the cylinder axis, i.e., In the z direction,

vanishes on the cylinder surface, and depends on ;t. For this case, defining * u q(;I) - Ez, one finds

N .- f 211 d~e_ ikacos($.ts) Ipua (ib)

-a f2 yr de (ikacos*1, (ic)

o0 J0  , H0  Ia

p -a
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These are line integrals along the cylinder circumference, and H•l), the Hankel function of first kind

and zeroth order, represents (up to a constant factor) a two-dimensional free-space Green's function

appropriate for this problem. Utilizing Graf's addition theorem [14], the double integral in Eq. (id)

can be reduced to a product of single integrals. Also, - • *(-•s) represents the adjoint field, i.e.,

the solution of the reciprocal problem in which the source and observer are interchanged, so that the

reciprocity relation [12] is satisfied due to the form of Eq. (la). Thus, the adjoint field follows

directly from the original one, by substitution # * # - *s - w. With the correct field * (and, hence,

;), each of the integrals N, 9, and 0, as well as their ratio (la), will yield the correct scattering

amplitude T(#s). Knowing T, the differential cross section follows

S(llk'a')ITI', forward

(41wka) ITI', otherwise,

being conveniently normalized for forward- and back-scattering. On the other hand, when an approximate

trial field is used for *, the variationally-approximate T V(ts) is obtained by Eqs. (1).

The previously devised boundary-Born trial field [7,9)

q(p,$) - eikpcos - f(p)Ieikacoso (3)

satisfies the applicable boundary condition, I.e., *1p.a ° 0, provided the arbitrary function f(p) is

Such that f(a) a 1. Note that when f(p) n 0, the variationally-improved Born approximation for

TV obtains, which Is, however, not accurate even for ka <( 1. This is not surprising in view of the

Important role played by boundary conditions at low and moderate frequencies and the fact that the Born

trial function, being Just the incident plane wave, is unable to satisfy the boundary condition. When

the boundary-Born trial field (3) is substituted into Eqs. (1), the as-yet arbitrary parameter

A I -(I/k)bf(p)/p ip-a a -lf'(a)/k (4)

can be adjusted variationally so that its "stationary" value follows from the stationary condition

8TV/$A - 0 . (5)

Also, It turns out by virtue of reciprocity that X a A and R • N.

The variational cross section for forward scattering (#s * 0), obtained with such a stationary

value of parameter A, is compared with the exact result in Fig. 2a. For ka < 1, where the agreement is

extremely good, the two curves would be indistinguishable on this scale and are not plotted. For ka > 1

broad, though small, anomalous wiggles appear, which eventually turn into the ripple for ka >> 1.

The variational cross section becomes appreciably smaller than the correct one for very large size-
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parameters. This suggests that the variational result mdy have wrong asymptotic (ka >> 1) behavior for

forward scattering. Indeed, an asymptotic analysis of the integrals in Eqs. (1), using the results of

(15], reveals that the stationary value of the parameter A -6 2/it when ka 4 and, up to the leading

term,
TV (s=O) - karl/kn(ka) (6)

Skay-

Thus, T /ka and, hence, ov, vanish logarithmically as ka •-, whereas the correct T - -ka and o 1 I

in this limit, when 4s a 0 [12].

It is well known [12] that the correct asymptotic (ka >> 1) value of the scattering amplitude for

forward scattering is due primarily to the shadow-forming wave which produces shadowing effects through

interference with the incident plane wave. To approximate these effects in our trial field, we

premultiply the boundary-Born trial field of Eq. (3) by a simple shadow-imitating factor, to get

(pf) - (lOcoss)[eikpcos# _ f(p)eikacosl] (7)

where B is an arbitrary (positive) parameter independent 3f p and #. For this trial field, with the

parameter A of Eq. (4) determined variationally by the stationary condition (5). it turns out, to the

leading term in ka, that

A 0ýs 0) - -(iTO'-80 2 -2TiB+8)/(4BInka) (8)
ka-

and

T V(s = 0) - - ka(iT 28l/2)/(40'+rO8-2) (9)
ka*-

The as-yet arbitrary parameter B is now adjusted so that the correct large ka-limit is obtained for TV,

i.e., TV(,s a 0) - -ka as ka * -. This requires that

0 - (IT - V7 irY)/(iT2-8) • 0.853... (10)

the other root being discarded as physically inappropriate. It might seem that choosing B in this way

limits the applicability of this procedure to problems wher. the exact solution is known; however, all

that is actually needed is the large ka-limit of the exact solution which can be obtained from the

Kirchhoff (physical optics) approximation.

The surface current distribution obtained from Eqs. (7) and (10) has certain qualitative features

that one expects from physical optics. In particular, the physical-optics picture is that the surface-

current distribution, Z, can be expressed in terms of the incident-wave surface current, as

2Zinc illuminated side
S• (h!a)

0 ,shadowed side
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which is, strictly speaking, valid only when ka >> 1. While, using the definition

ý({) a -(2/iWP)8*/alp Ipa (11b)

with Eq. (7) and the fact that the parameter A vanishes as ka * -, we find that the surface-current

density at very large size-parameters is

aV(4s .0) _ (l- 0cos,)ginc (lic)

ka-

The factor (I - Ocos€) varies from about 0.15 for # - 0 to 1.85 for f - r. Thus, the simple shadowing

introduced in Eq. (7) is in approximate agreement with distribution (lla) for ka >> 1, but is physi-

cally more plausible (especially for small and moderate ka's) than the standard Kirchhoff approximation

used in the earlier variational work [16-18), which sometimes leads to variational divergencies [19].

As noted above, all that was needed to properly fix B was the generic, readily obtainable, physical-

optics result for forward scattering.

At small size-parameters (ka << 1), it can be shown that the shadowed-boundary-Born trial field (7)

(with parameter A determined variationally via eq. (5)) provides the correct leading term for TV, inde-

pendently of 0 and 4s, i.e.,

T iV it/(21nka) (12)

Therefore, the boundary-Born trial field with the properly adjusted shadowing ensures the correct small

and large ka-limits of the forward scattering amplitude. The corresponding cross section is displayed

in Fig. 2b. For all size-parameters in the range 10-2 s ka :s 10 the error Is less than 2%, and this

slight error will eventually disappear at smaller and larger ka's since the correct leading terms are

guaranteed for these limits. [In view of this, there seems to be little point in removing the shadow-

ing factor at small ka by using a ramp function to set B a 0 for, say, ka < 1. We note, however, that

with a ramp function the shadowed trial field would go over t the original boundary-Born field which

is exceptionally good in this ka-region. An approach similar to this was used in (9] to derive the

semi-empirical formula for A for TE polarization.]

It is especially gratifying to have such accurate variational results (over the whole frequency

band) for the forward direction in view of the so-called optical theorem [12,13,16,17] which allows one

to find the total scattering cross section directly from the forward scattering amplitude, without car-

rying out the (sometimes tedious) integration over all scattering angles.

The beneficial effects of the simple shadowing introduced into the boundary-Born trial field are

not confined to the forward direction only, but extend tc other directicns as well. Thus, with the

original boundary-Born trial field of Eq. (3), the resultant backscatter (#s a 1800) cross section is

very accurate for ka J 0.8 and has correct average behavior for moderate and large size parameters, but
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is heavily contaminated by narrow-band spurious spikes beginning with some ka > 1, as Fig. 3a

illustrates. In the earlier work [7], a preliminary cure to deal with these anomalous spikes was to

use a kind of smoothing technique, by which they were significantly reduced, with the resulting accu-

racy better than 10% at all wavelengths. The recent variational result for backscatter, obtained with

the shadowed-boundary-Born field (7) Is shown in Fig. (3b). For these calculations the parameter A was

determined by the stationary condition and the parameter 0 was selected to give the correct forward

scattering in the large size parameter limit, i.e., by Eq. (10). All the anomalous spikes disappeared

and the error is less than 2.5 percent, being largest in the resonance region. As noted above, the

small size-parameter limit is given by Eq. (12) independent of $s, and is correct so that the error

vanishes in this limit.

As an example ot scattering at an arbitrary-angle, the cross sections at *s a 150 obtained by

employing the original and shadowed (with the same B-value of Eq. (10)) boundary-Born trial fields are

shown, together with the exact result, in Figs. 4a and 4b, respectively. Only one anomalous spike

still persists, while the error of about 2% at small ka will again disappear in the limit ka * 0. This

represents the worst case found at present; usually the variational results (with shadowing) are much

better.

CONCLUDING REMARKS

Introducing simple shadowing into the original boundary-Born trial field for the TM scattering from

an Infinite cylinder results in remarkable improvements in the variational scattering amplitude and

cross section, which become very accurate at all frequencies and for all scattering directions.

Accounting for shadow-induced effects produces similar improvements in the variational results for the

TM scattering from the hemicylindrically-embossed plane and, as was recently shown by D. E. Freund, for

scattering from an acoustically-soft sphere. Presently, our efforts are directed at designing

universally-efficient (yet simple) trial fields for the TE polarization, which would provide accurate

results for all frequencies and scattering angles for this polarization as well.
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FIGURE 1. SCATTERING CONFIGURATION. Plane-wave
scattering by an infinite circular cylinder at
normal incidence.
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FIGURE 2a. TM FORWARD SCATTERING. The normalized variational
cross section obtained with the boundary-Born trial field without
shadowing (dashed curve) is compared with the exact result (solid
curve) for forward scattering from cylinder. The error at ka
100 is about 26 percent and is increasing with ka.
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FIGURE 2b. SANE AS IN FIG. 2&, except that the normalized
variational cross section (dashed curve) is now obtained with the
shadowed-boundary-Born trial field. The error at ka a 100 is now
less than 1.4 percent and will eventually disappear as ka * -,

354



2.21 -FT1 T - -

I TM: •. [0 I I 1
2. - Exact result

Variational result

.1 (without shadowing)

0

1.4

12

1.0

0. R 102 T
5 100 2 5 101 2 5

ka

FIGUE 3a TMBACKSCATTERING. The normalized variational cross
scincalculated by using the original boundary-Born trial

function (dashed curve) is compared with the exact solution
(solid curve) for backscattering.
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FIGURE 3b. SAME AS IN FIG 3a. except that the normalized
variational cross section (dashed curve) is now calculated by
using the shadowed-boundary-Born trial function. The maximum
error of less than 2.5 percent occurs at ka - 1.5.
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FIGURE 4a. TM ARBITRARY-ANGLE SCATTERING. The normalized

variational cross section calculated by using the ori.ginal (i.e.,
without shadowing) boundary-Born trial field (dashed curve) is
compared with the exact solution (solid curve) for #s •150.
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FIGURE 4b. SAME AS IN FIG. 4a, but now the variational result is
obtained with the shadowed-boundary-Born trial field. Notice
that all spurious spikes (except one at ka - 31.3) have disap-
peared and the error of less than 2 percent at small ka will fade
away as ka -, 0.
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THE SCATTERING OF LIGHT FROM A DIELECTRIC

KNOT
Recent relavent publications:

1. R.D.Haracz, L.D.Cohen, A.Cohen, C. Acquista,: Light Scattering from Dielectric Targets

Composed of a Continuous Assembly of Circular Disks", Appl. Opt. 25, 4386 (1986)
2. R.D.Haracz, L.D.Cohen, A.Cohen, and Ru T. Wang," ScatteTing of Linearly Polarized

Microwave Radiation from a Dielectric Helix, Appl. Opt. Dec. 1987.

ABSTRACT

The scattering of light from a dielectric wire twisted into a knot is described and a comparison to
a single -turn helix of the same volume is made. The first order Shifrin technique fully accounts for the

geometry of the target, and we show how it is to be applied to complex shapes. It is found that the
intensity patterns foi the knot and the helix significantly differ in the first order.

INTRODUCTION
As an example of our recent modification to the Shifrin - Acquista method, which computes the

scattering from objects which can be constructed from an assembly of circular disks, we report here on
a calculation of the scattering of an E and M wave by a dielectric knot. The advantage of using the

Shifrin approach here is that the first order calculation accounts for the target shape, thus permitting the

technique to be applied to a wide variety of shapes. The clear disadvantage of the Shifrin approach is

that it is linited to targets whose size parameter is less than 2, i.e. 2ttam/% < 2, where "a" is the target

dimension, X is the wavelength, and "m" is the index of refraction of the target.

OUTLINE OF THEORY

The basic integral equation of the Shifrin-Acquista approach is

= E1 .. (1) + o, D1j fdv' G(f.1) E.(-F)
target

where

E E(&)- Eo e , ko - 2/X.
2

D.ij -a/axi a/axj + k0 Sij

[i ko I•'' I]
G (rr') exp I

and a- ( m2 - I )/4nr
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The Shifrin - Acquista solution for the above equation (1) is well documented for spheres, finite

cylinders, and spheroids, and the present work uses this basic type of solution to obtain scattering

solutions for more complex shapes. This approach has been applied to targets which can be formed

from a long dielectric cylinder. In the present application-the cylinder is considered to be bent into a

knot. The target is then subdivided into N segments (which we consider to be disks).The appropriate

equation then becomes

Ei=Ein°.i(V)+ + Dij f dv' G(F5') Ej(r')

I Ia disk

In essence we obtain the Shifrin solution for each disk and then form a coherent sum of the fields from

the disks to form the solution for the entire target. To get a rapidly converging solution for each disk

segment we need to introduce the effective field:

't(" = [ UI(r) A + ( I- UI(?)] Eeff (r)

where 1, if is within the Ith disk
Or~) =

0. if is outside
A = polarization matrix

Next, the effective field is expanded in a power series in terms of a;

EfM= tir + i~ E (f)
n-1

Substitution of the expression for E(r) in terms of U and Edff yields the integral equation for E,,,

E (fftj(f) - E.n¢,i(-) + _Dij fdv' G(?,P')[ U'(t) AijI E ff.kf')
all space

(6..- A.. ) E u

where r marks one of the segments. Inserting the power series expansion of E.ff in terms of a, and

collecting terms containing (x(l) )ields the first order integral equation for E~ff ( r outside the target).

E('),ff, i\' -- = f dv'D U G(?,?) UI(r•) A jk E inc,k~f') "

By equating all terms containing powers of az2 we obtain the second order Shifrin approximation

E(2) f t dv' G(') U') A E(') (1)eff~i"' m Dij Ajk eff~k('")

where
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E (t') ' D. J dv" G(?,)P') U",) A. E.,.n(1t)
eff.k + I S, k , I inc n

I'.

THE KNOT
A two view drawing of our model knot is shown in figure 1, along with the target frame of

reference xt, y,. z. This figure was placed over a coordinate grid and a series of 75 points were read
from the grid which yielded a parametric representation of the knot, i.e., xt(l), yt(l) , zt(l) , where I =

4,...75.The knot was then broken into seven segments and a polynomial fit was made to each

segment:

x'(l) = C313 . C21
2 + C11 + Co

yt(l) = D313 D21
2 + D11 + Do

z'(l) = p 313 + F 212 + FII + F0

Before the polynomial fit was applied, some adjustment was made to the coordinates to insure that no

pars of the knot touched.
The vector which describes the location of each disk is given by

ti , 1() J, + y1() + ;() ^
in the target frame x, , y, . The unit vectors in the disk frame are:

koxhi 1  Jk11 i i"T;r ' 1"

THE FIRST ORDER CONTRIBUTION TO Eff FOR THE KNOT

The first order contribution to E.ff is composed of the coherent sum of the scattering from each of
the disks comprising the knot.

() = [ T !iJo

kor 1.1 (q~)

x[ ( Am- . r AJ r } E0or ]disk

where

aTE 0 0
(A)di 5k= 0 aTE 0

0 0
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a&T=2/(m 2 + I) , a1M= I , a = radius of the wire

q= ko (- r q•= component of q perpendicular to the disk

RESULTS
We have computed the intensity for the knot

2

22 E 0 ) el

where the radius of the wire =0.2, V=ira 2L= 10.0, X=2i2, m=1.5

Scattering from the knot is compared to the scattering from a single turn helix with the following
parimeters:

radius of wire = 0.2, pitch = 0.5, median radius of helix = 1.266

index of refraction = 1.5.
The volume is the same as for the knot: v = 10. Relative units are used, with the wavelength of the

radiation being X = 2n.

Figure 2 shows the orientation of the target frame with respect to the reference frame x0, Yo, Z0- In

this frame zo is in the direction of incidence, x0,- zo,is the scattering plane and 20o is the scattering
angle.The intensities for the knot and the helix are shown in figures 3 and 4 , for the target
orientations( 0. - 00, io = 00 ) and ( 0, = 90*. 0, = 900 ) respectively (see fig. 2 ). We see that, in
both cases, the patterns differ markedly, with the helix showing more extreme minima due to its higher
degree of symmetry. Thus, the first order patterns clearly distinguish the two shapes.

Naturally, a first order calculation for something as complicated as a knot cannot be regarded as
conclusive, even though our calculation takes account of this special geometry. Self interactive effects
are not included in the first order.

Our work on the inclusion of self-interactions by solving the exact integral equation for the
polarization matrix is nearing completion, and these effects will be reported at the next meeting of the

Obscuration and Aerosol Research Conference.
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FIGURE 1. Two views of the dielectric knot that is used in this calculation in the target frame.
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at

FIGURE 2. The target x,. y,. z, and reference X0, yo, zo frames. The direction of incidence is along
z0 , the direcdon of scattering is in the x0- zo plane, and the target frame is oriented by the spherical
angles IT
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Data from 'Intensity 1-22*

-2.

-4-• krl,)t (0.0)
S-*- h elix (0.0)

-51

-6

FIGURE 3..-Comparison of the intensity patterns for the dielctric knot and single- tur helix. The

intensities for the knot and helix are shown for the direction of incident radiation 0., = 00, 0=0°.
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-5-

\/I
V

-6-
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FIGURE 4. Comparison of the intensity patterns for the dielectric knot and single- turn helix. The

intensities for the knot and helix are shown for the direction of incident radiation E), = 9o0°, ) = 9g0o
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SCATTERING FROM A HELIX AND RANDOMLY ORIENTED LONG CYLINDERS

AND THE INFINITE CYLINDER THEORY APPROACH

by

ARIEL COHENa), RICHARD D. HARACZ, and LEONARD D. COHEN

ABSTRACT

A two dimensional method for calculating the scattered intensities from a helical

dielectric target is compared with experimental results.The wavelength of the incidence

was 3.12cm and a wire made out of a plastic material, the refractive index of which was

1.625-0.012i and of a radius of 0.24cm, was curved to form a 7 loop helix of radius

1.83cm and having a pitch of 0.553cm. The theoretical calculations presented below

coherently combined the scattered fields from all segments of the helix, each being

regarded as a unit length of an infinite cylinder with a corresponding tilt angle relative

to the incident radiation. The polarization of the incident radiation varies relative to the

orientation of each segment of the target.

The comparison between the results of the calculations and the experiment shows

good agreement.

The Infinite theory Is also used to compare experimental results on randomly

oriented long ice crystals with the theoretical prediction.
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INTRODUCTION

The scattering of light by long cylinders whose, aspect ratios are larger than about 20

is characterized by sharp maxima appearing all within the envelope of a two

dimensional cone 1 3. This cone has an apex angle which is equal to the angle

between the incident light and the main axis of the long cylinder. As the aspect ratio

increases, a larger portion of the scattered light from the cylinder is restricted to the

above mentioned two-dimensional surface of a cone.Experimental results of 10.6prm

radiation scattered by long metallic wires, were compared with theory4 and showed

that:

A.- The angular dependence can be accurately predicted for long cylinders using

the infinite cylinder theory.

B.- When the scattering plane (the plane in which the scattered light is measured) is

not accurately maitained perpendicular to the wire for normal incidence, the scattered

intensity measured in the scattering plane drops rapidly with increasing values of the

scattering angle 0 (between 00 and 900).

When the aspect ratio is smaller than 20, the angular scattering within the cone

described above will still follow in general the prediction of the infinite theory; but the

incident light will also be scattered in other directions. This is supported by theory 5 (for

small size parameters) for finite cylinders or disks and by laboratory measurements on

finite cylinders 6 . Recent laboratory measurements 7 performed only within the cone (or

within the plane , for normal incidence), also suggested that the general angular

behaviour is weakly dependent on the aspect ratio as long as it exceeds the value of

20.
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As a consequence the Infinite theory was used to calculate the scattering by a helix.

It will be shown below that such wires in the shape of a helix can indeed be treated

as long cylinders since it can be assumed that the edge effect of Mnite cylinders, with

small aspect ratios giving rise to the off cone scattering is reduced to a negligible value

by the adjacent segments of the long curved wire.

Finally, another example of the use of the infinite theory for the prediction of the

scattering properties of long cylinders will be given considering the experimental

results for randomly oriented long ice crystals.

THEORY

The far field scattering of a unit length of a tilted infinite cylinder is given by the

following two components 8 :

S, bol+ 2i b., cos (n0) o t+[12iXbn sin(n9)jsnc
1 nn-II n-1

and

j a.n + 2iann cos(ne)1 sin ck + 1 ia,~ sin(na)] cos C

-1 n-1i n-1

where a is the polarization angle between the polarization plane of the linearily

polarized incidence and the plane containing the cylinder axis and the incident light

( w the incident plane). For the definitions of the scattering coefficients bj, bU--aj,

and a, ,-see Ref. 2. These coefficients are dependent on the tilt angle 0.
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The angle 0 here is not measured relative to the incidence, but on a plane normal to

the axis of the cylinder. 0 - 0 Is along the incident direction.

Let ý be the tilt angle of the cylinder measured between the incident direction and the

normal to the cylinder, and let 3 be the scattering angle relative to the incidence

direction, then (see Fig. 1)

sin cos sin 32 23

The two dimensional scattering is characterized by the fact that for each scattering

angle 13 = 2 ýo relative to the incidence, only one absolute value of a rotation angle 7

about the incidence corresponds to 2 *o ( 2 $o and y are the corresponding spherical

angles, namely, the collatitude and the longitude angles).

Assuming that the incident light is along the z axis and the scattering plane is the x,z

plane; then cylinders whose axes are aligned in the x,z plane will always give rise to

scattered Intensities in only two directions which are determined by the cylinder axis

orientation and the scattering angle.

Only a cylinder whose axis is in the y direction, will scatter light in the full x,z plane.

For a general cylinder orientation, with spherical orientation angles 0 and Y (see

Fig.1), only those orientations for which (r/2-0)) I y I, will give rise to a scattering

intensity in the x,z plane (other than the forward direction). Any other cylinder

orientation will not produce scattering in the x,z plane.

The constraint equations are also discussed elsewhere 9 ,and in addition to the

equation 3 (where 0o= 10/2),
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cos ssin = Sino 3a

there is the equation of constraint

tan =cot cosy 4

Thus, there are two equations relz " y, 00 and e.

A CURVED WIRES

Because of the equation of constraint relating the orientation of the cylinder axis to

the scattering angle P,light which is scattered in a given direction in space by a curved

wire which is cut into several short and approximately straight segments, will thus be

composed of coherent contributions from a small number of these segments (most of

the segments violate the constraints mentioned above and do not contribute).

In the cise of a helix, only two segments per loop contribute coherently for a given

direction of scattering. We shall first discuss the case of a helix with a zero pitch (a

toroid). Three different situations were considered:

A.- The toroid is in the z,x plane;

B.- The toroid is .1 the z.y plane; and

C.- The toroid is in the xy plane.

In all cases the center of the toroid is placed at (0,0,0).

In case A (where the toroid is in the scattering plane) -See Fig. 2 a', the light

scattered in the direction of 2 0. will emerge from merely the two segments which

have a tilt le .relative to the norr, ' : 'i,'r:9 along the z axis) € = n/2 - 0_
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The coherent sum is achieved by adding the scattered fields with a phase shift

corresponding to

AA = 4 R cos t = 4R sin 0 
5o

In case B - See Fig. 2 b-, the light scattered in any direction of 2 Ocoriginates from

the same two segments of the torold which are parallel to the y axis (top and bottom

parts of the toroid). The scatlered1 light is the coherent combination from two parallel

cylinders being normal to the direction of incidence and separated by a distance of 2R.

The phase difference for this case is :

A = 2R ( - cos 240 ) 4R sin2 0

= As = AA sin 0

In case C - See Fig. 2c-, only two sgments separated by a distance of 2 R , and both

parallel to the y axis, contribute to the coherent scattered light in any given scattering

angle *o'

The phase difference is thus

Ac = 2R sin 2 0

=> AC =A A cos 40 7

When the pitch is greater than 0, the incident light is scattered to each given direction

by two segments which slightly (depending on the pitch value) differ from the parallel

segments mentioned above. Thus, for case C, when the main axis of the helix is

normal to the incidence and normal to the scattering pl-.ne !thia helix axis is normal to

the y axis), the following treatment should be used:

Let 0 be the scattering angle in the x,z plane, then all spmonts a=•e ted re3lative to
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the incident direction with the same tilt angle a.

That angle satisfies the equation:
Pitch

tan a = -
2nR

sp

Since all segments should scatter light in the scattering plane x,z , the scattering

angle P3 corresponds to 2 00 in equation 3. Hence, the cylindrical scattering angle 0

which contributes to the scattering into 3 , is given by:

sin(21)
=2 arc sin si(2,

1Cos a 1

However, it is useful to note that unless the helical pitch value is considerably

smaller than its radius Rs, 8 is not much different than 0:

For example, according to equation 8, a in the experiment to be discussed in the

next section is equal to

a = tan, 2I x(.83) =2.750

-) cos at = 0.9988; and by substitution of this last value in equation 9, it

follows that eex*em--*J)3%xpment

Finally, for an arbitrary direction of incidence along,

Lo - aL+ bj+ck . 10

each segment has a corresponding tilt angle 0* ( n* = r/2 - 0 ) which is determined

as follows:
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The helical axis Is taken in the z direction. The helix is characterized by its radius R.

and the pitch P. The unit vector of the line connecting the center of the coordinate

system and the center of a segment of the helix is10 :
Pczk

h=(Rcosczi + Rsincaj +-)/s A1
2n

where

S=I R
2

+ ) 1

It follows that the unit vector along the axis of each segment is:

k =-Rsinczi + Rcoscij + P k 12" ~2X

where i,j,k in equations 10,11,and 12, are all defined in the original xy,z frame of

reference.

The tilt angle is thus given by:

Cos 4 =J*0" 13

Similarly, the polarization angle is determrind by the dot product of the vector normal

to the incident plane (the plar.3 containing the incident direction and the axis of the

corresponding segment), and the direction of the linear polarization.

These two angles, along with the constraint equations discussed above, are used in

equatl 1 and 2 for the calculation of the scattering field added coherently from all

pairs of segments in each given loop.
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COMPARISON WITH EXPERIMENTAL RESULTS.

a) DIELECTRIC HELIX.

The experimental studies were performed using the microwave analog

technique (Wang et al.11) for a dielectric helix. A right handed, 7-turn helix of 3.66 cm

outer diameter and of 4.35 cm axial length was formed from a 0.48 cm diameter

plexiglass cylinder. The complex dielectric constant of this plastic material was m =

1.626- 0.012 I at the operating microwave wavelength .= 3.18 cm. The

microwave-unique compensation (or null) technique was employed in both extinction

(20o - 00 ) and in angular scattering (100 < 200 < 1700 ) intensity measurements, and

from the former one can also deduce the scattering intensity in the beam direction (24P.

S00 ). A brief explanation of measurement procedures using this technique is also

described in Ref. 12. The measured scattering intensities (in absolute magnitude) are

denoted 111, and 122 . The intensity 111 is the case when both the receiving and

transmitting antennas are polarized vertically, 122 is for both antennnas polarized

horizontally. The horizontal scattering plane corresponds to the x,z plane. Inspection

of the experimental profiles 111 and 122 (Figs. 3-6) versus the scattering angle 2 0o

shows that the scattering by the helical structure is dependent on the orientation of the

helix in the beam; and also that the intensity may vary as much as four orders of

magnitude as the scattering angle changes. On the possible measurement errors, see

ref. 12.

Roughly estimated, the cumulative maximum errors are 5% if the absolute

magnitudes of I,, and 122 are larger than 101, up to approximately 20 % for those
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between 100 and 101, and may amount to as much as 100 % for those magnitudes

having less than 10-1.

The intensities calculated are 111, where the directions of initial and final linear

polarization are perpendicular to the scattering plane, and 122 , where the directions of

linear polarization are in the scattering plane ( the scattering plane is formed by the

directions of incidence and scattenng).The experimental results for 111(0,0), 122(0,0)

are shown in Figs3,4, and the results for 111(90,90) and 122(90,90) are shown in

Figs. 5,6. Here, for example 111 (90,90) corresponds to the helix orientation Ot = 900

and Yt a 900. We note that the theoretical values drop to below 10-2, even though

the experiment predicts no such minima. This is due to the fact that the real target is

not perfectly shaped, and hence the very sharp minima produced by an ideal helix

would not be expected. However, the positions of the minima are of greatest

importance as these are produced by the helix geometry, and we summarized these

minima for one of the experiments from

Figures 3,4 as cigures 5,6 as

122(0,0) : 500, 750, 1000, 1400; 122(90,90) : 55, 90', 125°

111(0,0): 400, 700 , 1350, 111(90,90): 450 1150

Figures 7 through 10 contain the theoretical intensities 111(0,0), 122(0,0), 111 (90,90),

and 122(90,90) and the comparison of the theory and experiment. From the Figures

we found that:

(1) Good agreement between theory and experiment exists for forward versus back
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scattering.

(2) Good agreement between theoretical and experimental values for the 111

intensities. The structure of the intensity patterns for 111 (0,0) and 111 (90,90) is

particularly striking.

(3) The positions of most of the experimental minima generally agree well with the

theory.

The conclusion is that the infinite theory can explain the general features of the spiral

experiment. Since the infinite theory can be applied to an unlimited range of particle

size parameters and refractive indices, this comparison provides a method by which

one can predict the scattering of helical particles of any size, consistent with the

limitation that double or higher order scattering within the particle itself can be ignored.

b) RANDOMLY ORIENTED INFINITE CYLINDERS-COMPARISON WITH

EXPERIMENTAL RESULTS ON LONG ICE CRYSTALS 13 ,14 ,15.

We next calculate the Intensities for light of wavelength 11 microns incident on

cylinders with the complex index of refraction m-1.29-0.0954 i and size parameter x =

2x(30)/11 - 17.136. These values are used in Ref. 13 in order to estimate the effect of

the scattering of thermal radiation from randomly oriented ice crystals (which are long

hexagonal prisms).

We note that in Fig. 11a, which are the results of Ref. 13, the use of an inaccurate

averaging procedure leads to an average intensity that drops sharply to zero starting at

about 2io -a 1500. We also note that the pattern becomes constant at scattering

angles larger than about 800 . Our result, shown In Fig. 11 b, reveals marked
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differences. First, the pattern actually rises slightly at the larger scattering angles (very

much like the pattern for spherical targets of the same refractive index and size

parameter), and the pattern continues to show fluctuations over the full angular range.

Finally, we make a comparison of our averaging procedure (which makes use of all of

the constraint equations discussed above and elsewhere 14) with the experimental

results of Huffman et al. 1 5 In this experiment, visible light of wavelength 0.55 microns

is incident on ice crystals whose size parameter is x = 2nr(4)/0.55 = 45.7 and the index

of refraction is m = 1.31. Our results along with the experimental points are shown in

Fig.12, Here, the experimental points are shown by black diamonds and the theory by

open squares. We see that there is general agreement that extends over the whole

range of the experiment (from 10' to 150° ). In particular, we note that agreement is

achieved at the largest scattering angle 2 0o = 1500 . It should be pointed out that the

previous attempt to fit these data, reported in Ref. 15, did not follow the experimental

pattern at 1500 . The general large-angle pattern of the experiment is a slightly rising

curve, a result only consistent with our calculations.

Footnote,

a) On leave for Hebrew University, Department of Atmospheric Sciences,

Jerusalem, Israel.
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Fig. 1. The scattering geometry Shown in the reference frame x,y,z, where the x,z plane

is the scattering plane. The orientation angles of the cylinder axis are 4 and Yand the

polarization angle of the linearily polarized wave is a. The scattering angle between the

directions of the incidence and scattering is denoted 250. The scattering angle used in

the theory for the iniinite cylinder is measured in a plane perpendicular to the cylinder

axis, and it is denoted e.

379



x

zK

2 b
x I

2C x

Fig. 2. The spirals and the rings shown in the reference frame. The main axis of the

spiral and the corresponding ring is

a.- parallel to the y axis.

b.-'parallel to the x axis,and

c.-parallel to the z axis.
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Figs. 3-4. The logarithm of experimental intensities 111 and 122 plotted against the
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Fig. 5-6. Same as Fig. 5 for the spiral orientaion 0, = 900 and y t - 900
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Fig. 11. The relative intensities for randomly oriented long cylinders versus the

scattering angle 2)o for x= 17.173 and m - 1.29 - 0.0954 i. a) The results of Ref .13.

b) Our corrected results.
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Fig. 12. The relative intensities for randomly oriented long cylinders versus the

scattering angle 200 for x a 45.7 and m = 1.31. The experimental results are shown by

black diamonds (Ref. 15) and our theoretical results are shown by open squares.
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Abstract

Studies of the scattering of ultrashort laser pulses by a single microsphere are underway.

Emphasis is on the regime in which the physical length of the laser pulse is less than the diameter
of the sphere which in turn is less than about 30 wavelengths of the laser radiation. Time averaged
data are presented and it is shown that, in this case, bandwidth rather than pulse duration is the

determining factor in the scattering results. Work is now underway to observe the scattering

effects in the time domain where the pulse duration is indeed a decisive factor.
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Introduction

The scattering of electomagnetic radiation by a microscopic sphere has already been
studied extensively for the cases of incident plane waves' and Gaussian beams.2 -3 However, there
is an additional, very interesting case which occurs when the incident radiation is a pulse whose
duration is so short that the physical length of the pulse is less than the diameter of the sphere.
Although some work in this regime has been done in the radar region with relatively large
spheres,4-5 there has been no work in the visible region of the spectrum where the corresponding
sphere radius is much smaller.

Fermtosecond pulses of - 630 nm laser radiation are being used to study the scattering of
such pulses by single microspheres with 10-20 ;Lm diameters. Time averaged data for pulse
widths down to 30 fentoseconds have been obtained. Future work includes studies of
fetnosecond pulse scattering in the time domain and studies of nonlinear laser-aerosol interactions.

Theory

For an infinite plane wave Eoei"Ot, with frequency a), one can use Mie theory' to predict the
electromagnetic scattering Es(co,R), by a sphere of radius R. Furthermore, a short pulse, Ep(t) can
be described as a superposition of such infinite plane waves via the Fourier transform,

00

E =EO fA(~ (td 1

Thus, the scattered field of the pulse, Esp(t), is the appropriately weighted Fourier

superposition of the plane wave scattered amplitudes E(oiR),

00

Esp(t) = * SA(o))E,(5 o,R)e tdo). (2)

Now Esp(t) gives the time dependence of the scattered field and will be studied in future
experiments, but in the present case we have observed only the time averaged scattered intensity.
The corresponding scattered signal S is specifically given by,
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2
S Oc fJI Es(t) I dt. (3)

By Pmnseval's dveo=m we can write this as,

S cc j"ACO)I 1E5(ovr)I do). (4)

ThuW OD eaCuhz the tine: avifaged wateawing for short pulse one has to detemine the spectrul

dS~isuibuio Of die incident pulse, apply Mkl dveory to Calculate the scatering field for each
fiequency component, and then use Eq. 4.

Experiment

A schematic of the experimental arrngement is shown in Fig. 1. T"he femntosecond laser

follows the design of Valdinanis, et.al.6 It produces - 0.2 nJ pulses at a 100 MHz repetition rate

Tap

Ar-o g urep 1.Bocaigrmo epiletl e

col""ftl" edo-oud Oti89



with -un widi down in 28 fiec. In ft I the auiocorrelator is used to monitor pulse width and
the optia kl um•lhmel analyr is wed to m•oitthe sectral disiibuimo of the pulse. Thx
prticle to be obemyd is nsapended in an electric quadrupole up'7 which has a slit in the center

ring eeculode so that theangular dilsibution of the scaced intensity can be observed by a
phoomnukiplier. The latter is mounted at the end of an arm that swigs in a semicircle centeed on

the Mgap.
For the present date a glass microsphere was suspended in the utap. It was sized in tle

usual manner by measuring the angular distribution of the scatered intensity with a cw He-Ne laser
and fitting the data with Mie results for different sphere radii The index of refraction of the glass

microsphere was 1.507 at 630 nm and a best fit to the cw dan gave a diameter of 15.0 pjm.
At each pulse length for which scatning data is to be obmined, the spectra distributon is

meas•rnd with the optical multchannel analyzer. The result for a 125 femioecono, pulse is shown

in Fig. 2. This damn is used to obtain A(a)), which is required for the theoretical predictions of
short pule scattering effects via Eq(4).

-
SAW

tlm

-m //

000 610 6?0 630 640 ego
oetaetere

Figure 2. Spectral distribution of a 125 fsoc. pulse.
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Figs U amd 3b show experimental results for 125 fsec and 54 fsec pulses, respectively.
Also shown us smooth curve superimposed on the data is the theoretical prediction using the
spectra] distribution measured for each pulse length. Clearly the effect of decreasing pulse length
is to wash out the resonances. This is to be expected since the angular positions of the resonances
depend on wavelength and as pulse length decreases, the wavelength spread increases, thereby
averaging any given resonance over a wider angular range. It should also be noted that the
resonances are shifted in angle for these two sets of data. This is a consequence of the fact that the
peak wavelength of the laser shifts to the red as the pulse length decreases, in fact, in this example.
the peak of the spectral distribution for the 54 fsec pulse was shifted 4 nm to the red from the peak
of the 125 fsec pulse.

Conduslons

Our theoretical and experimental investigations show that the dime averaged results for short
pulse scattering are determined by pulse bandwidth, not pulse length. For example, both a pulse
of a few femtoseconds and a cw laser with the same bandwidth as the pulse will give the same time
averaged scattering results. On the other hand, measurements in the time domain will show
significantly different effects and will provide a plethora of exiting new studies.

Future Directions

Time re6olved scattering studies of microspheres are being initiated. These will eventually
be extended to microscopic cubes in fixed orientations. Such studies will provide a new, direct
probe of particle morphologies and could provide a definitive remote sensing tool for the size of
raindrops, and for particle shapes in clouds and smokes. Time resolution on the femtosecond scale
will provide a superb probe of the effects occurring in the weak localization of photons and such
studies are being planned. Finally, studies of non-linear laser-aerosol interactions are being
initiated. Such studies are especially suited to the feratosecond laser work for three important
reasons: (1) Higher peak powers can presently be obtained with pulses in the ferntosecond regime
than by any other means. We expect to be able to achieve peak intensities up to 1019 watts/cm2 at
the focus after amplification. (2) This high peak power is achieved with a relatively low pulse
energy, consequently the effects of the large electric fields associated with the pulse can be better
isolated from the purely thermal effects. (3) The different ionization processes occurring can be
distinguished in the time domain.
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RADIATIVE TRANSFER CALCULATIONS FOR DETECTING
A TARGET BEHIND OBSCURING ATMOSPHERES
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UNIVERSITY OF WASHINGTON
SEATTLE, WASHINGTON 98195

ABSTRACT

Numerical radiative transfer calculations are presented for an idealized plane geometry
atmosphere that is externally illuminated by a very short pulse of radiation. The results
identify optical depths and/or surface albedos for which an external detector measuring the
emerging irradiance could not detect the presence of an object obscured by the atmosphere.

I. INTRODUCTION

Light detection and ranging (lidar) devices are used to detect the location of objects
in optically thin atmospheres for which the effects of scattering are small enough that they
can be ignored or treated by an approximate correction. For atmospheres of interest here
that are optically thick at the wavelength of the measurements, scattering effects must
be incorporated by means of a multiple-collision analysis or use of the radiative transfer
equation.

The linear Boltzmann equation is used here to analyze the propagation of radiation
through a homogeneous atmosphere, and the scattering of radiation at the surface of the
object behind the atmosphere is assumed to be isotropic (i.e., Lambertian reflection). Thus,
the ability to detect the presence of the obscured object depends upon the direction and
time characteristics of the incident radiation pulse, the single scattering albedo and phase
function of the atmosphere, the albedo of the object and its distance from the surface of
the atmosphere, the characteristics of the detector located external to the atmosphere, and
the magnitude of the difference in signals when the object is present or absent.

For simplicity the incident illumination is assumed to be normally directed at the
atmosphere and of an infinitesimal duration, while the atmosphere is described by the
Rayleigh phase function and a variable single scattering albedo; the albedo of the surface
of the object is also variable. For the detector, it is assumed that the backscattered
irradiance (i.e., the angle-integrated flux crossing a detector surface that is parallel to
the surface of the atmosphere) can be measured for a time interval after the pulse. The
detection of the object is to be made from the time-integrated backscattered irradiance.

The limitations of these assumptions are worth noting. First, the slab geometry
chosen for the calculation is certainly idealized since we expect neither a uniformly broad
incident laser pulse nor a slab atmosphere nor a reflecting slab object behind it; if we can
show, however, that it is not possible to detect such an object under such circumstances,
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then there is no reason to expect a non-slab object could be detected behind a multiply-
scattering atmosphere of a more complicated geometry. Second, for a normally-incident
illumination the radiation is initially in the direction of the shortest distance to the object,
so the time required for the object to perturb the backscattered irradiance is minimum
and the magnitude of the decaying pulse is maximum; this illumination represents a worst
case, however, in the sense that there is no azimuthal dependence of the backscattered
radiance which might help in the detection of the object. Third, a Rayleigh scattering
atmosphere represents a worst case when attempting to detect an object since a more
forward scatterer would enhance the probability that radiation would move through the
atmosphere, scatter off the object, and come back through the atmosphere to indicate the
presence of the object. Finally, a Lambertian-reflecting object represents a worst case for
detection since it backscatters the radiation uniformly in all directions.

II. THE METHOD OF ANALYSIS

To describe the transport of radiation within the obscuring atmosphere, the time-
dependent radiative transfer equation is used,

(V-at + pa + 1) I(z,A,t) = p(j,A') I(z,,u',t) d/u', (1)

where I(x, j, t) is the radiant energy per unit area, ju, and time (i.e., the radiance integrated
over the azimuthal angle). Also. 4 is the cosine of the polar angle with respect to the x axis
and t is the time in mean collision times (mct), as measured in terms of the scattering and
absorption properties of the atmosphere and the speed of light; v is the speed of light in
the atmosphere, as measured in units of inverse time, while p(is, A') is the phase function.
The distance x is measured into the atmosphere in units of mfp, the mean free path (i.e.,
the inverse of the extinction coeificient), from z = 0 at the surface of illumination to z = X
at the depth where the object is located if there is one present.

The ingoing radiance due to the pulse is given by

I(O,•, t) = 6(•, - 1) 6(t), 0 1 u < 1, (2)

and that reflected back into the atmosphere by the object at z = X is

I(X, -,ut) = 2A fo I(X, j, t) di.(3)

The detector is to measure the backscattered irradiance

E (t) = u1(o,-i, t) ds. (4)

The backscattered irradiance can be integrated as a function of time to obtain a quantity
Q, and for the calculations we selected the interval 2 < t < 20 mct, i.e.,

Q = E(t)dt. (6)

In principle this quantity could be used to infer either the surface albedo of an object when
its depth of location is known, or the location when its albedo is known.
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III. NUMERICAL RESULTS AND DISCUSSION

The calculations were done using the TIMEX program"'2 for a single scattering albedo
of unity, for different surface albedos of the object (A = 0, 0.2, 0.4, 0.6, 0.8, and 1.0), and
for different optical depths of location of the object (X = 1, 2, 3, 4, 5, 6, and oo mfp).

Fig. 1 shows the backscattered irradiance for a perfectly absorbing object (A = 0)
behind a nonabsorbing obscuring atmosphere of depth X for X = 1,2,4, and oo mfp. By
way of comparison, results analogous to those in Fig. 1 are shown in Fig. 2 to illustrate
the effect on the backscattered irradiance of a perfectly reflecting object (A = 1) at the
same locations. Of course the figures represent the two extreme cases for the reflection
from the object, so objects with 0 < A < 1 would give results that lie between these.

The detection of the object depends upon the magnitude of the perturbation in the
backscattered irradiance. Fig. 3 is a map of the time-integrated backscattered irradiance
Q as a function of the object's surface albedo A and the location X. For any value of Q
there is an isocline of possible values of [X, A]. The upper left-hand portion of the figure
shows a region for objects with albedos A > 0; the lower left-hand portion shows a region
for objects with A Ž: 0. These two regions indicate the presence of an object. When there
is no object, the value of Q = 0.423 and the line which corresponds to that value lies
between the two regions and goes asymptotically to X = oo. Thus the map provides a
global picture of the detectability of an object behind a uniform obscuring atmosphere.

IV. COMMENTS
The results shown here represent a near-worst-case for attempting to detect an object

through a thick obscuring atmosphere il, the sense that if the atmosphere or the object
scatters more anisotropically, detection would be somewhat easier.

It also should be emphasized that perhaps another way of detecting an object would
be to use another observable instead of Q or in conjunction with Q to better resolve X
and A for the object; further work to answer this question is presently underway.
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2. For this calculation with TIMEX it is necessary to run the code twice to properly
treat boundary conditions (2) and (3); in the first calculation, the uncollided source
option is used, but this option does not properly allow for reflection at the object.
In the second calculation, a very thin source is used to generate an isotropic angular
distribution that is backscattered from the surface. The correct solution is obtained
by adding the results of the first calculation plus the product of the fraction of photons
reaching the object times the surface albedo times the results of the second calculation.
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Fig. 1. Curves of the backscattered irradiance E(t) versus time for a perfectly reflecting object
behind a nonabsorbing obscuring atmosphere for (from top to bottom) depths of 1,
2, 4, and co mfp.
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Fig. 2. Curves of the backscattered irradiance E(t) versus time for a perfectly absorbing object
behind a nonabsorbing obscuring atmosphere for (from top to bottom) depths of o,
4, 2, and 1 mfp.
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albedo A] for an obscured object.
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COMPUTER SOLUTIONS OF INTEGRAL EQUATION
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ABSTRACT

A method of improving the accuracy of traditional methods (Guru
and Chen [6], Hagmann and Gandhi [7]-[81, Hagmann and Levin [9],
and Livesay and Chen [13] of solving integ ral equations has been
obtained. We now have exact formulas for the accuracy of projective
approximation methods (Gohberg and Feldman [5], NeiitaanmaKi and
Saranen 1201) for solving integral equations. For a class of
approximaioni schemes for estimating the solution of integral equations
of electromagnetic scattering, we can develop a systematic procedure
for reducing the original infinite rank integral equation to an exact
finite rank integral equation capable of being completely analyzed by
digital computer. In this paper the method is illustrated for the popularIu se basis function method(Guru and Chen [6] Hagmann and Gandhi
F7]-[8], Hagmann and Levin [9], and Livesay and Chen [13]).

L INTRODUCTION TO P IoECTV AI.POflMTION MITODS

In this section we explain (i) linear interpolation, (ii) Fourier seriesapproximations, and (iii) pulse basis functions as projective
approximation methods.

A projectiog is a linear operator P on a vector space V with the
property that PI = P. A projective approximation scheme is a linear
mapping P from a vector space V into a subspace W of approximates
of members of V with the property that P is the identity operator on
W in the sense that Pw =w for all w in W.

We now explain linear interpolation. A common example would b-
toapproximate the space V of functions which are continuous on [ab
by members of a space W of functions which are linear on each of

S = (1xo'x 1)x1x 2),
where a = x0 < x, < ... < x. = b and to define P by the linear
interpolation rule,
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{(xi -•) (X -_-_) (.1)
f(x)x= f(xi-I) (xI -xI-,) + f(xI) (x -xi) I(11)

if x belongs to an interval in the collection of subintervals, [x0,x•)
[xx),..,(x,_1,•lcontaining the open interval (xi_,xi). Note that it
[nlS is thre case, then

P2f (x) = Pf (x) (1.2)

Next we interpret Fourier series or eigenfunction expansions and
consider the space V to be the set of functions defined on an open set nl
of R which are square integrable with respect to Lebesgue measure L.
and valued in a Hilbert space X with norm [ Ix with two functions f
and g being equivalent on 0 if

fIf -g 1d-= 0 (1.3)

where f and g are taken from the collection of Lebesgue measurable
functions h from n into X which are square integrable over nl in the
sense that

flIf 12Xd < oo (1.4)

We say that two functions f and g are orthogonal if

f(f ,g)xdzi 0, (1.5)
0

where (f , g)x denotes the inner product in the Hilbert space X of the

values of f and g so that

IfI = (f,f)x (1.6)

If

is a finite set of pairwise orthogonal functions in V, then we let W be
the smallest vector subspace of V containing F and note that a
projection operator is defined by the rule,

ff (x)A(x)d V(x)
Pf (x) 0 €(X) (1.7)

iel f 0,.(x)ld v(x)

The projection operator defined by equation (1.7) is the basis of Fourier
series approximations and also eigenfunc~ion expansions if we
incorporate into dv(x) weight functions associated with for Sturm-
Liouville equations(for example).
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"The pulse basis function method has been used by Guru and Chen
[6], Hagmann and Gandhi [7-8], Hagmann and Levin [9], and Livesay
and C en [13] to predict the results of electromagnetic interactions
with complex structures by decomposing the scattering body into cells
within each of which the induced electric vector is assumed to be a
c('Jstant. The pulse basis function method makes use of the concept of
the partition of an open set f) of Rn.

We have defined for each x E R" and each r > 0 the set

B(x,r) = {y E R':;x - y I < r

to be the ball of radius r centered at x. We let n be an open set in R"
whose closure is bounded. A partition of n is a set P(n) of pairs (V,,z,)
where iEI and the ball B(xi,r) is contained in Vi for some r > 0,

un (1.8)
iEI

and up(VjnVk) = 0 if (N'j,xj) and (Vk,Xk) are distinct members of P(fl)

so that x.*x. if and only if i*j and un(vinvj) = 0 where u, is the
standard Lelesgue measure on R' where we let

P (fl) I Vi:(Vi,xi)E P(O) for some zi E V• (>

and we define the functions

fI x E Vi
xv,(X) = 10 x is not a member of Vi (1.10)

to be the characteristic functions or pulse functions associated with the
sets Vi in P(fl),. The sets Vi are calred cells in a cellular decomposition
of 0.

Definition 1.2. We define the projector P associated with the
partition

P() j M'i(,x): Xi E ,iJ E I,vic CO1.1

which satisfies the conditions of definition (1.1) by the rule,

Pf(x) = r Xv,(z)f(z.), (1.12)
V, EP(O),

for all functions :fl -- C' where Cm denotes complex m dimensional
space for all positive integers m.

A direct calculation will show that the following is valid.
Proposition 1.1. If (Cm)n denotes the vector space of all mappings

from 0 into C m (complex in dimensional space), then the mapping
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P: (CM)n- (Cm)n (1.13)

satisfies

PP P (1.14)

In practice we decompose the scattering body into cells and
suppose that the electric vector is constant within each of these cells.
Thus, there are three unknown components of a complex electric vector
in each cell which means that our unknown functions are for three
dimensional scattering problems valued in C3 (complex 3 dimensional
space). If there are N cells, the integral equation of electromagnetic
scattering has the form,

(E-E')(pw) ( ) - i/w G(p,q)-E(q)dv(q) (1.15)

where

G(p,q) = I + [ V(V) exp(ikp I p-q L (1.16)

may be approximated by the finite rank integral equation,

PiE - Px-E' = t•°i f (y)PxG(x,y).P E(y)dv(y)(1.17)

n 0 C 2O J C

where G is defined by equation (1.16). By equating coefficients of
Xv,(x) on each side of (1.17) and evaluating integrals of known
functions of y over the sets Vi we reduce the finite rank integral
equation (1.17) to a system of 3N equations in 3N unknowns. However,
we will show that the .equation (1.17) is really the wrong finite rank
integral equation to subject to computerization and furthermore that if
we start with any valid projective approximation scheme and assume
that the original infinite rank integra eq uation has a unique solution.
then it can be reduced to a finite rank inWegral equation whose solution'
is exactly the projection of the exact solution of the original infinite
rank integal equation.
. In addition we remark that while the Neumann series, (Kleinman
[12], Shifrin [22]) as it is usually applied in electromagnetic scattering, is
only valid for scatterers which are nearly diaphanous in the sense that
if

(I-K)E = E'
is the original integral equation describing the scattering of light from
our aerosol particle, then the operator K as to be contractive or have
norm less than 1, the methods of this paper, although also using series
of operators, are actually valid for scattering bodies with a wide range
of electrical properties.
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2 EXACT IOIMULAS FOR THE ACCURACY OF APPROMIMATE
SOLUTIONS OP INTECRAL EQUATIONS

Let X be a Hilbert space and let B (X) denote the Banach space
of bounded linear transformations of X into itself. Let

K:fl x n - B(X) (2.1)

be such that if we let h (x) = Tf (x), where

Tf(x) = fK(xy)f(y)dv(y) (2.2)
n

implies that h = Tf is in L2(nX) whenever f is in L 2(fl,X) where
denotes Lebesgue measure on n and L2(n,X) denotes the square
integrable P,- measurable functions from n into X. Thus, let us
assume that the original integral equation is

f (x) - g(x) = ATf (x) (2.3)

where in practice in electromagnetic scattering, for example, g(x) would
denote the ambient source of light, f) would denote the aerosol particle,
and f (x) would denote the total electromagnetic field that exists
because of the presence of the aerosol particle n in the ambient
electromagnetic field defined by g(x). We define a projection operator,

P:L2(n,X) -- L2(nfX), (2.4)

as a linear mapping from L2 n,X) into a function in a finite dimensional
subspace of this space which approximates the original function. We
let QX be an operator on functions of x in A valued in the Banach
space X such that

PfK(xy)(Pf(y))dv(y) = fQxK(xy)Pf(y)dv(y) (2.5)
f( (2

We introduce new operators L and N on L2(fX) by the rules,

Lf (x) = PfK(x,y)Pf (y)dv(y) = PTPf (x), (2.6)
(2

and

Nf (x) = f(K(xy) - QXK(xjy)P)f (y)d v(y), (2.7)
40
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so that

T = L +N. (2.8)

The usual approximate equation that we sqlve in practice is

Pf, - Pg = APTPf.(x) (2.9)

We usually have to assume that the solution u = Pf, of the equation
(2.9) is as close as we want to both the actual solution f of the original
integral equation (2.3) and its approximation Pf. This might be true if
Pg is close in norm to g and i[ AL is close in norm to g and if AL
deiined by (2.6) is close in operator norm to the exact integral
transform AT. A consequence of these assumptions would be that the
operator norm of the difference AN between AT, defined by (2.2) and
(2.8) and AL = APTP, where L is defined by (2.6) is a very small
number W. will show in this paper that this widely used
assumption(16[ [8], and [133]) while capable of yielding correct results
with sufficient, computing time is actually not needed. The only
hypothesis that is needed-is that the pro'ector P be a good enough
approximator that if N is defined by (2.1), (2.5), and (2.7), then

max(AIl IN 10I, Xl ICP -I)N 10) < 1 (2.10)

where if S is any linear transformation of L2(fl,X) into itself, then

IS In = sup(ISf IO:f E L2(fn,X)and!f If 1 ) (2.11)

with

Ifl = ff(x)I dw(x) (2.12)

for all functions f in L2(O,X) where if w is in X and X happens to be a
Hilbert space, then

Iw IX = (W'W)x. (2.13)

where (u,v)x is the Hilbert space inner product of u and v with respect
to the inner product of X and where otherwise more generally w IX
represents the Banach space norm of w. The inequality (2.10), which is
our key assumption, is reasonable if the original equation actually has a
solution and projection by the operator P actually provides us with a
good approximation scheme. Ordinarilly with projective approximation
schemes we have a sequence of projectors whose images of a function g
approach the function g being approximated. We use the assumption
of inequality (2.101 to develop an exact finite rank integral equation
whose soluti ),J is the projection under P of the exact solution of the
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original infinite rank integral equation (2.3). The inequality (2.10)
means that the operator G x can be defined by the rule,

C = , A-IN = N + AN2 + A2N + (2.14)
k-I

so that since

(I - AN)(I + AN + A2N 2 + ...)f = f (2.15)

it will follow that

(I - AN)(I + AGA)f = f (2.16)

for all f in L'(nX). Thus, we can in view of the relation,

AT = AN + AL (2.17)

which follows immediately from equation (2.8), express the original

integral equation (2.3) in the form

f = g + ANf + ALf. (2.18)

We see by rearrangement of terms in equation (2.18) that

(I - AN)f = g + ALf (2.19)

Applying the operator I + AG, to both sides of equation (2.19) and
using the fact that if r is an operator of norm smaller than one,

(1-.r)(1 + r - r2 + r3 + ... )f - f (2.20)

it follows that

f = g + ALf + AG (g + ALf) (2.21)

It is possible to represent the action of the operator N appearing in the
decomposition, equation (2.17), of T in terms of GA, L, g, and f by
realizing that equation (2.21) and (2.18) imply that

ANf = AG%(g + ALf) (2.22)

We now would like to apply the projection operator to both sides of
equation (2.21). To help us we note that equation (2.6) and the
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relation P2 = P implies that

PL = L. (2.23)

Consequently, equations (2.21) and (2.23) imply that

Pf = Pg + ALV + AP(GA(g + AUL)). (2.24)

Substituting (2.22) into (2.24) we see that

Pf = Pg + AVL + APNf (2.25)

We wish to reduce the integral equation (2.25) to an exact finite rank
integral equation. We introduce an operator L (Kp) by the relation,

L(KP) = PT

so that in view of the fact that L = PTP, (equation (2.6)) it follows
that

Lf = L(K,p)Pf (2.26)

We now see that (2.25) and (2.26) imply that equation (2.24) is
equivalent to

Pf = Pg + APL(KP)Pf + APNf (2.27)

While this is not a finite rank integral equation it suggests that an
approximate finite rank integral equation,

Pf , = Pg + APLPf a + APNPf! (2.28)

might give a more accurate solution, a solution closer to f, than the
solution Pf. of the traditional approximate equation,

Pf. =- Pg + APL(Kp)Pf. (2.29)

We will go much further than this, however, and reduce the equation
(2.25) to a true finite rank integral equation whose solution wiliFbe the
approximation Pf of the exact solution f of (2.3) and also give a precise
and calculable formula for the difference f - Pf. We can do this by
making use of the relation (2.16) whose validity follows from the basic
assumption that P is a good enough approximator that inequality (2.10)
is valid. This will permit us to achieve our goal of expression f in terms
of our rough approximation Pf and the stimulati ig field g b' an exact
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formula. Going back to equation (2.19) we obtain the relationship,

f (,N)k (g + ALf) (2.30)
k -0

Makin use of the obvious relationship, L = L(1 P P, operating on both
sides of (2.30) with N and substituting into equaon t(2.27) we see that

Pf = Pg + APL(K.P)Pf + APNE (AN)k (g + AL(x,p)Pf) (2.31)
k =0

Collecting the terms in equation (2.31) involving the unknown member
Pf of a finite dimensional vertor space, we have the relation,

00 kg00 k
Pf = Pg + APNE (AN + AP)(L (p) + NE (AN) AL(xp))Pf (2.32)

Our first objective is achieved since equation (2.32) is a truly finite
rank integral equation in the unknown member Nf of a finite
dimensional vector space. The cormputer program giving a solution of
this equation would provide us with the coefficients of the basis vectors
of this finite dimensional vector space that appear in the representation
of Pf; in other words the linear combination of the basis vectors of the
ima~ge of P with these coefficients is the exact value of Pf, the
projection of the exact solution f of the original integral equation (2.3).
Thus, from this point on we assume that Pf is known.

To finish this section we use our exactly determined value of Pf
that was obtained by solving the finite rank integral equation under the
assumption that I - AL is invertible on the image of the projection

tor P where L = PTP, and subtract the right sides of equations
.18) and t2.25) obtaining the relation,

(f - Pf) = (g - Pg)+A(l - P)Nf (2.33)

which can be rewritten in the form

(I - A(I - P)N)f = (g - Pg + Pf) (2.34)

Again making use of the hypothesis (2.10) we conclude that the exact
soltion of the infinite rank integral equation is

00
f = , (A(I - P)N)k(g - Pg + P1) (2.35)

k -O

where Pf is the exact solution of the finite rank integral equation (2.32).
We have proven the following.
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Theorem. If P is a projector from L2(tl,X) onto a finite
dimensional vector space such that if L and N are defined by (2.6) and
(2.7) respectively, and if inequality (2.10) is satisfied, then equation
(2.32 is a finite rank integral equation whose solution is the projection
Pf of the exact solution f of (2.3). Furthermore, if (2.32) has a unique
solution, then the onnal infinite rank integral equation has a unique
solution given by (2.35).

We note that we have reduced the question of uniqueness of
the solution of an infinite rank integral equation to the uniqueness of
the solution of a finite rank integral equa ion. We note also that we
have an exact formula for the error associated with the discretization
associated with the projection operator P.
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SCATTERING OF LIGHT BY FINITE CYLINDERS

D. K. Cohoon
Department of Mathematis 038-16

Temple University
Philadelphia, Pennsylvania 191ff

ABSTRACT

The primary content of this report is the description of a computer program developed
originally at Drexell University and modified for use at the Chemical Research, Development, and
Engineering Center of Aberdeen Proving Ground. We describe (i) the mathematical basis of this
program to predict the manner in which light is scattered by a simulated aerosol particle modeled by
a finite length cylinder, (ii) the meaning of key FORTRAN variables used in various parts of the
program, (iii) the input parameters and their units and meaning, and (iv) the output variables and
their meaning. Our writing is deliberately expository on the level of the light scattering novice and
may, therefore, be less elegant than the advanced reader might prefer.

We describe in this report an approximate method of solving the volume electric field
integral equation describing the scattering of electromagnetic radiation by a penetrable nonmagnetic
obstacle of arbitrary shape but possessing a permittivity and an electrical conductivity which can
vary from point to point within the scatterer. The method uses Fourier analysis of distributions in
the derivation of the approximations.

The integral equation considered in this paper has been widely studied, and physically
motivated derivations of the equation have been provided. However, a mathematical proof seems to
be absent from the literature. The author has under support by Southwest Research Institute
numerically verified, that if the exact solution of the problem of describing scattering by a spheroid
is substituted into the integral equation studied in this paper, then this integral equation is satisfied.
The equivalence of this integral equation to the transmission problem of electromagnetism, where
we assume that the Maxwell equations are satisfied in the interior and another set of Maxwell
equations are satisfied in the exterior of the scattering cylinder, and where the difference between
the solution of the exterior equations and the electric field E• and the magnetic field H' of the
incoming radiation satisfy the Silver Muller radiation conditions, and where the usual regularity
condition requiring continuity of tangential components of electric and magnetic fields across surface
boundaries separating regions of regularity or smoothness of electrical properties is assumed to be
valid, can be proven mathematically. While many numerical methods have been developed to
attack the problem of solving this integral equation, none have been successful on existing computer
systems when the scatterer shape is complex. The exact solution of this integral equation when the
scatterer is a finite length cylinder is still not known, and no formula has been developed which is
valid over a wide range of frequencies by any method. A method of improving the accuracy of
traditional methods (Guru and Chen [61, Hagmann and Gandhi 171-181, Hagmann and Levin 191, and
Livesay and Chen 1131 of solving integral equations has been obtained, and this is discussed in this
report.

The method of solution used by the program described in this report is an iterative scheme
based on the Neumann Series. The method described in this report is particularly useful when
considering the random orientation problem or the problem of scattering from a cloud whose
particles have a given statistical distribution of orientations. The reason for this is that the iterative
technique developed in this report that makes use of the Shiffrin method of calculating the action of
multiple dimensional integral operators can be carried out very rapidly for particles with a
sufficiently small index of refraction. The range of validity of this method and of the computer
program are provided to the potential user of the program in this report.

1. INTEGRAL EQUATIONS AND LIGHT SCATTERING

The purpose of this section is to provide the user of the program with a description of both
the equation that is solved by the computer program, and the method of solution that is used. The
equation solved is the volume integral equation studied by Muller in his classical works and now
widely used (131-1111). This equation has the form

E = E' + (grad (div) + k2)f(m,2- 1)[e ox -Ir-o Ir - l ].E(r.)dv(r.) (1.1)
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where r is the observation point, El is the electric vector of the incoming field, E is the electric
vector of the total electromignetic field resulting from the interaction of the incoming radiation with
the aerosol particle, and r, is the variable of integration which varies over the particle. The integral
equation above has several advantages including the fact that it permits the analysis of light
scattering by aerosol particles whose electrical properties are not the same at every internal point
sad that only the scatterer need be modeled. In using the finite element method a large area of air
space surrounding the scatterer, namely the entire region where the ambient light is significantly
altered by the presence of the pzari.le, mnu~ be !..scr:h.d iii a CriInpIu 'r rnidel of light scattering.
The disadvantage is that computer analysis can be very Costly if Lte •roiig approach is taken. In
this report an approximate solution is obtained using the concept of Born series together with the
use of Fourier analysis and complex variables to get an pxact expression for higher dimensional
iterates of the integral operator. This makes the problem of averaging over orientation quite
tractable. In the above equation only V is known, the value of E both inside the integral and
outside the integral must be determined. A typical procedure is to rewrite the integral equation
(1.1) in the form

E = E' + KE (1.2)

where K represents the integral operator. If the norm, IK I of the dyadic integral operator is
smaller than one, then the integral equation (1.2) has a unique solution which is represented in the
form

E = E(K)-Et (1.3)
u--0

I remark that the reader can easily see the origin of the series Polution (1.3) which is sometimes
called the Neumann series by rewriting equation (1.2) in the form,

E - KE = E' (1.4)

and realizing that equation (1.3) is very similar to the geometric series

n=0

relation that is valid if R is a complex number whose absolute value is sianiler than one. The
analogy is precisely the following relation,

(I - K)-' = K(1.)
-s0

where I is the identity operator which transforms every vector valued function E into itself, which
is valid whenever the norm of the operator K is smaller than one. These are the conditions under
which this equation has been solved in this report. The program developed in this report was
adapted from the computer program written at Drexel University which is described in Acquista Ill
and in the joint works of Ariel Cohen, Leonard Cohen, and Richard Haracz ([31-113). Hoit in j9;
uses the volume integral equation (1.1) without using the assumption that the norm of K is smaller
than one and hap evidently obtained some results which agree very well with experiments. A
surface impedance approach similar to that used by King 1141 was used by Pedersen et al. 1151 who
also obtained numerical results which sometimes agreed very well with the results of light scattering
experiments; Pedersen et al. however use a Pocklington type of theory and reduce the three
dimensional integral operator to a surface integral by averaging over the cross section of the
cylinder. The specific numerical values for which comparisons with theory and experiment are good
are detailed in 191 and 1151. For example, a typical set of values for which Pederson got good results
was for a tungsten wire with a wavelength to length ratio of .525 and a length to diameter ratio of
660. J. W. Shepherd and A. R. Holt i91 on the other hand appear to get excellent agreement with
backscatter experiments for a finite cylinder with a lengtl ' radius ratio of 5 to 1, a circumference
to wavelength ratio of 0.458, and a complex index of refraction given by

N - iK = 3.14 - iO.038 (1.7)

The problem of developing a robust program for describing the interaction of light with a fat
cylinder with a high complex index of refraction remains unsolved and would probably require a
direct attack on the integral equation without using any assumptions about the size of the norm of
the associated integral operator, and would probably use an extension of the methods of i9!. All of
the above methods involve a discretisation of the integral operator appearing in the integral
equation (1.1), and they furthermore imply that there is some projective transformation onto a
vector space of potential approximates of the solution of the integral equation. By the use of the
word projective I am implying that the approximation of an acceptable approximate is equal to
itself. We furthermore are considering at any time a finite dimejsional vector space for a source of
possible approximate solutions of our integral equation. Ar integral operator is said to be of finite
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rank if its image is a finite dimensional space of functions. A beat approxinate of the real solution
of the original integral equation (1.1) might be a function in a finite dimensional vector space which
is as close as possible to the actual solution. We think of this best approximate as a projection of
the actual solution onto the finite dimensional vector space in which we are looking for
approximations to the actual solution of (1.1). If the space is chosen to that we can get reasonably
close to the actual solution with a best approximate, we can show that there is an exact finite rank
integral equation whose solution is the projection of the actual solution, and that furthermore there
is a correction to this solution which can with enough systematic calculation give the exact solution
to (1.1). Said differently, it is possible to get an approximation to the solution to (1.1) and to also
have a mathematical value of the exact error associated with this approximation. It is also possible
to develop a differential equation with solutions in a vector space of matrix valued functions of pairs
of points in three dimensional space which yield a resolvent kernel R such that the solution I of
(1.1) is given by

E, - RE' = 1 (1.8)
so that the determination of the unknown Z is simply carried out by evaluating REI which involves
evaluating an integral. To understand how we compute R we rewrite the equation (1.1) in the form

K - K' = fC(r~v)4-(r,)dv(r,) (1.9)

and then observe that the operator R described above is given by

RE' f Rx(rrEV)(r.)d (r.) (1.10)

where

dR, - R( .)=~ ~ rd~, (1.11)
d A

an_ where

R 0 = G (1.12)

We discuss in this paragraph the validity of the integral equation whose solution was
obtained by the computer program described in this report. In particular we want to know the
connection between solutions of integral equations and the solution of the standard Maxwell
equation boundary value problem. We seek solutions of the equations of Maxwell which are

curl(E) aB (1.13)
at

and

curl(H) = 8D (.4cr(H LD + J (1.14)

where the constitutive relations for a general optical material ( c. f. Reintjes 1171, p 8) are defined
through the introduction of a polarization vector P by means of the relationship

aD aPa + J = e0z + a p.S

and a magnetization vector M by the rule

D - ,o(H + M) (.16)

In a nonmagnetic material we have M = 0 and we frind that P is determined a the trace of the
matrix product of the matrix whose number of rows is the number of states and whose (i,j) entry is
the transition dipole matrix entry between states i and j and the density of states operator (Reintjes
[171, p 22). For linearly responding materials which can be treated as a Lorents medium with a
single type of oscillator, this relation is given more simply by

P = Nex (1.17)

where
d 2x dxmd - + g dx+mwo2 x = eE (1.18)

Substituting the solution of equation (1.18) coupled with (1.17) into the linear relationship,

P = (e - eo) X - i(u/w)- (1.19)

we obtain the standard dispersion relationships giving the complex index of refraction as a function
of the frequency of the incident light for a simple one oscillator Lorents medium. We require that
the Maxwell equations be satisf.ed inside and outside the scatterer, that the tangential components
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of I and H be continuous across the boundary of the scatterer, and that the electric and magnetic
vectors of the scattered radiation satisfy the Silver Muller radiation conditions. Thus, we require
that

E' = E - V (1.20)

which represents the difference between the total electric vector and the electric vector of the
incident light beam, should satisfy the relationship,

LR- Ioo] /(Icurl(E')xn - ik 0E' ,)2da = 0, (1.21)

where Si is a sphere of radius R centered at a point in the bounded scatterer f0. We multiply out
the expression in the integrand appearing in the left side of equation (1.21) obtaining the
relationship,

(curl(E')xn - ikoE')-(curl(E')" + iko(E')) =

(Icurl (E,).n )2 + k,2(E. )2 - iko(E x curl(E ))n) + ik((E')' x curl(E')).n (1.22)

In developing the above equation we have used the fact that

(A x n).B = (B x A)n (1.23)

for all vectors A, B, and n. This enables us to show that if Ed delbtes the difference between two
representations of the electric field vector in the interior of the scatterer 0 which satisfies the
Maxwell equations, (1.13) and (1.14), the radiation condition (1.21) and the condition that
tangential components of the electric field E and the magnetic field H are continuous across the
boundary of the scatterer that then

ko0ofa(lEd I)2
dv = 0. (1.24)

This permits us to show that in a naturally arising collection of electromagnetic fields, there is only
one solution of the Maxwell equations (1.13) and (1.14) inside and outside the scatterer f0 which
satisfies the radiation condition (1.21) and the regularity conditions requiring continutity of
tangential components of E and H across the boundary of 0. Furthermore, by introducing the dual
integral equation obtained by applying the curl operation to both sides of equation (1.1) and
enforcing the first Maxwell equation (1.1), we can prove that the second Maxwell equation (1.14) is
satisfied both inside and outside the scattering body. If we assume that the electrical properties are
infinitely differentiable, we can prove that tangential components of E and H are continuous across
the boundary of the scatterer. We note that by smoothing sharp edges, we can get as close as we
pleae to describing an aerosol particle whose electrical properties change suddenly from those of free
space by passing across the particle boundary by using infinitely smooth electrical properties. The
particular form of the kernel function in the integral equation (1.1) ensures us that outside the
scatterer

E - E' = E' (1.25)

satisfies the relation (1.21). This proves mathemtically that the integral equation formulation (1.1)
of the light scattering problem was completely equivalent to the standard Maxwell equation
formulation. This is important, because we then know that if we can prove that we have developed
a numerical scheme for correctly solving the integral equation (1.1), such as the iterative method
described in this report, then we are confident that this is the exact solution of our light scattering
problem under the milder assumption that the scattering process is correctly described by the
solution of the standard transmission problem associated with linear Maxwell equations.

Siice the term appearing in the integrand of equation (1.1) is infinite when the variable of
integration r, is exactly equal to the observation point r, we have been concerned about the
numerical interpretation of the action of the integral operator on an electromagnetic field, and we
have carried out careful numerical experiments with a principle value interpretation which excises a
sphere containing the observation point r and breaks up the integration over 11 into a portion
interior and exterior to this sphere which is contained in f0. We have compared solutions which
were obtained numerically with exact solutions for aerosol particles with special shapes. We have
used the exact solution for scattering by a small spheroid in an electromagnetic field making use of
the fact that the field inside an ellipsoid is nearly uniform ( Stratton 1181, page 213) if this ellipsoidal
dielectric is small compared with the wavelength. Furthermore, exact formulas can be found for the
components of the Polarization vector inside an ellipsoidal dielectric in a uniform field, which is
equivalent to the prcblem of a very small ellipsoidal dielectric in a plane wave light source. What I
did was to assume that the scatterer was very small and take the observation point r of equation
(1.1) to be inside the ellipsoid. I then noted that the electric vector E appearing in equation (1.1)
was just a constant vector. I, therefore, substituted an arbitrary constant vector into (1.1). 1
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excised a small sphere about the observation point and evaluated the action of the integral operator
on the constant vector inside thin excised sphere using spherical coordinates by an exact formula;
this just involved the evaluation of nine simple trigonometric integrals. I next cut a cylindrical hole
in the ellipsoid whose axis passed through the center of the excised sphere and whose radius was
exactly the radius of the excised sphere. I used a highly accurate Gauss quadrature scheme to
evaluate the action of the integral operator outside the cylindrical shaft in my spheroid. I did the
so*.ie kind of accurate integration over the region of the cylinder inside the spheroid and above and
below my excised sphere. In carrying out the calculation, I made my excised sphere as large as
possible to reduce the variation in the integrand in the portion of the spheroid that was outside the
excised sphere. The following table shows the size and complex index of refraction of a spheroid
subject to 60 cycle per second radiation.

SP•EROID DATA

Minor Axis Length N - iK
2 meters 106 - i0.33/(60x8.854X 10 -12)

The next table shows the comparison of two different methods of calculation. These are the exact
calculation using spheroidal coordinates and the computations involving the development of a
system of three equations in three unknowns based on the knowledge that( Stratton 1181, page 213
the internal electric vector of a dielectric ellipscid in a uniform field in a constant.

FIELDS INDUCED IN A SPHEROID
aids ratio Re (E.),,, Im ().., R ).. m (E.),..,...

3/2 .2667743454x 10 -'0 ' .263742620x 10-' .266766x 10`0 .263748 x 10-7
4/2 .2475938871 x 10 -10 .24780613Sx 10- 7  .244759x 10-10  .244791 x 10-7
5/2 .2365922431x10 -10 .2339072117x 10-' .236M09x 10`-0 .233921x10-7

This analysis of methods of comparing integral equation solutions of the problem of
computing the fields induced in spheroids to the exact formulation using the Maxwell equations is
not without relevance to the problem of describing scattering by spheroids. First of all the method
of computation shows that when the observation point r is inside the scatterer, then the singular
portion of the integral operator cannot be ignored, and that it in properly computed by excising a
sphere containing the observation point and calculiting the principle value integral over the sphere
and over the common part of the interior of the scatterer and the exterior of the sphere containing
the observation point. The integral equation used in producing the above table wu the quasi static
integral equation, but for particles whose sise parameter is much smaller than a wavelength of light,
the quasistatic analysis is very accurate. (Stratton 1171, page 213 ) and Bohren and Huffman 121,
pages 130-157 ) The integral equation used in the above analysis was the one obtained from
equation (1.1) by setting

exp (ik0  - r,D 0= 1 (1.26)

A second reason that a knowledge of this comparison is useful is due to the comparison ( Haracs et
al 181 ) between exact spheroid c3lculations using spheroids that are similar in shape to a finite
cylinder, and numerical solution of the integral equation when the scatterer in the finite cylinder
circumscribing the spheroid or which has the same length and volume as the spheroid. The authors
showed that good agreement was obtained when the index of refraction was 1.5 and the aspect ratio
was 10( Haracs et al. 181, page 3326 ).

The program at the present time produces as its output the intensities associated with the
components of the electric vector of the scattered radiation that are parallel to the detector plane
but perpendicular to the direction of propagation, and the component perpendicular to the direction
of propagation, but this is inadequate since in recent years discussions at the CRDEC Aerosol
Science Conference have confirmed that much more information is available from particles
interogated by electromagnetic radiation than is available from these two amplitudes which turn out
to be related to the first two Stokes parameters of the scattered radiation. At the present time one
of the preferred means of presenting this information is through the seven independent parameters
of the four by four Mueller matrix ( Bohren and Huffman 121 ). To calculate the entries one could
perform experiments on the object of interest by subjecting it to light with different polarizations
and measuring with phase the electric vectors of the scattered radiation. The reason that this is
correct is that the real and imaginary parts of the entries, S, S2, S3, and Sp, of the amplitude
scattering matrix (Bohren and Huffman 121, pages 62-63) completely determine all sixteen entries of
the four by four Mueller matrix (Bohren and Huffman 121, page 65). The formulas are listed
explicitely in Bohren and Huffman 121, page 65. Thus, to show that everything can be obtained with
the present program we simply have to show how to get the four complex entries of the amplitude
scattering matrix.

In the next section we will explain how to get the unit vectors e,, and st. in the direction of the
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x and y mne, reepectively, of the detector coordinate system. We assume that Zoo is the electric
Vector at the scattered radiation when the electric vector of the incident radiation in parallel to the
reference plane. We assume that I O is the electric vector of the scattered radiation when the
electric vector of the incident radiation makes an angle of 90 degrees with respect to the reference
plane. Both af the" quantities awe computeA by the program. Modulo the constant c therefore we
see that the complex entries of the aznplitý.!e scattering ma&rix are given by

C,= (E~,)(1.27)

CS3 - (oe)(1.29)

(ES e,= (1.30)

As we use the quantities calculated by equations, we see that the entriese of the Mueller matrix are
all proportional to (I c 1)2 which turns out to be given by

(Ic 0)' k0
2x2  (1.31)

where ko is the propagation constant of free space or 2w/A where A here denotes the wavelength of
the light. This fact causes the entries of the Mueller matrix to be independent of the distance from
the scatterer to the detector.

We now give a precise explanation of the computation of the entries of the Mueller matrix
in terms of the entries of the amplitude scattering matrix. From Bohren and Huffman ([21, p 83)
the amplitude scattering matrix is given by the relation,

ze- .I c S2 S:1 fi'e 1
Z.. c. S S i J Y (1.32)

The Mueller matrix reatsth 6toe parameters of the incident radiation to the Stokes parameters
of the scattered radiation at each detector position. Since there am four Stokes parameaters defined
by the relations which are the action of quadratic forms on the incident radiation given by

4 1 ~~(Z'.)I I,)[ + I (Z'e,)1 2

U. 1 1 )1 + ('e)Ee (1.33)

We now make some comments concerning the existence of the Mueller matrix. We note that
combinations of I,, Q., U., and V. will give all possible combinations o( products of the two
quantities 21 412 and 28eo, and their conjugates. To see this we note that

-(1/2)(U. -iV.) (1.38)

(Ie)('e, =(1/2)(U. + i',') (1.37)
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We remark that equations (1.34) through (1.37) also hold with the superscript a which
represents the scattered radiation replaced by the superscript i which is used to tell us for example
that 13 denotes the electric vector of the incident light beam. These equations have the form

(E'.e,)(Ee,)' = (1/2)(1, + Qj) (1.38)

(E'e,.)(Ee)" = (1/2)(I1 - Q,) (1.39)

(Ee,.)(:'e,.)" = (1/2)(U - iv.) (1.40)

(E'-e,,)(E'-e.)" (1/2)(U, + iV1) (1.41)

Thus, it is clear from this and the expansion of the quadratic forms that there is a four by four
matrix, which we will refer to as the Mueller matrix, which relates the Stokes parameters of the
"scattered radiation to the Stokes parameters of the incident radiation. Furthermore, this
relationship is written in the form

U(.1 S=.2 S(1.3 S.42)
S12.1) S(2,2) S12.3) S12.4) U1.2

V, tSý!L') S(1,21 S(.31 S ,.411 [Vi

We will now explain how we can in a systematic manner calculate the representation of all
the Mueller matrix elements in terms of the entries of the amplitude scattering matrix by the use of
the relations (1.38) through (1.41), their analogues for the incident radiation, and the matrix
equation (1.32). We will illustrate our method with the following computation of the (1j) entries of
the Mueller matrix for j running from I to 4. Substituting the matrix relation (1.32) into the right
side of the expression for L, given by equation (1.33) we see that

I, = Ic lNI(E'-e1.)12(S 2S; + S4S,) -t- (E'.e..)(E'-e,.)'(S2S; +S,;) +

I(E1'e,.)I2 (S3S; + SSI) + (E'.e,.)(E•'e.,)'(SS; + SS ,s) (1.43)

It will then follow after making the replacements suggested by equations (1.38) through (1.41) that

I = ic 1((1/2)(Ii + Q,)(iS 2 j;+ iSI) ± (1/2)(U 1 - iV)(SS; I S'S') +

(1/2)(U, + iv,)(sS; + S.S;) + (1/2)(11 - Q1)(1Ss12 + IS1!
2)) (1.44)

Thus, if we simply collect the coefficients of I, in equation (1.44) we rind that since

= (Ic 12)(S .1)4 + S(1.2)Q1 + S(1.3)U1 + S(,.,4 V) (1.45)

the Mueller matrix entry S(m is given by

S( ., = (1/2)(IS ,I'+ IS21
2 + ISsIl+ ISI•) (1.46)

Collecting the coefficients of Qi we find that

s(1,) = (1/2)(',S 21' + 'S41' - (ISlI + IS l2Y)) (1.47)

Since half of a number and its complex conjugate is the real part of the complex number, the factor
(1/2) does not appear in the expression for S 11.21 We deduce that

s(,.,) = Re(S 2S; + S,S) (1.48)

where if

I = x +iy (1.49)

denotes a complex number, then

Re(s) = x (1.50)

and

Ima(s) = y (1.51)

The last term in the above expression is then determined to be

s1.) = I•(S 2 S; - S.1 5) (1.52)

The remaining terms are given in Bohren and Huffman ( 1 2!, page 65) and are derived in the same
way. The present computer program car. therefore yield all the Mueller matrix entries as a function
of detector "agle.
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2. LABORATORY, TARGET, AND DETECTOR COORDINATE SYSTEMS

In this section we treat three coordinate systems called the laboratory, the target, and the
detector coordinate systems whose s axes respectively coincide with (i) the direction of propagation
of the radiation, (ii) the axis of a scattering cylinder, and (iii) a line joining the center of this
cylinder and a point detector of the light scattered by the cylinder. We will refer to these coordinate
systems as respectively the x 0-y 0 -so coordinate system, the x.-y. -a, coordinate system, and the
Xd-Yd -- ld coordinate system. We let e.., e,, e.. denote the unit vectors in the direction of the

pc4itive xo, y•, and so axes. We let e., ey, e, denote the unit vectors in the direction of the

positive x., y., and a. axes. We let e,,, ey,, e.. denote the unit vectors in the direction of the
positive xd, yd, and 5d axes. The detector is in the plans containing the xo axis and the so axis. In
these coordinate systems the y0 axis or the laboratory y axis and the detector y axis or the yd axis
coincide so that there is a simple two dimensional relationship between the coordinates of the
laboratory axis and the detector axis given by

E,, co (200) 0 sin (200) El,

Ey 0 1 0 E., (2.1)

E, [-sin (20,) 0 co. (200) E,

where 20o is the angle between the line from the center of the cylinder to the detector and the so
axis. Coordinate transformations of the type given by equation (2.1) are members of the real
orthogonal group and are inverted simply by interchanging rows and columns; consequently the
inverse transformation is given by

E t cos (200) 0 -si 120 fE,

(Ey 1 0 1 0 1 E*1 (2.2)
E " sin (200) 0 coo (20') E.,

The s, axis is obtained simply by rotating the so axis toward the x 0 axis by an angle of 20o. Since
the Yd axis is the same as the yo axis, we see that the Xd axis is simply that line which passes
through the origin of the original coordinate system and which is perpendicular to both the 2d axis
and the Yd axis. The Fortran variable used in our program to denote the detector angle 2 00 is
TTO.

We now discuss the relationship between the target coordinates and the the laboratory
coordinates. The cylinder makes an angle of 0 with respect to the so axis and the axis of the
scattering cylinder that is ta-geted so to speak by the incoming light beam, and the projection of
this cylinder on the x 0 -y 0 plane makes an angle of -y with respect to the x 0 aids. The FORTRAN
names for these variables are given in the following table.

PHA 0 angle of cylinder ands 0 axis
GA "7 angle of cylinder shadow and xo axis

The two angles 0 and -1 can be used to express a point on the cylinder axis one unit away from the
origin has spherical coordinates given (1,-n,$) ad consequently the unit vector in the direction of the
positive s. axis is with respect to the laboratory frame given by

e.. = sin(-y)co,(O)e,. + ain(-7)sin(O)ey. + coo('7)cos(0)e1,. (2.3)

We get the unit vector in the direction of the positive y. axis by the cross product formula,

y ,e,.xe,.. (2.4)

The final unit vector the one in the direction of the positive x, axis is given by
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OR = e,xe,, (2.5)

To relate a vector expressed in the laboratory coordinate to one its representation in the target or
cylinder axis coordinates we make the following transformation

E '. oe (r)cos (0) sin (,7)co (0) -in (i)) E..
E, -sin (-) coe (,) 0 Ey. (2.6)

E% n (4)co.(-) sin(O)sin(,I) coo(0) JE..
We now define the polarisation angle a which represents the angle between the electric vector of the
incoming radiation and the x 0 Lids under the assumption that the electric vector of the incoming
radiation lies in the x 0 -y 0 plane. The FORTRAN variable used in this program is defined in the
following table.

AIFA a angle ofl ' and the x 0 axis

This definition of a means that the electric vector of the incident radiation is given by

31 = Eocos(a)e,. + Eosin(c)e,. (2.7)

To represent a vector given in axial or detector coordinates in laboratory coordinates you simply
multiply by the inverse of the coefficient matrix in the above equation; this inverse matrix is
obtained from the first coefficient matrix simply by interchanging rows and columns. One of the
procedures carried out by the program is the execution of this matrix multiplication. In the original
Drexel University (131-181) code this was written in the transparent form,

EOXA = EO*(COS(PHA) *COS(GA)*'COS (ALFA)
+ COS(PHA)-SIN(i3A)-SIN(ALFA))

EOYA - EO-(-SIN(GA)*COS(ALFA)
+ COS(GA)ISIN(ALFA))

EOZA - EO'(SIN(PHA)*COS(GA)sCOS(ALFA)
+ SIN(PHA)*SIN (ALFA) *SIN (GA))

where ALFA is the polarisation angle and 1O is the length of the electric vector of the incoming
radiation, and GA is the angle made by the cylinder shadow in the x 0-y 0 plane, and PEA is the
angle made by the cylinder axis and the direction of propagation of the radiation. To average over
orientation we simply integrate the scattering intensity over the two angles -Y and 0 at each
observation point. Gaussian quadrature is used to carry this out accurately and subroutine GAUSS
is used to select the Gaussian quadrature points to carry out this surface integral.

S. TRH PUPIL FUNCTION

The characteristic function of the cylinder scattering the light is the function on all of Its,

three dimensional space, which takes on the value 1 at points inside the cylinder and which takes on

the value of 0 at all other points. The FUNCTION U in the Drexel (131-181) code calculates the

spatial Fourier transform of the characteristic function of the scattering cylinder at a specific point
in three dimensional space depending on components of the vector X given by

X = k 0e,, - ko (3.1)

where ko is the ratio of the angular frequency of the incoming light to the vacuum speed of light.
The Fortran variables used are IPA] for the component parallel to the cylinder axis and XPER is

the component perpendicular to the cylinder axis. Because of symmetry we naturally will change
coordinates first and calculate this Fourier transform in the x.-y.-s. coordinate system.

Assuming that this has been done, we then change to cylindrical coordinates with respect to this
coordinate system and write

u(x,y,s) - f f f [exp(i(n..(C.s()cs (a.) + $i (8)sm (9.)) + sa)) IdsdO.r~dr, (3.2)
0 -.-,-b/2

where (r,, ,s,) is the representation in cylindrical coordinates of a point which varies over the
cylinder. The integral with respect to s, can be carried out exactly leaving us with

421



R +W

(y f (i (rr,coe (9 ) (sh /2) /2) d6,r,dr, (3.3)
0-w4

This further simplifies and in fact can be completely integrated if we make use of the following two

facts which wre established in Appendix B of the paper on -cattering by infinite cylinders. The f'urst

one is the representation of the Bessel function of order 0 by the relationship,

Jo(w) = 29rfexp (- iwcos (0)) d6 (3.4)

and the relation,
it

f J0(r)rdr = RJ(R) (3.5)

0

which can be proven by many methods including just using the series representation of the Bessel

functions which is given by

J(r)3) ,=o22•*n!(n+m)!J

Thus, we see that simply making use of these facts and the elementary relation

sinf0/2) = exp(ii/2) - exp(-i,>/2)

0/2

we see that with 0 replaced by sh/2 that

u(x,y,s) =2?rR~h ( J I(Rr) 1 in (.h/2) (3ý7)

The function u is defined in the Drexel (131-181) University code a follows

FUNCTION U(XPAR,XPER,A,H,XK)
P = SQRT(XPAR'*2 -t XPER**2)
X = XPAR*(H/2)*XK
Y = XPER'A*XK
C-= ABS(X)
B = ABS(Y)
IF(C.LT.0.001) XA = I-X°2/6+X**4/1?0

IF(C.GE.o.00i) XA - SIN(X)/X
IF(B LT.0.001) XB (1-Y*2/8+Y'4/192)*0.S
tF(B.GE.0.001) XB = BESSI(Y)/Y
V = 3.14159285358979323"A'"2H
U = 2*V*XA*XB
RETURN
END

where the function BESSI is the first order Bessel function J,, and the input variables XK, A, and
H are defined in the following table

IM the propagation constant of the wave

A the radius of the cylinder
H the length (or height) of the cylinder
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ME TH INCOP41NC FIELD Z VECTOR, XPAR, AND XPER

We discuss here the detector or target coordinate system and its use in providing a
representation -Af the electric vector of the incoming radiation, in defining the polarization vector of
the incoming radiation, and in defining another vector X defined by

X = koe, - ko

and in defining XPAR and XPER by the rules,

XPAR = e,..X

which means the component of X parallel to the cylinder axis, and

XPER = (XI;)e, + (X-e7 )e

which means the component of X which is perpendicular to the cylinder axis. We note that by the
definition of X that it is independent of the polarization of the incoming radiation, but is related to
the unit vector in direction of propagation and the unit vector pointing from the center of the
scatterer to the detector. We develop components of this vector parallel and perpendicular to the
unit vector, %. , pointing along the axis of the cylindrical scatterer eo that while the vector itself is
independent also of the orientation of the scattering cylinder, the manner in which it is decomr osed
is related to the scatterer orientation.

In this section we let x0 , y0 , and so denote the laboratory coordinates whose s axis is
aligned with the direction of propagation of the radiation, and we let Xd, Yd, Sd denote the usual x, y,
and a coordinates in the system whoe s axis coincides with a line from the detector to the origin of
the laboratory frame where we assume that the detector is somewhere in the plane containing the xo
axis and the so axis. The origin of both coordinate systems is the center of the cylinder that is
scattering the light. If we let e, denote the unit vector poiz.ting from the origin to the detector and
we let 200 denote the angle between the direction of propagation of the radiation and the the line
from the origin of the coordinate system to the detector. Then we clearly have

e,, = sin(20o)eN, + coe(20o)e% (4.1)

If we further assume that the unit vector *,e in the direction of the positive y axis of the detector
coordinate system exactly coincides with the unit vector e, in tho direction of the positive y axis of
the laboratory coordinate system, then the unit vector e.. in the direction of the positive x axis of
the detector cooldinate system can be obtained by taking the cross product of ey, and the vector e,
obtaining

e,, = -sin(20 0)e% + coe(20 0 )e N (4.2)

The above relationships between the basis elements defines an orthogonal transfo:mation relating
the representations in the twvo coordinate systems. The relation between detector and laboratory
coordinates is given by

E. coe(2400) 0 sin(20 0 ) E,,

Ff 0 1 0 E7, (4.3)

Es. -sin(20 0) 0 cos(20 0) E,.

and in the detector coordinates the relationship for the electric field vector components is a function
of the coordinates of the field in the laboratory frame given by

SE1,, coo(200 ) 0 -sin(200) E,

-- 0  1 0 E,. (4.4)

E. ii.0(20) coe(2o0 ) IE%
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since the inverse of a member of the real orthogonal group is just its transpose. Since the electric
vector of the incoming wave is perpendicular to its direction of propagatiou, we see that if at sorre
time we freese the vector which Acquista (1lj, p 2933 ) assumed to have unit length is given by

o= cos(a)e 1 ,+sin(a)e7  (4.5)

where a i the angle between the electric vector and the xo aLis in the laboratory frame, then, we
can use our matrix relationship to deduce that

E, coe(200) 0 -ain(200) ro~)
= o 1 0 sin(a)

,. sin(200) 0 cos(200) 0"

cos(2#0)cos(Q)

= cos(a) (4.8)

sin(20 0)cos(a)

Computation of the iterate of integral operators using Fourier analysis of distributions (in the
Laurant Schwarts sense ) where the Fourier transform of a function which would not normally have
"a Fourier transform is defined in terms of its action on a smooth function which vanishes outside of
"a closed interval. The normal action of a function f which might very well grow at infinity on a
function g which is smooth and equal to sero identically outside of a closed interval is given by

+00

(f,g) = ff(x)g(x)dx
-oo

With this definition the action of the Fourier transform of f, which by the way completely defines f
in the distribution sense, on a test function g is the action of f on the Fourier transform of g, which
is defined in the classical sense. The function f can not grew too fast, however, since it has to be
defined on all the Fourier transforms of functions g which are smooth and vanish outside a closed
interval. These computations require the analysis of the vector

X = koe - k0 (4.7)

which in the reference frame (laboratory frame) is given by

X = ko(sin(2 0 o)e% + cos(20c)e%) - koe%. (4.8)

Note that if -f is the angle between the s0 axis and the axis of the scattering cylinder whose direction
coincides with the unit vector e,. which is the unit vector in the direction of the positive s axis of the
target coordinate system and if 0 is the angle between the projection of the target axis on the p!ane
containing the xo axia and the y0 axis, then since (l,•,-I) are the spherical coordinates of the tip of
the vector e,. in the xo-yo-so coordinate system,

%. = sin(v)cos(O), 2 + sin(-y)sin(•)e. + co.(-Y)cos(O)e,. (4.9)

If we take the dot product of our vector X with the vector a.. , then we get the component of the
vector X that is parallel to the target. This is the fortran variable XPAR that is used in the Drexel
University code described in Haracs, L. Cohen, and A. Cohen 181 and in the paper and technical
report (Cohen, L., R. Haracs, and A. Cohen (17J(page 9, equation 8)) and appearing as an argument
in the pupil function u as it is used to represent the electric vector of the scattered radiation in
[61 (equation 18, page 745). Taking the dot product of X with the vector e,, we see that

X'e,. - ko(sin(2 0o)sin(O)cos(-y) + co@(O)(coe(20o) - 1)) (4.10)

is the component of I parallel to the axis of the cylinder. The coding in the original Drexel program
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(131-191) used to calculate XPR is given in the following table.

XPAR - XK'(SIN(TTO)'COS(GA)'SIN(PHI) +
+ COS(PHI'(CoS(TTO) - 1))

This is calculated in subroutine 7lUtST of the Drexel program
To find the other argument XPEI used in 17(page 9, equation 6) we make use of the

coordinate transformations in the real orthogonal group developed in the previous section.
Remember that the target coordinate system is derived from a knowledge of the unit vectors in the
direction of their positive coordinate axes which are given by equation (4.9) and the relation

e% xe,.

and

.= e~xe, (4.12)

The matrix equation relating X in laboratory coordinates to X in target coordinates is given by

-sin(-1) co() 0 0 (4.13)

[X.. sin(0)coo(•) sin(0)sin(-y) coe(o) Iko(co(2#o) - 1)

Curying out the multiplication on the right side of (4.13) we see that the components of the

representation of the vector X in the cylinder Lids coordinate system are given by

X.. ko(co,(')co,(0)sin(20o) - sin(0)(cos(20 0)-1) (414)

-ý. = ko(-sin('y)sin(2#0)) (4.15)

k0(sin(200)sin(0)cos(y)) + coo(0)(cos(20o)-1) (4.16)

Thus, we see that we got the sune answer that we had before for XPAR and that we can now from
the equations (4.14) and (4.15) express the perpendicular component of X sinply as the norm of the
vector

V = Xe.. + X,.e,. (4.17)

so that the perpendicular component of X is given by

(X:. + - k0 ((coe(0)cos(-)sin(20o) - sin(o)(coe(20o) - 1))' + (-sin(-")sin(20o))'

(4.18)

This perpendicular component of X is called pZhR and appears in equation (10) of reference 161 by
L. Cohen, R. Haracs, A. Cohen, and C. Acquista. The FORTRAN statements in the Drexel (131-181)
computer program producing the value of XPnl is given in the following table.

XPER m XK'SQRT( (COS(PHI)'COS(GA)'SIN(TTO) +
- SIN(PHI)*(COS(TTO) - 1))"12

+ (SN(CA)'SIN(TTO))"2)
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S. THE SCATTERED RADIATION FIELD

Observe that if we express the induced electric vector as an infinite series of vector valued
functions of the form

E =- '+ (n-1 r, (5.1)
U.|

and substitute this into equation (1.1) and truncate higher order terms, then the approximation to
the effective scattered radiation is given by the component of the vector,

=exp(ikor)
N• = e (kou(T(ko(eS - e,.)))(E,.A-Me. + E,.Ate,. + E,.A e.,.)) (5.2)

r

that is perpendicular to the detector direction since this is the part of the vector is used in
cle.ulating Mueller matrix entries. In the above equation the transformation T simply changes the
representation of a point in laboratory coordinates to the representation of a point in the target
coordinate system where the s axis coincides with the axis of the cylinder so that the action of T is
simply the matrix action in the following equation

['. cos(-Y)coe(0) $in('v)cos(0) -sin(O) kosin(20o)

=1 [ -sin(,i) cos(,J) 0
sin(0)cos(•) sin(O)sin(-y) coe(O) ko(co,(20o) - 1)

The angles used in the above equation are defined in the following table

TOE INPUT ANGLE VARIABLES AND DEFINITIONS

20$0 angle between x0 axis and sd axi
Sangle between x0 axis and E0

"angle between scatterer shadow and e %

angle between e,. and %

Eo electric vector of incoming radiation

re the electric vector of the scattered wave

e,, unit vector of y axis of the detector frame

aT, unit vector of y axi of the detector frame

The electric vector of the scattered radiation is approximated by equation (5.2). This vector is
produced by our computer program and is enough to calculate all the entries of the amplitude
scattering matrix using formulas (1.27) through (1.30). To calculate the expression on the right side
of equation (5.2) we need to know that for a finite cylinder,

=M 
2
+ 1

A 42 6
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and that the components E.., Eý., and EB. are given by the relations embodied in the matrix

equation,

= -sin(') cos(-)) 0 E,. (5.3)
F%. s,,(O,)co.('y) sn(O,)si,,h) cos(O,) IEN,

We apply equation (5.3) when the column vector in the laboratory frame represents the electric
vector of the incoming radiation polarized an angle a away from the detector plane which contains
the x and s axes of the laboratory frame which means that (5.3) is used with

E., = Eo(coe(,)) (5.4)

E,. = Eo(sin(-)) (5.5)

and

E.. 0. (5.6)

The parameter ko is given by

k, (5.7)

and the function u is defined by

u(X,.,X,.X.) = 2irA'H J(Ap f sH/2 J (5.8)

where

p = XPER = ((X,.)3 + (ý)2)1/•,

5& = xl,

and XY,. is given by

= XPAR = k0(sin(20o)sin(O)cos(y)) -+ co@(ok)(coe(20o)-l) (5.9)

where X. and Y,. are coordinates of a point represented in the coordinate system whose s axis
coincides with the axis of the cylinder, and the variables A, H, and the function J, are defined in
the following table

J, the Bessel function of order one
A the radius of the cylinder
H the length (or height) of the cylinder

We will now detail the calculation of the electric vectors of the scattered radiation in the
detector coordinate system and in the laboratory coordinate system; we will also express the
projections of the electric vector of the incoming radiation at the target in the detector coordi'.ate
system. Assuming sero phase of the incident radiation at the target location we see that

Eoin(a) (5.10)

Equations (5.3) - (5.6) imply that in the target coordinate system the electric vectors of
the scattered radiation are given by

E.. = Eo(cos(c)coe(")cos(O) + sin(a)sin(-y)cos(O)) (5.11)

E,'. = E4(-coe(o)sin(-y) + sin(o)coe('y)) (5.12)

and

E.. = Eo(cos(a)sin(O)coe('y) + sin(a)sin(O)sin(y) (5.13)

However, in order to carry out the analysis in a systematic manner we need to go from the target to
the detector coordinate system. The transform relating the representation in the target coordinate
system to a representation in the detector coordinate system is given by
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where the matrix T is defined by the relation,

co.(20o)cos(,)ccs(O) - sin(20o),in(O) - coe(20o)sin(I) cos(20o)sin(#)cos(i) - sin(20o)coe(O)
T sf in(-I)co,(O) coo,(Y) ,in(-A),in(-Y) (S.14)

-ain(20o)cos(-y)co*(O) - cos(20o)sin(O) sin(24o)sin(yI) - sin(20o)sin(O)cos(-y) + cos(20o)cos(O)

The transformation described by equation (5.14) can be used to transform the natural
target coordinate system representation of the electric vectors of the scattered radiation, which in
turn is naturally given in terms of the target coordinate system representation of the electric vectors
of the incident radiation by the equations,

exp(ikor)r• u(X)E, x.Am~s
r

exp(ikor)

z= exp(ikr) u(X)E..A•m (5.17)

r

where

X f Xý.e,. + Xe. + Xe, (5.18)

with

x..= koco•o ()co,()X, ko(cos(•)co,(O)sin(20o) - sin(O)(co,(2o0 ) - 1)) (5.19)

.= - kOin(200)sin(i) (S.20)

and

Xj. = k0 sin(20 0)sin(O)cos(-y) + ko(co,(2•0) - I)co@(O) (5.21)

This will permit us to calculate explicitely the furst iteration approximation to the
scattering of light by a finite length cylinder. If we are considering short fibers then the polarisation
matrix elements are slightly modified by the relations

A-- - 1(
(in

2 -1 9~1(.2

and

A - gM- 1 (5.23)
(i•

2 - )I

where if

4A ,2 (5.24)

H
2

then

S"E (1/2)1n I+ 1

2 [s2.-1 - s (

and

g = (S2- 1) (h/2)IM [ (5.28)

We note that if we let the upect ratio of the cylinders go to infinity, then gTT approaches

.5 and g'm approaches I and we get the pola.,zation matrix entries given by

= 1 (5.27)
• 2 + 1

and

Al = 1 (5.28)
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The second order integration involves an integral over six dimensional space, but as each

integral is a convolution, the integration can be simplified by the use of Fourier analysis. To do this

simply recognise that the Fourier transform of a convolution is the product of the Fourier

transforms. The basic idea is that if we are working with a range of parameters for which the

Neumann series ultimately converges, then we can be assured of the the accuracy of our

computations if the first and second iterations agree.

0. THE USER GUTMD

This section of the code is the user guide to the Drexel (131-181) University computer

program whose theory was described in this report. The first iterate version of the code described

here is valid for H to A ratios between 20 and infinity and for indices of refraction ranging from 1. to

1.3 according to studies carried out by Drexell University ( 131-181 ). The formula for getting data

in that will assure reasonable results is to require that

At = 4rIm - Il(a/A) < 2 (6.1)

where Af denotes a phase shift within the cylinder, a is the cylinder radius, A is the wavelength

of the incoming light in microns, and m is the index of refraction of the material in the cylinder. If

inequality (5.1) is violated Drexel (131-181) found that even with the iteration of the infinite cylinder

solution, there was a discrepancy between the results of the first and second iterate calculations.

We now discus the range of parameters, the accuracy, and the comparisons among

methods of computation. We have adopted in requiring inequality (5.1) the stringent requirement

that the second order iteration should provide a correction of less than one percent. Since we know

that (5.1) will assaure us that the mapping defined by

f(E) = E. - K (6.2)

is a contraction mapping which will mean that if we start with any trial solution such as Ei that if

we get successive approximations via the calculations

k+, = f(E.) (6.3)

that the sequence of approximations Z. will ultimately converge to the correct solution of the

integral equation. Thus, if the first and second iterates agree to within one percent we can be

reasonably sure that the first iterate actually gave the correct answer. If the first and the second

iterates did not agree, it might still be true that the second iterate gave the correct answer, but we

would then have to compute a third iterate to see if the two answers were the same. It has been

shown through testing that if the aspect ratio is larger than 20 ( [61, pages 746-748) and inequality

(5.1) is satisfied, then the first iterate and the second iterate do agree to within one percent. This

code should be used in conjunction with the double iteration code if one wishes to use it as

predictive tool when the ratio of the length H to the cylinder radius A is smaller than 20. One could

get a shape similar to that of a cylinder by inscribing a spheroid inside the cylinder of interest. Also,

Cohen et al (161, p 748) suggest using the extended boundary condition method when using this code

for predictions of scattering from cylinders whose aspect ratio ( fiber length to fiber diameter ) is less
than 20 to validate calculations. The solution of this integral equation is exactly the solution of the

standard boundary value problem for the Maxwell equations by the equivalence proof outlined in

section 1 of this report in which we explain the steps needed to show that the the formulation of the

scattering problem using the integral equation (1.1) is equivalent to the standard transmission

problem formulation using the Maxwell equations (1.13) and (1.14) and the radiation condition
(1.21). This analysis shows that the integral equation we are using is the correct one. A systematic

reduction of projective approximation schemes for approximating the solutions and incident field by
members of finite dimensional vector spaces to finite rank integral equations can be developed. In

Holt and Shepherd 191 such a scheme is developed to predict the scattering of light by low aspect

ratio cylinders. With the aid of such methods coupled with a formula for the exact value of the

error, one could conceivably solve the scattering problem for cylinders of any index of refraction and

any aspect ratio and at the same time know the error associated with a computer algorithm which

carries out the calculation. This is not true of the program described in this report, so we need to

make calculations using more than one iterate and to compare with other reliable methods of

calculation.

Another possible check on the accuracy of our computer code is comparison with the

Pedersen, Pedersen and Waterman code. The program developed by Pedersen Pedersen and
Waterman ( 1151 ) has been acquired and incorporated into a UNIVAC file. For long thin tungsten

wires, the theory developed in 1151 has been compared with experimental results. The results of this
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experiment which has been described by King and Wu [141 and by Pedersen et al ( [1S1, pp 31 - 37
) agrees well with the computer predictions by a visual inspection of graphs. The tungsten wire
diameters ranged from I to 3 mils, the frequency of the radiation was 9.375 billion cycles per second
(9.375 CHs ), the conductivity is considered to to be infinite, and in a graph of cross section versus
angle of incidence where the theory and experiment agreed.well, typical values include a length to
wavelength ratio of .525 and a length to diameter ratio of 660. To carry out this comparison we
would have to put in a conductivity or imaginary index of refraction into the Drexell code, and run
a comparison for some nearly diaphanous but dissipative cylinders where the Pedersen code is
known to be valid and where the inequality (5.1) is also valid. This would probably mean
consideration of a very long thin and mildly dissipative structure with cylindrical symmetry.
Although no attempt has been made in j151 to provide the user with any measure of the accuracy of
the output of the computer program, this could be carried out theoretically and would then make
the Pedersen approach a useful benchmark because of its rapid run time and because it is not
restricted to diaphanous scatterers.

We now discuss the use of the infinite cylinder code in checking possible upper aspect ratio
limits of the validity of this computer program. It has been shown (Ariel Cohen et al (4J, page 698 )
that the theory of inflite cylinders can be applied to finite cylinders if the aspect ratio is larger
than 100. A class of criteria is developed where under these circumstances the infinite cylinder
scattering theory agrees with experimental measurement. Specific parameters are listed in the
article by Cohen et aI beginning on page 1331 of volume 56 of the Journal of Applied Physics
(1984). Experiments were canied out for size parameters of 71.7 and a complex index of refraction
of

m = (12-60i)

for the case where the electric vector of the incident light was parallel to the cylinder axis. In Cohen
(!5J, page 748) we rind that the authors indicate that they found excellent agreeme. t between the
exact result for an infinite cylinder and the finite cylinder program described in this report when the
reciprocal wavelength in microns is k0 = 0, the radius is .1 microns, the index of refraction satisfies
m 1.48, the angle between the cylinder axis and the direction of propagation of the radiation is

= ir/6 or 0 equals 30 degrees, and the cylinder length is 100 microns giving an aspect ratio
length to diameter ratio ) of 5000.

The random orientation program described next is interactive and requests information from
the user. It delivers an averaged calculation for a variety of polarizations. At the present time the
polarization angles considered are produced automatically by a DO LOOP inside the program. This
could be modified by editing and could be made an interactive parameter. All physical units
including the wavelength of the incoming radiation are given in microns. Typical data considered
would be a cylinder with a .5 micron radius, and a 20 micron length giving a 20 to one 'atio, and an
index of refraction of 1.25, and a wavelength of one micron. The validity has been apparently
checked when the length is 20 or greater, if the radius is .5 microns so results would have to be
checked by using multiple iterations in case the above conditions were not satisfied. The fixed
orientation program is simpler and can be derived from the random orientation by simply removing
the integration over the orientation and reading values of -y and 4 giving the orientation of the
scattering cylinder.

We can prove using the method outlined in section I of this report that we are solving the
correct integral equation. Analysis in this report proves that the integral equation that we are
working with is correct. This program implements an improvement of a classical approximation of
the solution of this equation developed by many authors including Ariel Cohen of Hebrew
University in Jerusalem, Leonard Cohen of Drexel University in Philadelphia, and Richard Haracs
of Drexel University in Philadelphia who were involved in the writing of this computer program

(111,131 - 181, Bohren 121, and I119). To finish this section we provide a table of the input variables
and their meaning, and the output variables.
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We now explain the input of data and the use of the program. The program is on the
UNIVAC of MISD of Aberdeen Proving Ground. After signing onto the UNIVAC you have to
copy the file COHOONCOOHEN into your directory. Running programs ab initio on the UNIVAC

i fairly complex and involves bringing in all needed subroutines and the FORTRAN library. The

command for running the battery of programs ia

I ADD OOHOONCOOHEN.FINITECYLCOM

The detais of using the FORTRAN compiler, mapping, linking the parts of the program, the main

program, which is called OOHOONO'OHEN.FINITECYLINT, together with its subroutines, is

taken care of automatically. The program asks the user interactively to supply data. He or she
should enter the data requested separated by commas with no comma at the beginning or end and
then deprea the RETURN key on the keyboard.

We now discuss the input data. There are two requests for data that appear on the

screen. The user is expected to simply respond to the questions. We will however list the variables
and their meaninp in the following table.

TEE FJRST REQUEST TO TmE USER

NDAY The number of the day of the month
MONTE The number of the month of the year

YEAR The number of the year

The next table gives information about the cylinder properties and size, the angular frequency
divided by the speed or said differently the reciprocal of the wavelength when the wavelength is

given in ndcrons, and finally the magnitude of the electric vector.

T• H SECOND REQUEST TO THE USER

33d The index of refraction of the scatterer
A The radius of the cylinder in microns
H The length of the cylinder in microns

XX The reciprocal of the wavelength in reciprocal microns
30 The incoming wave electric vector amplitude

To conclude we give a discussion of the output of the computer program. The key output
variables are TOD and ALFAD, which describ. the angle between the s-axis in the laboratory

frame and the line fom the origin to the detector and the angle between the electric vector of the
incoming wave and the the x0 axis, respectively. The output intensity variables are 122 and 3312.
The variable, X1122, denotes the intensity calculated from the component of the electric vector of the

scattered radiation parallel to the x-axis of the detector coordinate system. The variable, 13112,
denotes the intensity calculated from the component of the electric vector of the scattered radiation
that is perpendicular to the detector plane, which we have taken to be the plane containing the x0

axis and the so axis. The vector 13122 that we have defined can be thought of as being calculated
from the comporfent of the electric vector lying in the detector plane, the plane containing the xe
axis and the so axis that is perpendicular to the line joining the center of the cylinder to the point

detector. The vector ea, is the cross product of a,. and the vector %.. The angular variables and the

intensity variables re nall defined succinctly in the following table. In the table I have let Z. denote

the electric vector of the scattered radiation.

THE OUTPUT AS A JUNCTION OF 200 AND a

TTO angle between xo axisand 4 xie
AIJAD angle of x axi ando

3122 (Z.'e1 .)2

1312 (Z.e,)'

]•0 electric vector of incoming radiation

2, the electric vector of the scattered wave

4, unit vector of x axis of the detector frame

r , unit vector of y ais of the detector frame
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We consider here a problem of describing the scattering of light by a randomly oriented
simulated aerosol particle represented by a finite length penetrable cylinder. Since we are
integrating over the intensities computed from components of the electric vector of the scattered

radiation that are parallel and perpendicular, respectively, to the detector plane containing the x0

axis and the so ais, we might expect that we would get different results when the electric vector to
the detector plans which corresponds to a = 0 and when the electric vector is perpendicular to the
detector plane which corresponds to a = ir/2 This indeed turns out to be the case and it also

turns out that for certain situations we might expect the 3122 for a = 0 to be related to X112 for

a = #/2 This indeed also turns out to be the case. A detailed study of this and related

observations will be the subject of a future paper. Below we find the results for the case a = 0

THiI D4PUT DATA XM, R., H, XE, E

1.3 .5 10.0 1. 1.0

SCATTERING WHEN THE E VECTOR IS IN THE DETECTOR"
PLANE

210 3122 1112
0 .128897247934833682 .00815756588906

45 .015914912777634318 .000184963828970569811
90 .000187548797106760846 .00015064385175556078

135 .009N771143664721220 .168084054364860006
180 .0161983903023829448 .000164821002167191503

We consider in this section a fixed orientation model and analyse the results of a single

and double iteration calculation. We will give in the following table a calculation outside of the
known range of vslidity of the program to show its limitations and the need for caution in using the

program to describe the scattering of light by cylinders whose size and optical parameters to not
satisfy the inequality (6.1)

THE INPUT DATA XM, R, H, X-, E

1.3 .5 5.0 1. 1.0

FIRST ORDER RESULTS

200 a X122 X112
0.00 0.00 .0361906 .2782583

45.00 0.00 .0128148 .000256797
90.00 0.00 .000449405 .00224702

135.00 0.00 .00302799 .0000368551
150.00 0.00 .000375925 .00000289035

RESULTS OF TWO ITERATIONS
20 a X122 X112

90.00 0.00 .000416810 .0028389

135.00 0.00 .0039106 .0000371545

There are two estimations of the scattered field. We substitute the quasistatic solution for
an infinite cylinder and act on that with the integral operator K to get E(0). We next act on EM

1
) to

get EM21 This type of analysis is detailed in my report on exact finite rank integral equations. One
can see that Drexel is assuming that they have a ccntr&ction mapping of the form

f(E) = Z' + KE

and that they are seeking a vector valued function E such that

f(E) = E

What are they doing when they start with their approximate value which they say is closer to the
true value than is IV is assuming that iterates of this value will bring them closer to the true value
than will the iterate of the incident field.

The program can be modifed so that it can take the appropriate form of the scattered
electric vector and the two values, E's.,, and K'es, can be used to calculate all four Stokes
parameters. As the polarisation of the incoming wave varies these can be used to compute Mueller
matrix entries. For example, the Stokes paramter I is given by

I = XPAR +XPER
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and the Stokes parameter Q is given by

Q = XPAR - XPER.

According to Bohren ( 121, page 53 ) the program could be used to evaluate all the entries of the
Muller matrix, a matrix which describes the relationship between the four Stokes parameters of the
incident wave and those of the transmitted wave. The Mueller matrix entries can be computed by
making computations of the Stokes vectors of the scattered radiation for incident radiation with
different polarizations. However, we will give a discussion of how to do this in a way which is in
harmony with the natural interpretation of the seven idependent entries of the Mueller matrix (
Bohren and Huffman 121, pages 63 through 68 ). The Mueller matrix is a 4 by 4 matrix which
provides a relationship between the incident and scattered Stokes parasmeters. If you simply
remember that a linear transformation is completely determined by its action on a set of basis
vectors, you can se that one simply has to compute the action of the scattering operator on a
linearly independent, *et of Stokes parameters for incoming radiation. It is very interesting, however,
that the seven independeiut parameters used in defining the Mue~ler matrix can be related to the
response of the aca'erer to unpolarlsed light, the response of the scatterer to right circularly
polarized light, the -ýsponse of the scatterer to left circularly polarized light, and the response of the
scatterer to lgh' whose pnlarization angle with respect to the detector plane is 45 degrees. With the
present prog•rn by getting WPAR and IPER one could easily get the 2 by 2 amplitude scattering
matrix relating the two projections of the incoming radiation to the two projections of the electric
vectors of the scattered radiation that are parallel and perpendicular to the detector plane. The
precise formulas for the entries of. the amplitude scattering matrix are given in equations (1.27)
through (1.30) of this report. Once these are determined, the formulas in Bohren and Huffman ( 121,
page 65 ) give all the sixteen entries of the Mueller matrix relating the Stokes parameters of the
incoming and scattered radiation. The traditional analysis for unpolarized light relates the Stokes
parameters I,, Q,, U., V, ratio to 14 to the matrix elements via the formulas

I. S1
IiI

Q.

U.

V,

One of the Mueller matrix entries can be computed directly from calculations with polarizations
parallel and perpendicular to the reference plane, which can be done quite easily with the output of
the present program. We find that the (1,2) entry of the Mueller matrix is given by

10 - 1,0

where l0 is the value of scattered intensity defined by

I - XPAR + XPER
when the polarization angle of the incoming radiation is sero, and where Igo is the value of the
scattered intensity given by the above equation when the polarization angle of the incomining
radiation is 90 degrees with respect to the detector plane. The S(,.4) entry of the Mueller matrix is
given by

lit - IL

214
where I• is the scattered intensity associated with right circularly polarized light, IL is the scattered
intensity associated with left circularly polarized light, and 1, is the intensity of the incident light.
These quantities would be difficult to get from the program directly, hut by using two polarizations
to calculate all the entries of the amplitude scattering matrix by equations (1.27) through (1.30) all
the entries of the Mueller matrix can be calculated from the formulas in Bohren and Huffman ( 121,
page 65). This indirect calculation might help us infer the results of classical scattering experiments
and might therefore serve as an experimental check on our calculations. Finally, if you consider the
scattering amplitudes used to calculate XPAR and XPER, respectively for the 45 degree
polarization, then from the phases of the projections of the electric vectors on the unit vectors e.,
and on the unit vector e, and a knowledge of the entries of the scattering amplitude matrix we see
that

S(1 .31 = Re(S 2 S; + SIS,)
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where the niumbers St, S& represent the entries in the first row of the scattering amplitude matrix
and the numbers S4 and S, denote the entries in the second row of the scattering amplitude matrix
which is defined by the two equations,

VWez =C(SA(E'e) + S3(Z'e 7ý))

and

where

is a factor in the definition of the entries of the amplitude scattering matrix which causes these
entries to be in some sense independent of the distance of the scatterer to the observation point.
The formulas for the entries of the amplitude scattering matrix are given in equations (1.27) through
(1.30) of this report.

The program which gives the single and double iteration results is listed below.

C MAIN PROGRAM
REAL EO
OPEN(UNIT - 3,FILE - 'SCATOUT.TXT', FORM - 'FORMATTED',

1 ACCESS - 'SEQUENTIAL', STATUS - 'NEW')
PRINT *. 'THE DATE IS'

100 FORMAT(2X, 'THE DATE IS')
READ *,NDAY.MONTH, NYEAR
PRINT K DAY, '/', MONTH. '/' ,NYEAR
WRITE(UNIT - 3, P141 - 101) NDAYMONTH,NYEAR

101 FOR.MAT(2X, 12, '/',12, '/'. 12)
PRINT *, 'SCATTERING FROM A SPIRIAL'
PI - 3.14159265358979323
AA - P1/180

C IF SECOND ORDER CONTRIBUTION IS DESIRED PUT HIER-1, ELSE PUT
C HIER- 0

PRINT *,'ENTER THE VALUE OF HIER, 0 FOR FIRST ORDER,'
PRINT *,'ENTER HIER - 1 FOR FIRST AND SECOND ORDER'

C IF SINGLE ORIENTATION CALCULATIONS ARE DESIRED, THEN SET
C ORIENT - 1 AND OTHERWISE SET ORIENT - 0 IF AN AVERAGE OVER
C ORIENTATIONS IS DESIRED.

READ -, ORIENT
IF (HIER.EQ.1) WRITE(UNIT-3,FMT-1O10)

1010 FORMAT(2X, 'THE FIRST TWO ORDERS ARE INCLUDED')
PRINT *,'ENTER THE INDEX, RADIUS. HEIGHT, KO, EO
READ *,XM,A,H,XK.EO
PRINT *,'INDEX -', XM, 'RADIUS -', A, 'HEIGHT -', H
WRITE (UNIT - 3, FMT - 103) XM,A,H

103 FORMAT(2X,'INDEX - ', XM, 'RADIUS - ,A, 'HEIGHT -',H
ALPHA - (XM**2 -1)/(4*PI)

C 15K? - 1 (CYLINDER), ISH? - 2 (PROLATE), ISHP 3 (OBLATE)
C ISHP - 4 (SPHERE)

READ *, ISHP
IF(ISHP.EQ.1) GO TO 1000
IF(ISHP.EQ.2) GO TO 2000
IF(ISHP.EQ.3) GO TO 3000
IF(ISHP.EQ.4) GO TO 3500

1000 ATE - 2/(XM**2 + 1)
ATM - 1
GO TO 4000

2000 AE - H/2
BE - A
EX - SQRT(1.(BE/AE)**2)
DEL - 1/ER
DEL1 - 1 - DEL**2
DEL2 - DEL1*ALOG(DEL +SQRT(DEL**2.1)) + DEL
ATE - 2/(2 + DEL*(XM**2 -1)*DEL12)
ATM - 1/(XM**2 - DEL*(XM**2-1)*DEL2)
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GO TO 4000
3000 AL - A

BE - H/2
EX - SQRT(1 (BE/AE)**2)
DEL - 1/EX
DELL - I1 DEL**2
ACOT - PI/2 -ATAN(DEL)
DEL2 - DEL1*ACOT - DEL
ATE - 2/(2 + DEL*(XM**2 - 1)*DEL12

GO TO 4000
3500 ATE - 3/(XM**2 + 2)

ATM - ATE
4000 CONTINUE

IF(ORIENT.EQ.0) WRITE(UNIT-3.FMT-777)
IF(HIER.EQ .0) THEN
WRITE(UNIT - 3, F14T - 778)
ELSE
WRITE(UNIT - 3, FMT - 779)
ENDIF

C ITERATION OF THE POLARIZATION ANGLE
DO 12 I - 1,1
ALFA - (I.1)*PI/2

C ALFA - THE ANGLE BETWEEN THE ELECTRIC VECTOR OF THE IiWX)MING
C RADIATION AND THE DETECTOR PLANE OR THE POLARIZATION ANGLE

ALFA -(I-l)*PI/2

ALFAD -ALFA/AA

PRINT *,'ANGLE OF POLARIZATION -'. ALFAD
WRITE(UNIT - 3, FMT - 345) ALFAD

345 FOPJIAT(4X, 'THE POLARIZATION ANGLE -', F6.2)
IF(ORIENT.EW.1) THEN
PRINT *, 'ENTER ORIENTATION OF POLAR AND AZIM¶UTHAL ANGLES IN DEGREES'
READ *,PHAD,GAD
WRITE(UNIT-3.FMT - 543)PHAD,GAD

543 FORMAT(4X,'POLAR-',F6.2,4X,'AZIMUTH -',F6.2)
PHA -PHAD*AA

GA -GAD*AA

ENDI F
C ITERATION OF THE SCATTERING ANGLE

PRINT *, 'ENTER SCATTERING ANGLES +1 IN DEGREES (START,END) AND INTERVAL'
READ 8, IAS,IAE,INT
ANGLE - (K-1)
TOD - ANGLE
TTO - TOD*AA
TO - TTO/2
PRINT *. 'SCATTERING ANGLE -' ,TOD
IF(ORIENT.EQ.1) THEN
EOXA - Eo*(COS(PHA)*COS(GA)*COS(ALFA) + COS(PHA)*SIN(GA)*SIN(ALFA))
EOYA - EO*(.SIN(GA)*COS(ALFA)+COS(GA)8SIN(ALFA))
EOZA - EO*(SIN(PHA)*coS(GA)*COS(AL-FA)+SIN(PHA)*SIN(ALFA)*SIN(GA))

C GET THE FIRST AND SECOND ORDER CONTRIBUTIONS TO E IN THE REFERENCE
C FRAME

CALL FIRST(GAPHA,EOXAEOYA,EOZATOATE,ATM,EO,ESAXO,ESAYO,ESAZO,
1 A.H,XK,XMISHP)
IF(HIER.EQ.1) THEN
CALL SECND(GA,PHA,EOXA,EOYA,EOZATO,ATE,ATM,EO.ESAX2,ESAY2,ESAZ2,
1 A,H,XK,XM,ISHP)

ELSE
ESAX2 - 0
ESAY2 - 0
ESAZ2 - 0
END IF

C WE NOW COMBINE THE FIRST AND SECOND ORDER CONTRIBUTIONS
ESAXO - ALPHA*ESAXO + ALPHA**2*ESAX2
ESAYO - ALPHA*ESAYO +- ALPHA**2*ESAY2
ESAZO - ALPHA*ESAZO + ALPHA**2*ESAZ2
X122 - (ESAXO*COS(TTO) - ESAZO*SIN(TTO))**2
XI12 - ESAYO**2
ELSE
CALL AVERAGE(TO;ALrA.ATE,ATM,EO.HIER,A,H,XK.XM,X122.X112)
ENDI F
PRINT *, 'hR - ' ,X122, '12R -', X112
WRITE(UNIT-3, FM? m 700) TODALFAD.XI22.XI12
ENDIF
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PRINT *, 'IlR -', X122. '12R -', XI12
700 FORMAT(4X,'TO -',F6.2,2X,'ALFA -',F6.2,2x,

1 * 122 -',El2.6. 2X, '112 -', E12.6)
12 CONTINUE
777 FORKAT(4X,' THIS IS FOR AN AVERAGE OVER ORIENTATIONS')
778 FORMAT(RX,' THIS RESULT-.INCLUDES ONLY THE FIRST ORDER')
779 FORJ4AT(4X,' THIS RESULT INCLUDES THE FIRST TWO ORDERS')

END
SUBROUTINE AVERAG(TO,ALFA,ATE,ATM,E0,HIER,A,H,XK,XM,X122 ,XI12)
DIMENSION PT(64),WT(64), X1(3),X2(3)
PI - 3.14159265358979323
AA - P1/180

X1(1) -0

X1(2) -0

Xl(3) -0
X2(1) -0

X2(2) -0

X2(3) -0

N - 20
CALL GAUSS(PT,WT,N)
ALPHA - (XM**2 -1)/(4*PI)
NN - 20
CALL GAUSS(PT,WT,N)
NN - 20
Ni - 1
N2 - 2
N3 - 1
DE - 0
IF(N1.EQ.3) DE - 0.01DO

C ITERATION OF RANGE
DO 11 IRANGE - NL,N2,N3
IF(IRANGE.EQ.3) NN - 1

C ITERATION OF AZIMUTHAL ANGLE
DO 11 I - 1.N
CA - PI*PT(I)
GAD - GA/AA
PB - ATAN(TAN(TO)/COS(GA))

C ITERATION ON THE POLAR ANGLE
DO 11 J - 1,N
CA - PI*PT(I)
GAD - CA/AA
PB - ATAN(TAN(TO)/COS(GA))

C ITERATION ON THE POLAR ANGLE
DO 11 J - 1.bN
IF(IRANGE.EQ.2) GO TO 77
IF(IRANGE.EQ.3) GO TO 79
PHA - (PB DE)*PT(J)
GO TO 78

77 PR4A - (PI PB -DE)*PT(J) + (PB + DE)
GO TO 78

79 PHA - PB
78 CONTINUE

EOXA - EO*(COS(PHA)*COS(GA)*COS(ALFA) + COS(PHA)*SIN(GA)*SIN(ALFA))
EOYA - EO*(.SIN(GA)*COS(ALFA) +COS(GA)*SIN(ALFA))
EOZA - EO*(SIN(PHA)*COS(GA)*COS(ALFA) +SIN(PHA)*SIN(ALFA)*SIN(GA))

C THE FIRST AND SECOND ORDER CONTRIBUTIONS TO E IN THE REFERENCE FRAME
CALL FIRST(GA,PHA,EOXA,EOYA,EOZA,TO,ATE.ATM,EO,ESAXO,ESAYOESAZO,
1 A,H.XK.XM)
IF(HIER.EQ.1) THEN
CALL SECND(GA,PHA,EOXA,EOYA,EOZA,TO,ATEATM,EO,ESAX2,ESAY2,ESAZ2,
1 A,H.XK,XM)

ELSE
ESAX2 - 0
ESAY2 - 0
ESAZ2 - 0
ENDIF

C COMBINATION OF THE FIRST AND SECOND ORDER CONTRIBUTIONS
ESAXO - ALPHA*ESAXO + ALPHA**2*ESAX2
ESAYO - ALPHA*ESAYO + ALPHA**2*ESAY2
ESAZO - ALPHA*ESAZO + ALPHA**2*ESAZ2
XI - (XK/EO)**2
IF(IRANCE.EQ.1) FAC - SIN(PHA)*WT(J)*(PI*(PB.DE))
IF(IRANGE.EQ.2) FAG - SIN(PHA)*IJT(J)*(PI -PB -DE)*PI
IF(IRANGE.EQ.3) FAC - (SIN(PHA)**2/SIN(TO))*WJT(I)*PI*2.0*DE
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X2(IRANGE) - XI*(ESAXO*COS(TTO) - ESAZO ,SIN(TTO))**2*FAC
1 + X2(IRANGE)
X1(IRANGE) - XI*ESAYO**2*FAC + Xl(IRANGE)

11 CONTINUIE
X122 - (x2(1) + X2(2) + X2(3))/(2*PI)
XI12 - Xl(3)/(2*DE)
IF(N1.EQ.3) THEN
X122 - X2(3)!/(2*DE)
XI12 - X1(3)/(2*DE)
ENDIF
RETURN
END
SUBROUTINE GAUSS(PT,WT,N)
DIM4ENSION PT(64),WT(64),PTT(64),WTT(64)
WT(1) - 0.1527533871

W~T(2) - 0.1491729864
lJT(3) - 0.1420961093
WT(4) - 0.140961093
WT(5) - 0.1181945319
WT(6) 0.1019301198
IJT(7) - 0.0832767415
WT(8) - 0.0626720483
tJT(9) - 0.0406014298
WT(10) -0.0176140071

PT(l) - 0.0765265211
PT(2) - 0.2277858511
PT(3) - 0.3737060887
PT(4) - 0.5108670019
PT(5) - 0.6360536807
PT(6) - 0.7463319064
PT(7) - 0.8391169718
PT(8) - 0.9122344283
PT(9) - 0.9639719272
PT(10) - 0.9931285991
N2 - N/2
DO0 7 1 - 1,N2
PTT(I) - PT(I)
U1'T(I) - WT(D)

7 CONTINUE
DO 5 I - 1,N
IF(I.GT.N/2) GO TO 13
PT(I) - (1 PTT(N/2 + 1 1)/
WT(I) - IJTT(N/2 + 1 -I)/2

5 CONTINUE
RETURN
END
FUNCTION BESS1(X)
SIGN - X/ABS(X)
X - ABS(X)
IF(X.GT.3) GO TO 10
Y - (X/3)**2
Z - X*(0.5-0.56249985*Y+.?1093573*Y**2 - O3954289E.1*~Y**3 +
1 O.443319E.2*Y**4 -O.31761E.3*Y**5 + .1109E-4*Y**6)
GO TO 20

10 Y - 3/X
Fl - 0.79788456 +,156E.5*Y +.1659667E-l*Y**2 +.17105E-3*Y**3
1 O.249511E.2*Y**4 + O.113653E-2*Y**5 0.20033E-3*Y**6
Ti - X-2.3561945+O.12499612*Y +O.565E.4*Y**2 -0.637879E-2*Y**3
1 O.7434SE.3*Y**4 + 0.79824E.3*Y**S - .29166E.3*Y**6
Z - F1*COS(1'1)/SQRT(X)

20 X - SIGN*X
C23456789012345678901234567890123456789012345678901234567890123456789012

BESS1 - SIGN*Z
RETURn.
END
FUNCTION U(XPAR,XPER,A.H,XK,ISHP)
P - SQRT(XPAR**2 + XPER**2)
IF(ISHP.EQ.1) GO TO 1000
IF(ISHP.EQ.2) GO TO 2000
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IF(ISHP.EQ,3) GO TO 3000
IF(ISHP.EQ.4) GO TO 3500

1000 X - XPAR*A*XK
Y - XPER*A*XI(
C - ABS(X)
B - ABS(Y)
IF(X.LTr.0.OO1) XA - 1 -X**2/6 +X**4/120
IF(C.GE.O.O01) XA - SIN(X)/X
IF(B.LT.O001) XB - (1 -Y**2/8 + Y**4/192)*.S
IF(B.GE.0.001) XB - BESS1(Y)/Y
V - 3.14159265358979323*A**2*Ji
U - 2*V*XA*XB
GO TO 4000

2000 AE - H/2
BE - A
EX - SQRT(l.O - (BE/AE)**2)
X - AE*SQRT(P**2 -(E)(*XPER)**2)
U - 4.0*3.14159265358979323*BE*AE**2*(SIN(X) -X*C0SCX))/X**3

C23456789012345678901234567890123456789012345678901234567890123456
789O

GO TO 4000
3000 AE - A

BE - H/2
EX - SQRT(P**2 - (EX*XPAR)**2)
U - 4.0*3.14159265358979323*BE*AEL**2*(SIN(X) -X*COS(X))/X**3
GO TO 4000

3500 X - A*P
U - 4.0*3.13149265358979*A**3*(SIN(X) - X*COS(X))/X**3

40C0 CONTINUE
RETURN
END
SUBROUTINE DETF.C(TTO,XXO,YYO.ZZO,XOP,YOP,ZOP)
XCP - (XXO*SIN(TTO) + ZZO*COS(TTO))*SIN(TTO) -XXO

Y0P - - YYO
ZOP - (XXO*SIN(TTO) + ZZO*COS(TTO))*COS(TTO) ZZO
RETURN
END
SUBROUTINE FIRST(G,PHI,E.X,EY,EZ,TO,ATE,ATM,EO.ESX.ESY,ESZ,
I A.H,XKO,XM,ISHP)
XK - XKO
TTO - 2*TO
XPAR - (SIN(PHI)*COS(G)*SIN(TTO)+C0S(PHI)*COS(TTO)-COS(PHI))
XPAR - XPAR*XKO
XPER - SQRT((COS(PHI)*COS(G)*SIN(TTO) -SIN(PHI)*COS(TTO) +
1 SIN(PHI))**2 + (SIN(G)*SIN(TTO))**2)*XYO
Ul - U(XPAR,XPER,A,H,XK,ISHP)
CONST - XJ(**2*Ul
XX - EX*ATE
YY - EY*ATE
ZZ - EZ*ATM
EXX - COS(PHI)*COS(G)*XX.SIN(G)*YY+SIN(PHI)*COS(G)*ZZ
EYY - COS(PHII)*SIN(G)*XX+COS(G)*YY+SIN(PHI)*SIN(C)*ZZ
EZZ - .SIN(PHI)*XX + COS(PHI)*ZZ

C THE PORTION OF E PERPENDICULAR TO THE SCATTERED DIRECTION IS
C EXTRACTED.

CALL DETEC(TTO.EXXEYYEZZ,ESX,ESY,ESZ)
ESX - ESX*CONST
ESY - ESY*CONST
ESZ - ESZ*CONST
RETURN
END
SUBROUTINE SECND(G,PHI ,EX,EY,EZ,TO,ATE,ATM,EO,ESX,ESI.F~SZ
1 A,H,XXO,XM,ISHP)
DIMENSION FX(3),FY(3),FZ(3),PT(64),WT(64),PP(64),WW(64)
TTO - 2*TO
XK - VJ(O
DO 44 I - 1,3
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Fx (I) - 0. 0
FY(I) - 0.0
FZ(I) - 0.0
N -20
NN -20

C2 3456 789012 34 567890
XEP -. 001
PI 3.14159265358979323
CALL GAUSS(PT,WT,N)
CALL GAUSS(PP,WW,NN)
XIOC - .YJC*SIN(PHI)
XKY - 0.
XKZ - XK*COS(PHI)
RX - COS(PHI)*COS(C)*SIN(TT0) SIN(PH1)*COS(TTO)
RY - .SIN(G)*SIN(TTO)
RZ - SIN(PHI)*COS(G)*SIN(TTO) + COS(PHI)*COS(TTO)
FTOTX - 0
FTOTY - 0
FTOTZ - 0
DO 100 I - 1,NN
PRINT *,I
DO 90 J - 1,N
THP - PT(J)*PI
DO 90 K - l.N
PIP - 2*PI*PT(K)
DO 85 11 - 1,3
IF(II.ZQIl) P - (PP(I)*(XK-XEP) + XEP)+XK
IF(II.EQ.2) P - XK -(PP(I)*(XK XEP)+XEP)
iF(II.EQ.3) P - 2*XK/PP(I)
PX - P*SIN(THP)*COS(PIP)
PY - P*SIN(THP)*SIN(PIP)
PZ - P*COS(THP)
PDA2 - PX*E.X + PY*EY
PDB2 - PZ*EZ
XiX - PX + R.X*XJ(
XlY - PY*RY*
XlZ - PZ*RZ*XK
X2X - *PX + SIN(PHI)*XK
X2Y -- PY
X2Z - -PZ - COS(PHI)*XK
XlPAR - XlZ
XlPER - SQRT(X2X**2 + XlY**2)
M2AR - X2Z
XPER - SQRT(X2X**2 + X2Y**2)
U2 - U(X2rAR,X2PER,A,H,XKIXHP)
1'AC - 2.*PI**2
FAC1 - Xi(**2*ATE**2 + ATE*(l.ATE)/(X14**2 .1)*(P**2 XK**2)
FAC2 - X.K**2*ATM**2 + ATM*(l ATM)/(XM**2 -1)*(P**2.XYK**2)
FAC3 - ATE**2*PDA2+ATh**2*PDB2
XF - 1.0
IF(II.EQ.3) XF - P**2
FX(II) - SIN(TI4P)*Ul*U2*?**2/(P**2 - XK**2)*(FAC1*EX
1-FAC3*PX)*1JW(I)*WJT(J)*WT(K)*FAC*XF

FY(II) - SIN(THP)*Ul*U2*P**2/(P**2 -XK**2)*(FAC1*EY FAC3*PY)*
1 WW(I)*IJT(J)*WT(K)*FAC*XF

85 CONTINUE
IF(J.EQ.1.AND.K.DEQ.1) THEN
PRINT *,FX(l),FX(2),FX(3)
PRINT *,FY(l),FY(2),F'Y%3)
PRINT *,FZ(1),FZ(2),FZ(3)
ENDIF
FrOTX - (XK XEP)*(FX(l) + FX(2))
1+ 1./(2.0*XK)*(FX(3) + FTOTZ
FTOTY - (XK XEP)*(FY(1)+FY(2))
1 + l./(2.0*XX)*FY(3) + FrOTY
FTOTZ - (XX XEP)*(FZ(1)+FZ(2))
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1 + I./(2.0*XK)*FZ(3) + FTOTZ
IF((J.EQ.1).AND.(K.EQ.1)) PRINT *, FTOTX,FTOTY, FTOTZ

90 CONTINUE
100 CONTINUE

C23,567890123456789012345678901234567890123456789012345678901234567890
PRINT *, FTOTX,FrOTY,FTOTZ
EXX - COS(PHI)*COS(C)*FrOTX SIN(G)*FTOTY+

1 SIN(PHI)*COS(G)*FTOTZ
EYY - COS(PHI)*SIN(G)*FTOTX - COS(G)*FTOTY+

1 SIN(PHI)*SIN(G)*FTOTZ
EZZ - -SIN(PHI)*FTOTX + COS(PHI)*FTOTZ
PRINT *, EXXEYY,EZZ
CALL DETEC(TTO,EXX,EYY,EZZ,ESX,ESY,ESZ)
ESZ - ESZ*XK**2/(2*PI**2)
ESY - ESY*XK**2/(2*PI**2)
ESZ - ESZ*XK**2/(2*PI**2)
PRINT *, ESZ,ESY.ESZ
RETURN
END
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ABSTRACT

The orientation of fluorescent molecules on the surface of an aerosol particle has been

determined for the first time by using a new technique, Morphology Dependent Photoulection.

The excitation spectrum of the angularly averaged fluorescence from a single levitated particle

Is measured using an Integrating sphere levitator. By utilizing the relative intensities of

resonant peeks in this spectrum and knowledge of the polarization properties of different
resonances we show that one may arrive at the orientation of molecules relative to the surface

normal
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In this paper we report the first determination of the orientation of molecules on the

surface of a spherical, micron sized particle. The method, referred to as tMorphology

2operwent Djhotoglection (MDPS), Is baed on photoselection' and the properties of the

natural electromagneti,: resonances of smell dielectric particles.

Recently we reported the experimental observation of enhanced energy transfer between

molecular species In liquid particles2 .3. To further Investigate energy transfer a probe to the

spatial distribution of active molecules was required. The probe was needed to ensure that

segregation or aggregation do not occur In the particles and to allow Investigation of systems

where the molecules of Interest are confined to the surface of the particle. The fluorescence

excitation spectrum of a particle provides such a probe.

Fluorescence excitation spectra of fibers were reported by Owen at al 4 and resonant

features in emission spectra from spherical particles by Benner et a15 , but no attempt has

been made until the current work to derive specific information about the distribution and

orientation of the fluorescent molecules from the spectra. In what follows we will show that

through an understanding for the relative amplitude of various resonances one can gain

Information about the homogeneity of absorbers in the particle, and If the active molecules

are at the particle surface, the orientation of the molecular absorption moment with respect to

the surface normal can be Inferred. The work described below Involved appying an Insoluble,

surface active fluorescent dye to a glycerol sphere, measuring a fluorescence excitation

spectrum of the composite particle and comparing the measurements with model calculations.

A schematic diagram of the experimental apparatus Is shown In Fig. I.

HVT

Fig. 1 A schematic diagram of the experimental apparatus.
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The spherical void electrodynamic levitetor (SYEL) uses a combination of dynamic and static

forces to stably levitate single particles6 . The electrode configuration was chosen so that once

the Interior surface is coated with a high diffuse reflector (Kodak product 6080) the SYEL

becomes a nearly ideal integrating sphere. The Integration significantly incree~ the signal

level at the detector, and the signal magnitude obtained Is proportional to the total

cross-section for the scattering process (either elastic or inelastic). This Is a key advantage

In the present work. The total cross-section for fluorescence scattering is expected to be

proportional to the particle's absorption cross-section, and (as we will show) It is the

particle's absorption spectrum which enables us to determine the orientation of surface active

molecules.

The excitation beam provided by a tunable cw dye laser was circularly polarized.

Circular polarization was used to eliminate any possible azimuthal bias in the angular

integration. The elastically scattered light was collected through a short pass dielectric filter

(IpMss< 600 nm (DF)) using a telescope (T) with F/6 optics. A polarizer (P) was used to

select rediation polarized parallel to the scattering plane. For the small acceptance angle used

In the experiments the elastic scattering spectrum near 900 is dominated by TM resonances.

The Integrated fluorescence signal was collected with a 1/8 inch glass light pipe (LP) and

detected through a combination of dielectric and colored glass filters (F) with a

photomultiplier tube (PMT). Fluorescence excitation and the elastic scattering spectra were

recorded simultaneously in order to identity the type of mode (TM or TE) responsible for the

resonances seen In the fluorescenoe excitation spectrum.

For a possible surface active species we chose DII(5). The molecule has a hydrophilic

chromophore (dicarbocyanine hoed group) and htyrophobic aliphatic chains (two CI8 tails).

Dil(5) and its homologue Dii(3) (carbocyanine hI group) have successfully been used to

prepare Longmulr-Blodgett films on water 7 , and therefore DII(S) Is expected to remain on

the surface of a polar liquid like glycerol.

A glycerol particle was produced, charged and pushed in to the $YEL using the picopipette

dI as described previously8 The pipette 'J2 containing a I0-5 M DOi(S) solution in

chloroform was then positioned above the SVEL In place of dJI. A chloroform particles was

Injected into the SVEL and made to collide with the levitated glycerol particle. The collision
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(due to Imperfect alignment of the polarizer) and a small change In the particle redius due to

evaporation. The primary thing to note in the excitation spectrum is that the TE resonano

are systematically more Intense then the TM resonances of the s&me number and order, and

that both third (sharp) and fourth (broad) order resonances are present.

The excitation spectrum was modelled as follows. The angularly integratedo fluoscence

Intensity was assumed to be proportional to the power absorbed by the particle. Since the

power absorbed by a single molecule Is In proportion to II*iE(L)12 , where I& is the absorptive

transition moment, the power absorbed by the entire particle will be proportional to
N 2

* fE(ri)l , where N is the total number of absorbing molecules. The first step In

evaluating this sum Is to consider the orientation of a molecule at a particular point rwithin

the particle. For a soluble material In a liquid there will be no preferred orientation and the

angle between the transition moment and the field may be averaged over; In this bulk-random

case the absorption spectrum will be in proportion to the volume average of I(LCLi)J.2 ,

(IfE(. 4 r)12>. In the case of absorbers confined spatially to the surface there are two major

possibilities, the molecules may be randomly oriented with respect to the surface normal or

they may take a specific orientation. In the surfaee-random case the molecular orientation at

any particular position on the surface may once again be averaged out as in the bulk-random

case and the absorption spectrum will be in proportion to the surface average of the square

modulus of the field at the surface, <lE(c),r,,a)1 2>,. Finally, in the case of molecules which

are orientated preferentially so that their absorptive moment Is at an angle Sm relative to the

surfae normal, one may only average over the orientation of the projection of the absorptive

moment in the plane of the surface. In this circumstance the absorption spectrum will follow

< Er 2 ((a),r-a)>COS2m + ( Et2 (c.r-a)>sStn2Om/2, (1)

where Et2 (crea)- Es2 ((*r-a) + E. 2 (Ar-a) and the factor of 1/2 In the second term

expresses the fact that the In plane component of the absorption moment Is equally likely to lie

along a meridian or parallel of the sphere. In the surface-oriented(s-o),
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surface-random(s-r) and bulk-random(b-r) cases the local fields were calculated from Mie

theory. 0 One gains an appreciation for the photoselection idea in examining Eqn.1 for a

particular case. Since only TM modes have radial fields a molecule with a radial absorptive

moment (am- 0 ) cannot be excited by a TE mode, and thus ell TE resonances would be absent in

an absorption spectrum although the TM resonances would be strong

In analyzing the data in Fig.2 computations of the frequency dependences of

(IE((•_,)I 2>v, 1E.,(O(,r=a), 2)s, and expression 1 were made using the particle radius (5.44

0) and refractive index (1.470) obtained from the elastic scattering spectrum and

incorporating the laser linewidth reported by the manufacturer (0.025nm). Calculations of

the resonant peak height (peak height above the non resonant background) were performed for

the resonances TE68 ,3 , TM6 8 ,3 , TE6 4 ,4 and TM6 4 ,4 , using wavelength intervals of 0.0025

nm and averaging 10 points around the peak of interest. The loss due to the absorbers was

Included using an effective bulk Imaginary part of the refractive Index (K). The K value was

determined by forcing the calculated peak height ratio TE6 8 .3 /TE6 4 ,4 to match the data. The

ratios TE6 8 ,3 /TM68, 3 and TE6 4 .4 /TM6 4 ,4 were then used to decide whether the model

calculations agreed with the experiment.

The bulk-random case gave values for the peak height ratios TE6 8.3 /TM68, 3 which were

close to unity in sharp disagreement with the data. The TE6 8 ,3 /TE6 4 ,4 ratio was found to be

very sensative to the K value used in the calculations while the TE6 8 ,3 /TM68.3 and

TE6 4 ,4 /TM6 4 ,4 ratios were found to be quite insensitive. Supplementary experiments using

the highly soluble dye Sulforhodamine 101 yielded excitation spectra whose peak ratios were

easily fit using the bulk random model. This led us to conclude that the Oil(S) molecules are

not homogeneously distributed In the particle bulk.

In the surface random case the TE6 8 ,3 /TM6 8 .3 and TE6.4 ,4 /TM6 4 .4 ratios were again

Incompatible with the date and insensitive to choice of the effective K value. Calculations were

then performed for the surface oriented case. Expressions for the Intensity ratios for a

particular mode pair are easily obtained from Expression I , for example
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I(TE68 3 ) <Et 2(TE68, 3'r-a)>ssIn 2e M/2(2

I(TM68,3) < Er 2(TM 683 r-a)>SCOS2e M+ <Et 2 (TM6S 3 .r-a>S sin2 e M/2

The sensitivity of the ratio to the molecular Orientation Om in Eqn.2 is clearly seen. Had we

taken a ratio of TE modes such as TE68,3/TE64 .4 the dependence onl Om would hav'e dropped out

since neither TE mod has any radial field component. This Is especially useful since the

TE68 3 /TE0 4,4 ratio is very sensitive to c end this sensitivity has been used in determining

the effective r value. on this basis we have Computed bath the TE68 3/TM6 4.3 and

TE68. 4 /TM64.4 ratios as a function of molecular orientation, Om, and these computations are

presented in Fig.3.
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The two points with error bIrs indicate the measured ratios from Fig.2. The TE68, 3 /TM6 4.3

data point yields an angle %m,, 660,20. The TE68. 4 7TM6,. 4 point yields a less precise value

for em but the two determinations agree within experimental uncertainty.

The experimental results for the Dil(S)-glycerol system are consistent with a model

system in which the absorption moments make an angle of 660t20 with the surface normal

(240t20 from the surface).

Studies with the homolog D0I(3) have shown that Its emission moment is parallel to the

conjugted bridge of the molecule and that the absorption moment makes an angle appox. 280

with the emission moment 1 . Direct comparison of fluorescence depolarization by DiI(3) and

DII(5) at our laboratory indicates that the angle between the emission and absorption

moments In the two homologues Is the same to within a few degrees. Therefore the angle with

the tangent determined from Morphologically Dependent Photosolectlon(MDPS) of 240t20

Indicates that the conjugated bridge lies approximately In the surfaea plane consistent with

our expectations. Thus It appears that MDPS Is a realistic means for arriving at the

orientation of molecules on the surface of a microparticle for those cIaes in which one knows

the orientation of electronic transition moments relative to the molecule.

The spectral method described above Is general in the sense that it can be extenl•e to ary

other optical process whose rate is determined by the Fermi Oo.den Rule and for which a dipole

approximation may be made. Photoemission is another such pross for which sensitive

experiments can be made and for which we are currently Investigating the use of MDPS.
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ABSTRACT

The effects of morphological resonances on intermolecular energy transfer and
molecular fluorescence within an aerosol droplet are studied by developing
and applying a theory based on electromagnetic solutions for a dielectric
sphere, leading to results in terms of measurable spectral quantities for the
donor and acceptor molecules separately in the bulk host medium. Mie
resonances in droplets of about ten pm diameter are predicted to cause only
moderate changes in the integrated radiative rate, while strongly enhancing
the rate and quantum efficiency of energy transfer. Additional results
obtained argue further for the role of Mie resonances in the recently-
observed energy-transfer enhancement, and provide insight into the energy-
transfer mechanism. Our results can now be applied in more-detailed
calculations and in combined experimental/theoretical studies of enhanced
energy transfer through Mie resonances. Parts of the theory describing
fluorescence can be extended and employed in studies of interest with regard
to fluorescent remote sensing.

This work results from a theoretical/experimental collaborative interaction
between research efforts at Northwestern and at New Y'ork Polytechnic
Universities; here we give an overview emphasizing new theoretical results.
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I. INTRODUCTION

An improved understanding of molecular photophysical processes near the

surface of an aerosol droplet is of intrinsic scientific interest as well as

having practical value in obscuration science and in developing methods of

remote sensing by fluorescent Lidar.

Experimental studies have shown tha;. proximity to a metallic surface can

strongly affect molecular photophysical processes 1,3 Proximity effects of

this kind, while perhaps surprising at first glance, are implied4 , 5 by the

way in which the presence of the interface modifies the appropriate boundary

conditions and therefore the states of the electromagnetic field (including

the vacuum states) thereby changing the electromagnetic interactions

responsible for processes such as spontaneous emission and Raman scattering.

Proximity to a dielectric (i.e., nonconducting) surface might be expected to

have far smaller effects.

Experimental evidence has recently been found, however, for a very

strong effect of surface proximity on energy transfer between molecules in a

small dielectric droplet. 6  The specific case in point 6 is chat of coumarin

(Cl) donors mixed with rhodamine 6G (R6G) acceptors in a glycerol host

droplet (of about lOpm diameter). The coumarin is excited at wavelengths

short enough for the R6G absorption to be small. Once excited, the Cl

molecule relaxes internally and then either fluoresces or else transfers

energy via dipole-dipole interaction to the R6G, which then relaxes and

fluoresces.

For the bulk sample, the energy transfer i. found essentially

proportional to the acceptor concentration. But in an aerosol droplet of

about 10 pm diameter, the essential experimental results are:

(1) The fluorescence (observed from a wavele.igth region where R6G
fluorescence dominates) is essentially proportional to the Cl donor
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concentration, but shows almost no dependence on the acceptor
concentration.

(2) At the lowest acceptor concentrations, the energy transfer is
enhanced by a factor of - 102 relative to the bulk.

(3) The lowest concentrations for which such effects are observed is
about 10,7 molar.

(4) Furthermore, the spectrum is in a regime where there are many sharp
peaks attributable to the effect of Mie resonances in either the Cl
or R6G (plus glycerol droplet] systems. In the combined CI+R6G
[plus glycerol droplet] system, there is a noticeable weakening of
the peaks in the region of maximum spectral overlap between Cl
(donor) emission and R6G (acceptor) absorption, as would be
expected if energy transfer is depleting the populations of excited
donors in some regions of the droplet.

A goal of the theoretical work summarized here has been to explore the

mechanisms apparently responsible for these effects. Although the small area

under the narrow resonance emission peaks might make enhanced energy transfer

via Mie resonances seem unlikely, we have already proposed that the experi-

mental data are evidence for such a mechanism. 6 Our arguments were based on

the analogy between Mie resotlances and cavity resonances.

Present theoretical efforts are now aimed at developing and applying a

detailed analysis of the enhanced transfer effect based on electromagnetic

solutions for an actual dielectric particle. The effects of the Mie

resonances on energy transfer and on the competing process of fluorescence

without transfer are both considered, and so the present research also

contains inherent parts of our current theoretical work on fluorescence from

molecules on and within an aerosol droplet.

II. NEW THEORETICAL RESULTS

We consider an initially-excited donor molecule embedded at location r'

within a continuous dielectric sphere containing a uniform distribution of

acceptors. We seek to find the effect of Mie resonances of the dielectric

sphere on:
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(1) energy transfer by the donor to all available acceptors, and

(2) fluorescence by the donor into the far zone.

For energy transfer, we start from the Fermi golden rule for transition

rates between each initial state consisting of the donor excited and the

acceptor unexcited, coupled by dipole-dipole interactions to final states in

which the donor is unexcited and the acceptor excited. More specifically, we

use the rate (ultimately to be summed over all transitions)

wtr - (2w/A) 1Ad..aI2 6(Ef-Ei)

where

Ad - <OdfI Ej e rj [Idi>

is the dipole moment for the transition from the donor in state lOdi> to the

donor in state Idf> (with a similar expression for the acceptor transition

moment pa): also Ei-Ef is the net change in total energy of the donor-

acceptor pair, ý is the usual dipole-dipole interaction tensor in free space

with (p,v) components given by

T - (3XX 1 , - R2 6P") / R5

where R a (X 1 ,X2 ,X 3 ) is the distance vector between donor and acceptor.

Two issues involving important physical aspects of the problem are

especially noteworthy. First, the presence of the interface modifies the

dipole-dipole interaction H', and the first issue is to determine the

modified interaction. Second, important physical features enter into the

specific way of summing over all transitions that contribute to the net

transfer.
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First, in free space, in the near zone, the matrix element of the

dipole-dipole interaction has exactly the same form as the interaction energy

between two classical oscillators, except that the dipole moment$ (i.e., Pd

and Ua) of the classical oscillators are replaced by quantum mechanical

transition dipole matrix elements. The geometrical tensor T is the same,

however. Now, for the classical problem, the existence of the interface

leads to an interaction still of the form Mdý Pa, but with a modified

geometrical tensor T determined by solution of the electromagnetic boundary

problem (i.e., with 1';d giving the field at ' produced by the classical

dipole at point ;'). Our ansatz for the quantum case is then to use the same

classical Y that has been modified by the presence of the dielectric

interface. This amounts to a semi-classical approximation in which the

molecule is treated quantum mechanically, but the dielectric and the

electromagnetic field are treated classically.

Second, the summation over transitions in the golden rule formula

involves a physical constraint and a physical assumption. The constraint,

overlooked in much of the previous fluorescence work, is that there is only

one photon to be dissipated statistically through all final channels after a

given initial excitation. We incorporate this constraint using a physical

assumption of rapid relaxation to an equilibrium distribution of excited

vibrational and electronic states between initial excitAtion and either

fluorescence or energy transfer--the same equilibrium distribution7 as for

the molecule in bulk. The constraint and assumption are combined (in the

summation over all transitions for transfer) by expressing the combination of

dipole matrix elements and initial occupation probabilities of donor states

that occurs in terms of the experimentally observable spectral shape function

for donor emission f(ka), where f(ka) d(ka) is ihe relative probability for
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emission in wavenumber range (k,k+dk) with a the radius of the droplet and

with f f(ka) d(ka) - 1. The quantum-mechanical dipole matrix elements for

the acceptor are similarly expressed in terms of the experimentally

observable extinction coefficient o(k) at the given wavenumber k. Thus, the

resulting expressions are in terms of quantities found experimentally from

the pure-donor emission spectrum in bulk and the pure-acceptor spectrum in

bulk, rather than computed using the necessarily approximate methods of

quantum chemistry.

The miscellaneous ingredients of the theory include averaging over all

molecular orientations, and integrating formally over acceptor distributions

(we hold the donor location r' fixed, being interested in the averaged

transition rates and branching ratios for a specific donor location). The

result is an integral over wavenumbers that exhibits the usual sharp peaks at

the Mie resonances. We sum the integrals over these peaks formally using a

Lorentzian approximation (taking the peaks to be narrow).

All this leads to immense analytical simplification compared with the

intermediate results. The Mie contributions to the transfer, measured

relative to the free radiative rate, occur as sums over resonant wavenumbers

k0 for E-type and M-type resonances,

tr Nw 4 3

red

2 IF FE(1)12 A[lIII(nl1ka)]] 2]

x k f(ka) a(k) E A[1( 1 ) A[1j 1 (nlkr')l

k-ko0(E;li)

+ In 1 1 4 (22+1) k2 f(ka) a(k) IM(1) 1IIe(n1 ka)l IjI(n 1kr')1 2

k-ko(M;1i)
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Each E-type or M-type resonance at a corresponding wavenumber k 0 is labelled

by indices (I,i) which indicate the ith resonance for mode number I (where

actually I also labels the spherical harmonic Yjm of the multipole expansion

term that gives rise to the resonance). The F, A, and I coefficients are

combinations of spherical Bessel functions J1 and Hankel functions hI(M)

whose specific form is not important in the overview being presented here, 70

denotes the width of the corresponding resonance, a is the radius of the

droplet, and n1 is its complex refractive index. The important features to

note are (1) the spectral overlap between donor emission f(ka) and acceptor

extinction a(k) that tends to maximize transfer in the region of maximum

spectral overlap, and (2) the occurrence of the inverse width 10 of the

resonance, which tends to maximize transfer from the narrowest resonances, as

we have previously argued 6 was expected on the basis of the cavity analogy.

For fluorescence, we follow much the same procedure as in obtaining the

rate for energy transfer, except that we use the photon emission rate from a

classical oscillator divided by the energy Rw of the photon rather than the

Fermi golden rule, multiplying also by the well-known classical-to-quantum

conversion factor for the dissipated power. The result

W, In1 IG MI)2
rad - 1 E f(ka) A[lj(nlkr') 2

k-ko(E; Ii)

rd.2 2

+ (21+1) In112 IGM(10 f(ka) Ij(nkr')12  }
L (ka) in2 1" y 0 (M;Ri) fl

k-k 0 (M;1i)

has the same dependence on inverse width of the resonance. (Here the G

coefficients are specific combinations of spherical Bessel functions and
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spherical Hankel functions.) Also, each resonance has precisely the same

radial dependence on donor location as for energy transfer.

III. COMPARISON WITH EXPERIMENT

To apply these results, we first estimate the imaginary part of the

refractive index lm(nl) from experimental extinction data to be = 10-6 at

(fairly high) acceptor concentrations of 10-5 molar, and smaller at lower

concentrations. Experimental data shows the maximum spectral overlap between

donor emission and acceptor absorption to occur at ka c 57, corresponding to

I = 76, so that resonances in this ka range produce the main contribution to

the transfer. We have carried out fairly thorough studies of the resonances

up to and somewhat beyond the relevant ka values and find, in particular,

that the resonance widths are generally small and comparable in value for the

first two orders but a factor of ten or more wider for higher orders. Under

conditions where the imaginary part of the refractive index Im(nl) is smaller

still, the first-order resonances for relevant ka values become even narrower

(i.e., 70 becomes about a factor of 10-3 smaller than for second order

resonances).

A. Cutoff concentration of the enhancement effect

To estimate the lowest acceptor concentration above which the transfer

via Hie resonances leads to the enhanced energy-transfer effect, we consider

a radial location r' of the donor that maximizes the effect of Mie resonances

in both the energy transfer and fluorescence, and use representative

experimental values of the parameters in our expressions for the fluorescence

and energy-transfer rates. We find that the Mie contribution to the

fluorescence rate W'rad/Wrad (i.e., relative to the rate in bulk) is given

approximately by 3 x 10- 2 m where m is the number of resonance peaks that

contribute (= 50). This is not negligible, but is still only of order 1 or
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Fig. I. Angular-averaged coupling of an electric dipole to an

f - 76 E-type mode as a function of fractional radial position r'/ain and near an aerosol droplet of refractive index 1.47 + 10-7 j,

for resonances of orders 1, 2, and 3.

so. Although the particle environment affects the fluorescence rate also by

means other the Mie resonances, these effects are again not expected to be

very profound. For energy transfer however, we obtain a Mile resonance

contribution that is proportional to the acceptor concentration and which is

>> 1 down to acceptor concentrations less than 10c7 molar iwhen Im(nl) is

negligible, the contribution is >> r down to a 0fc 0 molaru . Teen at radial

donor locations near where the Mie resonance contribution is maximized, the

branching ratio between energy transfer and fluorescence is predicted to be

almost unity for all acceptor concentrations above this cutoff limit.
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B. Dependence on donor location

The specific radial dependence on donor location (for a uniform acceptor

distribution) is the same for the Mie resonance contributions to both

fluorescence and energy transfer. It is plotted In Fig. 1 for a typical mode

both inside and outside the droplet, and represents the coupling of a

transition dipole to the Mie resonance of the particle. The enhanced-

transfer effect is seen to be predicted for donors in a shell below the

surface comprising about 15% of the volume. Actually, the same is true for

acceptors, except that the dependence on acceptor radial location has been

disguised by integrating over the uniform acceptor distribution.

Figure 1 also provides a physical explanation of why the enhanced-

transfer effect occurs; namely, the coupling between two dipoles through the

Mie resonance is enhanced for both dipoles in the active region, thereby

enhancing the dipole-dipole transfer, but there is no comparable enhancement

of the coupling between a dipole emitter anywhere inside the sphere to a

dipole detector in the far zone, so that fluorescence is not similarly

enhanced.

C. Estimate of the enhancement factor

We estimate the enhancement by estimating the branching ratios for

transfer (with donor fluorescence as the competing process) both in the

particle and in the bulk. The ratio of these two branching ratios gives the

enhancement factor.

In the bulk, we assume that all excitation is transferred if an acceptor

happens to fall within a critical distance (R0 ý 50 X) but otherwise leads to

donor emission. The probability of transfer is then the probability that an

acceptor lies within a distance R0 from the donor at the given acceptor
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concentration. In the particle, all donors in the active region are assumed

to transfer successfully, while all others deactivate by fluorescence.

The enhancement factor obtained as the ratio of the two branching ratios

obtained under these assumptions is about 400 at 10.6 molar, in rough

agreement with experiment.

D. Concentration dependence

An understanding of the concentration dependence then follows by a

similar argument. If all donors in the active region transfer energy while

all others fluoresce, there would be no dependence on acceptor concentration.

Actually, the donors in the interior have a weak residual probability of

ordinary Forster transfer, which depends linearly on acceptor concentration.

The overall effect should be a weak dependence on acceptor concentration,

which is what is actually observed.

E. Long-range character of the enhancement effect

Finally, Fig. 2 showb a typical dependence on relative location of the

I0

U.V

so o IM IN

* (degrees)

Fig. 2. Dependence of the Mie-resonance transfer rate on relative
donor/acceptor position with both donor and acceptor on the same
annular shell for I - 20, where e is the angle between the donor/
acceptor radius vectors. The plot for an I - 76 resonance is
similar, except for the larger number of oscillations.
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energy transfer rate through a single Hie resonance for donor and acceptor on

the same annular shell, as computed from our theory for annular shells both

inside and outside the sphere. Dipoles at diametrically opposite points of

the shell are seen to produce the same Hie-resonance transfer-rate

contribution as do nearby points. The long-range character of the Hie-

enhanced transfer to distant points that are not diametrically opposite to

the donor also becomes apparent.

IV. SUMMARY AND CONCLUSIONS

Our theoretical work on the enhanced energy-transfer effect now provides

a quantitative treatment based on actual solutions for a dielectric sphere.

While further and more quantitative work remains to be done in applying the

present methodology and results to experiment, the present work leads already

to a number of conclusions:

(1) We obtain theoretical confirmation that enhanced transfer via Hie
resonances should be the dominant contribution for a substantial
region of the dielectric droplet.

(2) Estimates are obtained in agreement with experiment for the
enhancement factor and for the acceptor-concentration cutoff.

(3) The Hie enhanced contribution is predicted to be long range in
character.

(4) A clearer picture than before emerges of how the transfer occurs,
as well as a more general criterion possibly applicable to
nonspherical geometries. Specifically, the enhancement is seen to
result from enhanced coupling between the electromagnetic modes of
the particle and a dipole at points within a localized active
region, without comparably-enhanced coupling at dipole locations in
the far zone.

(5) The theory leads to quantitative expressions that can now be used
and extended for further application and for use in more-detailed
experimental studies.

The theoretical work reported here involves not only development of a theory

of Mie-resonance effects on dipole-dipole energy transfer (which indirectly

affect observed fluorescence), but also extension of previous work on
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fluorescence by molecules near dielectric particles without dipole-dipole

energy transfer. We expect our future theoretical efforts to build upon the

present work in applications to fluorescence as well as in applications to

energy transfer.
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ABSTRACT
An optical levitation and rapid scan spectrometer system has been developed which makes it possible to

obtain accurate Raman spectra on single suspended particles in times of the order of I - 10 sec. and to track
prominent Raman peaks in times in the range 0.1 - I sec. Experimental Raman spectra obtained with this system are
presented for levitated glass microspheres and for bulk and suspended particles of dioctylphthalate and glycerol. In
addition to the Raman bands, sharp peaks appear in the levitated particle spectra which are attributed to partial wave
electromagnetic resonances.
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INTRODUCTION

Recently there has beer, much interest in microprobe spectroscopy -- obtaining spectra from very small sample

volumes. A number of investigators have reported Raman specta obtained from single particles suspended by optical

levitatione.g.1, 2 . The ideal arrangement for Raman particle studies would be for the particle to be free of any

supports and for it to be perfectly centered in the middle of a laser focus where the highest light intensity is found.

These requirements are met by the technique of optcal levitation, pioneered by Ashkin and coworkers at the Bell

Laboratories. Here we report our first studies of Raman spectroscopy of optically levitated particles with an

experimental arrangement that permits a considerable decrease in the time for acquisition of complete spectra over

that previously reportedl 2 ; these previous times have been in the range of 10 -100 minutes while in our

experiments useful acquisition times smaller than 1 second are possible. It should be pointed out, however, that our

wavenumber resolution at these small times is much less than those achieved in these references 1,2 .

PROCEDURE

The experimental arrangement for our studies is shown schematically in Fig. 1. The basic components oa our

system are a Spectra Physics 165 argon ion laser, 0.22 m SPEX monochromator, TN6500 Tracor Northern Rapid

Scan Spectrometer, optical cell and collection and focussing optical elements. The light emitted from a particle

captured in the optical focus in the suspension cell was collected at 900 using a 5X microscope objective. A Raman

notch filter was placed betweern the microscope and the monochromator to eliminate the laser line and the signal was

focussed into the spectrograph. In most of our experiments, an argon ion laser beam was used at around 250 mW

operating at 488 nm in the TEMoo mode. Droplets were also suspended using the 514.5 nm line and it was found

that particle capture and suspension were facilitated at the longer wavelength.

With proper alignment of the optical system, it was relatively easy to capture particles. In experiments using

30 Ium glass spheres, the spheres were introduced through a tube above the focal point of the laser beam. Liquid

droplets were produced by aspiration into a chamber above an opening to the cell.

RESULTS

Raman spectra were obtained for bulk dioctylphthalate (DOP), bulk glycerol, and levitated particles of DOP,

glycerol, and glass microspheres. Fig. I shows a comparison between the bull. DOP and a -301im suspended DOP

particle. Fig. 2 is a similar comparison 'or bulk glycerol and a -301.m glycerol particle. In both cases some of the

Raman assignments 3 are shown above the peaks for the bulk spectra. It can be seen that the agreement in the Raman

peaks between bulk and particle phases is good. However, the suspended particles exhibit sharp peaks that are absent

in the bulk spectra. Thf se may be associated with the partial wave electromagnetic resonances reported in the

literaturee.g.1, 2 . Fig. 3 shows the spectru i 30(.m suspended glass rnicrosphere; the peaks shown here

correspond to those already reported for suspenu•, glass microspheres2 .
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The time necessary to acquire the spectra shown here varied from I - '0 seconds. This is in contrast to the

previously reported times which varied from tens of minutes for glass microspheres 2 to hours for DOP parnicl-s 1 . It

should be pointed out. however, that the resolution in these experiments was far superior to ours; mucb, but not all,

of the fine stu'cture attributed to partial wave electromagnetic resonances is not observed in our spectra.

Here we have demonstrated the capability of obtaining accurate Raman spectra on a time scale significantly

smaller than has been previously reported. This permits observation of transient chemical phenomena in suspended

particles such as surface reactions, diffusion and reaction in particles, and chemical changes in particles induced by

laser radiation. We plan to report work along these lines in the near future.
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ABSTRACT

The new algorithms on calculations of the scattering coefficients have been applied to the

prolate and oblate spheroids having very high aspect ratio and/or very large size and being

either dielectric or metallic. The extinction P-Q plot comparisons, of prolate-prolate,

prolate-cylinder, oblate-oblate, and oblate-disk with equal volume for different aspect

ratios and size parameters, between theory and microwave measurements are provided, as reveals

a good agreement to the extinction profiles for spheroids and a similarity of prolate to

cylinder or oblate to disk in the extinction efficiency.

I. INTRODUCTION

The corrections and developments on the theory of scattering by prolate spheroidal

particles as well as comparison with experiments had been studied by the authors. In order

to cover the specific gap in the case of moderate values of size parameter c (-m(a2-b2)½,

where K is wave number, a is semi-major axis, and b is semi-minor axis) and intermediate

number n, the higher order terms of the ordinate expansions for spheroidal eigenvalues and

those of asymptotic expressions for prolate and oblate eigenvalues must be added.2,3,4

As the aspect ratio becomes higher, that is, the radial coordinate E for prolate

(-a/(a2-b2)½) goes to I or & for oblate (-b/(a2-b2) ) is less than 1, we have to use the

series expansions in powers of (&2-1) for prolate or of (E2+1) for oblate so as to calculate

the spheroidal radial functions of the second kind, R (2) (c,&) for prolate or R(2)(-tc,i&)
mn

for oblate.

(2) (2)11, PROLATE AND OBLATE RADIAL FUNCTIONS R) (c() AMN Rt (-iciF)

By employing the relation between the spheroidal radial and angular functions of the

second kind, the prolate radial functions R (2) (c,0 can be wr:tten in the form:mn

())mn (c,&) - Q mn )Rm (c _01 _ + gmn (c.) (1)
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The implications of quantities contained in Eq.(I) refer to the paper.5

Just simply substituting -ic to c and i& to E in Eq.(1), and using the transformation of

jlogj•_l for prolate i [ten-lC- for oblate (2)

we can obtain the oblate radial functions: 6

(2 jQi'i (-ic)R0l)(-ic~iF&)[tacl C- fl ~-ci)(3)

where

r-O(-icj&) & 2 0 2rE2 r for (n-m) odd (4-1)

r-O

g* (-ic"iO- &(E2+1) 2 ý 82rt
2r for (n-m) even (4-2)

r0O

The coefficients B ar for r•O can be directly generated from the corresponding recursion

system;6 the initial coefficients 0 can be evaluated from:

0 -n . cRQj)'(-ic,1O)] for (n-rn) odd(-1

0 mn

o " , R (1)(-iciO) ] -1 iQ (-ic)R (-ic,iO) for (n-rn) even (5-2)

where

Sn-rn-l m a l~~(i)
R )' (-ic,iO) = in 2mm3 c 1'ldmn (-ic " - for (n-m) odd (6-1)

r1 r rl
( -m2 am+3) dln (_tc) •ar

R(I)(-ic,iO) - inmammcmdn(-ic) for (n-m) even (6-2)

(2r+I)E dr(-ic) (2m+r).

rO r

III- CCMPARISONS WITH EXPERIENTS

Since any mis-order of tte spheroidal eigenvalues IU will cause the infinite or
WI

incredible results on the diagram of P-Q plot (P and Q are the imaginary and real parts of the

extinction efficiency, respectively), the eigenvalues must be in the increasing order with

number n and m. Thus we have to carefully choose the Bouvkamp's or asymptotic method for the

calculation of X near the gap mentioned in Section I. Tables 1,2, and 3 show the computationalWn

selection of these two methods for the spheroids with the aspect ratio 2:1,4:1,8:1, and 12:1.

Following are four groups of graphs for comparison of theoretical and experimental results
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in the forms of P-Q plot: Croup I is the comparison for prolate-prolate spheroids; Group 2 for

prolate spheroid-cylinder; Group 3 for oblate-oblate spheroids; Group 4 for oblate spheroid-

disk. In these groups, former particles are used in theoretical calculation, latter ones are

measured with microwave equipments. In all figures, x v (-Ka ) is size parameter of spheroid,

with av being the radius of equal-volume sphere, m is refractive index, subscripts th and ex

denote whether theoretical or experimental, the running number in a pair of curves indicates

the tilted angle of the particle axis from k (propagational) direction as the axis is swept

through 900 in the ircident K-E and K-H planes.

The computational outcomes on the extinction profiles seem to fit well to the measurements

if the instrumental drift due to the influence of temperature gradient, and a little variation

of refractive index of particle over long period of time are taken into account. Actually, even

a little fluctuation of this kind of drift and of refractive index will greatly deform the

profiles on the P-Q plot.

The comparison between prolate spheroids and cylinders and that between oblate spheroids

and disks under the equal-volume condition reveal that their extinction curves are very

similar and the absolute magnitudes of extinction etticiency are close. The former results (for

prolate spheroid-cylinder) are expected, but the latter ones come out beyond our original

expectation. Apparently the edge effect in disk only exerts a little function to the extinction

cross section compared with oblate spheroid.
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Table 1

Computational Selection
I1thod I: Bouwkamp's, Method II: Asymptotic

2:1 and 4:1 Prolate Spheroids

c-< 7 7 7< c-< 0 10 < c. <12 12<C

m 0 n.< m4-3 II n.< m+5 II n t m+-7 II n m+n.'' 7!
n > m+3 I n > m+5 I n > m+-7 T n > m+8 I

1! n m+2 II n.< m+4 II n• m+6 III n > m+2 I n > m*4 I r > rn6 I

m- + ---l II n < -m+. n. m4-5 II

n m+-l I n > m+-3 I ln m:+-5 I

Table 2

Computational Selection
12:1 Prolate Spheroids

c . 30 30 < c

m 0 n m-15 II n • m+22 II
n > m+15 I n > m+-22 I

m =1 n < m4-14 II
n > m+-14  I n< m+-19 II

S2 n.4E m+.13 II n > m+19 I
m 2 fn > m+13 I

m- 3 n * m412 II
n > m+12 I

M 4 n s-il II
n m+sll II

5 n m+-10 II n.< m+16 IIn > m+-10 I n > m+.16 I

c. _25 2-5 < c 30
m 6 n m-7 II n.< m+-10 II

'n > m+-7 I n > m+-10 I

Table 3

Computational Selection
2:1, 4:1, and 8:1 Cblate Spheroids

c 31 3< c.6 6 < c 9 9c < cl2 12< c,< 20

0 n 6 m+-2 II n< nT-3 II nj r m-6 II n rm-8 II
m=n , •+2 I n > m+-3 I n > m+6 I n >m+-8 I

2,1' n n m4-l II n < m+-2 II n < m+-5 II n < m+-7 II
2n > m4- I n m+-2 I n > m+5 I n m+-7 I

3. 131 n 1 m+l II nu m+4 II n.• m+6 II
n > m-1 I nt m+4 I n > m+6 I

5n-5 I m 11 n <m*5 II
S, n> m+-3 I n > m+-5 I

6 1- 1 1 n. m+.2 l1n ne~ II n m+4 1!--. I
n m+-2 I n>m+4 I

8 7 1 1 n< E fl 11 n<-nm+3 1K m 71 I n.m+l I n m+-3 In ... .. .... ...~r43
8>m. 7 I I I n II

10 >, I 9 n >m+2 I
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ABSTRACr

The simplest forms of the spheroidal radial functions are obtained here by using new radial
coordinate in the spheroidal differential equation.

INITMUCTEION

The spheroidal radial differential equation in prolate coordinate system can be expressed

as

d /(t _ 1) - C2t + 2-- 0 (1)

where & is the radial coordinate, XMn and Rn are the spheroidal eigenvalues and radial

functions, of order m and degree n, respectively, with m and n being positive integers, and

n wm. In oblate coordinate system, one just repalces c by -ic and t by i& in Eq.M().

The expression of the spheroidal radial functions is usually written in the form:

Q )(c, 1 2-1] r~ij CPc aw)IZ (CO (2)

S489I 2

489



whiere dn(c) are the expansion coefficients of the spheroidal angle functions S., with respect

to the associated Legendre functions P m r is the summation index, and the prime over the

smigmtion symbol Indicates that the suammtion is over only odd number of r when (n-m) is odd,

and over only even when (n-m) is even. Superscript j for the radial functions Rl(c, &) and the

spherical Bessel functions zm+r(cý) of order (mr-r) implies which of the four kinds of the

spherical Bessel functions is referred to, that is, spherical Bessel, Neumann, and Hankel

functions of the first and of the second, in order of J-l,2,3,and 4, respectively.

The expansion coefficients rd(c) obey the recursion relation:

(2m+n'+2)(2-+r+lJ)c 2 d" 2 (C) [(m4T)(trý1) + 2(m4-r)(mrr+l)-2mn2 -1 21 c2ld (c) +(2rr+2r+3 (2r2(c)5 + (me2r)(m2n*2l)- rm

r(r-l)c2  P (c) - 0 (r >, 0) (3)
(2m+-2r- 3) (2m+-2r- 1)r-

Eq. (2) is the classical expression of the spheroidal radial functions.

THE SIMPLEST RADIAL FtLN ONS

Now let us introduce another radial coordinate a, and make the transformation

o (E2 - l)½ (4)

then the relation of the first order derivatives between & and a is

d- (o2 + 1)k (5)

With this new radial coordinate, Eq. (1) is converted to

(02 + 1) d2Rmn + 202 +1 d - - c 2 (a2+E) + 0 (6)
ao tian

Eq. (6) can be readily deccomposed into three separate equations:

d2pe •n + (C20do2 +2a0 ± v2 -h(h4l)] Rft = 0 (7a)

2 l• = 0 (7b)
da2  a CF 02 h~4l 1  ~

1 Man + -h(h4-l) + Tn2 -h(h~l) ) RM =0 (7c)

where h is the order number of spherical Bessel function, being an arbitrary integer.
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It is obvious that both Eqs. (7a) and (7b) have the same solution of spherical Bessel

function of order h:

RMz- zh(cc) (8)

For siup.-icity, we denote zh(ca) by zh. Substituting the trial solution Rhnzh into Eq. (7c),

we have the following expressions:

S- - ( - h 1- + (9a)
z- +2 I(2+ I)1(2h+3) zh. - ( zh+2J c2

'oW h)i+I) Zh-2 + 2 Zh + I Zh+2 (9b)

Thus we can simply rewrite the radial functions in the form of the suvmation:

PIM ;ý hzh(10)

With the substitution of Eq. (10) in Eq. (7c), which is a linear differential equation, the

coefficients of spherical Bessel functions are found to be:

(m2 -h 2)c 2
te Zh_2: (Z-)Zhl Ah (11a)

term zh: L~~l 2h(~) hkh+1)J A. (11b)

term zh+2: Lc2 -. C (11c)

Equating the term with the lowest order of spherical Bessel functions in Eq. (7c) gives

h - m (12)

The other terms of the series in Eq. (10) can be obtained by taking

h - rn + 2r (13)

where r is an integer, with r >. 0. Finally, we get the solution for the spheroidal radial

functions, as follows:

Rbn An+2rZm+2r (14a)

For the sake of convenience, we use subscript 2r instead of m+2r in the coefficient A, that is,

= A2rzm+-2r (14b)

where the coefficients Ar obey the recursion relation, the form of which is similar to Eq. (3):
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• 4(re~r) (r4-l)c2 ) A + ((m+2r) (m+42r+l) - X + 2 (+2r) m2rl- c(ZM+4r+i) (&0+4r+5*) A2r+2 O n (2m+4r-l))(k +4ir+3) c2) A2r +

m2r-1 S-lC2 A (15)(2m+4r- 3) (&1+4r- 1) A2r-2 0

The ratio of the second coefficient to the first one, A2/AO, can be specifically evaluated by

deleting the last term in Eq.(15) and then setting r-0, that is,

(M(M~l) + C ) + 4(m+-l)c2

(mN r2*3) (&*5) A2 - (16)

There are two non-trivial independent solutions for the second order differential Eq. (6).

Examination of Eq. (15) reveals that as r approaches infinity, either A2r+2/A2r increases as

-16r 2 /c 2 , or goes to zero as -c 2 /16r 2 . Of these two solutions, the former leads to a divergent

series. Therefore we choose the latter, which can be generated from the upward recursion.

NOVELIZATION

The spheroidal radial functions .), which satisfy the radial differential Eq. (6), ave

normalized so that, for ca -• , they have the asymptotic forms:

(ý) -I cos(c n+- (17a)
rrsca

2) ._I sin(c, - - ) (l')

After normalization of the spheroidal radial functions, we find that

f~ (1)(1) A•2rzn$+2r•c
(c,a) = for (n-m) even (18a)

imn2A2r

(2) (cc)(1) ~ ~ A2rztn+2r•co
)(c,o) - for (n-m) odd (18b)

i i~+•A2r

"(2) (cr,

(2) A2rzm+.2r (180
(cI 

((CA for (n-) even)

4im-n+2rA
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-- ) A Z~ r(CC) for (n-m) odd (18d)& mn+2r~lA~r

This research work is spported by the U.S. Army Research Office, Research Triangle

Park, NC.

1. C. Flamer, Spheroidal Wave Functions, Stanford University Press (1957).
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Absorption by Aggregated Spheres

Leland Pierce
Herschel Weil

The University of Michigan
Radiation Lab, EECS Dept.
Ann Arbor, MI 48109-2122

ABSTRACT
Work in progress on electromagnetic scattering and absorption from aggregated

Rayleigh spheres is described. Absorption cross-sections are calculated at frequen-
cies around that of visible light, and static internal and near-field equipotential
lines are plotted. Future work will concentrate on plotting the electric field lines,
improving our numerical procedure to allow more arbitrary shapes, particularly
those with axial symmetry.

I. THEORY:

X=X1

4e 
Z--X3

Y=XV2 /o0

plane wave, electric field vector polarized in x -direction

incident on dielectric body

495



The work we present is an extension of the investigation described by Weil

[1986]. It follows the formulation of Rayleigh theory given by Senior [1976]. The

polarization tensor Xj, and the dipole moments Pi of the induced fields:

P. = coXijE,

are found by considering the fields in the limit as k. -- 0 . Hence one solves the

statics problem.

Let 0 be the scattered, exterior potential and 4D. be the total, interior potential.

Then the conditions governing 0ý and Oi for a unit electric field excitation of a

scatterer of boundary B and unit outward normal fi are:

V2 ' =0 Outside B

-0 = O(r-2 ) as r -- oo

V 20 = 0 Inside B

O*= 0),+ , On B

8V= C -1. OnBFn )= 9n '+fi-i' n

By using Green's Theorem twice, once inside and once outside B, and combining

the results, Senior obtained: *

r[ v + (1j - r)[, + o,1 = ( 4-- ) J(t1 - dS'

where R = If - f'j , and

* This is the correct form of the corresponding equation which is given following
eq. 19 in Senior (1976)
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1, if T is external to B

21, if Fis on B

,0, if F is interior to B

Now specialize to a body of revolution in cylindrical coordinates p, 0, z:

dS' = P'dds'

where s' is length along the body perimeter, S.

For an x-directed * field the right hand side becomes:

_ (a-c)/f- a /1
4,r (ti ) T\-' ) p'd4Vds`

Since the total field will vary as coso', along the body's perimeter it can be written

in the form:

V, = V, - '- W c(¢) 3os0'1 -•

so the right hand side becomes

= _ J1 [j 2 coso'Ž ., dO/] Wi(.s')p'ds'
S [jo

Senior and Ahlgren [ 1972, eqn. 63, p. 20] put this expression into the form:

= . !s2cosO {IPcosaf1 2 + [(z' - z) sino' - p'cosa']0t } Wi(s')p'ds'

At 0 = 00 this gives:
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outside: -01101)

bndry:11+' W1 (s) =_p+- jfw(s',)pcosa'fl2 +[(z'-z)sin, -p' cosaJfli}p'ds'

inside: - c4(rF) J

This is an integral equation for W, whe i f is on the surface B. Similarly for the

z-directed E field excitation, the field along the body's perimeter can be written

in the form:

4b3 =- --::Lw3(3')

outside: - 031M

bndry:-(l+C)W 3(a) 1Z+- WA(s') {pcosr'f11 + [(z'-z)sina'-p'cosao'¶o} p'ds'

inside: - C03(F)

In these equations

fln ! d4 n =0, 1,2

and

R [(p + p')2 + (z - z')2 [1 - msin2O]

where

4 pp'
(p + p') 2 + (z - z,) 2

o =!(Ir - %4)
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Senior and Ahlgren ( p. 61 ) show that

flo () [(1 K(m) + 2m -LK(m)]

fl•- Pj ( 2 d2 m )- d K(1)+

Q m2 _L (' 2/1 ] 2m(1 - 2-- K(m) - (I - -T)K(m) + E(m)

where K and E are Elliptic Integrals.

The Electric Polarizability Tensor is

Xi,~~~ = f)ii-'dS

For the case of rotational symmetry about the z-axis XII = X22 9 0;

Xa3 $ 0; X, = 0, i j j. Hence we need only find X11 and Xa3.

The absorption cross-section can be expressed in terms of X1, , and by averaging

over all possible scatterer orientations ( all assumed equally likely ) one gets the

average absorption cross-section:

<aAA>= ,V-Im.(2Xn + X33)

where k0 is the free-space wavenumber of the incident light, and V is the volume

of one scatterer. The dimensionless quantity < aA > /koV is used in the plots of

absorption vs. frequency (in 10"2 Hz ) presented in the Results section.
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II. PRACTICE:
The integral equations for W, and W3 are solved using the moment method.

We choose pulse basis functions and delta-function weighting functions to get a

point-matching solution.

The body perimeter is broken up into equal-length arcs and the W's are deter-

mined at the center of each arc. The integral becomes:

N J+4-4/2

where j runs over every segment of the perimeter, and i is either 1 or 3.

A simple six-point integration scheme works well if F is on the surface, and the

surface has no cusps. However, to get the near fields, and accurate surface values

for complicated shapes, a more sophisticated method must be used. This is because

for F rear the surface K((,if') varies rapidly, hence a 6-Foint integration scheme

will not capture it sufficiently.

Our method removes the rapidly-varying terms and integrates them analytically

over the appropriate very small sub-segment (approximating it as straight, no

longer curved ) . This can give us accurate field values near the surface and

elsewhere. However, at the time of this conference the closest we have gotten to

the surface for accurate off-surface values is about a tenth of the local radius of

curvature of the body's surface. This is because we have yet to remove another

singularity, as explained in the following section.
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Singularity Extraction and Integration:

The troublesome terms are in the fln's . Specifically a ' term and a ln(m-,-)

term. Both blow up as the field point approaches the surface ( source point ) in

our integral equations. Since

K(m) • (ao + aim, +. a 4 m,)

+ (b0 + bl'ml +. b4m') In(-)

d 
3)K(m) - (- + (b, - a,) + (b2 - 2a 2)mr + (b4 - 4a 4 )Ma)

dm MI1

- (b1 + 2b2 m, +- 4b4 m) ln(m-)

1 1 1

E(m) 1 - -m, + mnln(-)
4 MIn

where m, = 1 - m . The troublesome terms are:

Sin the ,d- K(m ) term ,
1I dm

-bjln(1-) in the -K(m) term,
m) dm

and boln(-) in the K(m) term.
ml

The constants a, and b, can be found in Abramowitz and Stegun [19641 We

pulled these terms out of the expressions for K integrated them analytically,

then added them back in to the nuinerical integration which was done with the

remaining terms.

The geometry to explain the following formulas for the analytic evaluations is
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shown in the fol!owing figure.

center of circular arc z

We need to evaluate two integrals involving b./m,:

11 = Lý I ds' = 2 sina'(s sinor' + t cos [) In A2/4 - sA + s 2 + (C' - t) 2] +

MI A 2 /4 + SA+S 2 +(t' -t) 2

+ 4(ssinor' + tcosa')(ssina' + t'coso') tan- A-2s-) + tan- + 2s

t+ tk2(t'- t)+t 2(t'-t)0
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ft
12 i ±• d =s~-t m1

(r[,2/4,_,+s +, +(t,_t),]
(Soina'+tcosa') (4ssina'+2t'cosa') In A2/4 - sA + s2 + (t, - )2J + 4 sinr'

+ 41st' coas' + 63 sinae'- (t' - 0)2sinal [tan-, ( -2s:~ + ta- ( Ai )12 }t, -- t I 2(t'- t)) + a' 2(t;'- t')'

These integrals are combined with the other terms in the expressions for the fln's

and then with others to make the Ki's. The following expressions are for that part

of each Ki that is singular:

2(s2 + t2 + t'I + 2t'sina'(s cosa' - t sina'))
Klextra = t' Is2 + (t + t') 2 + 4t'sina'(s coac - t sina')13/2

•(s 2 + t2 
- t'2 ) [t'cosa'Ii + sina'Ia]

Kse"ctri = 4 cosa'[s sin&' + t cos&j[s 2 + t 2 _ t'21 I' cos*'Il + sina'12t
.2 +(t+t')2 +4t' sina'(s cosa'- t sinae)]'/ 2

As of the date of this conference we are still in the process of doing the In (mi)

term, but the analysis is similar.
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III. RESULTS:
We simulated two spheres, both separate and overlapping. Two examples are

the following:

separate overlapping

The center-to-center separation of the two spheres is given in terms of the

sphere diameter. For example, the separate spheres above have a center-to-center

separation of about 2, whereas the two overlapping spheres have a center-to-center

separation of about 0.8 .

The fields were plotted with a variety of separations and also at many different

frequencies; each different frequency corresponds to a different f for gold, tabulated

in Physik Daten [ 1981 ] and plotted in fig. 1. The dimensionless average absorption

cross-section, as described earlier, was plotted for each geometry as a function of

frequency.

Our results agree qualitatively with gold colloid observations where the colloid

looks deep red when the gold particles are distinct and changes to blue when the

particles aggregate as described, for example, in Weitz, et. al. [ 1985 ]. This can

be seen in the absorption spectra later in this paper. To convert the frequency
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used there into wavelength one can use the formula:

A(in jm) 0.3
f (in 10" Hz)

He-ice, the absorption spectrum plot for a single gold sphere can be seen to have

it's peak at about 0.58 x 10" Hz, which corresponds to blue light, and then to

tail off slowly ofter that. Therefore a single gold sphere, or a collection of widely

separarated gold spheres, will absorb blue light significantly more than the red

and yellow and hence based on this analysis the un-aggregated colloid will appear

reddish-yellow in white light. Similarly, for two aggregated spheres (separation

- 1.0 ) the peak absorption is at 0.45 x 1015 Hz, corresponding to red light, while

the absorption at the blue wavelengths is about five times less. Hence, in an

aggregated colloid the red is absorbed more than the blue and it would look blue

in white light.

Note that this analysis can also be easily applied to a variety of other materials

including other metals, lossy materials, and smoke.
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Figure 1: Permittivity in vicinity of visible and IR frequencies for gold. ( e, = c' + je"
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Gold Colloid Ab$ Xsecuon/'ol. Separel.on: 0 00000 Gold Colloid Abs XseoUon/vol. |eporoUon: 0 33333

rr.4 In 10-e16 HS rqt I-6m

Cold Colloid Abs XseoUon/vo|, 8eporaUon: 0 70000 Gold Colloid Abo XsecUon/vo|. SepsroUonl: 0 50000

I IL
2~ w.

freq i 10--o HS r*4 to 1•01 Hit

Absorption Cross-Section Spectra for Aggregated Spheres.
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Gold Colloid Abs Xsection/vol, SperalUon: 0.93333 Cold Colloid Abs. XneeUon/vol. SoperaUonv 1 00000
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Ii I

Absorption Cross-Section Spectra for Aggregated Spheres.
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Equipotential Plots, selected frequencies

1. Each figure on the next two pages has the real part and imaginary part of the
potential for a particular shape, frequency and ' incident ' E-field direction.

x-directed means E is vertical at infinity.
z-directed means E is horizontal at infinity.

2. Each plot has 8 equipotential lines, but A V between them varies from plot-to-plot.
Hence a large value for A V means that we have high local E-field concentrations.

3. c, in each plot is the value for the relative dielectric constant.

4. Each plot is associated with a point on the graph below. From that can be deter-
mined the 'frequency' in each field plot. They are static field plots with the only
vestige of frequency being in the relationship of e, to f for gold.

5. All the plots are for a center-to-center separation of 0.8 between two solid spheres
each with a radius of 0.5.

6. Only one quadrant in the xIx 3-plane is shown. The equipotential lines in the other
quadrants may be obtained by symmetry.

Gold Colloid Abs. Xsectlon/vol. SeparaUon: 0.80000

20.0

1 20.0

10.0

0.0
0.30 03.5 0.40 0.4O 0.60 0.55 0 ;a 0.5 0.70 0.78 0.60

freq in 100*1O H
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X-Directed Excitation

Real Part AV=.I IV Real Part AV=.12 V

Imnaginary Part AV= .00025 V Imlaginary Part AV= .0035 V

1: -=24.79 +j 0.79 2: e,= -8.515 + j0.96

Real Part AV-.14V Real Part AV=. 107 V

Imaginary Part AV= .027 V Imaginary Part AV- .030 V

3: e,= -4.390 +j 1.48 4: e,=.0.9 10 +j 5.59
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Z-Directed Excitation

Real Part AV-.17 V Real Part AV-.17 V

Imaginary Part AV- .0019 V Imaginary Part 4V-, .56 V

1: er=-24.79 +j 0.79 2: er= -8.515 +j 0.96

Real Part AV-.167 V Real Part AV=.16 V

Imaginary Part AV-.11 V Imaginary Part AVw.07 V

3: er= -4.390 +j 1.48 4: er= -0.910 +j 5.59
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Recent Publications

ABSTRACT

The bihyperboloidal electrodynamic particle trap has been used extensively for the study of
individual particles, and has also recieved much theoretical consideration. While non-
hyperboloidal levitation cells also have been employed previously, such designs are inherently
less mathematically tractable, and consequently have recieved little theoretical attention. In
order to gain confidence in the application of designs which deviate from the classic,
bihyperboloid shape, we have adopted an empirical approach in which traps using a variety of
electrode arrangements (including spherical surface electrodes, and "linear" quadrupoles
such as are employed in mass spectrometers) have been quantitatively compared in their ability
to suspend and stabilize similar particles. Of special interest is the condition of minimum
particle motion occuring at the symmetry or null point of the cell. Comparison among some of
the different cells was acheived by measuring the particles null point motion using scattered
laser light. The scattered light is heterodyned with a frequency shifted reference beam, in effect
forming a interferometer capable of resolving periodic motion with an amplitude of 0.02 mn (re
100 Hz). The trap designs studied in this way have demonstrated equivalent capability
compared to the bihyperboloidal cell. The general characteristics of each design is discussed.

Intmduc•um

Particle traps using alternating electric fields have been successfully employed
as research tools for over two decades. Such traps are commonly refered to as
quadrupole levitation cells or electrodynamic balances. The alternating electric
field provides a pseudo-potential well to contain the charged particle, while a vertical
static electric field is also usually provided to counter the force of gravity and
maintain the particle at the potential well minimum. However, rigorous
theoretical treatment of the electric field and particle equations of motion has only
been achieved for the particular case of bihyperbolic electrode geometry. Although
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a wide range of cell designs and electrode geometries have been used previously with
appearent success,1-9 observations under vacuum conditions show significant
particle motion'0 . With the addition of damping forces from normal gas pressure, it
is not cle, -to what extent residual particle motion remains.

We have attempted to quantify the difference-between selected types of cells in
comparison to the hyperboloid design in terms of the minimum or nullpoint motion
of a trapped particle, and explore other specialized designs. The motivation behind
this work has been two-fold: (a) to provide greater optical access to the particle for
light scattering studies and (b) to determine the feasibility of particle storage and
transfer. Our approach to this study was to make a quantitative determination of
trapped particle motion using an interferometric optical technique. To our
knowledge, previous observations and assessments of balanced particle motion have
all been visual, and therefore somewhat subjective and difficult to compare. In this
part of our study, three cells with different electrode surface shapes were fabricated
and compared in terms of the amplitude of periodic motion of similar particles
levitated in each. Measurement of particle motion was achieved by forming a
Mach-Zehnder type of interferometer with scattered light from the particle. A
heterodyne beat signal was generated by shifting the frequency of the reference
beam a known amount and then recombining the scattered light with the shifted
reference beam at a diode detector. By examining the resulting beat signal with a
spectrum analyzer, this technique easily provided a resolution of the particle motion
amplitude of about 0.02 gm (at frequencies greater than -100 Hz). Since several
extensive descriptions of the theory of particle motion in the electrodynamic balance
and its design have already been published, 10-13 no attempt will be made to provide
that background here. Greater detail of the experimental arrangement and
measurement technique can also be obtained elsewhere.14

Results

Three different electrode designs were initially studied. These traps are
cylindrical and Figure 1 shows the cross sectional schematic though the verticle
(symmetry) axis for each: (a) the bihyperboloidal standard, (b) spherical surface
approximation to (a), and (c) a varient of(b) with a horizontal mid-plane section of
the center, or ring electrode removed. The conclusion from examining the null
point motion of 30 and 11 mm diameter glass spheres suspended in the different
traps at atmospheric pressure is that no difference can be determined down to the
resolution of our measurement. Particle motion in response to an external force
(such as gravity) was linear in each case as shown in Figure2. Fig 2(a) shows the
motion amplitude of a 30 pm glass sphere in the hyperbolic-surface trap (Fig. 1(a)),
while in (b) the motion of an 11 grn glass sphere in the spherical-surface split-ring
trap (Fig. 1(c)) is shown.

Linear types of traps which might be able to stably suspend multiple particle
along a line of equilibrium rather than at a point were also considered. The initial
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concept along these lines was to extend the cross sections shown in Fig. 1 along the
dimension perpendicular to the page, thus transforming the center, or null :-Int
into a null line which is horizontal as shown in Figure 3(a). An alternative
conception was to arrange four metal rods vertically with their ends joined to the
corners of two plastic squares (top and bottom) as shown in Fig. 3(b). Diametrically
opposite rods were electrically connected and the alternating potential was applied
between the two pairs of rods forming an electrodynamic potential well along the
center line verticle axis, entirely analogous to commercially available quadrupole
mass spectrometers. To keep the particle from falling out the bottom of this trap,
metal plates were placed on the inside surfaces of the square plastic end pieces, and a
dc balancing voltage applied. The characteristics of these various designs have been
listed in outline from below:

Spherical Surface - Split Ring Cell Characteristics
* Operation Identicle to Classic Bihyperboloidal Cell - Particle Exhibits

Normal Dynamics
* Ease of Particle Capture Similar to Bihyperboloidal Cell
* Stability at Null Point Indistinguishable from Bihyperboloidal Cell
* Offers Extended Viewing of Particle Between Split Rings and also

Between Ring and Endcap Electrodes
* Provides continuous Scanning of Scattering Angle
* Simpler Geometry is Relatively Easy to Fabricate

Spherical Surface Cell - Linear Extension - Characteristics
* Operation Similar to Other Axis-symmetric Cells, Particle is Balanced

Vertically by DC Voltage
* Particles Can Be Transported from One End of the Cell to the Other

Along its Centerline by Either Electrostatics or Hydrodynamics
* Particles Can Be Delivered to the Trap either from the Ends, the Top,

or the Sides
* Multiple Particles are Suspended in a Row Along the Centerline
* Partilces are Subject to Greater Lateral Oscillations than in the

Axis-Symmetric Cells
Vertical Linear Quadrupole Trap
* Particles are "Automatically" Balanced Vertically
• Vertical Postion of the Particle is Determined by the DC Voltage
* Multiple particles are Suspended Vertically Along the Centerline
* Particles Can Be Delivered into the Trap Independently
* Lateral Oscillations Always Present
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Obvious areas of future investigation would be to explore the pressue dependence
of the null point stability measurement for the various trap designs since it is well-
known that null point motion becomes visible under vacuum even for the
bihyperboloidal design. Also it would be interesting to extend the range of particle
size and/or mass to a lower limit than was possible with our current apparatus.
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(a)
HYPERBOLIC

(b)
SPHERICAL

(C)
SPLIT RING

Figure 1. Schematic diagrams showing the cross sections of different electrode designs for
the three quadrupole levitation cells studied: (a)hyperbolic, (b) spherical, and (c) is the same
as (b) but with the mid-section of the ring electrode removed. The three cell designs are
drawn to the same scale.
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Figure 2. Graphs of particle displacement as a function of the d.c. balancing voltage showing
good linearity in each case, and similar behavior among different cel! designs and particle
sizes: (a) from a 30 pm diameter sphere in the hyperbolic cell, and (b) from a 11 gn sphere in
the split ring cell. In (b). two independent measurements are shown with increasing
(squares), and decreasing (diamonds) d.c. voltage.
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ABSTRACT

Perturbations of the ambient medium by laser induced plasmas initiated in clean
air, or on aerosols and solid surfaces, affect the passage of laser energy through the
perturbed volume. The time and spatial extent of the perturbation is of interest in
determining degradation of laser beam transmission. Photothermal spectroscopy and
two-pulse breakdown threshold studies are being used to diagnose these effects.
Significant probe perturbations were seen in the 0-5 us and 2 m3 time scales.
Preliminary explanations are offered and suggestions are made for further studies on
these effects. We are planning to study the shocks formed by the plasmas. After that
we will begin looking at the effects on irradiated (sub-plasma) aerosol droplets.
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INTRODUCTION

There is continuing interest in the physics of laser-induced breakdown plasmas,

the interaction of high irradiance laser beams with clean air and aerosols.

Measurements have been made of explosive aerosol vaporization (1), shock-wave

formation (2). spatially resolved spectra of exploding aerosol droplets (3), and time

resolved spectra of plasmas formed on a single levitated aerosol droplets (4). Time

dependent hydrodynamic effects have been subjects of theoretical analyses (5) and

measurements (6). Afterglow measurements of a laser induced plasma in helium at a

pressure of 10 atmospheres have been carried out using a He:Ne probe beam (7) where

electron density, temperature and absorption coefficient of the plasma could be

determined during the first 600 nanoseconds after the laser fired. In this work the

shock wave was also studied.

In spite of all this work on the primary interaction causing laser induced

breakdown, little attention has been given to the subsequent state of the medium. The

resulting perturbations can be called post-pulse or second-pulse effects. One knows

from much of the work above and other analyses (6) that a plasma causes a transient

local high temperature and low density in the breakdown volume. The point of the

preseont study is to determine for some conditions, the duration of the perturbation on

the "second pulse". Two time resolved diagnostic techniques have been used. The first,

photothermal spectroscopy (8), measures the ensuing wavefront perturbation. The point

of departure of our study from the work reported (7) is to detect and study effects of

the plasma long after the luminous afterglow . Furthermore our conditions are also

different in that the plasma is formed at atmospheric pressure in the laboratory air.

The photothermal signal we observe is due to either a lens effect or a deflection of

the probe beam due to a transient perturbation altering the refractive index in a

volume in and around the laser initiated plasma.

The second, the modification of the breakdown thresholds for the second pulse by

the first pulse, is a direct measure of the ability of a second intense laser beam to

pass through the plasma perturbed volume. At the beginning of this study little was

known about the longevity of the perturbation of the medium. The measurements we have

made have defined the tc.mporal duration, at least for the set of conditions we have

used. In general there might be two effects. First, the plasma formed by the first
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pulse might leave enough free electrons so that, for a certain period of time,

breakdown by a second pulse is more likely. This is equivalent to lowering the

breakdown threshold. On the other hand the first plasma might disrupt the focusing

properties of the medium so that the irradiance of the second pulse would be degraded,

inhibiting plasma formation, and aiding second pulse transmission. This is equivalent

to raising the breakdown threshold. As we shall see below, both effects have been

observed.

EXPERIMENTAL SETUP

A plasma was initiated by focusing firstly, a Nd:YAG (0.532 um) and secondly a

pulsed CO 2 (10.6 um) laser on to the surface of a nail (without the nail the CO 2

plasma could not form reproducibly). The He:Ne beam axis was aligned to be

perpendicular to the initiated plasma axis. The focusing lens for initiating the

plasma along with the nail on which the plasma is initiated is translated in 100 um

steps so that the He:Ne probes the plasma along the axis of the initiating beam. The

total length scanned in this manner is about 7 mm of which the luminous region of the

plasma extends up to 3-4 mm. The zero or start position for this scan is such that

the IHe:Ne probe is almost flush with the surface of the nail on which the plasma

initiates. Figure la shows the experimental arrangement schematically. The He:Ne

beam is guided with the aid of the plane mirrors M1 and M2 (see figure Ia) to pass

through a He:Ne line filter and brought to incidence on a 500 um pinhole mounted in

front of a photomultiplier tube. The photomultiplier (PMT) signal is then amplified

and fed into a transient waveform digitizer with a 5 na resolution. The details of

the apparatus used are in Table 1.

In the absence of any plasma a steady dc signal of the He:Ne beam is observed. In

the presence of the plasma the digitizer is triggered by the laser firing and post-

pulse perturbations experienced by the He:Ne beam can be recorded as a function of the

position of the probe and the time after the laser fired. The experimental

arrangement also allows imaging the plasma on to the PMT by removing the He:Ne line

filter so the time for which the luminous afterglow of the plasma lasts can be

measured.
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Some variations of the above described experimental setup have also been used.

Sometimes the He:Ne beam was passed almost parallel to the plasma-initiating beam

axis so that the plasma was now probed nearly along its axis. Furthermore plasmas

were initiated on single optically levitated solid (glass microspheres) and liquid

(glycerine droplets) and the He:Ne probed the resulting plasma (3ee Figure 1b).

For the two-pulse studies widely differing wavelengths required that separate

optics be used to focus each beam. This dictated a counter-propogation arrangement,

as illustrated in Figure 2. The relevant experimental parameters are contained in

table I. It was critical that the beam be focused into the same volume in space. For

alignment a 500 um diameter pinhole was placed at the focus of the CO 2 beam. Each

lens was manipulated until a plasma from each beam could be seen forming in the hole.

The alignment was checked visually with the pinhole removed. With small time

intervals between the two pulses, a muffled "pop" could be heard when the beams were

correctly focused. Plasma formation was monitored by a fast photodiode which sensed

the plasma light emitted, but was insensitive to either of the laser wavelengths. The

signal from the photodiode went directly to a transient waveform digitizer. The

temporal arrangement of the two laser pulses was controlled by a four-channel digital

delay generator accurate to 2 ns. The two cases investigated were CO 2 first and

Nd:YAG first. In the former the spacing between the two pulses was varied from 20 us

to 3.5 ms, in the latter from 50 us to 1 s.

EXPERIMENTAL RESULTS

A. PHOTOTHERMAL PERTURBATIONS

In general we observe two types of signals, early and late, as shown in Figure 3a

and 3b. Figure 3a shows a relatively sharp and well defined feature. As the plasma

is translated across the He:Ne beam the time after the pump laser pulse that the peak

of this signal appears changes and this perturbation is associated with the shook

wave. This signal appears as a decrease in the dc level of the He:Ne due to blooming

followed immediately by a focussing or enhanced peak. After the enhanced peak the do

level often shows a characteristic broader and shallower blooming effect. The

amplitude of this perturbation and its temporal profile also varies with the position

of the plasma being probed.
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Figure 4 shows a position versus time plot of this perturbation for both the

NdaYAG and C0 2 plasma. The Nd:YAG pulse width is nominally 9 ns while the CO2 pulse

width is 85 ns. Correspondingly, the luminous afterglows of their plasmas last for 1

us and 9 us respectively. Thus the trace shown in Figure 4 for the Nd:YAG plasma,

covers a spatial and temporal region starting during the lifetime of the luminous

afterglow and lasting far beyond this region. For the CO2 plasma the movement of the

perturbation is observed essentially for times corresponding to the luminous lifetime

of the plasma, and over a spatial region corresponding to a few millimeters beyond the

boundary of the luminous afterglow.

The velocities of the travelling shock wave as estimated from the movement of

these perturbations start at 3000-5000 m/s and slow down to 300-400 M/s for the

regions studied. The decrease in velocity, however, is not uniform and exhibits large

fluctuations. Another rather curious observation afforded by the traces of Figure 4

are positions in both the Nd:YAG and CO2 laser initiated plasmas where rather sharp

discontinuities in the position versus time curves appear. In fact corresponding to

these discontinuities the shock wave velocity is zero or negative suggesting a

momentary backward swing or halting of the shock wave. No definitive explanation for

this behaviour is offered at this time, although we note that discussions of backward

or reflected shocks have appeared in the literature (5). Other secondary effects were

observed and are being analyzed. Some preliminary investigations of plasmas

intitiated on aerosols failed to show any difference in the early time perturbation

associated with the shock wave, from the corresponding signal obtained in clean air.

The long term effect is irregular and not reproducible from shot to shot. It

usually occurs 0.5 - 3 ma after the laser fires and a simple calculation of the

thermal diffusion time th:

th 4 4 w2 / D

where w is the distance travelled by the thermal wave and D is the thermal

diffusivity. Using the values of air at room temperature yields a value of th to be

1.2 ma which is of the order of the long term signals. These "thermal perturbations"

are not observed in the absence of plasma formation. A comparison of plasmas initiated
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in clean air and on a nail show that in the latter case the amplitude of these long

term perturbations are severely attenuated. A tentative explanation offered for this

observation is that the metallic nail may be acting as a heat sink conducting away

most of the thermal energy thus causing a milder perturbation when the plasma volume

is probed.

B. DUAL PULSE BREAKDOWN THRESHOLD

We used the Nd:YAG laser by itself at various repetition rates. We observed the

frequency of breakdown as a function of YAG energy/irradiance and repetition rate.

The repetition rates were varied from 0.1 to 23 Hz, corresponding to interpulse sepa-

rations of 10 s to 43 ms. Only at the highest rate was there a discernable effect, an

increase of about 10% in the energy/irradiance needed to produce breakdown. One

possible source of the irradiance increase was heating of the YAG rod leading to in-

creased beam divergence and a larger spot size. A higher energy per pulse would then

be needed to obtain the same breakdown frequency. We checked this effect by keeping

the flashlamps running at 23 Hz, but Q-switching at lower repetition rates. The

increase in breakdown energy required appeared to be real and not associated with rod

heating.

The second and most extensive set of experiments involved the counter propogating

CO 2 and Nd:YAG beams focused into the same volume of space with the CO 2 pulse first.

Typical signals observed for this arrangement are shown in Figure 5. In general we

observed a significant decrease in the YAG-induced plasma signal after a CO 2 -

initiated breakdown. We interpret this decrease in plasma light to mean a decresed

coupling of YAG energy into the plasma. Indeed at the smaller time intervals (20 us

to 250 us), the YAG plasma often did not initiate at all, evidence of an increase in

the breakdown threshold. The effects were greatest at shortest interpulse

separations, least for the longest. At a given separation, increasing the YAG energy

in many cases increased the plasma signal and the frequency of breakdown. These

results are summarized in Figure 6 which shows the decrease in peak YAG - induced

plasma signal (called suppression) as a function of the interpulse time and YAG

energy. The complex behaviour of the curves at later times remains to be explained.
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Finally we conducted a set of experiments with the YAG pulse coming before the CO2

pulse. Here the results were opposite to those observed above. The CO2 was set so

that the breakdown rate was about 5/10. Then the YAG was turned on with sufficient

energy to form a plasma. The CO2 breakdown rate rose to 10/10, evidence for a

decrease in the breakdown threshold. It should be noted that the visual volume of the

CO2 plasma was 5 to 10 times larger than the YAG plasma.

With our conditions we have observed three effects:

a. For the YAG only, a slight increase in breakdown threshold at about 40 ms inter-

pulse separation;

b. For the CO2 first, an increase in the breakdown threshold out to about 3 ms

Interpulse separation;

c. For the YAG first, a decrease in the breakdown threshold for the CO2 out to

beyond 500 ms.

It would appear that multiple effects are at work here. The results of (a) and

(b) above would be consistent with a medium perturbation which caused defocusing

leading to less energy deposition and thereby requiring higher irradiance to achieve

breakdown. The medium perturbation theory is supported by the late signals seen in

the photothermal experiments.

With regard to (c) above, the initial YAG plasma is so small compared to the CO2

induced plasma that medium perturbation might not be significant. However, the first

plasma does provide seed electrons for the subsequent CO2 pulse, aiding rather than

inhibiting breakdown, as observed with conventional pre-ionization (8).

Sometimes the breakdown threshold will vary depending on whether the electron

diffusion in the laser focus is ambipolar or free-electron, the latter being much

faster (8). We calculated the Debye length for both YAG and CO2 plasmas and found it

to be on the order of 2 to 10 um. This is considerably smaller than the spot sizes

listed in Table I, so embipolar diffusion will dominate in all out, experiments. Hence

we expect no breakdown threshold variation due to this effect.
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SUMMARY

A Nd:YAG Q-switched laser at 0.532 um and a pulsed CO2 laser at 10.6 um were used

to form plasmas which were probed with a He:Ne laser. Two types of perturbations

were detected, the first one rather well defined and repetitive occurring within

hundreds of nanoseconds to a few microseconds of the laser pulse was associated with a

travelling shook wave. The second, more diffuse and irregular and occurring about 2-3

Ms after the laser pulse was tentatively associated with thermal diffusion phenomena.

The second diagonistic was carried out primarily with two lasers, a pulsed CO2 (10.6

um) and a pulsed Nd:YAG (1.06 um). We observed both increases and decreases in the

breakdown threshold for a second pulse passing through the same volume in which a

laser induced plasma had been previously formed. The increase was observed when the

initial plasma formed was by the CO2 beam, the decrease when it was formed by the

Nd:YAG beam.
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TABLE I

LASER AND DETECTION SYSTEM PARAMETERS

Laser:

(I) Nd:YAG laser Quanta-Ray Nd:YAG Q-switched
pulse width 9 ns
energy per pulse 90-4OOmJ

minimum spot size 40 um

(ii) CO2  laser Tachisto TEA CO2
pulse width 85 ns
energy per pulse 250-400 mJ
minimum spot size 90 um

(iii) He:Ne laser Spectra Physics 155

Detectors:

(i) photomultiplier tube Hamamatsu R928 and P128A
rise time 2 ns

(ii) photodiode Scientech 301-020
rise time 1 ns

Data acquisition:

(i) Transient Digitizer LeCroy TR 8828 (5 ns/pt.)

(ii) Digital delay generator SRS DG535 , 4 channel
2 ns accuracy
20 us - 10 s delays

(iii) Amplifier LeCroy 612A

Optics:

(i) focusing lens (Nd:YAG) 14 cm focal length glass
(ii) focusing lens (C0 2 ) 5.0 cm Ge lens
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THE SCATTERING OF ELECTROMAGNETIC RADIATION BY

MULTILAYER, ANISOTROPIC PARTICLES WITH SPHERICAL SYMMETRY

D. K. Cohoon
Department of MatAematics 038-16

Temple University
PhlAadelphia, Pennsylvania 19112

ABSTRACT

The purpose of this paper is to describe methods of resolving
discrepancies bitween experimental observations of scattering by
crystaline particles and attempts to explain these observations
assuming that the electrical properties of these particles can be
described by the use of scalar valued functions for the permittivity
conductivity, and permeability. We can develop coupled inte ral
equations describing the interaction of electromagnetic radiation with a
heterogeneous, penetrable, dispersive, anisotropic scatterer and can use
severl methods of solving these integral equations. The solution of the
problem of describing scattering by an anisotropic sphere can be
substituted into the integtal equation to check the integral equation
formulation of the problem. Conditions are given for the uniqueness of
the solution of the as3ociated transmission problem. Because of the
multiple propagation constants in an anisotropic material, the trivial
uniqueness arguments valid for isotropic scatterers do not have a
guaranteed success in understanding the more complex interaction
phenomena.

An exact analytical Mie-like solution has been obtained for
fields induced in and scattered by an. N layer sphere where each layer
has anisotropic constitutive relations. We show thiat as the tensor
parameters change so that each layer becomes isotropic, then the
distinct radial functions used in representing the electric and magnetic
fields induced in the structure both converge to the same spherical
Be3sel and Hankel functions and all the propagation constants in each
layer converge to the propagation constant k given by

k 2 = w2,e - iwpO

and the solution approaches the ordinary Mie solution for an N layer
sphere. The anisotropic sphere computer code, for the case of magnetic
losses, dielectric losses, and dissipative impedance sheets, and perfectly
conducting or penetrable inner cores has been validated by energy
balance computations involving balancing the difference between the
total energy entering the sphere minus the total energy scattered away
with the sum of "he surface integrals representing losses due to
dissipative impedance sheets separating the layers plus the sum of the
triple in =tegras over the layers whose values represent magnetic and
dielectric losses within the anisotropic penetrable layers.

Two Bessel functions with two different complex indices
depending on ratios of tangential and radial magnetic properties and
raios of tangential and radial electrical properties, respectively,
participate in the solution in the case of scattering by the simplest
anisotropic sphere. The scattering problem is solved for the case where
the scatterer consists of (i) N anisotropic dielectric layers, (ii) N of
these layers separated by sheets of charge or impedan'es and (iii) a
perfectly conducting core surrounded by N - 1 anisotropic layers.
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L. DMTODUCTION

The atmosphere of the earth is filled with small anisotropic
scatterers. It is important to understand the nature of the scattering of
light for individual aerosol particles, to determine precisely how a cloud
including these particles might impede the progress of the sunlight or a
laser communication. These anisotropic scatterers have many sources
including volcanic erru ptions and human activity. The term
anisotropic here refers to the constitutive relations between B and H
and between D and Z and J and E which are tensorial; in isotropic
particles the Fourier transforms with respect to time of these quantities
are related by scalars. We will use i to denote the tensor permittivity
of the anisotropic particle, -and we let co denote the permittivity of free
space. We let I denote the 3 by 3 identity matrix. The tensor
magnetic permeability is denoted by js. We consider time harmonic
radiation with frequency w. By. lurnping together the frequency times
the imaginary par of the permittivi ty tensor and the real part of the
usual conductivity tensor we get a real tensor a. The Maxwell
equations for anisotropic materials, therefore, have the form

curl(H) =iwFO + (iw(e - col) + a)E(1)

and

curl (E) = iAO - iw(IA - j&oI)H (1.2)

Equations (1.1) and (1.2) together with the fact that the divergence of
a curl is zero tell us that

div(£~~ -_> uwE div (E) (1.3)

Similarly, the fact that
div (Ism) o (1.4)

implies that
div (p&H - ;LOH) p odiv (H)(15

Thus thinking in terms of the traditional free space Maxwell
equations wit' electric and magnetic currents Je and J .and, electrical
and magnetic charge densities p, and p. we see that equations (1. 1)
and (1 .21 may be reexpressed in the form,

curl (H) = i W4 + J, (1.6)
where J eis given by

je= iw(c - Ie0)E + Ar (1.7)
and the Maxwell equation driven by the magnetic current source term
is given by

curlI(E) = -iwpoH +J. 18
where the magnetic current density J, is given by

JM= iw(p-JA 0&)H(1)
The free space isotropic relations yield

div (E) = (110
£0

and

div (H) - (111
JA0

534



which respectively provide us with an operational definition of
stimutated electrical and magnetic charge density. Using a pill box
concept and the fact that there is no current density in the exterior of
the scatterer, we can in addition introduce the notion of surface electric
and magnetic charge density which we denote by 'q and ,,
respectively. The surface electrical charge density is derived through
the notion of picking a point on the bounding suiface of the scatterer
whose normal is n and placing a thin volume around this point so that
the exterior and interior portions of the boundary have area equal to A
except for a portion of the bounding surface with a very small area
whose normal is nearly perpendicular to the normal n and so that if J +
is the current density at this point just outside the scatterer and J_
denotes the current density at this point just inside the scatterer, then
conservation of charge on the surface is defined approximately by the
relation

A [7(t + A&I 3t + A((J+-n)-(Jt -- n)) = 0 (1.12)

which means since
J+ = 0 (1.13)

that the surface charge density, electrical or magnetic, is given by
iwi = (J_..) (1.14)

Thus, the electrical surface charge density is given by equation

'7e = WL I Jef)(.5

and the magnetic surface charge density is given by

17m = -iw(( - O) 1))(1.18)

To fully analyze these equations and relate them to the original
transmission problem for an anisotropic heterogeneous penetrable
scatterer, we need to construct equivalent sources. We will need to
consider potentials due to volume and surface electric and magnetic
charges and potentials due to volume electric and magnetic currents.
From the continuity equation, the electrical charge density satisfies the
relation,

div (J ) + 0 (1.17)
at

where in our case J. is given by equation (1.7). A similar relationship

for magnetic Ihar5e density is developed from a combination of
equations (1.11 and (1.9) and the basic Maxwell equation (1.8). The
continuity equation for magnetic charge density has exactly the right
form in the sense that a valid equation is obtained by replacing e by m
in equation (1.17). By defining electric and magnetic surface charges
using the relationships,

itWl7 = ((iw( - ,I) + a).E).n (1.18)

and
i== (-iw(, -p01)H)'u (1.19)

we complete all we need to derive a coupled set of integral equations in
the electric and magentic field vectors involving both surface and
volume integrals. With these definitions we represent the difference
between the ambient and total electric vector in terms of gradients of
the potentials of the electric volume and surface charge densities, the
electric vector potential, and tl'.e curl of the magnetic vector potential.
We similarly represent the difference between the total and ambient
magnetic field intensity in terms of the gradients of the potentials of
the volume and surface magnetic charge densities, the magnetic vector
potential, and the curl of the electric vector potential. A coupled
electric vector magnetic vector integral equation is immediately derived
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from the relationships,

S- z' =-rad (0e) - grad(4,) - iwAe- w, 1curl (Am) (1.20)

and

B-H' = -grad (m)-grad(Qm)-iwA m+ f]curl(Ae) (1.21)

For scatterers with a general shape the set of equations implied
by equations (1.20) and (1.21) are not solvable in closed form. We
therefore assume that the scattering body has spherical symmetry and
assume a special form of a tensor relationship between i and E and
between the magnetic current density J and the magnetic field
intensity a in each layer of the structure. This will enable us to get an
extension of the usual Mie solution. Specifically we assume that the
scattering body n consists of N regions delimited by spheres defined by
the equations r = RP for i = 1, 2., N where the pth region is
bounded by r = R, and r = R•,_ ifp is 1, 3, ..., or N and the core
region is bounded by r = R,. Inr tie simplest solution discussed in this
paper we assume that we have anisotropic constitutive relations defined
m terms of the unit vectors er, e,, and e. perpendicular to the radial, 0,
and 0 coordinate planes, respectively. For time harmonic radiation if D
is the dielectric displacement and J is the ordinary electric field current
density, then there are constants ir and a, in the radial direction and
constants c and a for relations along the surface so that

l)+ J (iwer + r,)Ee, + (iwc + o)(Ege, + Ee,) (1.22)

Furthermore, there exist constants related to the magnetic properties of
the material denoted by Ar and u so that if B is the magnetic flux

density, and the impinging radiation is time harmonic, then

at
'IT = iWAHrtr + iwp(Hpep + H#*#) (1.23)

If we simply require that tangential components of E and H are
continuous across the boundaries r = R. then expansion coefficients can
be related by 2 by 2 matrices as in (Bell Cohoon, and Penn [1] ). If we
allow thin impedance sheets between the layers, then the expansion
coefficients are also related by 2 by 2 matrices.

Normally when one thinks of scattering by a sphere, the
spherical Bessel and Neumann functions come to mind. In our problem
we will make use of two Bessel functions with a complex order and will
require their evaluation at complex arguments. We assume that V is
complex and define a special function *., by the rule

/2 j (z(1.24)
21 /221/2

where if we allow w to denote the Bessel function with index equal to
v + 1/2 or specifically

W = J-+1/2(Z) (1.25)
this means that the funotion W satisfies the Bessel differential
equation,

z2 d2W dW +z
I + Z + (Z2 _ (v + 1/2) 2 )W = 0 (1.26)

dz2 dz

and then the function %, defined by equations (1.24) through (1.26)
satisfies the equation

]I j = 0 (1.27)

We will need in order to implement our solution on the computer a
knowledge of the Wronskian of the independent solutions of the Bessel
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differential equation (1.26). It is known that

S+ = 2-. (1.28)
d dsrZ

and this is enough to enable us to evaluate the expressions involving
Wronskians of linearly independent solutions of differential equations
satisfied by radial .functions needed to represent the electric and
ma netic fields in the anisotropic materials. We needed two types of
diferential equations, one with a term involving the ratio of tangential
to radial magnetic permeabilities and the other involving a ratio of
tangential to radial permittivities. The radial fun ti'ns associated with
a ratio of magnetic properties are denoted by . The Wronksian
determinant, which we denote by a is for these fuinctions given by the
expression,

A-=

( 1 ,p(kRp) i ] J

SWM(P)kr

where the superscript 3 refers to a radial function which is singular at
the origin and the superscript 1 refers to a radial function which is
regular at r = 0 in the integrabilit sense, and where the radial
functions , are solutions of~he dif erential equation,

ý} ( )2- 1(r-,•n:1) + _k2 n (n + m) } I = - (1.30)

where the complex constant k is when r is in the pth layer given by
k ,2 = (P)((P) - i (P)p)(1.31)

The other radial functions *Pý.b. satisfy the differential equation,

2( ý.-J + (k I - n (n + L 1 ' o (1.32)

where

r (p+o0 (p)
+ Wj(p) + O(P) 

(1.33)

We remark that the entire theory could be made completely
symmetric by introducing a magnetic charge conductivity so that the
Maxwell equations would-have the form,

curl(0) = -iwjBH - (iw(p - •01) + qm)B (1.34)
and

curl(H) = iw4i + (iw(f - 0I) + V')E (1.35)
With these formulations of the Maxwell equations, we can use the
potential representation of the electric and magnetic field vectors to
write a surface volume integral equation systerm coupling the electric

4 magnetic vectors in the form, described by C-,.A ai and Uslenghit([8) in their paper on electromagnetic scattenng by anisotropic
materials with a completely general shape.

As a part of this formulation we make use of the temperate
rotationally invariant fundamental solution of the Helmholtz operator
of free space derived in Treves 130] using the Haar measure on the
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rotation group, given by
G~~)=exp(-ikolr - sii)) (1.36)

G(r) -- 4vir -aI
The coupled electric vector magnetic vector integral equations

describing the interaction of radiation with an anisotropic material are
given by

z - E, = -gradf idly (i w(e - 0) + ve)E (a)G (rs)dv (s)
0 Weo

+ -- gradf((iw( - e0I) + e,).E)fl)(s)G(rT)da(s)

-iwtof(iw(e - E)) + a,)'E(s)G (r)dv(a)

- curf(iw(; - Ao1) + o=).H (,)G (r a)dv (s) (1.37)

and

H - H' = -gradf idiv(iw(/u - ;ol) + o=)H (s)G (rs)dv (s)
n W/A°

L-r&&df((i0(4 - Pol) + =)'Hn)(s)G (rs)da(s)
WMAO afl

-iwe0f(i0w(' - Po0) + v,)H (s)G (r s)dv (s) +

curif(iw(E - En0) + a,)-E(s)G (r a)dv (a) (1.38)

We can make use of the energy balance relationship described
in [lj to express the total absorbed power in terms of coefficients used
to express the radiation scattered away from the sphere and the
expansion coefficients of the incident radiation. This gives is the
extinction and scattering cross sections of our spherical structure. The
same results are necessarily obtained by integration of the power
density distribution over the interior of the sphere. This has been done
for a variety of anisotropic structures as a check on our cojqputer
program. The triple integral and the formula in Bell et al [lI give
answers agreeing to at least 7 decimal places when 12 point autss
quadrature is uied for integrating with respect to 0, 0, and r in each
layer of the sphere. The agreement persists even when different ratios
of real and imaginary parts of radial and tangential permittivity, and
conductivity are used. The possibility of a purely anisotropic loss can
r reen, by observing the energy conservation relation (c.f. Jin Au Kong
P.]) .fr a general anisotropic material. For isotropic materials the
situation is different in that, for example, to have a magnetic loss in a
linearly responding material one must have a magnetic permeability
with a nontrivial imaginary part.

For an anisotropic material with a completely general shape the
problem of computing the interaction at first glance inky seem
formidable. However, by the use of the method of Cohoon r3].and the
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resolvent kernel methods presented by this author at the Midwest
Conference on Differential Equations held at Vanderbilt University in
Nashville, Tennessee on October 23-24, 1987 one can develop a robust
method of solving the coupled system, given by equations (1.37) and
(1.38), that does not require excessive computer memory.

I THE INPUT DATA FREQUENCY, E LENGTH, NO O R.EGIONS
I. 0HZ 1.00 V/M 2

INPUT DATA (SURFACE BOUNDARIES)
2.50 CM 3.00 CM

ELECTRICAL AND MAGNETIC PROPERTIES
REGION ONE

PARAMETER REAL PART IMAGINARY PART
El 50. 9.00
£ 60. 8.00

/4 1.00 0.80
S2.40 1.00

0.50 0.80
S0.60 0.40

ELECTRICAL AND MAGNETIC PROPERTIES
REGION TWO

PARAMETER REAL PART IMAGINARY PART
40. 1.00

£ 50. 2.00
4, 3.00 1.80

A 5.40 2.00

U, 1.50 0.40

U 1.80 0.60

AVG AND TOTAL ABSORBED POWER
BY TRIPLE INTEGRATION

6.62536D-02 W/M"3 7.49310489D-6 WATTS

AVG AND TOTAL ABSORBED POWER BY A
POYNTING VECTOR ANALYSIS

6.62536D-02 W/M"3 7.49310488D-8 WATTS

Table 1. The above table shows the results of an energy balance computation.
Using only the expansion coefficients for the scattered radiation
and the known expansion coefficients for the incoming radiation,
the total absorbed power was computed. This was compared with a
computation of the internal electric and magnetic losses using
numerical triple integration over the layers.
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$. IIU8NDATION OF TnE IMDS

We attempt to develop an electric vector representing a
solution of the Maxwell equations in spherical coordinates in the
interior of an anisotropic body. A priori we consider in thq ptllyer of
theZsphere three radial functions which we denote by • {, •, and

U2 and we assume furthermore that within this layer the electric
veor IE of a solution of the Maxwell equations has the form,

E (a(3 IIt:1 ( P."(cos(0)) o -d

C(mn) *c:J(kr) PM(cos(O))eimoe +
kr

r' -_( d Pm(as9)g i eIemo
II 1 (rosIo)(k'' 

P. (co.(P))eI

(2.1)

We will suppose that the material within the layers satisfies the
constitutive relations described in the introduction. We define singular
vector fields on the sphere by the rules,

A (mn)(0,) P(c()) - d_'. p.P(c¢s(O))e,1 e (2.2)

C(m,.)(0,O) = P'D(co¢(f))eim#,r, (2.3)

and

B~m~)(#0= d P m(cos(8))e* + (cos (0)) e# el] # (2.4)
ad in (0) 1~e~ 24

We now make use of the following Lemma to simplify the
computation of the curl of vector fields and especially curl (H).

Lemma 2.1. If F(r) is a differentiable function of r, and if

A = F(r)A(,.,)(O,O)

or, equivalently,

F (r)A 1F(r) im P~m(Cos (0)) ef-dP(csP)#em (2.5)
sin (a) do )

C = F(r)C(en)($,0) = F(r)P'D(ces(o))eimer (2.6)

and
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(r) P '(cooe0)),e + (cao n(0) e, elm# (2.7)

then

curl(A) = (n(n + 1)) F C(m)( ,C ) + 7'(rF(r)) B(m.n)(9,) (2.8)

curI(C) = -((2.9)

and

curl (B) = 1 2i.(rF(r)) } ~n(,)(2.10)

Proof. This follows from the fact that in spherical coordinates if

curI~) 1 .~.(in(W.) a~j T
YI.+ ~+ ~(2.11)T = Vror + V040 + v000

r(cTn(1)) L(sin(f)v) - Is' +

1 I 1 ° • r a

r sin(0) 94, 6 r(rV) Ie

+ Lr (rv,) - ±L- 0 (2.12)

and the relation + (

I~() d Usin (0)dLP '(co o (0))] P't (cos (0))
1 dI + 1.2(9

= n(n + 1)Pm(cos () (2.13)

which is simply the differential equation of Legendre which is usually
expressed in the form,

d dW m2
z(( 1-z 2 ) •d- + (n(n +1)2----- )W = 0 (2.14)

where z = coo (0).
We now use the definition of E, equation (2.1), the definition of

the three sections, (2.2) -(2.4), in the tangent and the normal bundle
of the sphere, and Lemma 7.1 to represent z as

E = E (&(,.)z,•"(,)Am.(,() +
(m.n)EI

kr (%m.)(0,') + b(m.2) jr.!-L(rZ b j)(rm'))
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where

Z.(&)(r) = k pJ(kr) (2.16)

Zjbl)(r) = *jbj(k,) (2.17)

z ,= .(k,) (2.18)

where the functions on the right side of the equations (2.16) through
2.18) are defined by equations (1.30) through (1.33) but may actually

conceptualized at this stage of development as generalizations of
these solutions. In developin the solution of the Maxwell equations we
have to compute the curl of Vhe vector field E. We find that

curl (E) = E ( a.Za)(r)n( C + l
(m.D)EI r

Sa (.)z~c)(r)a (.,n)T (rz, (r )) B .,(0,0) + c(m,.,) . (c I(r ) ( .A

+ L f--L (r Z(b)(r))A ,W.l)(e,')) (2.19)kr or I a

Equation (2.19) and the Maxwell equation (1.2) and equation (1.23)
therefore imply that the magnetic field intensity is given by

... Z)(r)n(n + 1) C(mn)() +

-(mn) I +

a Z. ) r + b.. I(rZ(b)(r)) A(mm,)(8,4)) (2.20)W ;L -( 'n kr 2 st ' { r r krI

We now will get the final Maxwell equ-..an relating the curl of
the magnetic field intensity to the electric field vector through a tensor
relationship. We find that euations (2.2) - (2.10) and (2.20) and the
Maxwell equation (1.1) and the original representation, equation (2.1),
of E imply that
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curl (B) = E (
(m ,a)1E

S, Z,)(r)n (n + 1) (r Z ( (r) A 1",) (0,0)

+ n (n ++ ) f (r)+ b"(m,- (rZ (b)(r)) C

+ a r w U ZC(m,n) (kr) + b(.,.) 1j(rZ(b)(r)) B(m,)(8,))

= Z• ((iw + o)a(•f,)Zzp&(r)A(,fl(E,,) + (iwe, + G,)Cm,n----c)()) +
(m.n)E1 k

(iwc + o)b(mA) [ J -(rZ B (0,0)) (2.21)

The first differential equation that we derive is obtained by
equating coefficients of the vector field A(.,.) on both sides of equation
(2.21) and is given by,

iZ.(')(r)n(n + 1) +w-i Ijr { 2 (rZ(a)(r)) (iwe +)Z()(r)(2.22)r 2w +~ --u r (r~ u )a a

We can do this because of the orthogonality reliLionships,

2fr

ffA(m, )(O,6)*'B(m,,)(O,O)ain(O)d~dO = 0 (2.23)
00

and
A(.,.O)C(m,n) = 0 = B(mk).C(m,n) (2.24)

Notice that the differential equation may be rewritten in the form,

a (rZ (] )(r)) + Z (&)(r)[ _n(n + )w = k 2Z (.)(r) (2.25)
r + r FW/Sr "J"
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where
k2  = -2f _ i ,A (2.26)

We note that the ordinary spherical Bessel function satisfies the
relationship,

(-I) 2 (rji(kr)) + k 2- )n r j,(kr) = 0 (2.27)

which shows that when the two permeabilities approach one another,
the radial function becomes simply a spherical Bessel function with an
integer index.

The next radial differential equation can be obtained by
equating coefficients of e, on both sides of equation (2.21) and by
making use of the properties of the traditional scajar spherical
harmonics P."(cos(•()) ( Bell, Cohoon, and Penn [2j ). These
considerations give us the relationship,

Z (c)(r)
(i0w r + ar)c ( Z.a.) nr

r

i((M,)'- b -+ 2 (rZ(b)(r)) (2.28)
wpr r(m,n)

The final radial differential equation is obtained by equating
coefficients of the vector field Bm ,0) defined by equation -2.4) on
both sides of equation (2.21). NThis differential equation has the form

(iwe + a)b(Mfl) (z( .. rZ%(b)(r))

a .'(-.n)-- &+ b (min) (rZ.(b)(r)) (2.29)

We have consistency between the two differential equations, (2.28)
and (2.29), if

(0WE, + )C(' ) ] 2- (rZ (c)(r))
n(n +- 1)r arfl =

-bM"(~ + ) {I-!L]rZ~b)(r) (2.30)

We find that we get a very simple solution of these equations if we
simply let

Z b) zY)(= ) (2.31)
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and assume that

S-n(n + + a) (2.32)
(iw,4 + Or) (m'n)

Under our simple hypothesis we derive two distinct radial
differential equations. As in the traditional Mie solution ( Bell,
Cohoon and Penn (1] ) we have multipliers of the A vector fields which
are of the same type that one gets by computing the curl of the
prouc t of a solution of the scalar He mnoltz equation by the unit
vector e* and vector fields which have the same form as the curl of a
vector field of this type. In the traditional solution ([1]) the coefficients
multipling the terms involving regular and singu ar radial functions
times the first type of vector field are labeled with a and a,
respectively, and the coefficients multiplying the terms involving the
regular ada singular functions times the second type of vector field are
labeled with b and , respectively.

Combining .euations (2.28) and (2.291 and making use of the
assumptions embodied in equations ý12.30)-(2.32) give us the
differential equation,

1 L [ }(rZ (b)(r)) + [k - n(n, 1) Z b+ z~b)(r) = 0(2.33)r & ar 2 iWr + arII

Making use of this second radial differential equation, and
making use of the relationships between the coefficients, equations
(2.30) through (2.32), we will get a new representation of the magnetic
field intensity H that was originally given by equation (2.20).
Specifically we need to first look at the term involving the A vector in
equation (i.20). The relevant observation, using equation (2.28), is
that

Z+(,+(r) 
2 (r Z.(rc(m .0 r r'-- - + b (m ~n ) r o r( )( )

-n (n + .I)(ic,,, + +)Z(}r (rZ11 ) (r)) Ib (m.

i- Wr + Or r 2 r+ or [ " (mn•

- i (i we, + Zc)(r) -k2Z•c)(r)b(m.) (2.34)
n(n + 1) nC(mn) n

Combining these equations we obtain a greatly simplified
expression for H of the form,
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H = (-...)(.,l)z &)(r) n(n + 1)
(mn)E wj a r C +

5-.(,.7•r~ ) I) B (.o)e, +

-- (_ k )z .(b)(r)1b( m,0)A (- ,n)(090)) (2.35)

The simple relationships (2.15) and (2.35) give us easy matrix
relationships between expansion coefficients used to represent the field
in one layer to those used to represent the field in another layer.
Details concerning these intralayer relationships are discussed in the
next sections of the paper. We will discuss spherical structures with a
metallic core, dielectric multilayers where the layers may have
nontrivial magnetic properties, and structures where the layers are
separated by charge sheets or very thin layers, referred to in the
literature, as impedance sheets.

I TRI IN'UT DATA lquVCY, 2 ULENCTE, NO OF ICIONS
t.GHZ 1.00 V/M

I NPUT DATA (SURlACZ BOUNDAE' ) I
SPHERE RADIUS - 3.00 CM

ILICTRICAL AND IMAGNETC PROPERTIE
CODS laGION INTUROR TO TKE AN MCe Sm?
PARAMETER REAL PART IMAGINARY PART

10. 6.00
s15. 7.00

21.00 2.00
I' 11.00 3.00

0, S.00 1.00
u 2.00 2.00

ZLECTRICAL CONDUCTIVITY AND
tZACTIVITY O TIE IWEDA4CE SmHT

PARAMETER REAL PART IMAGIINARY PART
CI. 1.00 3.20

AVG AND TOTAL ADSORBED POWER I
BY VOLUNZ R4TCRALTION OVER THE fTEROR AND

SURIACZ INTC•ILATION OVR THE IM]PZDANCE SHEET
6.15I32D-05 W/Me3 e.9s69•wSD-9 WATTS

AVG AND TOTAL ADSORBED POWER BY A
FOYNqTINC V]•TOIL ANALYSIS

o.15132D-06 W/M43 6.96697963D-9 WATTS

Table 2.1 Energy balance computation for an anisotropic, spherically
symmetric particle covered by a lossy, reactive impedance
sheet. The typical Poynting vector calculation on the outer
boundary covered by the impedance sheet yields the total
absorbed power. This must match a computation involving a
surface integral for the impedance sheet loss, plus the magnetic
loss and the electric loss in the interior.
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S. ENTLAYIY WJATIONS]"S

The purpose of this section is to develop matrix equations
which relate the expansion coeffici nts in one layer to those in adjacent
layers and ultimately to be able to express the expansion coefficients of
the field in any layer to the expansion coefficients of the incident
radiation. The program will treat both structures with metalic cores
and dielectric multilayers with nontrivial magnetic properties. We will
choose four expanslopcoeffcients for each layer. These expansion
coefficients will teaM,), b*pun), ) and imP!,).

The electric vector in layer p is given by

E= (
(m.n)EI

mP.)l , Z :(r) A (,) $,0m+ b Ir• P))(rZi (r))B(m , +

-n(n + 1)(i + P)) (r)
( o p )) b (mn) kr C (In k)(O )

apjn)ZZf:p3 (r)A(mn,(0,) + Imp0nn) -A. _L.(rZ•.p (r))B,m.n. 1(0,0)

-n(n + W)i C(p) + O(p)) ] p).) Z ýb.,p3ý (r) C( .)(1) 3 1()+ a (p)) if k r)IC (mrn)(e,1)) (3.1)

It is now very easy in view of the relationships given in Lemma
1.1 where the vectors A(m .,) Bim .0, and C are given by equations
(2.1), (2.3), and (2.4) respectively to caPclate the magnetic field
intensity H and show that in view ot orthogonality relationships (2.23),
(2.24), and the additional relationships, valid when the index q is
different from n which state that

2rr

ff A(m n)(O,•)'A(m.q)(O8,)sin(O)dOd4 = 0

and that

2w 0f f B (m )(O,1)'B (m~q )(O91)s'u; (O)d d = 0

that very simple relationships result when we equate tangential
components of E and H across the boundaries.

The magnetic intensity vector H is given by
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(m ,n)EI

(( k bPp) ]( b P )Z'l (r)A ( )+ a4P) 1.. (rZ &u:p(r))B

(~~~~ '1'(I (n +

(-kA1P 18 +a'I
• r

nk #.Pn) Z' (r)A )(9,€) + a (r ))B (O,9)S-- p ),= ) n.pn (m , O) C ra.u). r or. -np)

+ j n (n + 1) C(•) •)(0,)) (3.2)

The ordinary boundary value problem requires continuity of
tangential components of E and H across the boundary layers

r = Rp. (3.3)

Making use of this and the orthogonality relationships we deduce that
if we let

w•.P ,ro(Rp =(rZ :•(r R, (3.4)

and

',+ = r +(rz•,j) (3.5)

and if we let

S/(P+)kp'+I (3.6)

then the expansion coefficients are related by a matrix equation,

.(R) W ((R) J,)

z ý..-P'+,, ) (PP zý::-p)+,,(Rp) i j.==1
W, wi (R (,a |jp (3.7)

The matrix relationship (3.7) may be abbreviated as
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+1 = (3.8)

We obtained the matrix relationship (3.7) by equating tangentialcomponents of E and H across the bounaary o1 the spherical surfae
separating the layers, taking the inner product of both sides of this
equation with respect to A(,. and then integrating over the surface of
this sphere.

A second matrix relationship is obtained by eguatin tangential
components of E and H across the se arating spherical boundary,
taking the inner product of both sides of these equations with respect
to the vector functions B, .1, and then integrating over the surface of
the sphere; this seco•-' inatrix equation relates the expansion
coefficients bP.) and j3g'• to those in layer p + 1, and is given by

{Z bp (Rp) . (P ) ] 1b P!.)

(p) ZRb.3)) J]Rp)

b,P+ b a + (3.9)ý .Zb , 1) ) (R p) WPPZ b .3)1s ) (R p) 1 ý m +I~ ( 9

The matrix relationship (3.9) may be rewritten in abridged form as

b()R• ](re,s) / jmQ, (.10

T (P)(Rp ) I T(P+')(Rp) 1.(3.10)
) P ) n) I = ý V

Define new matrices by the rules,

Q•P = S~.)(R•)-S~?(R,) (3.11)

and

RI 0P!) = TýP)P)(Rp)-'TP.P+'(Rp) (3.12)
Thus, if region N is the region surrounding the sphere, we assume

that a and bt, are alf completely known. Thus, since

= 0 (3.13)

for all nonnegative integers n and all integers m not smaller than -n
nor larger than +n. Thlus, we see that as in the cae of isotropic N
layer spherical structures ( Bell, Cohoon, and Penn 1] ) we have therelationships,

n Q(M. •) (3.14)
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where the matrix Q('I') is given by

Q(m,) = 1).)(R 1)Q ),n)(R2)Q...Q ) (RN) (3.15)

The matrix relationship (3.14) yields two equations in two unknowns
which in turn imply that

.+ + ) (3.16)

and

0 mo)a (N+O) = + (3.17)

Thus, we see that

aý,N4i) (3.18)
Q 1,2f)

and

QýF.2)) -Qzf) JN+ ) (3.19)

Similarly, we see that

°(""+ =(3.20)
.(-,n) = R

and
b. = (• +, . R~ R,) J)býN.+) (3.21)

where

-R( km),R)(R)R ,n)(R 2 ) .. Rm)(RN) (3.22)

From these relationships the expansion coefficients in all layers
can be determined from the expansion coefficients in the inner core of
the multilayer structure. The basic relationships are

= (.) (= Cm/n)] (3.23)

and

/•ff. )= (R2.n)-'(3.24)
M 0
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From equations (3.23) and (3.24) we see that all the coefficients
in layer two are now completely kniown. By iterating these results we
can get all the coefficients in layers three through N. Since we already
know the expansion coefficients in layers one and two and in the region
of free space surroundng the N layer structure we see that by making
use of the formulas (3.!) and (3.2) we get the components of the
electric and magnetic field vectors in each [ayer of the structure and in
the region of free space surrounding the structure.

........ .i.... . .

S4Sý
Is 5 i 26 25 38 3S 48 45 5s

"Real Radial Peromittivitg (Scaled by I.E 8)

The above graph shows the effects of anisotropy on the total absorbed power for a .5 micron
aerosol particle subjected to 600,000,000 Megahertz radiation. In the original droplet
the radial and tangential relative permittivity were set equal to 50 + i and the
real part of the radial permittivity was varied making the droplet anisotropic
as soon as this real part differed from 50. The droplet was considered to be nonmagnetic,
and the complex conductivity was set equal to zero. The field strength was 10 Volts per meter.
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L nTRLtXAYU RnLATIONsUPs WITH A PFflCtLY CONDUCTINC CORN

Let us suppose that the inner core of an N layer structure is
peftly conducting which means that on this inner layer defined in
spherical coordinates by

r = Rt1  (4.1)

the electric vector E defined by equation (3.1) is identically zero which
means that in view of the orthogonality relationships described in
section 3 that

) + = (4.2)
and

b2) b,211 (R1) + b..f)W •3(R1) = 0 (4.3)
where the Z function appearing in eqiation (4.2) is defined by equation
(216) and equation (1.30), and the.VW functioz appearing in equation(43'is defined by equations (1.32), (1.33), (2.17), and (3.51. T he Z and
Wunctions associated with layer 2 are evaluated at tbe boundary
separating the core from the first coating.

If as before we define Q (P.o) by the rule,

QA)!) (R. ) = S V3 )(.p, )-,4V (R1p) (4.4)

where

S'P,(Rp) Ww (. 3 1[n)J (4.5)

and

S(P +1) (p) [a( Z (P-PIZ H=+,)( IWL 4) p.1 (4.6)
P= W~ w~ 1) (R) pp W ý.&)1 )(R,) jaý'P+j

$(m.U) = Q~2 )n)(R 2)Q(_m),n)(R3)... Q?)n) (RN) (4.7)

Thus, the coefficients in layer 2 are related to the expansion
coefficients in the outer layer by means of the relation,

L U) J = '+ ) (4.8)

Thus, using equation (4.2) and equation (4.8) we see that for each p air
(m ,n) of integers where n is nonnegative and the absolute value of m

does not exceed n we have three equations in the three a ,ri
unknown coefficients, where only the expansion coefficients, a&&,, ,
are assumed to be known. Thus, if the determinant of the S ma•rix is
defined by the rule,

A($(=.")) = S.J)'SýFl) - Sý-, .SýAý) (4.9)

then the solution of the system of equations is given by
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s (+-((4.10)

12s R ( 1) + t (4.11)

a12),a = 2f )nZz(R 1)

and the expansion coefficient of the scattered wave in the medium
surrounding the sphere is given by

N+
"" -|s~JJ~~l •}I,•(4.12)

The remaining expansion coefftien, ts are derived in an
analogous manner. By definig a matrix T1"i,' by the rule,

T(") = R j,)(RO)R3)j,.) (R3 ) R..). (RN) (4.13)
where the R matrices appearing in equation (4.13) are defined by
equations (3.9), (3.10), and (3.12), we see that we have the relationship
between the expansion coefficients in the first penetrable layer
surrounding the perfectly conducting core and the expansion
coefficients in the region of free space surrounding the multilayer
spherical structure given by

[ 4121 = T(m,") L m,)+ (4.14)

For every pair (m,n) equation (4.14) and the relationship (4.3)
demanded by the assertion that the tangential component of E vanish
on the boundary of the scatterer gives us again three equations in three
unknowns. The solution of this system of equations is

b )A (TW(m I()) W tb:1 (R 1) bW () (4.15)

W) T ,wb,__ (R_1) + T nr.If) W _ b__ (R_1)
+_,A?)')~ ( (4.16)T ý,f)W (.." (R 1) + T•,J •tr R,

and the expansion coefficient of the scattered wave in the medium
surrounding the sphere is given by

T W)wtbn)W (R1 ) + Týi)f)w tb,23 (R ) 1b•N +) (4.17)
•m , 1) =!1 -o .•) (R4.17+)

8 Tb"N')W , (RI) + Tm n) b,!

where the determinant A(T(1.0) is given by

A(T('-b)) = T-n.'f)i,") Tlrn).f T•rn (4.18)
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This analysis enables us to assess the effectiveness of coatings
on materials in impeding or transmitting radiation to a conducting core
surrounded by penetrabfle but anisotropic materials with both nontrivial
electrical and nontrivial magnetic properties. We can also calculate the
absorbed and scattered radiation by using the expansion coefficients for
the scattered radiation in the outer layer. The electric vector of the
incident radiation is expressed in terms of known expansion coefficients
by the relation,

E I
(m,U)EI

a~N+) ý.';P +1) (r )A (~~(,)+ b ý +1) ] ~(rZ 4O,.P +1) (r)) B (,,n) (00) +

", ) k, ,, (4r9

-n(n + I)b -,.N+) k 0+ (r )

where the superscript zero for the Z functions and their derivatives
means that these functions are solutions of the ordinary Bessel equation
(2.27) with k = kq All other expansion coefficients are expressed in
terms of the expansion coefficients appearing in equation (4.19).

S. LAYER S IPALTITD BY DJPKDANCI SMTS O CNIRI LAYERS

The impedance sheet relationship states that at the surface

r = Fp (5.1)

separating region p from region p + 1 we have

erX(Ip+1 - Bp) = o(P)•p (5.2)

The development of intralayer relationships through the use of equation
(5.2) is enhanced if we simply use the deinitions (2.5), (2.6), and (2.7)
and observe that

erxC(mD)(4) =O (5.3)

e xB(,,n)(9) = - A,.(,(5.4)

and

, ×A 0,)= B(.,)(9,) (5.5)

Making use of the above relationshipr, (5.3) through (5.5) and
equation (3.2) which gives a representation
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*rX(P~iHP)= E (

(ik(+ P-"' W 1)(R?) - p)),)W (Pup)

+ (kp+1) aý p (Ri,)&,-) )W (R-))B (~

+( ik P+1 b ýP 'Z ý.")1) (Rp) - --ý- . . . I(P +

WI, (P+l) 'r~lZnP+) (ftp) ) A lf~f)4P~ (Rp))A 1(,,)(9,)) (5.6)

If we assume a tensor relationship between the surface conductivity
and the electric vector we obtain the relationship

By making use of orthogonality we obtain the following
relationships

ýp+ aW 4:PJ) 1) (R1%) + pp aý.ýIW ýn$.&) (e

aý,P,)W P-p)+ Cj)fl)W4:I(.,,3ýp) +

i kP ~ ( , IS)l Z ~ ~ R) +P 'p (5 .8 )

and

PPbýP+Zýb-)1 (RP) + pPPmP ý.'ZfbI (RP)

bý,P!l)Zý.blb1 (Rp) + #0n I) Z4,'p1 (RP) +

W/() b(b ýP!)W flb -'ý(RP) + (#i3 .n)W W ýnb,3 (Rtp)) (5.9)

In order to simplify the matrix relationships connecting
expansion coefficients in layer p, to those in layer p + I we introduce
some new functions by the rules,
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f Z~: +. -1 } .) (Rp) (5.10)

and
+ i (P}"~ }W(b")(Rp) (5.11)

v, 1- k(Z~ + W k(RJ

Making use of the definitions in equations (5.10) and (5.11) we
reproduce a setting similar to either that of section 3 or section 4
depending on whether or not the inner core is penetrable or perfectly
conducting, respectively. The matrix relationships are

Z f: 4 1 (Rp) Z4Pl(R.p) I [aI
•ý& ) 1 ( p 1) pP
(PpW 4p+)(.&p) ppI PPW 43)4( J (5.12)

and

0 = _ a Pb (5.14)

the intralayer relationships (5.12) and (5.13) are exactly those given byequations (I3.7) and (3.9), respectively.

_ The solution of t~he system of equations relating the expansion
coefficients is therefore the same as the solutions given in section 3 and
.section 4 an~d that the Wronskian relationsh~ip shows that the.

determinant of the new coefficient matrices on the left sides of"(5.12)
and (5.13) are respectively eqiual to the determinant of the coefficientmatrices of the let sides, of equations (3.7) andp 3.8). The inverses

deW e hno e analogue of the matrices defined by equations
.the anda(3.1) nlave to exist.
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a. MNCY RUALACI mZATZONSBW

In this section of our paper we demonstrite a powerful means
of validating computer codes for describing the interaction of
electromagnetic radiation with anisotropic structures whose regions of
continuity of tensorial electromagnetic properties are delimited by
spherical reactive and lossy imped-ance sheets with a common center.
This was important since no previous workers have published any data
regarding scattering by anisotropic spheres. We have found data
concerning scattering by isotropic spheres with either a penetrable or a
perfectly conducting core, but the standard references do not include
calculations of bistatic cross sections of magnetically lossy spherical
structures even when the layers are isotropic, and no energy balance
computations for these magnetically lossy structures seems to have
been published. This section provides data for magnetically lossy
anisotropic structures. We keep track of the energy going into our
structure and the radiation scattered away from our spherically
symmetric multilayer stucture. This can be carried out by a Poynting
vector analysis over the outermost surface of the scatterer or by
integrating the power density over the interior of the layers or the
surfaces of lossy impedance sheets. We discuss here a simple
calculation when imrpedance sheets are present. The sphere considerid,
also may have both magnetic and electrical losses. -The constitutive
relations are tensorial. In what follows if a is a tensor, then Re(a) is the
tensor formed by computing the real part of each entry and JIn(a) is
the tensor formed by computing the imaginary part• of each entry.
When there are off diagonal elements it is possiAle t& have losses, for
example, from a permittivity tensor which has only real entries. If 0, 1,
and is are respectively the conductivity, permittivity, and permeability
tensors then losses arise, for diagonal tensors, from the real part of the
conductivity tensor, the imaginary part of the permittivity tensor, and
the imaginary part, Im (u), of the permeability tensor.

The sum of the surface integrals of the energy per unit area per
unit time deposited in the impedance sheets separating the regions of
continuity of the tensorial electromagnetic properties of the material
plus the triple integral of the power density over the interior of an
anisotropic multilayer spherical structure is related to the expansion
coefficients a(3,N+I) and #(nN+I) of the scattered radiation by the
equation ([11),
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[ a f (Reo(k))('IjE#i 2+ IEOi)(Rk,0,0))dO sin(O)df +

R frf

fff(WIm(M)(IH 9I2+ IH,12) + wIm(,,)jHri 2)r 2sin(O)dd•ddr +
000

R rw2

fff(wIm(c)(IE, 12 + IE,12) + wlm(cr)IEr [2)r 2uin(0)dxd'dr +

R r2r

fff(Re(a)(IE,I'+ IE#,12) + Re(a,)IEr 12 )r 2 in(0)dO1ddr =

k2o IRe , (2n + 1)(OlnN+1)+ 3(.,N+1))I -

2 E,- P (2n + 1)(la(.,N+a)I2 + I0(.,,N+)I) (6.1)

The constitutive relations between (a/& ID + J and £ , for
the case of time harmonic radiation, are given by the equation,

iwDr +Jr 1~ e ~ ~+ a, 0 0 ] Er
iwD# + J# 0 i we + Ca 0 E j (6.2)

iwD + J 0 0 iw+ + a( E2

The constitutive relations between (a/lt)B and the magnetic
field H are defined by the equation,

fiWBr i WIWr 0 0 Hr

iB 0 iW 0 HO (6.3)

. The above computations have enabled us to provide a reliable
set of e�uations for the expansion coefficients of both Uhe scattered and
induced electromagnetic fields. If there were an error in the formulas
that produced incorrect electromagnetic fields, one could be confident
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that integrating an incorrect power density over one of the layers or
over one of the delimiting impedance sheets would not have given a 7
to 10 digit agreement between the computations of the total absorbed
vower using an eneDr$ balance computation by numerically integrating
hle power plensity distribution over the layers and over the surfaces of

the ossy impedance sheets and making a comparison between the
Poyntig vector calculation on the outer surface of the sphere of thetotal electromagnetic energy entering minus the total energy scattered
away from the spherical structure. These computations should enable
one to quickly identify any errors in algebra or transcription of the
formulas to the computer algorithm.

One of the unique features of our anisotropic structure was the
peculiar behavior of the fields near the center of the sphere. It turns
out that if we have only an anisotropy in the real part of the
permittivity and if the radial component exceeds the angular
component, then there is an integrable singularity in the power density
at the center and if the radial permittivity is smaller than the angular

ermittivity, then the electric neld vector goes to zero at the origin.
Furthermore, if the radial permittivity is larger than the angular
permittivity, no combination of the two linearly independent solutions
will yield a solution which is bounded at the origin.

In spite of the complexities of the interaction of radiation with
anisotropic structures I found that I could achieve the 9 digit
a geement in the two methods of computing the total absorbed power
with a tensor product of Gaussian quadrature schemes and for the most
tart maing use of only 1728 function evaluations per layer. I checked
he Gaussian quadrature by using in addition a scheme which used

4096 function evaluations per layer and make sure that the two
methods gave the same answer. I also checked the computations by
artificially adding extra layers. In making the computations I also
made certain that the exact formula for the incoming raLdiation and our
series expansion in spherical harmonics gave numerically identical
answers on the surfaci of the sphere, and had checking subroutines
which calculated the tangential components of the electric and
magnetic vectors on both sides of the delimiting surface. When the
delimiting surface happened to be an impedance sheet I not only made
sure that the impedance sheet boundary condition was satisfied, I also
checked to make sure that the spherical harmonic expansion of the
internal fields had converged.
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TIM INPUT DATA REQUENCY, Z LZNCTH, NO 01 IGIONS
I. GHZ 1.00 V/M 2

INPUT DATA (SURFACE BOUNDAPmS)
2.50 CM 3.00 CM

ELECTRICAL AND MAGNETIC PROPERTIES

REGION ONE
PARAMETER REAL PART IMAGINARY PART

s4. 9.00
60. 8.00

P1 3.00 0.80
p 2.40 1.00

0, 1.50 0.80
S10.60 0.40

ELECTRICAL AND MAGNETIC PROPERTi•
REGCION TWO

PARAMETER REAL PART IMAGINARY PART
S40. 1.00

so5. 2.00
S3.00 1.30
S5.40 2.00
O, .50 0.40

,a 1.80 0.w0

AVG AND TOTAL ABSORBED POWERt

BY TRIPLG INTECTRATION
8.62536D-02 W/M"3 7.49310489D-6 WATTS

AVG AND TOTAI ABSORBED POWER BY A
POYNTING VErCTOR ANA.LySIS

6.62536D)-02 W/M**3 7.49310488D-6 WATTS
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ITRl INIUT DATA JREQUKNCY, I LENCTE NO 01 lEGIONS
1.GHZ 1.00 V/IL

INPUT DATA (SUKIACE UGUNDAJRS)
SPHERE RADIUS =3.00 CM

ELECTRIC -AW'D MAGNETIC flOFZTIZS
CORE REGION Iii lWOl TO TRE IMPEDANCE SIKIT
PARAMETER REAL PART IMAGINARY PART

Go. 10.00
e60. 10.00
p,3.00 2.00

JA 3.00 2.00
2.00 1.00

2.00 1.00

ELECTRICAL CONDUCTIVITY AND
REACTIVITY 0F THE KdmANCZ HO?

PARAMETER REAL PART IMAGINARY PART
as 0.00 0.00

AVG AND TOTAL ABSORBED POWER
BY VOLUUdE INTEGRATION OVER TEX IlNTRIUOR AND

SURI ACE VNTEGRLATION OVER TEX IMPEDANCE SHEE
S.11025D-02 W/M*3 6.779S5703D-6 WA1TS



IRS INUT DATA FNhCVQ0 I•3 7LfIT NO OF REGONs I
1. 0HZ t0oV 1

I INVUT DATA (IDUACI UOUNDARJU)I
SPHERE RADIUS = 3.00 CM

LICTRICAL AND MACNETIC P1OPRTIM
CORE RZJION DITEJOR TO THE UdIPDANC3 SHUET
PARAMETER REAL PART IMAGINARY PART

S10. 5.00
15. 7.00
21.o0 2.00

S11.00 3.00
U, 3.00 1.00
u 2.00 2.00

ELECTRICAL CONDUCTIVITY AND
IZACTIMITY O1 TIE DPZDANC3 SHET

PARAMETER REAL PART IMAGINARY PART
0. 1.00 3.20

AVG AND TOTAL ABSORBED POWER
BY VOLUNM INTEGRATION OVER TES ZDTZRJOl AND

SURIACE U•CIRATION OVER TRE D=AKD I SHUT
6.15132D-06 W/M*03 6.g609963D-9 WATTS

AC AND TOTAL ABoLD POWER ST APoYNTrmC VICTOR ,AtAym
6.15132D-06 W/M**$ U96M.7^.M,- 15 WATTS
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TH2 WMtI DATA YMEUINCY, 9 LWICTIE, NO Of UZCIONS
1. GHZ 1.00 v/m 1

I UFUT DATA (SMIACI DOUNDAJIM)
SPHERE RADIUS - 3.OD CM

=WMr5CAL AND MAGNMTC PIEOPURTIM
COUZ REGION DITERIORL TO TEEIMflDOANCZ9 SWM?
PARAbW=E REAL PART IMAGINARY PART

'900. 10.0D
so0. 10.00

3.00 2.OD
3.00 2.00

U, 2.00 1.00

ZLZCTRICAI CONDUCTIVITY AND
RILC~ATYOFTEE EDOANCZ SBEET

PRAMETER REAL PART IMAGINARY PART
(To 5.00 S.00

AVG AND TOTAL ASIO33M POWER
BY VOLUNME DITELATION OVER TIM INTERIOZ AND

SURIACI DITEGLTION OVYU TUE DODAJICZ E T
1.O164lD-04 W/M'03 1.148401UD-S WATTS

POYNINC WTOIANALYSIS
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1. CONCLUUIONU

Primary applications include the design of particles or
structures with pr6cribed absorption and scattering cross sections,
estimation of the internal energies and temperatures stimulated in the
layers comprising our spherical structure or on the lousy impedance
sheets separating these [ayers, and computation of bistatic radar cross
sections of these structures. We could conceivably design a particle
that would absorb most of the radiation of a given frequency and by
embedding these spherical particles in a penetrabe ayer with a density
that increased with depth design a selectively absorptive coating. One
could through the use of power density distribution curves and the use
of spectral distributions of energy density within these structures
quickly design a coating that would offer the maximum protection
against elec romanetic pulses or would solve other electromagnetic
compatibility problems. The power density distribution curves may
help one treat cancer with microwaves. By proving that one could
adjust the sources that a hot spot could be f6cused at a tumor location
anywhere within the spherical structure, one could prove within this
simulated biological structure that one could raise the temperature of
the tumor about 4 degrees centigrade and kill the tumor without
harming the nearby normal tissue. This would provide encouragement
for the general research problem in the more complex clinical problem
ofa real patient with a real tumor. Another possibility is the use of the
sphere program whichI because the solution is exact, and because the
computing cost and time is so low that the program could be used
effectively on a personal computer, one could design eye protective
equipment to protect people fr6m laser beams while permitting them to
see with other parts of the visual spectrum. This could be done by
designing a muftilayer structure that is reflective or absorptive to the
fre.quencies of laser which represents a potential threat to the eyes but
which permits certain light frequencies to pass unhindc-ed through the
coating so that the individual wearing the protective device could still
see.

Another use of the rogram would be to design coatings for metalic
structures that woulk have prescribed absorption and scattering
properties and to in general benchmark computer codes, such as
integral equation solvers, by cumparing the answers they get for
complex spherical structures with those obtained by our exact solution.
Figure 1 shows the power density distribution across the z-axis of a
perfectly conducting sphere coated with an anisotropic layer, where the
radiation is traveling from the negative z-axis toward the positive z-
a so that the illuminated side oT the sphere is at z = -3. A typical
calculation is the bistatic radar cross section computation which can be
verified by measurement in an anechoic chamber. Figure 2 shows the
bistatic radar cross section of the coated sphere related to Figm'e 1; this
"ating is magnetically lossy, and is itself covered by an impedance

3et.
Bistatic radar cross sections are defined in Ruck et al ([24], p 9) and

in van de Hulst( [32], p 285 ) by the formula

a= 2 OT VL (7.1)
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where r is the distance from the center of the sphere to the point
where the calculation was carried out. In my bistatic cross section
subroutine I simply made sure I was far enough away from the sphere
that the expression a was independent of r. While the program would
have run faster if I used asymptotic expressions, this permitted me to
track the cross section measurements as a function of r. What is
usyally plotted is 10 times the logarithm to the base 10 of a divided by
va as a function of the bistatic angle.

Comparisons were made with bistatic cross section data for spheres
which can be found in van de Hulst (132], pages 152 and 153 ) for
penetrable non lossy spheres and in RucW ( [24], page 152). My
calculations, not repeated here, were in agreement with these results
although I made some improvement in the detail of these 1948
computations ( van de Hulst 132], page 152, the figure legend ).

Human tissue is anisotropic and may have absorption
properties which would be of concern to bioelectromagneticists. Figure
thrie shows the infinite spike in the power density distribution curve in
the center of an anisotropic single layer structure whose radial
permittivity exceeds the tangential permittivity. The structure is
nonmagnetic, as is human tissue, and has a conductivity of .5 mhos per
meter. There is no impedance sheet covering the structure. Note the
high power density distribution near the center of the structure- if a
cancerous tumor were located near this hot spot we could probably
destroy the cancer without harming the normal tissue excessively by
raising it to a temperature of 4 degrees centigrade above the ambient
temperature. The bistatic radar cross section, shown in Figure 4, while
having an interesting structure does not appear at first glance to
contain enough information by itself to enable an experimentalist to
discern that he was working with an anisotropic structure. A more
sensitive prober of the anisotropies of a penetrable structure than the
bistatic cross section would probably have to be developed.

The prqgram is also effective in treating very large anisotropic
structures. in Figure 5 we see a power density distribution plot of a 1
meter diameter structure consisting of an isotropic .1 meter radius core
with a radial and tangential permittivity of 50 surrounded by an
anisotropic coating that is .4 meters thick and having a radial
permittivity of 60 and a tangential permittivity of 40. Both structures
had were nonmagnetic and had a conductivity of .5 mhos per meter.
Figure 6 gives the bistatic radar cross section of this structure. The
bistatic radar cross section appears to be very sensitive to the
conductivity of the object. When I dropped the conductivity to .05
mhos per meter the bistatic radar cross section developed much more
structure. The fatter is shown in Figure 7.

The code for computing both internal and external fields
associated with the scattering of electromagnetic radiation by a
multilayer anisotropic spherical structure with the inner core being
either perfectly conducting or penetrable and with the possibility that
the layers may be sparated-b impedance sheets appears to have
many potential applications. The concept of charge sheets, for
example, in view of the fact that my computations show that these
structures have an extremely low absorption of energy may be useful
in the design of a type of energy shield to protect structures from laser
beams.
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Another application would be particle design. The design
structure proposed here could be used with cylinder or sphere
scattering. The basic idea is to consider an objective function such as
the absorption cross section or the scattering cross section and regard
this objective function, which may itself be a prescribed function of the
frequency of the incoming radiation and not just a single number1 and
consider it to be a function of layer thicknessL tensor permittIvity,
tensor magnetic permeability, and tensor electnc field conductivity.
We would make Ne problem eauivalent to minimizing a function of a
real variable defined on a finite dimensional vector space by taking as
the function to be minimized the square of the difference between
idealized values of the absorption or scattering cross section and the
values calculated by the computer program at a finite number of
frequencies.

We then would use the same operations research methods used
to find submarines or lost transmitting objects such as a child lost in a
foggy marsh by usinz gradient search to go in the direction of
increasing sound or i this case a decreasing difference between
calculated and desired properties of an nbjective function. We consider
a .5 micron sphere subjected to 60,000,000 Megahertz radiation having
an electric field strength of 1 Volt 'per meter, a relative electric
permittivity with a real part equal to 50, a relative magnetic
permeability of 1, zero conductivity and allow the imaginary part of the
relative permittivity to move up from 0, then since when the imaginary
part of permittivity is zero, there is zero absorption, and since as the
imaginary part of the permittivity goes to infinity, there is also zero
absorption as the energy would have zero penetration, there must then
be some intermediate value at which the absorption would be a
maximum. Figire 8 is a plot of absorbed energy as a function of the
imaginary part of the permittivity and shows this feature. In our
particle the maximum occurs when the imaginary part of the relative
permittivity is slightly less than 1. Since there is scattering even when
there is zero absorption, the scattering curve is more subtle. However
when the imaginary part of the permittivity goes to infinity all
radiation is scattered away so there must also be a minimum of the
scattered radiation. This is shown in Figure 9.

The notion of minimization goes back to the basic
mathematical concept of a lower semicontinuous function on a compact
st, in this case the allowable or physically reasonable values of the
design parameters, having a maximum. If the function on the compact
set is continuous, then the function achieves both its maximum and
minimum value. One way to think about this problem is to invert a
highly nonlinear system of equations. By this I mean that if our
oýbjective were in act realized by some choice of parameters, could we
then from the objective function recover the parameters which
produced it. Furthermore, given this could we get as close as we desire
ta possibly nonrealizable objective function b[y being able to invert
this transformation. If the functions being considered in a particle or
coating design are smooth, we could use the concept of slack variables.
For example if we wanted to describe the set

x 2 +y 2 < RI
we could introduce the slack variable z and write it as
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R3-(x2+ y) = 2

We note that the set of points P in the subset of n dimensional space
defined by

g (Q) = 0
and at which a function f (Q)is 11c'r a maximum or a minimum isamong the critical points o the tran=ormation T from n dimensional
space into 2 dimensional space defined by

(u,v) = (f(Q),g(q))

or precisely those points Q for which the 2 by n matrix whose first row
consists of the first partial derivatives of f with respect to its n
"independent variables and whose second row consists of the first partial
derivatives of g with respect to its independent variables has rank
strictly less than 2. This means that if you pick any two columns out
of this transformation differential matrix and form a two by two
matrix, then this 2 by 2 matrix has a zero determinant. Finding these
critical points and analyzing them will give a complete resolution of the
smoke particle design problem. A computer program implementing this
algorithm is availblae to the Chemical Research Development and
Engineering Center of Aberdeen Proving Ground Maryland( E. W.
Stuebing, Private Communication). A more recent program to carry
out unconstrained minimization of a function of several variables makes
use of the Levenberg-Marquardt algorithm that was modified by
Argonne National Laboratory and is avilable through the repouitory at
the* Naval Surface Weapons Center to government agencies. The
cojurgate gradient method or the method of steepest descent can be
used tfifid the local minimums of a function bf several variables,
which in the case of a designiproblem with our sphere code or a code to
describe scattering by a multilayer anisotroiic cylinder which can be
developed in a similar manner would Fe the impedance sheet
properies, ensor electric and magnetic properties within a layer and
layer thicknesses. The low central processing unit time required by the
computer program described in this paper makes this type of design
calculation practical.
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Abstract

The use of coupled dipoles in modelling light scattering by oriented and
randomly dispersed chiral particles is examined in this paper. The chirality
considered herd is form chirality which results from macroscopic structural
mirror asymmetry in the particle. For a chiral particle described by
spherical dipoles, it is shown that large magnitude terms that contribute the
the chiral matrix elements of an oriented particle do not contribute at all
in the orientation average. This result will be used in future work to
obtain a more efficient method of evaluating light scattering by randomly
dispersed chiral particles.

The coupled dipole methodI is known to be a good approximate technique

for evaluating light scattering by arbitrarily shaped particles. In this

nethod, an arbitrary particle is subdivided into units where each unit is

small compared with the waveletngth of light. Each unit is then assumed to

behave like a spherical dipolar oscillator with its polarizability specified
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by its dimensioui and the bulk dielectric constant of the particle. The fields

at the dipoles are determined by the incident field and interactions among all

the dipoles in the collection. These resultant fields are obtained by

solving, self-consistently, a set of linear, coupled equations and retardation

effects are taken fully into account. The scattered field at the detector is

then evaluated by summing the fields scattered by the dipolar oscillators.

For a set of N optically inactive dipoles, the field Ei at an oscillator

i is determined by the incident field (Eo e i i) as well as by the scattered

fields from the other dipolar oscillators, i.e.,

E - oe -i + [ b (a E-i - EO eik. + z [aij j + b jinji njii (1)
i-J

ikr..

where aiJ - e 2? 1 +
ii 2

rIj rij r j

and b - k-ii( i - k 3ik

2rij rij rij

k is the wavenu:hber of the radiation, r.. is the distance and n.. the uliit

vector from j to i. The explicit time dependence of the fields is omitted and

only elastic light scattering is considered. Retardation effects are

completely accounted for in this model. The electric dipole moment is given

by j - , where j is the field at the scattering center and a is, in

general, a coulpiex puariZdbilitV Lten5or. If the dipolar units are taken to

be spherical, the ,olarizability of each unit (a) iý a scalar.

The scattered field at the de.ector (Ed) is the sum of the amplitudes of

the far-field contributions from the N spherical dipoles. i.e.

2 ir N . iknEd " I2 eikd ýl - dnd)a CE r e d j (2)

r d J

where r d is the distance and 1d the unit direction of the detector from the

2
origin. The amplitude scattering matrix elements of the partiele can be
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obtained by determining Ed for two orthogonal polarizations of the incident

light. The incident light propagates in the positive z direction and the xz

plane is chosen to be the scattering plane; the amplitude scattering matrix

elements can be obtained from

S1  - C Ey S2 - C [Ex cos- Ex sin Y],

S - C [Ey' cosa - EY sine], S4  - - C E (3)3 X z 4y

where, C - -ikr , and 0 is the scattering angle. The scattered field
ik(r-z)e

components of gd along the x, y and z axes are specified by Ex'y'z and the

superscript refers to the incident light which is linearly polarized in the A

or y directions.

The elements of the 4 x 4 scattering matrix2 are obtained by linear

combinations of products of the amplitude scattering matrix elements. The

products

Re [(S 2  S1 )(S 3 - $ 4 )] - S13 - $31

Im [(S 2  S1)(S3 - 4 - 24 + $42

Re [(S2 + -S4)] - S23 - S32

Im [(S2 + SI)(S 3  4)] - S1 4 + S41 (4)

contain only the 2 x 2 off-block-diagonal matrix elements which are sensitive

to chirality and will be referred to as chiral matrix elements. For a

collection of randomly oriented particles, these products become 2S 13(--2S315

2S2 4 (-2S 4 2 ), 2S23(--2S32) and 2S14(-2S41).2

We write equation (1) in the form

0~ ~ + I + Z Ei F (5)
Si i ijk

i'dJ ioJok ioJokof

J<k J<k<i

where 0 is the incident field at dipole i ( - eik)Ki E' is the field at

th ii due to interactions (to all orders) with only the j dipole, I. is the
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field at i due to interactions involving both the jth and kth dipoles and the

other fields in the series are similarly defined. The summations are over the

total number of dipoles, i.e., N. In this series, the field at a given dipole

is determined by the incident field and the fields due to many center

interactions with the other dipoles which are used to describe the particle.

Equation (5) is a finite series in which the last term is a summation over the

field at i due to ;nteractions with the remaining (N-i) dipoles. As the

interactions are retained to all orders, equation (5) is simply equation (1)

with the interaction fields specified in terms of the dipolar centers

involved.

The scattered field at the detector can also be written in terms of a

series over many center terms and the product (S 2  SI)(S3 - $4) can then be

written as

k6 Jb EjEb
(S S (S-- S) -k 6 [Z E E b 7 E j +

iJk ijkr
Jo'k Jokol

k<f

iakb E Eia kb+a kb E + Ej +
iJkf Ej ijklm J'

ivoj kA 9 kolum
i,'j 1<-m

ia E2b ia Eb+EjkEm + kZ nEjkEn + . .. J (6)

ijkim jk m ijkfrnn jk mn

iojok iojok
Pom i<k mo

j<k m<n

with Ei - - ikDd" i e ikz, (os _)-ike .(cose E-In) E-

ia e d- ikl. Eix ix iix EivIEj " eEjx jz jy

Eib _ e iknd'i [-Eiy* cosO + E y*sin E ix* '7)
j jx jz jy

and Ejk, Ejk, defined similarly. The other product (S + S1)(S 3

given by a similar series with .different linear combination for the Ei and

E terms, i.e.,
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Ei - e'iknd'Ii eikzi (cosa + 1)

Eia - e iknd'Ki [Eix cos -Eix sinO + E iY] (8)
.1 jx *jz jy

and so on.

For a collection of randomly oriented particles, the orientation averages

of the products (S 2  SI)(S 3 - S") and (S 2 + SI)(S 3 - S4 ) are required These

averages are zero unless the particle is chiral. The orientation averages are

obtained by numerically summing the magnitudes of the products over a large

number of orientations until convergence is reached or, equivalently, by using

an analyzic averaging method.

The orientation average of (S2 SI)(S3 - $4) can also be obtained from

the sum of the orientation averages of the field products in the series given

in equation (6). That is, the average can be obtained by summing the

i jb ij
integrals over all space of each of the field products E Ekb EiEb etc., in

equation (6). Some of these field products become identically zero when

integrated over all spare. This is found to be the case for those products

which derive from dipolar centers which do not form a chiral struc-ure.

The first term in the series in equation (6), EiEJb, is derived from

fields involving at most three dipolar centers. For a given orientation of

the structure described by the three dipoles, its mirror image in the

Rcattering plane exists if all possible orientations of the particle are

allowed, i.e., the particle can be rotated to another orientation such that

the three dipoles now form the mirror image of the original three dipole

structure. This is always possible when the subunits are not optically

active. The y coordinates of the three dipoles Lhange sign while the x and z

coordinates are unchanged in the mirror image in the scattering plane (xz).

The term ea ik]di is unchanged on reflection in the scattering plane because

nd lies in this plane; Ei is then the same for the original and reflected
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structures. The field E a is also unchanged on reflection in the scattering
jix Eixj

plane because Ex E and E are unaffected on changing the sign of the y
jx' Jz Jy

axis. However, changes sign on reflection because E1 Y Eiv and Eix change
ijx. jz jy

sign with reflection of i,j,k in the xz plane. The product EIEib then has
k

opposite signs for a pair of mirror symmetric structures and g-ý tu 4, •;!en

it is averaged over all space because the mirror sNnmetric pair exists in the

orientation average.
Th podct Eibj ia kb

The products E iEk and EF Ek involve two, three or four dipolar centers-
j i

The terms involving two or three dipolar centers will again average to zero

because the mirror images of the structures in the scattering plane exist in

the orientation average. The products involving four dipolar centers will

also average to ..ero if the four dipoles do not form a chiral structure.

Howe'.'er, if the €o,,r dipoies do foem a chiral arrangement, the mirror image of

the structure is not present in the orientation average and the field products

will be non-zero when averaged over all space. For the same reasons, all

other field products in the series described in equation (6) will also average

to zero unless the dipolar centers involved in the products form a chiral

structure. The same result is true for (S 2 + S1 )(S 3 - $4) because the same

symmetry considerations hold and the only difference is that Ei and the Eia

terms are differert lin.ar cobina•iens from those in (S S-)(S.- - S).

The large difference in the magnitudes of the 2 x 2 off-block-diagonal

matrix elements for oriented and orientationally averaged chiral structures is

now evident. Many of the field products which contribute to the matrix

elements of the oriented structure, do not contribute at all in the

orientation average. In particular, the leading term in the series given in

equation (6) is of large magnitude and expected to be a major component of the

2 x 2 off-block-diagonal matrix elements of oriented particles and this term
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E - e'ik dd&i e ikzi (cosy + 1)
ia "ike '• Eijx Eix iy

E - e d'[i (E cos8 - sine + E ] (8)
.1 jx E1 j]

and so on.

For a collection of randomly oriented particles, the orientation averages

of the products (S - S )(S 3 - S') and (S 2 + S)(S- S are required. These

averages are zero unless the particle is chiral. The orientation averages are

obtained by numerically summing the magnitudes of the products over a large

number of orientations until convergence is reached or, eouivalently, by using

an analytic averaging method.

The orientation average of (S 2 - Sl)(S 3 - S4) can also be obtained from

thi sum of the orientation averages of the field products in the series given

in equation (6). That is, the average can be obtained by summing the

integrals over all space of each of the field products ZiEJb EiEib etc., in
k' k ,

equation (6). Some of these field pr. ducts become identically zero when

integrated over all space. This is found to be the case for those products

which derive from dipolar centers which do not form a chiral structure.

The first term in the series in equation (6), EiEJb, is derived from

fields involving at most three dipolar centers. For a given orientation of

the structure described by the three dipoles, its mirror image in the

scattering plane exists if all possible orientations of the particle are

allowed, i.e., the particle can be rotated to another orientation such that

the three dipoles now form the mirror image of the original three dipole

structure. This is always possible when the subunits are not optically

active. The y coordinates of the three dipoles change sign while the x and z

coordinates are unchanged in the mirror image in the scattering plane (xz).

The term a' iknd. Ii is unchanged on reflection in the scattering plane because

Ei
nd lies in this plane; E is then the same for the original and reflected
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goes to zero in the orientation average.

In order to illustrate this difference in criented and orientationally

averaged scattering, we describe a model calculation for a simple chiral

structure. Four spherical dipoles which io1uij a chiral structure are chosen as

a model and the dipoles form one third of a turn of a helix with a radius of

iuu run and a pitch ot zOO rmn. The (x,y,z) coordinates of the four dipoles in

the oriented structure are (100, 0, 0), (86.6, 50, 16.67), (50, 86.6, 33.33)

3 3
and (0, 100, 50) and the polarizability of each dipole is 3 x 10 run . The

incident light has a wavelength of 600 nm and is propagating along the

positive z direction.

The fields corresponding to interactions among specific dipolar centers

were evaluated by obtaining the self-consistently coupled fields for each

group of dipoles. Thus, the field at dipole i due to j was obtained by

evaluating the final field at i in the 'particle' described by i and j and

subtracting the incident field at i (i.e., FO). In a similar manner, the

field at i due to all interactions with j and k was obtained by finding the

final field at i from the self-consistent solution for interactions with j and

k and subtracting the incident field at i and the fields at i due to two

center interactions with j and two center interactions with k. The fields due

to four center interactions were obtained similarly.

Figures I and 2 show the angular distributions of the real and imaginary

parts of (S 2 ± S1 )(S 3 . S4) for the oriented particle composed of four

spherical dipolar units. The solid lines are the total calculated values ot

the chiral matrix elements while the dashed lines are two and three center

field products and the chain-dashed lines are the four center field products.

From the results, it is evident that the two and three center field products

dominate and that the four center terms are an extremely small component at
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most angles of the angular distributions for the oriented particle.

The cancellation of the field products that do not contribute to the

orientation averages of the chiral matrix elements is a source of the slow

convergance that has been observed for these elements when calculated by

summing the magnitudes over a large number of orientations. The chiral matrix

elements when calculated this way are contained as small differences between

large magnitude field products. When the orientation averages of the chiral

matrix elements for a simple model were calculated using only the field

products that survive the averaging, convergence was rapidly achieved. If

this feature, i e., retention of only the field products that contribute to

the average, can be efficiently incorporated into an orientation averaging

method for arbitrarily shaped chiral particles, it is probable that the

computational difficulties in calculating the chiral matrix elements will be

significantly improved.
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Angular distributions of two chiral matrix elements of a helical structure. A
third of a turn of a helix with a radius of 100 nr and a pitch of 200 rn is
modelled by four spherical dipoles each with a polarizability of 3 x 103 M3
The incident light is in the z direction and has a wavelength of 600 nm. Thexz plane is the scattering plane. (a) Solid line - angular distribution of
the real part of (S- S) for the oriented particle. Dashed line -
two and three center field products. Chain-dashed line - four center
products. (b) Solid line - angular distribution of the imaginary part of
(S2 - SI)(S3 - S ) for the oriented particle. Dashed lin - two and three
center field products. Chain-dashed line - four center field products.
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Fi~ure 2.

Two chiral matrix elements for the helical particle described in the caption

for Figure 1. (a) Solid ling - angular distribution of the real part of

(S2 + S)(S - 54) for the oriented particle. Dashed line two and three

center field products. Chain-dashed line - four center field products.
(b) Sli line - angular distribution of the imaginary part of

(S2 + S1)($3 - S4) for the oriented particle. Dashed line - two and three

certer field products. Chain-dashed line - four center field products.
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ABSTRACT

Experimental and numerical simulation tests have been performed on an inverse ra-
diative transfer algorithm designed to estimate the Legendre moments of the single scatter
phase function. Measurements of the time-resolved backscattered radiance from a plane
geometry "semi-infinite" medium consisting of suspensions of nonabsorbing or weakly ab-
sorbing spheres were used in the inversion algorithm.. It has proven possible, even in the
presence of experimental noise, to estimate the single scatter albedo with a relative error
of < 1%. Estimates of the asymmetry factor have been found to be less accurate (< 12%),
and estimating higher moments appears to be impractical. Similar experiments on more
highly absorbing spheres are planned.

INTRODUCTION

The general objective of this research program is to infer the fraction of energy ab-
sorption and the angular scattering pattern for a multiple scattering (optically very thick)
target illuminated by a pulsed laser. The algorithm used is based on the radiative transfer
equation and requires only the backscattered radiance at asymptotically long times, i.e.,
many collision times after the pulse. Potential applications of this work include the ability
to remotely determine the scattering properties of aerosols, clouds, dnd smokes so that the
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effects of multiple scattering on the operation of optical systems in a low visibility atmo-
sphere can be predicted. The specific objectives of the project are to estimate the albedo
of single scattering fo and as many of the coefficients f,, n > 1, as possible of a Legendre
polynomial expansion of the angle-dependent single-interaction scattering function

p(111 - fl) = (41r)-' FnPn(Qt 0 fl). (1)
n-O

The albedo, fo, and the asymmetry factor, g = f'/fo, are of special interest.

THE INVERSION ALGORITHM

The time-dependent inverse radiative transfer algorithm1- 4 is based on the use of
Fourier azimuthal moments B-(A,t) of the radiance backscattered from a plane geome-
try semi-infinite medium. These moments are calculated from the surface backscattered
radiance B(A,45,t) using

B m (p.,t) 7rT(1 + 6ro)]- doR(it, ,t) cos mo, (2)

where u is the cosine of the polar angle measured from the outward surface normal and €
is the azimuthal angle in the plane of the surface, as measured from the direction opposite
to the incident illumination. Long after the incident pulse centered about time t = 0, the
Fourier backscatter moments asymptotically decay according to

B m (Ip,t) ! C¶(.u) '- i expl-v(l - fm)tl, (3)

where v is the inverse of the mean time be ween photon collisions with the scattering
centers.

Although the fm can be extracted from Eq. (3) by differentiation of the data in the
asymptotic regime,2"3 a least squares curve fitting procedure is preferable for experimental
data. In this procedure, the coefficients can be estimated using the equation4

v(i - ,) = < t >< Initi Bm(p,t)I > - < t lnIti B-(,,t)j >
< t2 > - < t >2 ,(4)

where < f(t) > is the average of N values of f'(t) for N time points ti, i = I to N, if a linear
logarithmic curve fitting is used. An exact exponential curve fitting is employed in this
paper for which the value given by Eq. (4) has been shown to be a good approximation. 4

THE EXPERIMENT

An experimental setup designed to validate the inversion algorithm is illustrated in
Fig. 1. A frequency doubled, passively mode-locked, Nd:YAG laser is used to produce 532
nm light pulses of about 35 psec duration and 50 pJ energy. A A/4 waveplate converts the
linearly polarized laser beam to circular polarization and the beam is expanded to 3.1 cm
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diameter (e- I intensity) by lenses Li and L2 before being directed into the scattczing ceil at
an angle 0o to the normal to the entrance window. The scattering cell, a 15 cm diameter by
15 cm blackened glass cylinder with an AR coated window on one end and a black anodized
aluminum plate on the other, is intended to simulate a semi-infinite medium. The mirrors
M1 and M2, aperture, and lens L3 collect the light scattering in the direction (0, 0) and
direct it to the streak camera which records the temporal variation of the backscattered
radiance with a time resolution of less than 20 psec. The azimuthal angle, 6 , can be varied
throughout the range 00 to 360', 0' being in the forward direction of the incident beam.
Beam splitters and a variable delay line are used to obtain a reference light pulse needed
for precise time registry and amplitude normalization. Figure 2 is a typical example of an
intensity vs time record constructed from the digitized data provided by the streak camera.
The record shows the reference pulse on the left and the backscattered radiance on the
right. The unit of time is a "channel," i.e., the streak camera sampling interval; each
channel has a width of 4.31 psec at the sweep speed used throughout these experiments.

Scattering experiments have been performed on systems of both nonabsorbing latex
spheres and weakly absorbing polymer dynospheres as detailed in Table I. The time re-
solved backscattered radiance was measured for azimuthal angles of € = 0'. _=450, -- 90,
and ±135' at a polar angle of 21' in water corresponding to 28' in air. The polar angle
of the incident beam was fixed at 360 in water, corresponding to 520 in air.

An average of 10 individual pulses in each measurement direction was used to reduce
the effects of random fluctuations in the experimental data. Additional measurements
were made for all cases wi~h the scattering cell replaced by a white plane paper card at
the same location as the surface of the scattering medium in order to locate in time the
incident pulses with respect to the backscattered radiance.

RESULTS OF THE EXPERIMENT

Data obtained from the experiments were processed to produce mcmnents for rn = 0
and rn = 1. Figuees 3 and 4 are typical examples of the time evolution of these moments.
The moments were subsequently used in the inversion algorithm to give the results in
Tables II and III.

CONCLUSIONS

The method offers a viable technique of determining the single scatter albedo, at least
for weak absorbers, since even in the presence of experimental noise it was possible to
determine its value with a relative error of less than 1%. however the degree of anisotropy
of the scattering kernel can in most cases only be roughly estimated. For very small spheres
(Case A), where the scattering is almost isotropic, no estimate could be made. For larger
spheres with more anisotropic scattering, relative errors of 5% (Case B), 0.4% (Case C),
and 12% (Case C*) were obtained.
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TABLE I

TEST SCATTERING SYSTEMS

Case Particle Type Diameter Scattering Length

A latex sphere 0.091 p.m 1.21 mm
B latex sphere 0.482 ptm 1.00 mm
C dynosphere 1 1.900 pLm 0.92 mm

" polymer doped with Rhodamine B
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TABLE II

ALBEDO, to

Case Mie Calculation Num. Simulation Experiment

A 1.0000 1.0020 1.0025
B 1.0000• 1.0085 0.9991
C 0.9993 0.9976
C* 0.9993 0.9949

* measurements made at 24 azimuthai angles
"not calculated

TABLE III

ASYMMETRY FACTOR, fj

Case Mie Calculation Num. Simulation Experiment

A 0.0889 0.1424
0.8497 0.8638 0.8923
0.8964 0.9002
0.8964 0.7957

* measurements made at 24 azimuthal angles
not calculated
not determined because no asymptotic region was found
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FIGURE I

OPTICAL SYSTEM FOR TIME RESOLVED
BACKSCATTER MEASUREMENTS

BEAM STOP

1.061±m DICHROIC )1/4 WAVE

MIRROR 532nm PLATE MIRROR

BEAM SPLITTER
Li

KD * P BEAM
FREQUENCY EXPANDER

DOUBLER L2 VARIABLE
DELAY LINE

SCATTERING TRIGGER
CELL BSTG

MODE-LOCKED o.
Nd : YAG STREAK

LASER e a L3 CAMERA

58 6lAPERTURE

586

k'kI I I



FIGURE 2

MEASURED BACKSCATTERED RADIANCE
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FIGURE 3

ZEROTH FOURIER MOMENT (CASE B)
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FIGURE 4

FIRST FOURIER MOMENT (CASE C')
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Research Center for the Enginerring of Elcronic and Acoustic Maawrialt

Deparnori of Engineýing Science aid MAfchanics
The Pautsylvania State University

University Park, PA 16802
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A) V.V. Varadan. V.K. Varadan and Y. Ms. "Multiple scatering of waves in random media containing

nonspherical scatterers." presented at the Electromagnetic Wave Propagation Panel Symposium sponsored by

AGARD, NATO, Italy, April 1987.

B) V.V. Varadan, Y. Ma and V.V. Varadan, 'Scattered intensity of a wave propagating in a discrete random

medium," submitted to Applied Optics, August 1957.

C) V.K. Varadan, Y. Ma and V.V. Varadan, "Enhanced backscauering of optical waves due to densely distributed

scatterers," submitted to SPIE's 1958 technical Symposium Southeast on Optics, Electro-Optics, and Sensors.

ABSTRACT

Recently, an interesting phenomenon has bccn reported as a result of a series of optical backscattering

experiments conducted using collimated light sources (lasers). A locally high intensity maximum has been observed

in the range of i - a <O < i + c where c is of the order of milliradians and 0 - x is the backlcattring direction.

Albeit similar phenomena found In backscauering from various random media, e.g., scattering of electrons by

impurities in metals and light scactering from random rough surfaces, this is the first observation of enhanced

backscattering from suspensions.

In this paper, based on multiple scattering theory, we use the improved two scatterers T matrix program, which

takes all back and forth scattering into account between two scatterers and considers the multiple scattering effect, in

the intensity calculation. The widths and magnitudes of the backacattered intensity peak of our computations compare

favorably with those of optical experiments.

INTRODUCTION

Backscauering enhancement or similar phenomena have been observed in various backscattring experiments,

for example, the Anderson localization from scattering of electrons by impurities in metals (Abrahams et &1., 1979 ;

Bergmann, 19841, scintillation in turbulent mediat [Yeh et al., 1975; Rino et aW., 1982) and speckling from light

scattering by random rough surfaces [Dainty. 1954; Hecht, 1986]. And generally speaking, the enhanced backscattering

can happen when (i) waves scattered by turbulent media - continuous random media (e.g., atmosphere); (iS) waves

scattered by a collection of randomly distributed scatterers with high concentration; (iii) waves scattered by moving

scatterers or by scatterers having Brownian motion; (iv) waves scattered by scatterers (moving or stationary) In a

turbulent medium ; (v) waves scattered from random rough surfaces; (vi) waves scattered by scatterers in front of a rough
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boundary.

The reason for this is partly that although waves are travelling in random media, the propagation of waves in

such media (cases (i) - (vi)) is accompanied by multiple scattering as well as specific coherent effects and the

enhancement Is caused by positive interference of all the scattered waves. The recently observed enhanced

backscanering phenomenon from dense suspensions appears to be the similar result which cannot be explained by

radiative-transfer theory. Albeit the cyclic diagram in conjunction with point scatterer approximation introduccd in

multiple scattering theory to explain the enhanced backscattering [Tsang and Ishimaru, 1985], howevcr, the

experimental observations all deal with scatterer's size large compared with the incident wavelength [Kuga and Ishimaru,

1983; Albada and Lagendijk, 1995; Wolf and Mtaret. 19851., and therefore a detailed computation based on ,nisotropic

scattering. for finite size scatterers is essential. In addition, the back and forth scattering between a pair of scatterers,

which has been neglected in the ladder approximation, may have major contribution toward backscattering rather than

in the forward direction mentioned in one previous paper (Bringi et al., 19801 coauthored with us.

In this paper, based on multiple scattering theory, we use the improved two scatterers T matrix program, which

takes all back and forth scattering into account between two scatterers and considers the multiple scattering effect, in

the intensity calculation. The widths and magnitudes of the backscattered intensity peak of our computations compare

favorably with those of optical experiments.

LNCOHERENT INTENSITY FORMULATION

The detaied derivations and Intermediate steps in obtaining the final expression for intensity can be referred to

our paper lVaradan et al., 19871. The average incoherent intensity < I > can be obtained as follows

< - na 0  1 ,iu2 IP 'd

+ n0
2 if " u iu >jk g(rjk) drk dri

- no2 If C Uk >k C uj >j drkdr) (I)

where no is the number density ( no. N/V), uk is the scattered field from the j-th scatterer, < >j and < >jk are

conditional configuration averages holding the positions of the j-th and both the j-th and k-th scatterers fixed,

respectively, and g(rjk) the radial distribution function for spherical scatterers. Equation (I) is an exact expression for

the incoherent intensity < I > .

In order to perform the computation, we need to make approximations for the expression of < Jujl2 >j and

< ukuj >p which are both unknown, in terms of the effective exciting field < uk >k which is known [Varadan et al.

1985). By neglecting higher order statistics and considering only the two particle pair correlation function [Varadan et

al., 19871, we can obtain

<1I> - n0 Z T['JTJ<aJ>j.i[ JT)oj >jI* drj
"+ no2 Z" If144T) ojk Tit<Ck >k vj TJ cjk Tk <c,"k>k *g(rjk) drj drk," no3 Z IJ I YJ TJ ojk Tk okak Tat• m m I X

× I 4j TJ Ojk Tk °kn Tm < cm >m )" g(rjk) g(rkW) drj drk drm
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+ ... (ladder diagrams)

£+0 f [ k Tk -k >k 0 [ Tj< aJ I j][ g(rJ) -I Idrjdrk

"n o 02 Z YJ kTk Okj Tj < I > I T'i ok TI < Qk >k 10 g(rjk) drj drk

"+ U%2 1;I[ kTko Tkj o Tk< T k >k Ix

x 'Pis TJ < T >jl" g(rjk) drj drk

+ ... ( cyclic diagrams ) (2)

In Eq. (2) Tj is the T - Matrix of the j-th scatterer (Varadan and Varadan. 19g0), Tpk is the outgoing function (Hankel

function) of the k-th scatterer and Okj the translation operator. Each term of the two series in (2) represents a certain

order of scattzring. For the same order of scattering, the cyclic terms arc proportional to a higher power in the number

density. Thus at low concentr.,ions cyclic terms contribute lesS than the ladder terms to the the same order of

scattering. Eq. (2) can be represented diagrammatically as follows.

(a) Ladder Diagram

> +

>J - - .

(h) Cyclic Diagram

- a1 ,I4 (4)

In fact the 3o called cyclic terms can all be summed if one rcplaces the infinite series in (4) with the T-maurL of

a pair of scallerers which considers al the hark and forth scattcnng between them. The back and forth scattering

between a pair of scatterers, which has been neglected in the ladder approsimation, may have major contribution

toward backscattering rather than in the forward direction mentioned in one previous paper (Bringi et al., 19801

coauthored with us. Eq. (4) may hence be written diagrammatically as

where Tjk , the two scatterer T- matrix has the following Iorm IVaradan and Varadan, 19A11

TAk -R( re )T) I I - o(rj) Tk'o(rkj) Tj I o(rjk) Tk R(rkj) I R(- r)
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+R(ro)Tk[Il-o(rkj)TJo(rjk)Tk]"l [l+o(rkj)TJR(rjk))R(-ro) (6)

In the above expression, R( ro ) is the regular part of the translatiQn matrix o( ro ), rjk - rj - rk and ro - (r, + rk)/
2

.

RESULTS AND DISCUSSION

In general, at low concentations, both the magnitude of scattered intensity and multiple scattering contribution

arc not strong enough to reach the threshold of the enhanced backscattering. When the enhanced backscattering

happens, the width of the intensity peak is proportional to the imaginary part of the effective wavenumber. In other

words, the width is inversely proportional to the mean free path which is getting smaller when the concentration is

getting larger (the average separation distance between two scatterers is getting smaller). The calculated mean free

path length, which compares very well with that of the experiment, and the data used in the intensity calculation are

shown in Table 1.

To perform the calculation, one needs to adopt the cylindrical coordinates instead of the spherical one to match

the experimental set-up which brings the complexities in converting the spherical functions to their cylindrical

counterparts. Furthermore, in order to compare with the exp.-rimental results, especially the magnitude and the width

of the intensity peak, the prop:r integration limits must be taken care of very carefully. The widths and the

magnitudes of the backscattered intensity peak of our computations compare favorably with those of Albada's

experiments in which the receiver used has a very small field of view and, hence, gives a much better signal

resolution (see Fig. I). However, due to the truncation of the orders of scattering due to the tremendous amount of

CPU time required, we did not obtain a full match.
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Table 1. Data used in the calculation (Ref : Albada and Lagendifk, 19851

Concentration no (i) 14.1 x 1016 /m3 
(corresponding volume fraction c - 0.09587)

(ii) 3.48 x 1016 /m 3 
( c - 0.02366)

(iii) 1.49 x 1016 /m 3  
(c - 0.01013)

Particle size d - 1.091jm (in diameter)

Refractive index n (latex 5100) - 1.6

Refractive index n (distilled water) - 1.33

He-Nc laier wavelength X . 633 nm

Nondimensional frequency kd (2rdlk) - 10.8294 (>> 1)

Calculated effective K - KI + iK2

(i) Ki/kw - 1.01266, K2/kw - 0.1514 x 10- 1 
( c - 0.09537)

(ii) Ki/kw - 1.00231, K2 /kw - 0.3839 x 10-2 ( c - 0.02366)

(iii) Kl/kw - 1.00093, K2 /kw . 0.1618 x 10-
2  ( c - 0.01013)

Mean free path (Albadas' experiment) - 2.6 prm ( for no . 14.1 x 1016 /m3 )

Calculated mean free path (from K2 ) - 2.5 pm

595



S• ~(EXP.

400

S/2/ = 0.09S9

35'

10 5 0 5 10

400

350~

S300 (Exp)

c = 0.0237

25C
in 5 0 5 10

(Exp.)

3 "" 1.4- 9 10.6

in 5 0 5 10

Fig. 1 Backscattered intensity Companion with optical expetiments (Albada and Lagendijk, 19851

596



ELECTROMAGNETIC ABSORPTION IN A CHIRAL COMPOSITE LAYER

VUAY K. VAR-ADAN, VASUNDARA V. VARADA.N and AKHLE-SH LAKI-TAKIA
Research Center for the Enginering of Electronic and Acoug.ichMateriaLs

Deparmanet of Engineering Science and Mechanics

The Pennsylvania Statr U'niversity

University Park. PA 16802

RECENT PUBLICATIONS, SUBMITTALS FOR PUBLICATION, AND PRESENTATIONS:

1. A. '.akhta~kjai V.V. Varadan and V.K Varadan, -A paritametric study of microwave reflection characteri-tics of a

planar ischirall-chirai interfaces," IEEE Trapts RM4C 28. 90 (1986).

2. V.K. Varadan, V.V- Varaan and A. *Lakhtakia. "On the powhiily t' Ž dc~i~'ing antli-ref1leton coatings using

chiral composites," J. Wave-M1ater, Interact. 2, 71 (1987).

3. V.K. Varadant, A. Lakhtakia and V.V. Varadan, "A cornment on the %cAlIurins of thc ctuacion %>va = ka," J Ph~.r

A 20, 2649 (1987).

4. V.K. Varadlan, A. WLaktakia and V.V. Varadan, -Rad:diicd ppotcnlialk and !:~:n !sýitiiivc ch rat -'edia, J Phys

A 20. 000 (1987).

5 V.V. Va~radlai, A. L~akhtakia and V.K. Varadan, "On the e.luivalcnce of sources and du--;y oif fields in isotropic

chiral media." i_ Phs A 20, 000 (1987)-

ABSTRACT
The possible use of chiral composite media for designing coatings instrumental in reducing EM reflection from

metallic surfaces has been investigated. Such coatings may bec fabricated by suspending chiral inicrogeometries in a

dielectric matrix material. It can be shown that these coatings can significantly cut dowkn reflections, regardless of

the incident polarization, over a wide frequency range (50-300 GHz) aiid incidence angles (0' - 30*). A sample result

has been given.

INTRODUCTION

A chiral substance imight exist in two distinct moiecular formnt. which arc otherwise identical in their chemical

and physical properties; but although one is a mirror image of the other it cannot be superpoled on its mirror image.

In other words, the two molecules are incongruent mirror images of each other I1-aihtakia et al 19g6). Chirality,

however, is a phenomenon which can be found in the less exotic everyday life Mobius strps, golf clubs. helices.

sca-sihells, and, of course, the hands of a human being are examples of chiral objects found everywhere. Substances

, ith chiral microgeomerieuis can, therefore, be tailored to possess desirable electromagneicu properties and their use

exploited.

With the proliferation in the use of the eiectromignetic spectrum at frequenciet around 100 GHz witnessed by

the past few years, it has become desirable to design cfficient anti-reflection coatings for metallic surfaces. Lov,-

weight. low-loss dielectric composites have been particularly attractive for this purpose, but such matcrials turn out
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to be poor absorbers of electromagnetic energy. There has been a need, therecfre, to find mateIals which are

lightweight but, in addition, are effective absorbers as wvl.- It viii be shown in this rcport that c,;ral compýsic%

can be attractive as highly efficient absorbers. The electromagnetic boundir, value problem of a p'lane chira:

coating on a perfectly conducting surface will be investigated and several designs of such coatings d[scusscd From.

the numcncal studies presented, it will be shown that endowing low loss dieiectri composites with chiral pro.crtics

can easily cut down the reflected power density by a factor of 4 or more.

THE ANTI-REFLECTION COATING ON A ,MFTALLIC SUBSTRATE

Let V be the region 0 S z S d occupied by a chiral medium whose properlies arc dcscr:tcd ailwc. and V\ be ,e

half-space z !< 0 which does not exhibit chiralit). The plane z = d is assumed to be p.crtcct.s cor-dactig soi thai

presented geometry describes a metallic surface coated with a chiral laver of thickness d. The primed quan::iics refer

to the achiral half space V', whereas the unpnmed quantities hold in the layer V.

Consider a plane monochromatic wave

= (AJ- AH cs~oi + AH sin 0ok) exp tik"(cos 0oz - sin 0ox)] (I a)

It,= 0l .1i (40V) v ý G. (b)

be travcing in V' towards the interface z 0. making an argle 00 with the z axis. i.J a3J k arc Lhe usual Car.cs;z_-

unit %eý;:ors. Ih. Eqs. (la.b), k' '.i,'e' ) is the Aaver.umbcr in the aih,ral rriate•.ri cccp.ng V', and "r.crczs :-'-

coefficients AE* 0. AH - 0 refer to a "rE-polanzcd incident plane-ase,. the cecfriients AF II. Al11 , 0 d-tO:.oc a-.

inident I'M-polarized held.

Inside the chiral liyer V, the existing field has to be expressed in terms of QR. the right-circul .rl% po;arized

(RCP) waves, and OL, the left-circularly polarized (LCP) waves. One RCP and one LCP ave,. in general, exis: in V

propagating towards z - d. and another pair of a LCP and a RCP wave propagating towards z = 0 Thus. the

appropriate representation of the field in V is given by [L.akhtakia ei al 1986. Varadan c: ai lQgiQ

Qt = As (_coseLi -'j - sineLk ) exp [ikL (cOSOLZ + sinmLx)]

ý A (cos@ti - ij + S inetk ) exp [- ik, (cos.' - sin(), 01

and

= c, (-COSORi - ij + sinORk) exp [ikR (cosORz + hlfoRx)]

+ C2 (cos@Ri - ij R sinORk) exp [-ikR (coseRz - stnO1kX d]

In this representation, the coeffcits A 1 . A2 , Cl. C, are aq yet unknowns to be de:ermincd 3s scoluion%,i of :he

boundary value problem. the coefficients AI. CI refer to the waves going out to z z d. .hiic the rcmaining two to

those going towards z = 0 The fic!d in the chiral region is gi•cn in terms of F-s (2a.h) by

kh --QL * aR R l.2.h = al. L + QR (3)
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aR = tkR (I -k2c13) + ak2)/j/ , (4a)

aL- [kL(Ik - 2aI3 )C k - PkJ2 //jw (4b)

2r2'and

= k{I[I + (x-)2k/4]1 +(a + )k 2}[1-k aIl, (4d)

with k -o6i() being appropriate to the chiral mediim. The parameters c, V, a &ad 0 relate to the constitutive

equations of the chiral medium [Lakhtakia et a! 19861.

The representation of the rcflected field in V takes the form

Ei = [A 3(cOs0' - ij + sinO'k) + C3(cos0'i + ij + sin0'k)] .

- exp [ -ik'(cosO'z - sin0'x)J (5a)

riff = (I / i(*) V x Ef (5b)

so that the reflected field also consists of a LCP and a RCP wave; while Snell's law yields kLsineL . kRSinOR

k'sin 0 - k'sine'. Following Lakhtakia et al [19961, the boundary value problem is solved, and the total reflected

power density in V' is evaluated as

Prer= (1/2) F"e ' /W cos 0o {21AA3 12 + 21C 3 12 } (6)

whereas the incident power density is given by

(1/2)1 7,/w ccos0  I1A 12  TEincidence
S (I/2)Tfe/ 41 coso0  I A , TM incidence (7)

Computations of the reflection efficiencies

R =Pref / Pi (8)

can therefore be made. It must be noted that (I - R) is the absorption efficiency of the chiral layer since whatever

energy is not reflected back into V must have been absorbed in V. Furthermore, it should be noted that in order to

guarantee the energy conscrvation principle in an otherwise lossless medium, the condition a . 00 in the

constitutive equations for the chiral medium is sufficient [Fedorov 1959). Since 0 " a guarantees the time-reversal

symmetry of the solution ISatten 19581; therefore, along with the condition 0 - aO for energy conservation to hold

[Fcdorov 19591, in all subsequent numencal studies made 5 - a was assumed to be real.

NUMERICAL RESULTS AND DISCUSSION

The boundary value problem was implemcnted on a DEC VAX 11/730 minicomputer and the reflection

cftiLicncies RTE. RTM of Eq. (8) were computed for both incident polarizations. The achiral half-space V' was taken
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to be free-space s, the E' - to and p - oo In addition, the chiral layer was taken to be devoid of magnetic

properties and V• was set equal to go. On the other hand. V was filled up b! a low loss chiral d~elecLc medium so

that its relative permittivity cE0o was complex with tM{CC!Eo << Re{;co0 ,. The thickness d of the coating was

assumed to be 2 mm for all of our numerical studies

A design of a wideband anti reflection chiral coating, however, cannot afford to have both cco and [

independent of frequency. Once it became clear from numerical experimentation that (i) chirality is ineffective in the

reduction of the reflection efficiency if c to is purely real. and (it) that either 0 or E-f.o or both must be frequency

dependent in order to obtain a wideband anti-renection coating, design of such a coating becomes more of an

optimization problem. Shown in Figs. 1-3 is a sample design with £.Eo assumed to be constant, whereas 3 = 3(f)

assumed is shown in Fig I. In Figs. 2 and 3, the enhancement of the absorption fficiency of over a 50-300 Gl~z

frequency range by incorporating this frequency dependent - 0(") is illustrated, for the TE- and TM- polarization

incidence cases, respectively. The relative permittivity c;co is set at 5.0 + i0.05 for all frequencies considered. It

should be noted from these two figures that whereas the design objective of achieving RTE and RT\1 less than 20%

for 50 S f S 300 GHz and 0' 5 00 s 30* can be achieved using the 0 of Fig I, the reflection efficiences hover

around 92% if 0 were to be set equal to zero.

From our numerical studies, several conclusions can he drawn. Firstly. in reducing reflection if a larger cons'ant

[ is used, then the values of e.'0 tend to decrease over the entire f.-equency band of, interest, a goal which appears to

be desirabie for a rnatcriai s.icutist. Howecr, this also ccnds to reduce the ba.d,:dý.ý over which the desired

absorption efficiencies can be achieved. Secondly, and as stated earlier, chirality in the abshrnce of a lossy r is of no

use whatsoever in redu.ing reflected power density. A srr. loss must be present for E to be effective. Therefore,

chirality serves only as an enhaocment factor for absorption, but of itseif it is not an absorbing mechanism.

Thirdly. and very importantly, both c/co and 0 should be frequency dependent This last conclusion, however, was

not verified here because of the complexities or multivanate optimization problems.

In summary, this report describes the use of low loss dielecnc chiral composites to fabricate low weight and

highly effective anti-rcllection coatings. Low loss dielectrics in the -100 GHz frequency range of this kind are quite

commonly available and are attractive because of their low mass densities However, such materials are not very

effective abnorbcrs Suspension of chiral microgcometries in these materials can, however, endow them with

r•rtational activity, and simultancously, turn them into cffi•ient absorhers of electromagnetic radiation
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ABSTRACT

Brief descriptions are given of theoretical and computational scattering research
in progress or recently completed at the Radiation Laboratory.

INTRODUCTION

The research is summarized under the following headings:

A) Individual particles

1. Thin plates as shown in the following figure, k t S 0.5, k Dmax < I

where I Is a "moderate" integer and k is the free space wave number.

9'm

2. Rayleigh particles, k Dmax < 0.1
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B) Distributions of scatterers

C) Combined Electric and magnetic current sheet approximations to thin slabs of

infinite extent and application to semi-Infinite thin bodies.

In the remainder of this paper we expand on the work listed in this outline.

INDIVIDUAL PARTICLES

Thin Plates

The thin plate efforts may be divided Into two "exact" methods in which the

Induced current densities J are numerically computed, and two "approximate"

methods in which ý priori assumptions for the form of theJ's are used. Each of the
"exact" procedures requires relatively heavy numerical computation in the solution of

iiiegral equations for the J's. With both approximate methods, the only computations

needed are simple numerical evaluations of explicit formulas for the scattering

cross-sections.

The exact methods are:
[Refs. F., G., I., J.•

The first "exact" method is discussed in Refs. F., G., I. and J., for the

homogeneous dielectric circular plate or disk. A method we have labelled CWW is

used to solve an integral equation for the total (conduction plus polarization) induced

current density J. This equation involves both volume and surface integrations. It is

solved using twice differentiable continur,.js basis functions tailored especially for this

problem. With these functions one avoids the numerical instabilities evident in other

methods to solve for J (electric field E) ir, bodies where one dimension is much smaller

than the other dimensions. We mentiorn explicitly that all three components of 5, (Jx,

Jy, Jz) are obtained by CWW since this is not true in the remaining methods described.

In these Jz is assumed constant or, in particular, zero. Ref. H summarizes the theory

and also includes the details of an extensive verification of the method by comparison

of backscatter results with experimental results and with computational results by other

methods. The conclusions from these comparisons are that the CWW method works

very well for disks where
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0 < ka S 12

0<kt< 0.5
- 4

0 <a/t < 10

for arbitrary direction and polarization of the incident radiation and for arbitrary index of

refraction, where a is the radius and t Is the thickness of the disk. The limitation on

ka is due to an arbitrary limitation placed on the maximum matrix size (30 x 30) in the

code and can probably be successfully relaxed. We are particularly interested in using

CWW to explore the internal field and current density structure of a disk during the next

year. We will also use it in connection with our work on distributions of scatterers.

The second exact procedure [T.J. Peters and J.L. Volakis, "Application of a

Conjugate Gradient FFT Method to Scattering from Thin Planes Plates", (submitted to

IEEE Transactions A-P).] is applicable to thin flat plates of any shape and may be used

for homogeneous dielectric or magnetic materials. It is designed to be efficient for very

large plates. The method starts with a volume integral equation reduced to

2-dimensional integrals by assuming J is z independent. It finds surface current

components J: and J'. Results for circles, squares and triangles have been

found, but the computations are very "heavy" even for 2X on a side. Work is

contiruing to make the code much more efficient and to run on parallel processors. In

the following figures we show a comparison of backscatter cross section vs. angle of

incidence e for a circular disk as computed by CWW and by this CG-FFT method.
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The approximate methods are two so called "physical optics" methods. they differ

according to whether the assumed current densities J correspond to:

(A) infinite slabs volume dis- (B) Infinite equivalent mem-
tributlon of current density branes carrying a 2d current

density

The plates are shown by the cross-hatched regions.

All modifications of Jdue the effects of the finite plate size and shape are neglected

except for setting J = 0 outside the plate.

[Ref. J.]

The infinite slab method derived and evaluated in Ref. J. was first introduced by

D.M. Le Vine (The Radar Cross-section of Dielectric Disks", IEEE Transactions AP-32,

pp. 6-12, 1984]. We have checked its range of validity for circular plates so thin that

einkt _ 1 (where the disk's complex index of refraction is n ) as a function of n, t

and a by comparing back scattering cross sections based on this method with the

cross-sections computed by the exact CWW method. The results of these comparisons

show that this physical optics method (with einkt replaced by 1 in the formulas) gives

good results for all angles of Incidence and polarizations for low refractive index

materials provided a/t >> 1. As nka increases for fixed a/t the results deteriorate for

near grazing and grazing incidence for E polarization parallel to the flat surfaces of

the disk.

The equivalent membrane method was applied to finite plates [T.B.A. Senior, K.

Sarabandl and F.T. Ulaby, "Measuring and Modeling the Backscattering Cross Section

of a Leaf", Radio Science, (to appear December 1987).] The membrane was a

resistive sheet of complex resistance R (ohms/square) carrying surface current density

Js (c/m) where,
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R = IZ/[kt(e-1)J
J's + A

Here E and H are the total electric and magnetic fields, + and - represent the upper

and lower surface values and the normal rA Is pointing upward. Z Is the impedance

of free space.

The back scattering cross-section formulas were found analyt~cally for

rectangular plates and verified against 35 GHz experiments on rectangular sections of

moist and dry vegetation leaves. The formulas agree with measurements only for

angles of incidence well away from edge-on (grazing Incidence). This method has

been generalized to hold for curved plates and checked vs. 35 GHz experimental

results for the two cases illustrated here.

We are presently exploring analytically the sources for the disagreements

between the two methods near grazing Incidence.

Rayleigh Particles

[Ref. E and also L. Pierce and H. Well, these proceedings.)

For particles or particle aggregates of dimensions much less than the free space

wavelength we have studied the Internal and near fields of aggregating spheres in a

region when Re(e) < 0. Enhanced resonance absorption bands occur when

Re(e) < 0. Absorption spectra were generated for pairs of gold spheres close together

and/or aggregated. This work is continuing with emphasis on computing and plotting

the detailed Internal fields.
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DISTRIBUTIONS OF SCATTERERS

We revised an old UM program, CLOUDS [I-. Weil and T.M. Willis, Radio Science

17, 1018-1026 (1982).] for btstatic scattering by clouds made of homogeneous spheres

and discs of arbitrary size distributions and, for the discs, arbitrary orientations.

Specifically CWW was introduced to replace a much less accurate disc program

originally used. This program allows for simple scattering only. It computes the Stokes

parameters of the received signals.

We intend to explore some aspects of transmission through such clouds and also

the use of Rayleigh and physical optics formulas, where applicable, in order to speed

up the computations.

COMBINED ELECTRIC AND MAGNETIC CURRENT SHEET APPROXIMATIONS
TO THIN SLABS OF INFINITE EXTENT AND APPLICATION

TO SEMI -INFINITE THIN BODIES

[Refs. I., J.]

In order to be able to take into account the normal component of current while still

using a membrane model of a dielectric slab the following research was carried out on

Ref. I and applied to a half plane in Ref. J as a step toward treating finite particles.

The slab is theoretically replaced by a zero thickness electrically resistive sheet

carrying tangential electric current density A x ( H* - Hf ) superimposed on a

"modified" magnetically conductive sheet carrying tangential magnetic current density

Sx (E - E ) which simulates a normal component of electrical current density. The

basis of this reduction are the boundary conditions.

Resistive sheet:

n x ( x (E÷+ E')) - .2RA x (HR- H)

Modified conductive sheet:
A XV (
n n {n x (H++H)} -F-n x -(E+÷+ - 2Re' x (.E )

where
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R= iZ and R' = iY.
k! (e - 1) kd (e -1

A similar reduction has been carried out for magnetic materials. For general materials

the procedure reduces the number of variables from 6 to 4, when solving for the current

densities corresponding to a finite size thin scatters. It could of course improve the

accuracy of the physical optics method for finite plates as well.

In addition to the application to half-planes in Ret. D, these boundary conditions

have been used by M. Ricoy and J.L. Volakis to solve 2-dimensional scattering

problems for structures of arbitrary cross-section, formulated as two coupled

2-dimensional integral equations.However in analytically eliminating the

computational inaccuracy inherent in evaluating the integrals within the salf cell and

adjacent cells they did not employ the zero thickness approximation.

Typical, Structures:

Homogeneous Layered Layered

Transversely Longitudinally

The method can be used to generate simple asymptotic results for scattering and

diffraction as was done by Herman and Volakis using the simpler single current sheet

models of thin layers. [M.I. Herman and J.L. Volakis, "High frequency scattering by a

resistive strip and extensions to conductive and impedance strips", Radio Science, 22,

335-349 (1987).] The method involves a uniform asymptotic evaluation of the multiply

diffracted fields from the edges.
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distribution, orientation distribution and physical properties of scatterers can all be considered, however, the

intensity equation for densely distributed scatterers requires the pair correlation function which is available at the

present time only for simple shaped scatterers with snecial alignments.

To make the problem tractable, nonspherical scatterers with rotational symmetry properties randomly distributed

in free space al fuist considered. Scatierers of this kind whose scattering responses are able to be respresented by

the T-matrix IVaradan and Varadan , 1980). Further, we consider only thc aligned case which means the symmetry

axes of the scatterers are all parallel to the direction of the injident wave.

In the calculation of intensity, without losing generality, we used the distorted Born approximation in the

intensity equation in which the required effective propagation constant K is obtained from our previous work

[V-radaz et al., 1986, 19871 using the nonspherical statistics in the investigation of multiple EM wave scaterring by

aligned prolate and oblate dielectnc spheroids. The pair correlation function for nonspherical scatterers is obtained

by the Monte Carlo method which has been introduced in our paper [Varadan, et al, 19871. The comparison between

the results using correct nonispherical statistics and approximated spherical statistics indicates that even a Ymall

difference for the effective propagation constant K will produce a remarkable difference in intensity. Numerical results

for average intensity scattered by spherical particles using our intensity formalism are also presented and compared

with some microwave measurements.

MULTIPLE SCATTERING FORMULATION FOR THE INTENSITY

We consider N(N -- -) rotationally symmetric oriented scatterers randomly distributed in a volume V(V -. -) so

that the number of particles per unit volume no - N/V is finite. For the scattering of waves by those scatterers

located at r1 , r 2 ... , rN. we represent the total field outside the scatterer by

U(r) - uo(r) + Z uj (r - rj). (I)

where u0 is the incident wave field and uj the field scattered from the j-th scatterer If the scatterers are randomly

distributed in space, the total field can be divided into two parts and expressed as

U(r) - < U(r) > + v .(-)

We call < U(r) • or < U > the average or coherent field and v the fluctuation or incoherent field. The angular

brackets < > represent the configuration or ensemble average whose definition is quite common in Statistics.

Sirnjlarly, we average the "intensity" (or the second moment of the field) IU12 
over the ensemble. and write the

"Average total intensity" as

< IU1
2 > I < U > 12 + < I v 12

I U >12. V (2)

where I < U > 12 is the coherent intensity and can be determined if the average field < U > is known. However, the

incoherent intensity V which is thc ensemble average of the absolute square of the field fluctuation is not a directly

obtainable quantity. By the use of (I) and some operation rules for the configuration average, the incoherent

intensity V in (2) can be written as

V . E<lujl2 
> . EZu< ukUj >_- T.< Uk > < uj" > (3)

where the superscript "I" represents the complex conjugate of the attached quantity. (3) is a finite sum though "N",
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the number of scatterers, can be fairly large, its computation becomes impractical even for a moderate N and in most

cases impossible. In terms of an appropriate probability distribution function and the conditional configuration

average, (3) can be expressed in the fotlowing integral form

V . I < lujl2 >jdr

+ 102 If < UkUj" >jk G(rjk) drk dri

- no2 if < Uk >k < uj >j drk dri (4)

where < >j and < >jk are conditional configuration averages holding the positions of the j-th and both the j-th

and k-th scatterers fixed, respectively. G(rJk) the pair correlation function, for aligned spheroidal particles, can be

expanded in the Legendre polynomials as [Varadan el Ws., 1987]

G(r) - En gn(r)Pn(cose)

where the coefficients depend on the distance between particles and azimuthal angle and implicitly on the

concentration of scatterers. For spherical scatterers, the pair correlation function becomes the radial distribution

function g(rik) upon which spherical statistics bases. Eq. (4) is an exact expression for the incoherent intensity V.

If the scatterer locations are random and independent of one another, only the first term on the RHS of (4)

remains. This is the single szattering approximation to the intensity. Otherwise, in addition to incoherent single

scatterin&, a relatively coherent intensity appears as the contribution of the second term grows. As the concentration

of scatterers increases a local order is introduced in the near field of the scatteres since the particles can only be

packed in a limited number of ways. In order to proceed further with the computation of the incoherent intensity as

stated in (4), we need expressions for <uj>: <Iujp2 >; and <uk uj >.

Distorted Born Approximation

In order to calculate the incoherent intensity V from (4) an approximation needs to be made for < luil
2 >j as

well as for < ukuJ.>jo k . which are both unknown. If we consider only first order scattering, we can use the distorted

Born approximation (DBA) as follows:
C UkUj " >jk r. Uk >k< uj (5)

This approximation was used by Twerzky ITwersky. 1957] iu solving the rough surface scattering problems and has

subsequently been used by several other authors. Using (5). in !he distorted Born approximation, (4) can thus be

written u

V. no 0• uju ju u)* >j dr

+ no2 if uk >k < u, >, [ G(rjk) - I I drk dri . (6)

Equation (6) represents the incoherent intensity in the DBA. Its source is the coherent field, <uj>j. Later we

show that the average scattered field c uj >1 is related to the average exciting field when we neglect the field

fluctuations in the field exciting a scatterer. Equation (6) tells us that the second term has a contribution to the

intensity whenever the i-th and j-th scatterers are close to each other (position dependence), otherwise the

contribution can be neglected. Eq. (6) is a deterministic equation since only the average exciting field is involved

and the calculation is straight forward as long as the pair correlation function is known.
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lmnmlementiion of the T-Matrix

To compute the intensity in the DBA, or to proceed further with the analysis of (4), we need an expression for

the coherent field. For a single scauerer, the scatered field from the J-th scanerer can be expressed u

uj - ( f.J Pj (7)

where QJ are the scattered field coefficients and WnJ the outgoing functions (Hankel functions). The scattered field

coefficients fJ and the exciting field coefficients %.nJ are related through the T matrix (Vardan and Varadan, 1901]:

fnJ 'Z TnOJ %, . (8)

Substituting (8) into (7) and tadng the conditional configuration average, we have V

< u>j - II<Tonn od Pa >j.

Further, to simplify the computation, we usume the shape, size, and physical properties of all the scatterers are

independent of their positions. In such a case, (9) can be written as

< u > - Z Tnn) < axn j NPn J (10)

where the exciting field coefficients of the j.th scatterer can be shown to be IVaradan ct &I., 19851

Ci - aj + z z Z on,,(rk - rj)Tn.n..k Cn..k. (11)

In (II). J are the Incident field coefficients of the J-th scatterer and onn* is the translation matrix for spherical

wave functions. Although and are. in general, unknown for a random distribution of scatterers, their con.itional

average <n xJ >j (average exciting field coefficients of the j-th scatterer whose position is fixed) are assumed to

have the following form [Varadan et &l., 19851

< QoJ >j . XGexp ( i Kkorj ) (12)

which states that for an incident plane wave field, the average exciting field propagates with a new propagation

constant K along the incident wave direction kO. The new propagation constant K is complex and frequency

dependent and can be obtained by solving the dispersion equation [Varsdan et al.,1986]

RESULTS AND DISCUSSION

In order to show the effect of noonspherical statistics on intensity, results based on the approximation for

randomly distributed spheroids using single scattering theory and the spherical statistics (Circumscribing Sphere

Approximation and Equivalent Volume Approximation [Varadan el al., 1986] are compared with those using

nonspherical statistics. We have picked vulues of the effective wavenumber, which Is obtained using the

nonspherical statistics in the investigation of multiple EM wave scattering by aligned prolate and oblate dielectric

spheroids (Varadan et al.. 19871, and used them to compute the intensity and show the results In Figs I and 2. One

sees from both figures that, off-forward scattering at the fixed frequency as well as forward scattering at different

frequencies, without using the correct pair statistics for noospherical scaterers, the computed intenties are quite

different from case to cue. This fact explains why it Is necessary to introduce the nonspherical statistics into the

intensity calculation.

To check the validity of our formalism, we compared our incoherent intensity calculations with the microwave

experiments conducted by Beard et al. 11965]. The transmitted intensity wu calculated using the DBA u given in
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(6) where O - 00 represenu the forward direction. This calculation is based on die experimental set-up which

consists of a slab region styrofoam container, for various concentrations of scatterers at the fixed frequency. For the

case kI - 20.8 for tenuous scattercrs withs relative index of refraction 1.016 the computed results match very well

with the measurements for off.forward scattering as depicted in Fig. 3.
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ABSTRACT

The incoherent diffuse specific intensities (modified Stokes parameters) tackscattered from a
parallel layer consisting of random distributions of finitely conducting particles with smooth and
rough surfaces are evaluated. The normally and obliquely incident excitations at infrared and optical
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frequencies are vertically or horizontally polarized. The particle surface roughness, which is charac-
terized by its joint probability density function, is assumed to be sufficiently rough in order to
significantly effect the diffuse specific intensities. Thus the full wave approach is used to determine
the phase matrix as well as the extinction coefficient that appears in the equation of radiative trans-
fer. The enhanced backscattered intensities that depend upon the particle surface roughness are com-
pared with the enhanced backscatter that is associated with Mie scattering from smooth spherical
particles. The enhanced 'backscattered diffuse specific inteu•ities are evaluated for different particle
sizes, complex permittivities, roughness parameters and excitations. The effects of varying the
optical thickness of the layer are also considered. Since the enhanced backscatter phenomenon reported
here is primarily due to the particle surface roughness it appears in both the first order and the
multiple scatter solutions of the radiative transfer equations.

1. INTRODUCTION

The incoherent diffuse specific intensities (modified Stokes parameters) backscattered from a

parallel layer consisting of random distributions of finitely conducting particles are derived for

vertically and horizontally polarized excitations at infrared and optical frequencies. Normal incidence

and oblique incidence are considered, thus the incident electric field is parallel or perpendicular to

the scattering plane.

Both smooth spherical particles as well as spherical particles with two dimensional random rough

surfaces are considered. The particle rough surface height (measured normal to the umperturbed

spherical surface) is characterized by its Joint probability density function which is related to the

surface height correlation function or its spectral density function. A unified full wave approach that

accounts for specular point as well as diffuse (Bragg) scattering in a self-consistent manner is used to

derive the expressions for the phase matrix and the extinction coefficient appearing in the equation of

radiative transfer (Bahar et al. 1986, 19 8 7a).

By comparing the results for the specific intensities backscattered from both smooth and rough

particles with different sizes, roughness parameters and complex permittivities it is possible to

distinguish between the phenomenon of enhanced backscatter due to Mie scatter from spherical particles

and enhanced backscatter due to the diffuse scatter generated by the rough surface of the particle.

The polarization dependence of the backscattered diffuse specific intensities at normal and oblique

incidence as well as the effects of varying the optical thickness of the layer of particles are

considered in the illustrative examples.

2. FORKILATION OF THE PROBL•4

In this section, the principal equations leading to the solution of tne incoherent diffuse

specific intensities (modified Stokes parameters) are formulated for a layered medium consisting of a

ran.dom distribution of irregularly shaped particles characterized by their random surface height

spectral density functions and finite conductivity (see Fig. I). Of particular concern in this work

is the phenomenon of enhanced backscatter. Ehe average surface of the particles is assumed to be

spherical with radius a, between 2.5 and 5 wavelengths X. The random surface height h, measured

normal to the unperturbed spherical particle, is assumed to have a Gaussian probability density with
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mean square height <h 2>, such that the roughness parameters 8=4k o<h2 varies betw.2rn ten and forty.
0

Thus the perturbation technique (Rice 1951) cannot be used to account for diffuse scattering due to

particle surface roughness. The full wave technique which accounts for specular point as well as

Bragg scatter in a unified self-consistent manner (Bahar and Fitzwater 1984) is used here to determine

the fields scattered by the particles with rough surfaces. The backscatter incoherent diffuse specific

intensities are derived for both the smooth and rough particles in order to distinguish between

enhanced backscatter .inherent in the Mie solution for spherical particles and the enhanced backscatter

that can be attributed to the effects of the surface roughness of the irregu1lar finite2ly conducting

particles.

Linearly polarized e.Lectromagnetic waves are assumed to be normally or obliquely incident upon a

parallel layer of irregularly shaped particles (see Fig. 2). The radius vector from the center to the

surface of the particle is

= (a+h)i (2.1)
s r

in which the random rough surface height is characterized by the two dimensional spectral density

function W or its Fourier transform, the autocorrelation function <hh'>, a is its average radius, and

ar is the unit radius vector.

"The incoherent diffuse specific intensity matrix [1) satisfies the equation of radiative transfer

(Chandrasekhar 1950; Ishimaru 1978).

pd[,J -- [I) ÷+[S][Idw'dO' - LI ] (2.2)
dT

in which the elements of the column matrix [I) are the modified Stokes parameters (Ishimaru 1978).

A suppressed exp(iwt) time dependent excitation is assumed. The vertically and horizontally polarized

components of the electric field are E and E2 respectively. The optical distance T is measured in the

z direction, normal to the plane of the parallel layer !see Fig. 2). The matrices 1IJ and [V]

represent the incoherent diffuse intensities for waves scattered by the particles in the direction

ewcos1 pand 0 and for waves incident on the particles in the direction 6'-cos-l W and V' respectively.

The 4x4 scattering (phase) matrix IS] in the reference coordinate system (x,y,z) (see Fig. 2) is

expressed in terms of the scattering matrix [S'J associated with the scattering plane (that contains
-i -f

the incident and scatter wave normals ;n aind n respectively) through tle following transformation

fS) - [I(-n+O)]S'J](t'()) (2.3)

In (2.3) [S'] is the weighted sum of two matrices

IS'J - jX( .r)1I2[SMIE]+(SD] (2.4)

where [SMIE) is obtained from the Mie solution for finitely c'onducting spherical particles of radius a

(Ishimaru 1978) and ISDI is the diffuse scattering contribution to the matrix [S'I due to the particle
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surface roughness (Beahar and Fitzwater 1987a). The full wave approach is used to determine the

elements of [SD]. The quantity X in (2.4) is the scattering particle's random rough surface height

characteristic function. The coefficient IX1 2 in (2.4) accounts for the degradation of the specular

point contribution to the scattered fields by the rough surface (IXI 2 < 1 and as 0-0,W 2_ 1). For

koa >> I the Mie solution [SKMl) accounts for the specularly reflected waves as well as the shadow

forming wave scattered by the spherical particle. Thus in view of the coefficient IXi2, as 6 increases

the contribution to [S') due to specular scatter decreases, while the diffuse scattering contribution

ISD] increases. The transformation matrices 4 in (2.3) are expressed in terms of the angle a'

between the reference plane of incidence and the scattering plane and the angle a between the scattering

plane and the reference plane of scatter (see Fig. 2) (Bahar and Fitzwater 19 87a).

Since in this work it is assumed that linearly polarized waves (vertical, CV) or horizontal, (H))are

obliquely incident upon a parallel layer of optical thickness T0 containing a random distribution of

irregularly shaped particles, the incident Stokes matrix at z-0 is

(I ncI - [Ip]6(U'-V)6() (2.5)

in which U .cosOi, the direction of the incident wave is (6 ,0),6(C) is the Dirac delta function and

[ [00 (1H) a 1 (2.6)

Thus the reduced incident intensity is

[I r] iIinc eXp(-T/) (2.7)

and the (41xl) excitation matrix in (2.2) is

(I " I S][Iri ]dv'dO' E (Flexp(-T/P) (2.8)

where the (4xl) matrix [F) is

[F) - [S][IP] (2.9)

"0
Iwo

and the matrix [IP] (P-V,H) is defined by (2.6). Using a Fourier series expansion for the diffuse

specific intensities and the matrioces (S) and [F), (Ishimaru et al. 1982, Bahar and Fitzwater 19 8 7a)
th

the equation of radiative transfer for the m component of the Fourier series expansion can be written

as follows
d 11

T" [Im)" -[I~m + i [SIM[V]mdp'+[l Mexp(-T/) (2.10)
-l

For details of the analysis see Bahar and Fitzwater 198Th where only forward scatter is considered.
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3. ILLUSTRATIVE ECAMPLES

The particle random two dimensional rough surface height h (measured normal to the unperturbed

surface) is assumed in this work to be homogeneous and isotropic with a Gaussian probability density.

The unperturbed surface is assumed to be spherical (2.1). Thus, the rough surface height autocorrela-
is , 2+z2½\

tion function <h(r)h(r)> = <hh'> is only a function of the distance rdN jr-,j. (x +zd) measured
d~ d d

along the surface of the spherical particle of radius a. It is also assumed that the rough surface

correlation distance rc (where <hh'> - <h2 >exp(-l)) is smaller than the circumference of the particle.

The two dimensional surface height alectral density function W(vxvz) is the two dimensional

Fourier transform of the surface height autocorrelation function <hh'> (Bahar and Fitzwater 198Tb).

In these illustrative examples the following special form is assumed for the surface height spectral

density function.

r 8
W(vT) = 2-1 VT (3.1)

in which the constani. C has the dimension of (meters)- . The above expression for W(vT) vanishes for

an W(VT C/28v. Thus the choice of the constantvT -0 and vT a d itb peak value is W vTv m C/ 28r m ra

determines the dominant scales of the surface roughness. The surfacc height normalized autocorrelation

function R is given in closed form in terms of the modified Bessel functions of tY.: second kind of

order zero and one, K° and KI, respectively.

in which the dimensionless argument is

The cae Vrmosdrda nfae n pia requencie

Case (a) X 0.5551Aim, D a lOA e r = -40-i12 (aluminum)

Case (b) X = 10n, D = 5A, C r 1.5-i8 (dissipative dielectric)r

Case (c) A = 104m, uniform distribution of D/A - 5, 5.5, 6, 6.5, 7, 7.5 and 8

Er= 1.5-18 (dissipative dielectric)

In all the following illustrations the diffuse scattering intensities are given for the particles with

the smooth and the rough surfaces and both first order scatter (solid lines) and multiple scatter

results are presented.

In Figures 3 and 4 the backscattered specific intensities I1 and 12 respectively, are plotted as

functions of the scatter angle e. The excitation at A - 0.555pm (case a) is normally incident and

linearly polarized with the electric field in the ax direction. The optical thickness of the layer is
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TO u 0.1. The particle surface roughness is given by (3.1) with V MD = 4. Thus, the correlation

length is r = 0.1 VTD. The roughness parameter B = 40, corresponding to a mean square slope

<0 2 > - l/k2r 2 iIr 2 and the mean square radius of curvature is given by k2 <02 > = 417. In Figure 3,
a 0

is obtained in the * = 0, 1800 plane (both the incident and scattered electric fields are in the

-i-f0 0scatter plane which is normal to nlxnf) while in Figure h, 12 is plotted in the $ = 90°, 270 plane

(both the incident and scattered electric fields are perpendicular to the scatter plane). Since the

Optical thickness is To = 0.1 the first order and multiple scatter results are not very different,

however the particle surface roughness doe3 have a very significant effect of smoothing out the

fluctuations in the diffuse specific intensities as a function of the scatter angle. These fluctuations

in the diffuse specific intensities scattered by smooth particles are more pronounced for the vertically

polarized case than for the horizontally polarized case. This results directly from the .4ie solution

for large conducting spheres. The enhanced backscatter manifested in these illustrative examples is

due to the peak in the backscattered differentiated cross sections for spherical particles (Mie

solution) as well as due to the particle surface roughness. In"Figures 5 and 6, the backscattered

diffuse scattering intensities I1 and 12 are plotted as functions of the scatter angle e in the plane

of incidence, 0 = 0, 1800. The excitations which ars vertically and horizontally polarized respec-

i 0tively, at X 10m (case (b)) are obliquely incident at angle i , 150. The particle surface rough-

ness is given by (3.3) with v mD-4 (rem 0.1 nD). The roughness parameter is B = 10 corresponding to

<2 > = 1/fr2 and k2 <02> = 102. The optical thikcness of the layer is T = 1. The vertically polarized
s 0 0

diffuse scattering intensity I1 (Figure 5) is more oscillatory than the horizontally polarized

intensity 12 %Figure 6) and the backscatter enhancement is present only for the particles with rough

surfaces.

In Figure 7 the tackscattered specific intensity I1 is plotted as a function of the scatter angle

8 in the 0 = 0, 180 plane. The excitation at X - 10um (case (c) mi:ture of particles of different
sizes) is normally incident and linearly polarized with the electric field in the a direction. The

x

optical thickness of the layer is To a 2. The particle surface roughness is given by (3.3) with

VmD a 4 (rc = 0.i1 D). The roughness parameter is 0 = 10 corresponding to <a2> = .0645 and k 2 <o2>= 331.
s 0

There is no enhanced backscatter associated with the mixture of smooth particles. However, the results

do exhibit enhanced backscatter for the particles with rough surfaces. Ii, Figure 8 the backscattered

0 0specific intensity 12 is plotted as a function of the scatter angle 8 in the € - 90 , 270 plane. The

excitation is as in Figure 7 (case (c)). Thus, in the 0 = 900, 2700 plane both the incident and

scattered intensities are horizontally polarized. The optical thickness of the layer is T = 2. The
0

particle surface roughness is the same as in Figure 7. Here too, the phenomenon of the enhanced

backscatter manifests itself only when the surface of the particles is rough. This enhanced backscatter
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is more distinct when the scattering plane is perpendicular to the direction of the electric field,

namely for the horizontally polarized case.

4. CONCLUDING REMARKS

The incoherent diffuse specific intensities (moaified Stokes parameters) that are scattered, in

the backward direction, from a parallel layer consisting of a random distribution of irregular shaped

particles are computed for both vertically and horizontally polarized excitations at infrared and

optical frequencies. The finitely conducting particles considered here are spherical in shape with

average diameter D and a rough surface height h (measured normal to the unperturbed spherical surface)

characterized by its correlation function <hh'> or itg Fourier transform, the surface height spectral

density function. Waves that are both normally and obliquely incident upon the layer of particles are

considered. It is shown that there is a pronounced backscatter enhancement that is due to the surface

roughness of the particle. On comparing the solutions for the backscattered specific intensities for

particles with smooth and rough surfaces it is seen that the Mie differential scatter contribution

ISe Ito the total phase matrix [S') (2.4) does not result in backscatter enhancement for all the cases

considered. However, for particles with roughness parameters a a 4k2 <h 2 > > 10 the backscatter inten-
0 -

sities were enhanced even when there is no corresponding enhancement due to Mie 3catter from smooth

spherical particles. The diffuse scatter contribution [S]D to the total phase matrix [S'i (2.4) is

derived using a full wave approach.

Since the Mie solution for the vertically polarized scattered intensity is more oscillatory than

for horizontally polarized intensity, the phenomenon of enhanced backscatter is usually more pronounced

in the scatter plane perpendicular to the incident electric field (horizontally polarized incident

wave). Both first order as well as multiple scatter results for particles with smooth and rough

surfaces are presented. Thus, it is shown that the enhanced backscatter phenomenon described in this

work is primarily due to the particle surface roughness and not multiple scatter. Particles with dif-

ferent complex permittivities are considered and the effects of changing the optical thickness of the

layers are obtained.
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FI3URE 1. Scattering geometry for a rough
conducting sphere. gFIGURE 2. Scattering geometif indicating incident

and scattered wave normals B and 5f and corre-
sponding field components E1 parallel (vertical)
and E2 perpendicular (horizontal) polarizations.
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*.190 0.0. FIGURE 3. Backscattered incoherent specific intensity i.

I I . for a vertically polarized normally incident wave;
.~.00 1 P0. 00 170.00 IPC. 00 170.00 1!0.00 130.00 00 0

.90 < e , 180 , scatter plane 0 = , 1800 , case (a),

... optical thickness T = .1 __ , first order scatter for

smooth and rough particles; multiple-scatter (Eqn. 2.2)

for smooth (+) and rough (A) particles. Roughness

* parameter 4 = 1k 2 <h2 > = 4O, correlation length
a0

r3 0.1rO ),D/X =0.

5J
0 

0.1C

FIGURE 4. Backscatteied incoherent specific intensity 2S2
-27, 00 for a ý'ertically polarized no:-mally incident wave;

450.00 1p.00 '7o. 00 ,, 0.00 I.o O. 00 ,0 , o :0.000 900 < e < 1800, scatter plane 90 , 2700, case (a),

8 6 otica thickness T = .1 ,first order scatter foro1 0

S !. smooth and rough particles; multiple-scatter (Eqn. 2.2'

9 for smooth (+) and rough (W' particles. a 4sO,

rc = 0.17TD, D/X 1 10.
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# *.1 FIGURE 5. Backscattered incoherent specific intensity I
Si]. 8i 05
.O 00o0.00 ,S0.- 40.00 10000 , 10.? 00.00 for a vertically polarized wave incident at 8 15

i = 0 -
* = 00, 900 < 6 < 1800, scatter plane * = 00, 1800,

8!
case (c), optical thickness . -. first order

scatter for smooth and rough particles; multiple-

S ,...scatter (Eqn. 2.2) for smooth (+) and rough (L)

8 Al"..., particles. B =0, rc O.ITrD, D/X = 5.

# -..00, # #.0, FIGURE 6. Backscatterei incoherent specific intensity 2

.V0. oc -0s.0 '60.0 IS 00 00-00 for a horizontally polarized wave incident at = 150,.F@"0 12 0• 0• ,0.C I0O 10 0 o O

0 = 0, 90g < < 1800, scatter plane - 0, 1800,

case (c), optical thickness T - i. , first order

scatter for smooth and rough particles; multiple-

*..scatter (Eqn. 2.2) for smooth (+) and rough (L)

.1 "'. // particles. a = 10, rc O.lIrD, D/X =

SMO!

62/9
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FIGURE 7. Backscattered incoherent specific intensity I

# #,." for a vertic~.lly polarized normally incident wave,

0 0~
S O060.00 go < < 1800, scatter plane 0 = 0, 1800, case (d),

optical. thickness To a 2. - first order scatter

2 • "(Eqn. 2.2) for smooth (+) and rough (6) particles.

0 u 10, r W U.lID, uniform distribution of D/X = 5,

SMOO•H 5.5, E. 6.5, 7, 7.5, 8.

27

ROUG2

FIGURE 8. Backscattered incoherent specific intensity 12

*-Do* for a vertically polarized normally incident wave,
4i , 60.00 11 0.00 go.00 1.900 <e < 1800, scatter plane 0 a 900, 2700, case (d),

S optical thickness Toa 2. _ , first order scatter

for smooth and rough particles; multiple scatter

(Eqn. 2.2) for smooth (+) and rough (W) particles.
•_____• soot,•-.•- 1 0, r - O.iwD, uniform distribution of D/7T 5

5.5, 6, 6.5, 7, 7.5, 8.
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ABSTRACT

This is the third in a series of reports appearing in these proceedings on our study of
cooperative scattering by clusters of spheres. Our second report included outlines of the
derivation of our newly developed order of scattering (OS) technique and of a more familiar
method for the study of light scattering by two or more interacting spheres for the case where
translation of coordinate origins was restricted to the z-axis of a fixed or primary coordinate
system. For completeness, those outlines (with slight modifications that are needed when a
general ensemble of spheres is considered) and the requisite schematics are reproduced in this
report as well. Comparisons between selected calculations and experimental results are made
for a triangular cluster of three spheres. Comparisons between the more established technique,
which involves matrix inversion, and the new method are also made. The two methods are
in complete agreement with one another, but for the cases considered, the OS technique is
much more efficient and its description of the physics involved is much more complete. The
agreement between experiment and theory is most gratifying.

INTRODUCTION

We report here on the extension of our solution of the problem of light scattering by

ensembles of interacting spheres to include cases other than that of linear chains. This ex-

tension establishes our capability to model a cluster of arbitrary configuration with the only

theoretical constraint being that the spheres do not intersect.

The scattering geometry used in this study is depicted in Fig. 1. Parameters of the form

kz = 21rz/A, where A is the wavelength of the incident radiation, will be used henceforth to

describe the dimensions of the system. The constituent spheres are assumed to be of identical

bize and composition, with size parameter ka (radius a) and complex refractive index N1.

Such uniformity is not a requirement of the theory, but is employed both for simplicity and

for comparison with existing experimental data. Linearly polarized plane wave radiation with

wave vector k0 impinges on this particle, with the angle between k0 and the t z-axes specified

by a. Although k0 could be restricted to the z-axis without loss of generality, allowing for a $ 0

leads to very substantial simplifications when calculating the scattering properties of linear

chains.` - The polarization angle -1 of the incident electric field E 0 will be allowed to take on

only the values 0° and 90' for E0 lying in or perp( ndicular to the xz-plane, respectively.
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to

E,0 .

Fig. I The scattering geometry. Those quantities preceeded by a superscript denote coordinates
measured with respect to the corresponding origin tO, and the spheres in the cluster are
centered about these origins. Quantities marked with a subscript ij denote the coor-
dinates that locate the j'h origin in the 11h coordinate system. The quantities 4( are
unit vectors in the th systei,,. rhe cylindrical components ý are employed here to help
provide perspective but will not be involved in the text of this paper.

633



THE STANDARD METHOD

It is necessary to begin with a brief outline of the standard method for determining

the fields scattered by such a system. The first comprehensive solution to the problem was

obtained through the efforts of Liang and Lo' and Bruning and Lo. 2 In their theory (as well

as ours), it is assumed that the scattered fields can be expanded as

L cc
E5ZZ E (ý4Emn 'N(' + eAHm,, M(a)) 1

ta= n=1 v=-n

where, once again, ( is an index used to identify specific constituents of a cluster of L spheres.

The expansion coefficients tAErn Rnd 4H.m, correspond, respectively, to the E- and H-type

modes of the th sphere, and 'N., and .M. are the vector spherical harmonics in the eth

coordinate system, the origin of which lies at the center of the Cth sphere. Vector wave functions

with superscripts (1) and (3) have a radial dependence based on the spherical Bessel functions,

j,,(kr) and spherical Hankel functions of the first kind, h•nt)(kr), respectively. If L = 1 then the

coefficients S4En and '4Hmn take on the forum ,p,,, (cosa) and unq.,%(cos c), respectively,

where 1,, and u, are the Mie coeffiecients, and p, (cos a) and q,,,(cos o) are the expansion

coefficients of the incident plane wave.

In order to apply boundary conditions successfully, one must be able to expand the fields

scattered by the Ith sphere about the center of any izh constituent of the chain. This can

lie accomplished through the use of the addition theorem for vector spherical harmonics' -6

which allows us to write

.M3 ') mn ('(~kda) + 'Nt'2B 1n7(kd 1 ))

(2)

=N (3 t('N22A22'(kd1 t) + 1WM3) B mn (kdol))(2

The procedure for finding the scattering coefficients now closely parallels that used in

finding the Mie coefficients, and one is lead to a set of 2L coupled linear equations of the form
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! =~n EF,['mi (AE/A VAI'(kd1 t) + A~~B,,(dt

(3)
~4Hmn = HUn ['m'n kc>3 ) + AE,~1 BM""(kdt))

t1e t v A

Furthermore, it can be shown 3 that

.4 77(kdt,) = (-1)n+.Aqn(kdu,)

and

=2)B2 (kd,t).

Eq. 3 can be cast in the form of a matrix equation in which the translation coefficients give

rise to the coefficient matrix, and the scattering coefficients can then be found by direct matrix

inversion.

THE NEW METHOD

Rather than matrix inversion, we have found a straightforward way to obtain the scatter-

ing coefficients through an order of scattering (OS) technique. Fig. 2 depicts the scattering

process in the context of this method where, for ease of visualization, we have set L = 2. The

"'scattering ladders" in Fig. 2a should be interpreted as follows: Plane wave radiation strikes

the first sphere which then scatters a field (as prescribed by Lorentz-Mie theory) both to the

field point and to the second sphere. The second sphere then responds to the field incident

on it from the first sphere, scattering radiation to the field point and back to the first sphere.

This process is continued indefinitely, and the total scattered field is then obtained by adding

all of these contributions to a sum of similar terms which arise from plane wave radiation

incident on the second sphere. In Fig. 2, a term of the form 1k(0) is understood to be the

wave vector of the j"h-order multiply scattered field, or the jlh-order partial field, emanating

from the jih sphere, and '8 is the angle between the wave vectors Vkt J' and the z-a6s. Our

theory applies equally well to the calculation of far, near, and internal fields, and this is why

'd in Fig. 2.
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I k(4) , k ()

I .,k (2) 03

2 k( 1) 2k (0)

_ _• -. • 2 (3) 2 (2)

Fig. 2 An illustration of the order of scattering process through the use of scattering ladders.
The contributions to the total scattered field by the partial fields generated from radiation
incident on the first sphere are shown on the left and those arising from radiation incident
on the second sphere are shown on the right.
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To obtain explicit expressions for the partial fields, we first expand the jth-order partial

field of the fih sphere as

I N 3 b W I 
1 M(3

) (4)

In the context of a more generalized form of the Lorentz-Mie theory, this scattered field is now

regarded as the incident field seen by the other (ith) sphere, and with the help of the addition

theorem, it can then be expanded about the iih origin. Upon solving the resulting boundary

value problem one finds that the jIh-order scattering coefficients can be written as

I a ) = 3' 2 a(1-1) An•d 2 bO:-1) 'B, (k .
n2(-i) nFin/ M 2aV(-)A O

_n = V As, )+ S,. A (kd,)) + 2

p/

2a(J) 2u,, (_l),+ --Z(1-0)Amnkd ) I -l)Bn0kd ))
2bJ)- Un()~ Zlb ~ (~kd, 2 ) - lb ~1Bmn(kd2))

In addition to quantifying the partial fields which combine to produce the net scattered field,

Eq. 5 allows one to see exactly what role each of the vth-degree, uih-order TH and TE modes

arriving from one sphere play in stimulating any nih-degree, milh-order TH or TE mode in the

other sphere for any order of scattering.

For brevity. the notation

1 (.j) 1t, o.- ( d •
Omn ----

n =Un
2

=.mn(kdj 2 )
-- nn Urt't(8)

niay vbe employed, where it is understood that if j = 0 then the t.,Mn(kdt) mid 'tmnt(kdt)

are to be repiaced with 'pm,, and t q,,,., respectively. The expansion coefficients of the total
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scattered field are then given by

-1, t'(0)

S4E,,n = Zeamn
j=0 (7)

1=0

DISCUSSIONS AND COMPARISONS WITH EXPERIMENTAL DATA

When one is dealing with two spheres, it is clear that a jth-order scattering term is

encountered exactly twice for any j: One from each sphere. For L(> 2) spheres, any partial

field 'EW will have more than L histories (except for j 0), and the number of these possible

histories increases very dramatically with either L or j. If one is not careful, the problc,,i of

keeping track of the possible ways to generate a particular jth-order partial field will become

intractable, even for L ý- 3. A very natural way to proceed is to replace each particle in the

scattering ladder with an appropriate set of scattering ladders, thereby reducing an L-sphere

scattering problem to a continued sequence of 2-body problems. Fig. 3 diagrams such an

extension for the case of three spheres. We have tested this method against that involing

matrix inversion and have obtained excellent numerical agreement.

hi addition to checking our OS calculations against those of the older method, we have

hlo compared our results with experimental data which were kindly provided by Dr. R. T.

Wang of The Space Astronomy Laboratory at the University of Florida. Some of the results of

this latter study are shown in Fig- 4,a and 5. Attention is called to the fact that the converged

"'sparkle" function in Fig. 4a is symmetric about a = 55' whereas the particle possesses only

threefold symmetry. This feature is due to the fact that reciprocity has combined with particle

ý.yiijiietry to yield a more periodic scattering pattern than might otherwise be anticipated. In

the present case it is, more precisely, a reflection of reciprocal scattering across the y:-plane

that accounts for the added symmetry.

It is the close agreement between experiment and theory which can be seen in the above

figures that best validates our calculations. With that, we proceed to examfine in Fig. 4b
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-- V. .. .j 3p

Fig. 3 A partial illustration of light scattering by three spheres in which the incident radiation
impinges on a specific pair of spheres in the system. The total scattered field is obtainedIh adding the partial fields from this figure to those generated by radiation that is incident
(,ii the third sphere.
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Fig. 4 (a) A comparison of experimental measurements with theoretical values for the intensity
of light scattered into 3 = 50° by a triangular cluster of spheres as a funtion of cluster
orientation. Results for the case in which all correlation effects have been neglected are
labeled n.i.s. (noninteracting spheres). (b) A study of the convergence properties of the
OS method. The solid line is for the converged solution and the dotted line is for n.i.s. The
curve made up of long dashes corresponds to the case of scattering by a noninteracting
sphere and bisphere and that made up of short dashes corresponds to the sum of the two
first order interactions between these particles. At an azimuth angle of 0* the incident
radiation impinges on the bisphere at broadside.
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Fig. 5 A comparison of experimental measurements with theoretical values for the intensity of
light scattered into 3 = 00 by a triangular cluster of spheres as a funtion of cluster
orientation. Results for the case in which all correlation effects have been neglected are
labeled n.i.s. (noninteracting spheres).
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the convergence of OS for the situation illustrated in Fig. 4a. To do this the three-sphere

is divided into a bisphere and a singlet, and the foUowing notation is introduced: Let the

intensity of radiation scattered by a noninteracting singlet and bikphere be expressed as

E 2 (0) 3 (0)12 lbE(0) 0)/,0-0 lIE 12E, - E, E
E,-1-14 3 (0), 2

where b stands for bisphere and sb is to be read singlet-bisphere. Extension of this notation

to higher orders of singlet-bisphere interactions should be obvious. In this context, the pro-

gression of the interaction for the cluster being studied in Fig. 4a is shown in Fig. 4b. Further

calculations have been made to determine the phase functions of this triangular cluster at

s-pecific orientations with respect to the incident beam. These phase functions are displayed

in Fig. 6.

In addition to the increased amount of phy'ical insight that can be gained from this ap-

ij,,ich, OS also avoids the need to pe;form matrix inversions, and hence it actually requires

less computing time in many cases. For linear chains of up to five spheres, the amount of

computing time required by OS is typically 1 '2 to 2/3 of that required by matrix inversion.

pr,,vided that morphological resonances of the independent constituents are avoided. If a sin-

glet resonance is encountered, it may be more advantageous (coinputationally) to use matj x

inversion. though this point warrants further study. As mentioned earlier, restriction of the

cl-t el geoimmetry to linear chains results in simplification of the calculations. This simplifica-

tit•i it particularly marked in the case of the matrix method since inversion of the relatively

large array generated from E.I. (31 can then be broken up into a sequence of inversions of

"llbstantally smaller arrays due to the decoupling of azimuthal modes that is brought on by

thhe introduction of cylindmhcal symmetry to the problens.i - Consequently, calculation of the

scattering coefficients of the triangular cluster via Eq. (3) with its attendant increase in array

size takes 15 times longer than when OS is used. As seen in Fig. 4b, ignoring interactions

between the bispher,- and s.Aglet beyond j = I provides a very good approximation to the

exact sparkle function. Such an approximation runs in about l .20 the time required by matrix

inversion.
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THE POSSIBILITY O1 USING SEVEN DIMENSIONAL

ELECTROMAGNETIC THEORY TO SOLVE THREE

DIMENSIONAL LIGHT SCATTERING PROBLEMS
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ABSTRACT

The Caley algebra is used to construct a curl operation. An

electromagnetic theory is fully developed using this curl operation.

Every differentiable vector field is a gradient plus a curl which means

that the standard potential theory of electromagnetic theory in three

dimensional space carries over. Unlike the usual higher dimensional

electromagnetic theory using exterior differentials as the Ce'-l operation,

the electric and magnetic vectors are vector fields of the same form.

The uniqueness theory based on radiation conditions of Silver Mueller

type carries over to the seven dimensional scattering problems. The

impetus for this work is the structure theorem of Zorn (129]) developed
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in 1931. The curl is shown to be self adjoint which means that

variational formulations of scattering problems also carry over to seven

dimensional space.

By considering separable expansions of the vector fields in

seven dimensional space, there may be a possibility of solving scattering

problems in three dimensional space, because the first three

components of the seven dimensional curl of the imbedding of a three

dimensional vector field in seven dimensional space is exactly the three

dimensional curl of the original vector field. So every solution of a

three dimensional scattering problem is a solution of the seven

dimensional Maxwell equations. Conversely, to every solution of the

seven dimensional Maxwell equations in free space we can associate in a

natural way a solution of the three dimensional Maxwell equations

possibly with sources.

A uniqueness theorem is established for seven dimensional,

magnetically lossy, penetrable, anisotropic scatterers covered by

impedance sheets.
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L D(T3ODUCTION

We define the curl operation on the space CR(O,C7) , where fl is an

open set in real seven dimensional space by the rule,

curl (E)=tE3  aE + aE5  _E 4  aE7  BE6  +

aX aX3 O-, 4 6 +• +4iell

Bx 3  ~ ~x Bx - &7( aE+ aE+ aE1  aE, aE7  aE lE
ax - + -+ -- 4 6 + - 7 +

(E2 BE1  BE7  BE6 +E6 + aE4  3
8x+ + 4 XI 6 7Xjes +

BE5  BE6 + E7  BEj +BE 2 _BE3 e

OE x aE, +E, BE, 8"K EX7
a(E4 + ax + E6  E a axE3 e6 +

+% 3 - - - -K- +I E + aBisE4 anE aEi aE3 a uE
% + - - - - - + - + - e6 +

Bx I O2 iZ 'ý4 OX ~7
iEu , BEp BE4  BaE aE, BaEispa+e+ Jeh d (1.1) is a

ax, a 3 64 JO 7

where ej for j = 1,2,3,4,S,8, and 7 denotes the unit vector in the direction

of the positive xj axis, and each Eo is a complex valued infinitely

differentiable function of the points (Xo X2X3,XX 6eXls) in nu . Thus, the

function

E = Ele1 + E,., + E,., + E04.+ E~e6 +E 6e 6 + E7* (1.2)

is valued in C', complex 7 dimensional space, and its curl is also in the

space C'(fC4), which means that the curl defined by (1.1) is a

topological endomorphism of this space of functions. The rule for the

curl defined by equation (1.1) is based on the structure theorem of

Caley space (e.g. Zorn 1291, or Calabi [3]).

If we start with a solution of Maxwell's equations in three

dimensional space and extend the Z and H vector fields to seven
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dimensional space by requiring that partial derivatives with respect to

the variables x, through x? vanish, then with the above definition of

curl and the natural definition of Maxwell's equations in seven

dimensional space based on the curl operation, we see that our solution

in three dimensional space satisfies the seven dimensional Maxwell

equations.

We note that the curl operation defined by equation (1.1) is

self adjoint in the sense that if A and C are infinitely differentiable

functions from an open set n in real seven dimensional space valued in

complex seven dimensional space and vanishing outside of a compact

subset K of fl, then

fcurl (A (x)).C (x)dx = JA(z)cuz1(C(x))dx (1.3)
n n

The above relationship follows by a simple integration by parts.

Zorn ([29], 1931) showed that a vector space satisfying the

axioms of a Caley space algebra, which is the type of algebra for which

one can define a traditional type of curl operation, is necessarily seven

dimensional.

To have a traditional type of electromagnetic theory one needs

the concept of scalar and vector potentials. The following theorem

shows that this is possible with the curl we have defined in equation

(1.1).

Theorem I.I. If the curl operation is defined on the function

space C•(fl,C T) of infinitely differentiable functions on open subsets fl

of real seven dimensional space and valued in complex seven

dimensional space, C7, then

curl(curl(Z)) = grad(div(Z) - AZ5 (1.4)
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This follows from a computation. Observe that if curl (curl (E))j

denotes the jth component of the curl of the curl, then the first

component of the curl is given by

curl (curl(Z))
a aE3 aEj aET aE6 aEs aBE 4

Bx, 1 2 4  x5 B6  x
a E3  aEE BE6  BE 7  BE 4 +Es 5

-- I I WI' ; aI

+ a E, aE, 8E8 aEj aE3 aE:

B [ BE5  BE8  BE7  BE, BE, BE3 I
4x LX aX1  3 aX3 - x gx 6  Bx

a -a( E 6 BE 6 BE4  BE j BE, _ BE 31OIX5 ~ ~ ~ ~ ~ ~ x BK 5 ax ý6 C X, -+ a aE6 -E a E6 _ E4 + E3 + a3 E,
+x ,t"ý, aX, "i-.W3+ ax ax ae
-- I _E. aE_ _E_ + E3 Ell

BE7~~~~ B±_ E5 B, BE E (1.5)ax, ax , Bx3 ,, •B4  ax, axJ

We collect terms in the above expression and find that there is

considerable cancellation of terms. Some manipulation will show that

S-(div(E)) - AE1  (1.6)

which completes the proof of Theorem 1.1.

The following theorem will give us a generalization of the

notion that every vector field is a curl plus a gradient. In the following

theorem you can let n be three or seven and let L denote respectively

the three dimensional curl or the seven dimensional curl defined by

equation (1.1).

Theorem 1.2. Let fl be an arbitrary open subset of real n

dimensional space. Let c-(n,CI) denote the infinitely differentiable

functions trom the open set AL to complex n dimensional space. We let

L denote a linear partial differential operator from Cf(nlC) into itself.
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We suppose that there is an elliptic partial differential operator with

constant coefficients

P(D) = P(-i-L, (1.7)

such that if Z is a member of CO(fl,C*), then

L(L(E)) = grad(diva(Z)) + P(D)E (1.8)
then there is a vector field A, a kind of vector potential, in C-(fl,Co)

and a scalar valued function 4 in C 0(fl,C 1 ) such that

Z = L(A) + grad(*) (1.9)

Proof. The fact that P(D) is elliptic ( or in the special case

where L is a curl that A, the Laplacian, is elliptic implies that for any

scalar valued function such as a component Ej of the vector field E we

can always find a solution Gj of the equation,

P(D)Gj = Ej (1.10)
If we now define for the special case of n = 7

G = GCe, + CGe2 + G3*3 + G4e4 + C6.0 + G&ee + G7*7  (I.11)
and observe that with L = curl as defined by (1.1) that

L(L(G) = grad(diva(G)) - P(D)G (1.12)
Since equations (1.10) and (1.11) imply that

I = P(D)G (1.13)
the last two equations imply that

Z = L(A)+ grad(*) (1.14)
where

A = -L(G) (1.15)
and

0 = div(G) (1.16)
We see from the above argument and its obvious
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generalizations that solvability of elliptic equations in spaces of

infinitely differentiable functions will give us many ways to develop a

set of vector and scalar potentials and that the traditional curl and

gradient decompositions of an arbitrary vector field are valid when this

vector field is an infinitely differentiable function from open subsets of

real three or seven dimensional space, respectively, into complex three

or seven dimensional space.
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2. INTEGXRL &QUATION IORMU"TIONS

A key to integral equation formulations of electromagnetic

scattering problems in anisotropic, penetrable, dispersive, heterogeneous

material bodies in 3 or 7 dimensions is (a) the development of the

fundamental solution of the free space Helmholtz equation, and (b) the

possibility of introducing artificial electric and magnetic charges and

currents.

We begin with a concept of functional averages (Treves [25]),

Haar measures on the group of rotations in R3 and averages involving

integrals over the surface of a sphere of radius one of the function

under consideration acting on the distance of a point x in R" to the

origin multiplied by a vector point on the unit sphere and divided by

the surface area of this unit sphere. These two natural ways of

averaging physical quantities are the same for rotationally invariant

functions. The rotation group average of the function f is

Gf (x) = ff (T -x)dT (2.1)
G

where the group G is O(n), the group of real orthogonal

transformations, and the sphere average of f is

Sf(x) = SA"1 f f(jxjf)dS.(f) (2.2)

then

S(Gf)(x) = (Sf)(%) (2.3)

and

G(Sf)(x) = (Gf)(x) (2.4)
where S and G are the sphere and rotation group average operators

defined by (2.2) and (2.1) respectively. But by the Fubini theorem
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SGf = Gsf (2.5)
Hence,

Sf = Gf (2.6)
which means that the two means of getting a rotationally invariant

function from an arbitrary one are identical. By relating functions on

the nonnegative real numbers to rotationally invariant functions on RI

through the use of higher dimensional spherical coordinates, we can

develop an natural means of transforming the Helmholtz operator into

an ordinary differential operator and extract from this differential

operator the most general rotationally invariant fundamental solution of

the Helmholtz operator and by a judicious choice of the parameter

appearing in this solution, we can obtain from this class a temperate

fundamental solution of the free space Helmholtz operator. This

process is, in fact the origin of the familiar fundamental solution,

E =-exp(--ikor)
4wr

that appears in three dimensional electromagnetic scattering problems.

In this short note we will simply write down the fundamental

solution in general and specialize it to dimension 2 and also to odd

dimensions where it can be expressed in terms of spherical Bessel and

Neumann functions and write it down explicitely in three and seven

dimensions.

We now discuss a general property of fundamental solutions of

partial differential operators,

P(D) = P(-i 1-1-, (2.7)

if

P(D)E = 6
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where 6 is the Dirac delta distribution, and if u is an infinitely

differentiable function such that

P(D)u = 0 (2.8)

then

P(D)(E + Cu) = 6 (2.9)

implies that E + Cu is also a fundamental solution for every constant

C. Some lengthy manipulations show that the most general

rotationally invariant fundamental solution of the Helmholtz operator,
A+k0 ,is

(_ rko) (-2) /(rl / 2/ rl2 - 1 (-_ro) (0 - 2)}/ 2 - 1 -ro

+ (_rk o)(_ 2 )/2  Jh:)/2 (-rko) (2.10)
I J

The expression (2.10) will seem to be more familiar to the reader if we

specialize to n = 2 or n = 2m + 1. If n = 2, then

Ek, = (1/2)Y 0(-kor) + CJo(-kor) (2.11)
If we set C = i /2, then we obtain the familiar relation,

iHf' 1 (-kor) (2.12)
2

Letting n = 2m + 1 we see that if

- (2ko/) I/2(-k 0)--' (213)

then given the fact that (n- 2)/2 = m-1/2, n-2 =2m-1,

(n - 1)/2 = m, and (n + 1)/2 = m + 1 that
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Eke = (-i)(-k°) }( r + Iy5 .(-rkO))2= (')'(-rko), -' I I.•

S( 2i (-+o)1 j,' f) (-rko) (2.14)

If m = 1, then n = 3 and we get the familiar result,

(k (-i)(-ko) t sin(-rko) icos(-k)
_______ -rko -rko

= coo(rko) - kin(rk0) exp (-rko) (2.15)
4rr 4xTr

If m - 3, then n = 7 and

Ek. r) (j3(-rko) + iy 2(-rk0 )) (2.16)

where

12(s) - sjin (s) co (i (z) (2.17)

and

(-3 (
S(s -T sin(S) +s - c ic(z) (.8

In n = 3 dimensional space charges have a 1/r potential and in 7

dimensional space charges have a

C
V

r 6

potential. If the permeability p, the permittivity c, and the

conductivity a are tensor functions of three or seven dimensional space

and our radiation has a exp(iuw) time dependence, then in three our

seven dimensional space Maxwell's equations can be recast in the form,

curl(Z) + iwIH = -iw(, - #4)3 (2.19)
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and

curl(H) - iw4 e (iWe + a - iwe0 ) = J, (2.20)

Thus, with the introduction of magnetic charge densities p. and

electrical charge densities p, via the relations,

~J = div (B) (2.21)

and

I}= div (E) (2.22)

and developing scalar rand vector potentials in the analogous manner,

the entire theory of electromagnetism extends easily from 3 to 7

dimensions. In developing the coupled integral equation formulation of

the interaction problem wt simply solve the system of Maxwell

equations (2.19) and (2.20) with sources.

Uniqueness is established in a natural function space by showing

that in this space (cf 121 ) that the Maxwell equation and integral

equation formulation of the problem are equivalent. If a is a strictly

positive definite tensor, then uniqueness of the Maxwell equation

formulation of the problem may be established if the scattered

radiation is required to satisfy the appropriate Silver Mueller radiation

condition.

56



8. UNIQUKNIRS YOR SUYIN DIMENSIONAL AN•SOTROPIC SCATTUERS

Let Z' denote the Zifference between two solutions of the

problem of describing scattering by anisotropic materials. Let fl be an

open set in real seven dimensional space whose material properties or

constitutive relationships are tensorial. If a is a tensor, then Im (a) is a

tensor whose entries are the imaginary parts of the entries of a and

Re (a) is a tensor whose entries are the real parts of the entries of the

tensor a. We will give here a proof of the uniqueness of the

transmission problem in three or seven dimensional space when the

scatterer is anisotropic and covered by an impedance sheet with a

positive definite surface conductivity tensor in the sense that if the

boundary condition at the outer surface an of the scattering body (

requires continuity of tangential components of Z and the relation

X(H, +1 -HP) = (3.1)
where p denotes the region index just inside the outer portion of the

scatterer and p + I denotes the region index in the free space

surrounding the scatterer ) and where the relation indicated by (3.1) is

valid exactly on the boundary of the scattering body n , thei, the

conductivity tensor a., where for simplicity we have dropped the

superscript p, satisfies the condition that if E is a nonzero vector, then

((u.l)- + (..')E) > 0 (3.2)

We will establish in this section uniqueness of the scattering

problem of determining tLv' ra•'iation transmitted into the interior of

and scattered by a pen-t~r•a.Lle anisotropic scatterer n when the

conductivity tensor a is positive -*-efiite in the sense that if . is a
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vector field defined in the interior of n with values in complex seven

dimensional space, then a relationship of the form (3.2) is satisfied if E

is nonzero. We require special relationships for the tensors iw and the

tensors iw1. Specifically, we insist that if I is a nonzero vector then it

is true everywhere in the interior of fl that

((id.)-E - (iwt6.3*).E) > 0 (3.3)

or else the left side of inequality (3.3) is zero. Furthermore, if H is not

identically zero, then

(H .(i wI.li) - H.(iwJ' .H')) > 0 (3.4)

or else the left side of inequality (3.4) is identically zero. We require

that the difference between two supposedly different solutions of the

scattering problem satisfy the Silver Mueller radiation condition. The

proof is then carried out by examining the Silver Mueller radiation

condition in the form,

R L__ fI(n- 0 (3.5)

Ch

where CR is a surface defined by

CR X ~jE R' X, = R3(3.6)

By using the impedance sheet boundary condition which

becomes the standard boundary condition if oa, the surface

conductivity, is zero and by realizing that the Silver Mueller radiation

conditions imply that
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koI f 1(I (n xcurl (Z))13+ k03(1(E9) 1)d& +
.. CS

W 0kof((q..Z).Z + (a..*Z).Z)da +

wookofdiv ((H xZ') + (H' * x))dv (3.7)

We immediately establish uniqueness by noting that if the difference Z

between two solutions of the scattering problem were nonzero

anywhere, then the right side of equation (3.7) would be positive giving

a contradiction since the left side of this equation is zero.

Theorem. If the electrical properties of a scatterer fl satisfies

(3.2) on separating sheets if a, is nontrivial, satisfies (3.2) w!th 0,

replaced by a, satisfies (3.3), and satisfies (3.4) in the interior of the

scatterer if @, t, and p , respectively, are nontrivial then there is at

most one classical solution of the scattering problem.

By j.ombining these concepts a myriad of different uniqueness

theorems can be derived. Note that while the hypotheses in the above

theorem may seem stringent, they do not require directly that the

frequency domain Maxwell equations be an elliptic system.

By making use of the function G derived in section 2 of this

paper and by introducing a magnetic charge conductivity a. we can

show that a symmetric system of coupled electric and magnetic field

integral equations describing the scattering of a general object in seven

dimensional space is, following the three dimensional development in

Graglia and Uslenghi (8), given by,
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-i/= ( Pi(iw(e- 0) + I'Ez G((rs)dv (s)

-gra~ ((i~c ~ ~ I.E a)(a)G (r a)da (s)

-curIf(iw(,, - Mj) + o,,).S (s)G (r,.)dv (a) (3.8)

and

H- a = -df idiv(i (, - ;) + eo)) (s)G (rs)dv (a)

-gradf( OW(iA - 04S) + 0.) " -n)(o)G (r~s)da (a)

-w4of( 0w( - Ao') + v=)H (s)G (rs)dv (e) +
n

curf(i0w(, - 0) + ,).Z (s)G (r,a)dv (e) (3.9)
n

where here the function G (rs) is the function Ft. given by equation

(2.16).

We remark that the use of dyadic identities can transform the

Burface volume integral equations given by (3.4) and (3.5) into volume

integral equations by making use of the dyadic relationship,

f(D.I1)Gda = f(div(F)G + (F .V)G)dv (3.10)
on a

This identity is applied to each of the integrals over the boundary an1 of
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n and permits us to get a coupled system of volume integral equations.

From equation (3.8) and (3.10) we get the volume electric field integral

equation,

-• (((•(•- ,1) + u,).E-)(,)(grd)5 (gr-),G (r,s•)dv (a)

-iW,•f (i,,(e - ,l) + d,).I(s)C (r,)dv (a) +
a

-curlf(iw(, - A4il) + v.).H (s)G (roa)dv (s) (3.11)

From equation (3.9) and (3.10) we get the companion magnetic field

integral equation,

H-H' =

f v.o ) .- )H -n)(s)(grad).(grad),G (r~a)dv' (s)

-iweof(i w(5, - p) + v.).H (9)G (r. )dv (s) +

+Curlf(i0w( - e4) + a,)'3(@)G (r s)dv(s) (3.12)
n
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OBLDtQU• UICiZNCI RADIATV mmTC 01

ANISOTROPIC AUZOSOL PAlTIC S WREOS URCIONS of

CONTINUITY O1 T"NSOUAL IZCT.OMAGNMTIC

PROPMUTIIS A DKLJITIr BY COAXIAL CYLINDES

COV'UWt BY IMPDDANCE SHUTS

A. L. Cs..s"

Doprwm"r'd o1 wlfatufgat OSJ-1EI

T.mpk U.aemey

P&J ~u.dApAli P.em.aa•wes IDIM

ASS TRACT

A computer program has been written which predicts first of all

the internal and scattered radiation associated with the interaction of

plane electromagnetic waves (posibly more than one) with an

anisotropic cylindrical structure whom regions of continuity of tsorial

electromagnetic properties are delimited by coaxial cylinders covered by

impedance sheets, and then uses th. calculae power dainty
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distribution as a source term for an energy equation to calculate the

radiation induced thermal ecursions. The motivation for this work is

to (i) be able to predict the precise radiation induced temperature

distribution in a cylindrically symmetric simulated biostructure

modeled by an N layered infinite cylinder (ii) be able to model the

interaction of light with a fibrous aerosol particle, or (iii) to be able to

develop a benchmark for elongated structure. arising in radar design

considerations, hardening structures against electromagnetic pulses, or

in the design of structures with maximal extinction or absorption

properties. This program will carry out the calculations in the difficult

wavelength region and when the structure hu an arbitrary orientation

with respect to the incoming radiation. The oblique inciddece problem

require the analysis of four by four matric to relate expansion

coefficients in one layer to those of another layer. The more widely

studied normal incidence problem just requires the use of two by two

matrices. While the electric and magnetic vectors of radiation

interacting with a sphere have two components each which are

tangential to the surface of the sphere, relations involving Legendre

polynomials permit one to reduce the problem of plane waves

inrting with an N layer sphere to an analysis of two sets of two by

two matrices. So in some ese. this solution is necessarily more

complex and rich in structure than that provided by the Mie solution.

The proaram could with effort be extended to treat the problem of

scattering by structure. posesing a surface charge distribution which

makes the usual boundary conditions which state that the tangential

components of E, the electric vector, and H, the total magnetic vector,

are continuous swor separating boundarie slightly different because of
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surface conductivity. The fact that electrical properties of the material

with which the radiation is interacting could depend on temperature

would mean that even the electric fields themselves could depend in a

nonlinear way on the electric and magnetic vectors of the incoming

radiation. By estimating the temperature, we may be able to predict

whether or a linear analysis would give usefdul results. This would be

true if the temperature increases were small enough that the electrical

properties did not change significantly.

We prove a theorem showing that a graph of percent power

versus percent body weight is necessarily a concave function with a

strictly negative second derivative. TIS shows the invalidity of any

uniform heating assumptions while at the same time suggesting that

the problem of using microwaves to treat cancer could be solved by

determining the source location and phase relationshipa that will cause

a hot spot to move to the location of a tumor.

Also, we show that multiple beams or sources which we will

simulate mathematically by combinations of plane waves can be used

to move hot spots and can in fact in our special case produce a z

dependent power density distribution in a simulated bioctructure

modeled by an infinite cylinder.

A shooting method based eigenfunction expansion scheme was

used to gt an exact analytical expression for the microwave induced

temperature excursions in the simulated biostructure modeled a an N

layer infinite cylinder structure. The purpose of the research is to show

that by moving a hot spot to the location of a tumor one could by

raising the temperature of the tumor a few degrees cmntigrade destroy

the can= without harming nearby normal tlmue. By un, o( a full
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wave solution one can simulate from a variety of microwave source

such as belices and platm. We would of course have to know how a

direct contact structure could be modeled by a complex combination of

remote sources which would mean that we would have to solve this

more difficult problem by other mans.

In the past water filled bags have beon used to attempt to

couple power to a penetrable body such as human tissue in an attempt

to achieve a therapeutic thermal increase that would be effective in

treating cancer. Thi can be achieved, as our calculations show, by

simply creating the proper phase relationship between the electric and

magnetic vectors. This concept can also be applied to the nuclear

fusion problem.
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L NUDCMDDN TO 5CATIUWMG ST X L&TU CTID5

The solution of the problem of decribing the wattering of

radiation by an anisotropic N layer cylinder is based on (i) a basis of

singular vector fields for a space of vector valued functions which are

invariant with rmpect to the curl operation which we use to generate a

base of solutions of the Maxwell equations in each layer, (ii) the

completeness of the Hilbert space generated by theme separtion of

variables solutions, and (iii) a proof of uniquenes of the solution of the

scattering problem which satisfies the Silver Mueller radiation

conditions on a sequence of cylinders whose axis coincides with the

scatterer axis and whose radii approach infinity and the continuity of

tangential components of the electric and magnetic vectors a'roes the

separating boundaries. Condition (iii) enables us to say that a positive

definite bilinear functional acting on the difference between two

solutions of the problem is identically zero.

We begin with a review of the solution of the problem for

isot-opic multilayer cylindrical structures delimited by coaxial cylinders

with a circular ras section. For the case of structures with isotropic

layers, solutions of the vector Maxwell equations are obtained by

starting with solutions of the scalar Helmholta equation and computing

the curl of this function times the unit vector along the cylinder axwe.

A second group of solutions is obtained by taking the curls of the first

equation; theme solutions are denoted by N with appropriate

subscripts and superscript& The original solutions, the curl of the

product of a solution of the scalar Helmholts equation and the unit

vector along the axis of the cylinder, ar denoted by the letter U.

The U vectors only have components In the radial and theta
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directions, and the N vectors have components in the radial, theta, and

aidal directions. We let # denote the angle between the direction of

incidence of the radiation and a plane perpendicular to the cylinder
a.is, and we let r denote the angle between the direction of incidence

and the cylinder awi. We will let h denote the product of the

propagation constant and coo (d). The quantity a in each layer will be

a kind of modified propagation constant which is the square root of the

difference between the square of the usual propagation constant and

the square of h , and is always complex if our material is dissipative,

and in the nondissipative case of free space a is equal to the ordinary

propagation constant of free space, which is the ratio of the angular

frequency of the light and the vacuum speed of light multiplied by

@in (r). Since sii (C) is exactly I for normally incident light which

corresponds to C equal to 90 degrees, we see that a is equal to k in

this case. The basic solutions of the scalar Helmholtz equation are

t•÷• = ~u)(k~m•))).-'I•'o•'(1.1)

in free space which is the (N+1)st layer and in the layer indexed by

p ,we have

,, = Zj(ar).-...D (1.2)
where the Z function is an ordinary BelW function if j = and is a

Hankel or a Neumann function if j - 2 and where

(1.3)
with

k;= P - Iwisu, (1.4)
In the layer indexed by p we have

and the N vector in the layer indexed by p is given b•?
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N l/=M ) (1.8)
We note that if somehow we know the electric vector in the layer

indexed by p , that the magnetic vector is easily determined by the

relation,

R [-J-CurI(3 P) (1.7)

An important identity which enables us to express the magnetic vector

in terms of the M vectors and the N vectors i the relation,

(1/k',)cwiN 8) = Mg) (1.8)
In the layer indexed by p the electric vector is given by the relation,

(A (Aap)M~a + B (a~p)N ) + a (gp)M ) + b (&,P)N~!) (1.9)

Thus, once the expansion coefcients ame known in each layer, the

electric and magnetic fields are completely known. We get the

magnetic vector by computing the curl of the electric vector and

making use of equation (1.7). The equation for the curl of the electric

vector is

[LCui (I)

(A A(,)N + B(,.p)M ))+ ,,.)N a)+ b(g ,)M•!a)) (1.10)

By combining equations (1.7), (1.9), and (1.10) and using the equation

for the curl in cylindrical coordinates we get the following relationship

betweme the expansion codcents in layer p and the expansion

codfcients in layer p+1.
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Js (AVR) A,(a. + 0

k;,- -hZl~a 4 Ra. 4 )(.1

JaIyAm+) +

+ i.+~''%IaaJ+I+

hn Ja (%p+1 3 p)D (a40+1) + hnZj S)(x,~1 Rp)b (&.J4) (.2

-p J,(isp)B(s,,) + k2ŽZ')%,b(p

- Js(Mp+,R,)B(84P+l) + k,ý1 - hZj1)(iipjiR)b(asp~i) (1.13)
k+1 k~

I'a lJ.(xR3,)A(.,~)+ 'a~- 1Z)Sp~~p

-kpSJa(t)'(xpRp)B(ap) + -kLmLZ')'(xR,,)b(,.,) IM
5, 51,

-h-- is~3)A,. 1 + ha+
opqvo+R

- p±!~lJS %,R)B(1 ~ + -kL+i!Z±Lj')'(&V,,R, )b ~(.4
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We can expres the above relationshipe compactly in matrix

Wagiage in the form

S (a -)

We note that in the case of normal incidence, the parameter h is

proportional to the cosine of ninety degr and is therefore zero which

meanw that the matrix equation (1.15) reduces to two 2 by 2 matrix

equations for the came of incoming radiation with a general polarization.

For the case of an incoming electromagnetic wave with the electric

vector or the magnetic vector parallel to the cylinder the axis, the

solution of the problem becomes particularly simple as then R or,

respectively, Z is proportional to a vector having the same form as M.

The form of the coefficient matrices appearing in equation (1.15) enable

one to conveniently write the inverse of the coefficient matrices

explicitely.even though they are 4 by 4 matrices. A particularly useful

fact is the Wronskian relationship,

99

J (,)Y,(,)- J,(u)Y'(,) .= -2(1.16)

This enables -is to write out the inverse explicitely and accurately since

some of the terms in the determinant of the 4 by 4 matrix appearing on

the left side of equation (1.15) may be accurately evaluated using the

relationship (1.16). In developing the equations we also make use of

the fact that the cylindrical Bel functions with either integer or

complex index satisfy the equation,

675



I+ [I~ - !Jw - 0 (.7

By setting the layer index p equal to N+I and making use of

equation (1.9) we can get the scattered radiation as a function of

position outside the cylindrical scatterer. By using Poyntinp theorem

we can derive simple formulas for the total scattered and total

absorbed power per unit length along the cylinder. Since the electric

field is reprented in vector form we can predict what would be

measured in a photomultiplier tube placed behind a polarizer simply by
cal ting the intensity using the component of the electric vector that

is parallel to the gratinp of the polaizer.

Previous work on cylinder scattering typically considered

multilayer structures subject to normally incident radiation (Busey,

[51), or single layer structure subject to obliquely incident radiation

(Wait [201 ) and typically considered materials with real indices of

refraction and assumed that the electric vector z was either

perpendicular to the plane containing the direction of propagation or

was parallel to this plane (Bohren and Huffman ([21, pp 195-200). We

systematically treat all cam by considering a completely general form

for the electric vector of the incoming radiation. In the re*ion labeled

N +1 the electric vector of the incoming radiation is given by

IBq.j - • (FSMM',lA)÷ + (1.18)

Although the field reprsented by equation (1.12) can be quite

complex, we iamume that the expansion coelcients F. and G are

completely known thereby leaving only two unknown coeficients of the

type 2 vector wave functions amociated with Hankel functions for the
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repmentation of the field in the region of space outside the cylinder

Since the type 2 vator wave functions ar unbounded on the cylinder

adis, they must vot make any contribution in the inner layer. Thus,

there are two unknown expansion coefficients in the inner layer, and

there ae two unknown coefflcients reprm ting the scattered radiation

in the space surrounding the scatterer. By inverting one of the four by

four matrices in equation (1.11) we can relate coefficients in layer p to

layer p+1. By matrix composition we can get a system of four

equations in four unknowns relating for each s the representation of

the field in the inner layer to the expansion coefcients for the

scattered radiation.

Note that the power density distribution is given by

S= (01+W.1S (1.19)

We further note that if we had two radiation sources coming in at two

different angles, then their individual electric fields would have the

form,

= "(1.20)
and

i3 T I:- u (1.21)

where

h= kocm(a ) (1.22)

for j I 1 or j 2 2 where Cj denotes the beam angle of the jth beam.

This would mean that the power density distribution is proportional to

s = c(I + 3( 1 + NJ* (1.23)
Substituting (1.20) and (1.21) into (1.23) we find that the power

density induced in the infinite cylinder structure by the two plane wave

677



sour is iven by
s~~~~~~ -4 (bI~i ÷j kil 08 rt•• -' ~ ,-'u(1. 24)

S a C(13 111 + 13313 + I,,9+ I:rt
This yields a z dependent power density distribution.

In the following theorem X denotes the cylinder aros section,

jp denotes the moss sectional area measure, LebAgue meMasre, and S is

the power density function defined above. The integral of S over a

region in the cru section will be the energy deposited per unit length

per unit time in that region of the crms section. Also, E(r) will denote

the integral of S over that region of points (x j) in the cros section for

which P(xy) is greater than r. The theorem shows that the second

derivative of E(r) with respect to

(r) = (I()E X: P(x)>r}) (.r25)

is necessarily negative. The following abetact mathematical theorem

explains why shape of the graph of percent power versus percent body

weight is concave down.

Theorem 1. Let X be a Hausdorff space. Let. j be a monotone

measure on the a algebra of Borel sets of X such that p(X) = I. Let

P"X --* a&,b] be a continuous function from the nonempty set X into the

domed interval [ab]. Assume that a is smaller than b and that there is

a point x in X and a point a, in X such that P(xJ a and

P (z,) = b. Let r bea member of (abl and let

f(r) ( A X:P(x)> r}) (1.26)

and let E(r) be dened by

E (r) , f Pd (1.27)
2 E zip (2) > r
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thm

A!.. (1.28)

and the function E(r) defined by equation (1.27) has a negative second

derivative and in consequently a concave fuction of r.

Proof. It is clear that d(r) in a decreasing function of r. The

theorem then follows from the fact that the second derivative of E(r)

with respect to r is the derivative of the let side of (1.22) with respect

to r divided by the derivative of (r) with respect to r. Thus, the

second derivative of E(r) with respect to c is therefore I divided by a

negative number.
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The source term for the heat equation is given by the relation

s - (1/T) r 1 (aX1) dt (2.1)
I.1 CX4.184I

where we let the time t for the source term driving the heat equation

be the midpoint of the interval from T , to T 3 since the beat equation is

on a much lower time scale than the oscillations of the incoming

electromagnetic wave and since it is itself the result of averaging

microscopic energy equations and where

T - T3-T, (2.2)
Another simpler form for the source term of the radiatively driven heat

equation is given by

s 10SX4.184(.)

where a, denote, the real part of the electrical conductivity and

denotes the imaginary part of the complex permittivity of the aerosol

particle, and where the subscript a indicates a local time average of

the length of the electric vector was taken. Once the source tam is

determined in the more natural centimeter-pam-second units using

equation (2.1) or (2.3), we can then calculate using eigenuxction

exansions the solution of a slightly generalized heat equation which

includes a heat sink term - b u where u denote the increase in

tempezture within the aerosol particle above the ambient temperature

and satisfe the equation,

p- div (K ( (u )))-b+ S (2.4)

where p is the density in grams per cubic centimeter, c denote, the
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pspiac be-t hn calories per gram degree centigrade, and K symbolizm

the thermal conductivity in calories per centimeter per degree

centigrade per second, and b denotes a heat mink term in calories per

cubic catimeter per second per degree. We seek a solution of the

radiatively driven heat equation which satisfies aero initial conditions so

that a - 0 when the time parameter t is sero and Newton cooling

law conditions on the boundary of the aerosol particle of the form

KN uj,(RNAuD ,t) + Hul(RNX,,t) 0 o. (2.5)

where

r = R, (2.6)

in the equation of the cylinder separating layer p from layer p+1 and

when p - N equation (2.6) defines the surface separating the

multilayer cylindrical scatterer from the surrounding space. It is at this

surface that the Newton cooling law given by equation (2.5) is valid.

We begin our dscusion of the solution of the heat equation by

writing some general relationships that are valid for heat transfer

problems in any dimension. If we are solving the heat tranfer problem

defined by the energy equation (2.4) in an arbitrary bounded open set

n with a smooth normal vector N in a space of any dimension, all

considerations are the same except that the surface boundary condition

(2.5) is replaced by

(Jrad(u)'N + Hu)(r) a 0 (2.7)

for all points r in the boundary, a of the scattering object l.

We will solve this more general boundary value problem by the

method of representation of the solution in a HUbert space generated

by eigesfunfction of the elliptic portion of the beat operator. This

681



give an eract solution and permits on. to accurately compute

temperatur at thousands of points within the aersol particle once the

expansion coefcints are known. We will seek functions Ok which ame

solutions of the elliptic partial differentiil equation,

,(X (Vma(,k)))-b*, = -IkpcI6 (2.8)
We find solutions 9k of equation (2.8) which satisfy the generalized

Newton cooling law given by equation (2.7). The theory of

semicontinuous functions on a compact subset of the unit ball in the

Hilbert space of square integrable functions shows that a Rayleigh Ritz

procadure could yield and show the exdstence of a sequence of

eigenfunctions. Suppose we simply make use of the Gauss divy•gence

theorem and note that

fdiv(tjK(prd (*%)))dv = fK( srd( 0)'N)d. (2.9)
a s

An important and obvious relationship is that if %h and Fj are

eigenfunctions corresponding to distinct eigenvalues, then

-(fa*/*,ds) - fdiv(t(K(Vpd(*6))))d, (2.10)
so a

This implies in view of other relationships and the subtraction of the

forms of the right side of (2. 10) with j and k interchanged that

(Ahk-A,)f'%¶tPcdv - 0 (2.11)

The eigenvalues Ak and the eigenfunctions Ik satisfy the Rayleigh form

f 1 V.da + f (K (,•d(,N)W-mad(,)) + W'b)d,
.� = f + (2.12)

Carrying out this analysis is precisely the Rayleigh Rits procedure for

the estimation of eigenfunctious and eigenvalues. This procedure could
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be used with particle of a gSweral shape. To gpt the eigenvalum and

uigenfuncos we be&in by minimising the functioca suggested by the

right side of equation (2.12); this gives us the dgenfunction

corresponding to the smallest egenvalue. Nf we assume that k such

eigenfunctions and agenvaluu have bon determined we get the next

one by minimizing the functional in the subspace of functions on the

unit ball of the Hilbert space which are regulr and which am

orthogonal to each of the first k eigenfunctions.

We next discuss uiquenem of the solution of the heat equation

(2.4) which satisfies the Newton cooling law relationship (2.7). We let

w denote the difference betwen two such solutions and first of all note

that w satisfies the equation

p ( k = dkv (K (pmd (w)))-bw (2.13)

Afta multiplying both sides of the above equation by w and using the

Gaus divergence theorem, we sm that

[at J W2/2)PCd V -

-f(xp.d(w).7had(w)+.'bwdv + f HwIde] (2.14)

Since it is dear that if the conducting body is physical in the sense that

it dissipates heat or b is positive, heat flows from hot to cool or K is

positive and given that the dot product of the temperature gradient

and the outward directed normal is positive which mans that the body

is hotter than the outside medium that the body should lose heat to its

environment which is to say that H should be positive, then

[ jf~w'I2) Y : 0 (2.15)
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Furthermort, at t m 0 the fact that each solution is xero certainly

implies this for the difference of two solutions and if we let

F(t) - fSw'p)d, (2.16)
0

we oef from (2.15) that the derivatve of F(t) is nonpouitive so that

F(t) is n, .ncreing, that by its very dednition (t) is nonnegative,

and F(0)= 0, which taken together means that F(t) in sero for all

positive value of t. This implies that ance oc is positive everywhere in

fl that the difference between the two solutions is identically zero for

al positive value of t.

The existence proof is completely conftnuctive and in fact

shows us how to get a very robust method of calculating the

temperature for all times at thousands of points even when the

radiative heating scheme is temporally or even spatially quite complex.

We simply take a series expansion

S- (2.17)

realizing that if we knew the expansion coefficients a I (t) the radiation

induced thermal excursion a would be completely known, and

substitute thin function, which is guaranteed to satisfy the Newton

cooling law boundary condition given by equation (2.5), into equation

(2.4). When we do this we obtain the relation,

E (PC d t tj --~(bat(t) - Ahkc"k(t))*j + bat (t)*t) - A-Lo (2. 18)

We now use the fact that the eigenfmnctions % form a complete

orthogonal set of functions in the senst that the only function in our

Hilbert space which Is orthogonal to all of them with respect to the

weight function je is the function which is identically mr. Indeed, the
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Rayleigh procedure guarantees this. Thus, we let

b.t) - . (2.19)
bk(t) - • d

{f A!,cd 9

f we multiply both sides of equation (2.18) by9 and integate over ,

make use of the orthogonality relation given by equation (2.11), and

substitute in the relation suggested by equation (2.19), we mse that

dt(t)
S+ Aat(t) - bk(t) (2.20)

We o that since bk(t) is completely known for each k since the source

term S is known and sinco equation (2.20) is a simple first order linear

equation, it follows that the expansion coefficients are given by

t

SO (t) = f21p (-) (t-))bk (,)dr (2.21)
0

This is in fact the exact procedure which is used in our computer

propmm.

We remark that the computation of temperature excursions

when plane waves impinge on the simulated biotructure from different

dre:ion is carried out simply by breaking up the source term into a

sum of source terms with differen s dependencies and solving the heat

equation for each source term separately and adding up the results.

The source term is written in the form

S = SO + ". + se-,'1 + "'" + S%-.', (2.22)
We then solve a + i heat equations of the form (2.4). If Sj is a

finction of r and 0, then the heat equation is solved by seeking a

solution of the form

•j*-%s - 41 (2.23)
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where vj depends only on r and 0 and

& -L- = dt.(K (gad(uj))- buj + S1.-k (2.24)

Then the solution u of (2.4) is given by

U = uo+uj+us+ "" +u (2.25)
The functions rk ame obtained in the usual way except that the blood

flow cooling or bioheat tranfer term b is modified by a radiative

cooling tam hjs.
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PEAK ELECTRIC F',ELZ. rG1.3)7 VOLTS/ME T E. R
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TRANSVERSE ELECTRIC EXPOSURE
FREQUENCY = 500.00 MHZ

PEAK ELECTRIC FIELD - 61.38 VOLTS/METER
LAYER RELATIVE ELECTRICAL DENSITY

BOUNDARY DIELECTRIC ONOUCTIVIT
(CM) CONSTRNT M4OS/M) (GRAMS/CCJ
11.29 39.600 0.6500 1.0000

0

0

0"

I.:)

Li

0

z
ui

:c\

0~

SI 2 0 . - ' I

-1.2 -0 8 -0.4 -0.0 0.4 0.8 1.2
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POWER DISTRIBUTION IN A MULTILRYE ED SPHERE
EXPOSED TO MICROWAVE RADIATION

FREQUENCY = 500.00 MHZ
PEAK ELECTRIC FIELO = 61.38 VOLTS/METER

LAYER RELATIVE ELECTRICAL DENSITY
BOUNOCRY DIELECTRIC CONDUCTIVIT

(CM) CONSTANT (MHOS/M] (GRqMS/CCJ
11.28 39-600 0.6500 1 .0000

X 70.0

Y 65.0

Z 60.0

X 55.0

<!, 45.0

X 40.0

* 35.0

& 30.0

- 25.0

X-Y PLPN N/HI 3
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POWER OISTRIEJTICN IN~ P. MULTILPYERED SPHPER
EXPO5IED TO MICROIkPVE RRDIPTIC'N

FREOUENCY = %JO. O' M4-Z
PEqK ELErTRIC FIElrLi 61 30 VOLT5IMETER
LYR RE'LRTIVE E'LECTRICR' - EN$JITY

BOUNSARY DIELEC.TRIC CONrUCTIVITY
(C m CONSTANT 1140C$/M 1) (R A14IS/ CC

-S,

CD
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POWER DISTRIBUTION IN R MULTILRYERED SPHERE
EXPOSED TO MICROWAVE RADIATION

FREOUENCY = 500,00 MHZ
PERK ELECTRIC FIELD = 61.38 VOLTS/METER

LAYER RELRTIVE ELECTRICAL DENSITY
BOUNOARY DIELECTRIC CONDUCTIVITY

(CM) CONSTANT (MMHOS/M) (GRAMS/CCJ
11.28 39.600 0.6500 1.0000

X 95 .0

Y 85.0

Z 75.0

X 65 .0

+ 55.0

0Z: 45.0

X 35.0

+ 25.0

& 15.0

0D 55.0

E PLPNE N/MI*" 3
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LAYER ýELATIVE ELECTRICAlL GOSItTY
BOUNCqRY DIE.LECTRIC COCNOLCTIVITY

(cm) CSNSTA'iT (mm'os/mJ cR~qmS/~c1
J.30 73.200 C-8430 i0.

LAYER SPECIF!C T1EýMqL eLC": FLCW.
9%NZARY ?4Eq CONOýuCTIYJTY Rq'E

,cm) (CAL/C*/SJ rCAL/C(I-SEC-Cj fCC/SECJ
3.30 0.13S 0.0^.'26G -CC4

THERMAL RESPONSE OF A MULTILRYEREO SPHERE
EXPOSED TO MICROWJRVE RROIRTION

FREQUENCY =500.00 MMZ
PEAK ELECTRIC FIELD =61 .393 VOLTS/METER

EXPOSURE TIME 1 .00 5ECON05

X .53SwiO'

Y 1.375pwi0 4'

Z1 .21sxiO4l

X 1 .O0sx iO'-

+ 8.95*10-1

<5 7.351(i 0'

X 5 .7/5x 10-

+ 4.1 5x IV

& 2 55~IN1-1

0 9 -solo-

E PLPNE DEG. C-
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CYLINDRICAL MODEL
TRANSVERSE MAGNETIC EXPOSURE

FREOUENCY -SOO.O0 MHZ
PEAK ELECTRIC FIELD -194.09 VOLTS/METER

LAYER RELATIVE ELECTRICAL DENSITY
BOUNDARY DIELECTRIC CONDUCTIVITY

(CM) CONSTANT (MHOS/M) (GRAMS/CC)
0.10 60.000 1.0000 1.0000
3.00 79.200 0.6490 1.0500

C3ED

-odoWa
CLJ

6-0

3.00 -1•80 -0.60 0.60 1.80 3.00

RADIUS (CM)
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TRPNSVERSE ELECTRIC EXPOSURE
FREQUENCY = 500.00 ,MZ

PEAK ELECTRIC FIELD = 61,38 VOLTS/METER
LAYER RELRTIVE ELECTRICRL DENSITY

BOUNDRRY DIELECTRIC CONDUCTIVITY
(CM) CONSTANT fMHOS/M) (GRRr5/CCi

11.28 39.600 0.6500 1.0000

X 57.5

Y 51 .5

Z 45.5

X 39.5

____+ 33.5

+ 27.5

"+ 9.5

03.5

CROSS SECTION N/N*•3
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SUM OF POWER ABSORFTIONS OVER THqT
PER CENT OF EQURL BODY WEIGHT SUBUNITS

WITH THE HIGHEST POWER DENSITIES
TRRNSVERSE ELECTRIC EX OSURE

FREQUENCY = 500.00 MHZ
PEAK ELECTRIC FIELC = 61.38 VOLTS/METER

LAYER RELATIVE ELECTRICAL DENSrTY
BOUNDRRY DIELECTRIC CONDUCTIVITY

(CM) CONSTANT (MHOS/M) (GRAMS/CCJ

11.28 39,600 0.650 1.0 00

0

00

C;

co

cz
0~ (DJ

CC :

w0.0 0.2 0.4 0.6 0.8 1.0

PER CENT BODY WEIGHT mio0
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SUM OF POWER GBSORPTIONS OVER THqT
PER CENT OF EQUAL BODY WEIC.HT SUBUNITS

WITH THE HIGHEST POWER DENSITIES
TRWN3VERSE. MqGNETIC EXPOSURE

FREOUENCY = 500,00 MHZ
PERK ELECTR C FIELO = 61,30 VOLTS/METER

LAYER RELATIVE ELECTRICAL DENSITY
BOUNCARY OIELECTRIC CONGUCTIVITY

(CM) CONSTANT (M'iO$/M) (GRMIS/CCJ
1l.29 39-500 0.5500 1.0000

ScoPE 

C

LC

LOD
ir

z

CL:

'6.0 0.2- 0'.4 016 0.8 1 0
PER CENT BODY WEIGHT Xi02
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TRANSVERSE MqGNETIC EXPOSURE
F EQUENCY = 500.00 MHZ

PERK ELECTRIC FIELO = 51.38 VOLTS/METER
LAYER REIRTIVE ELECTRICAL DENSITY

BOUNGRRY I TRIC CONDUCTIVITY
(CM) ONSTANT (MHOS/M) (GRAMS/CC)

11-.29 39.500 0.6500 1.0000

Y 95.0

Z 75.0

x 65.0

+ 55.0

4C) 4 5.-0

X 35.0

+ 25.0

•• a 15-0

05.0

CROSS SECTION
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L INgMfl IMU&TY Of =5 ZWMZAWTRI COMFUIAflOn

TMe numercal stability of the tempwatur. excursion

calculcoatl was veried in sevral ways., We compared the calculation

o( the ource term by the primary electromagnetic calculation and the
reprntatlon of 8 by Ina combinations of elgnfunctions of the

elliptic part of the heat opersaw. We showd that using differet

aufckntly large numbers of elmrunctloa did not change the

predkted temperature before the third dedmal place. Similar

ccarried out for spherical structurm ( 141, [8) ) wer verified

by oqieumntal measuremet.
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We begin by cowidering the gadient and the curl operions

in cylindrical coordinate. The curl operation is

Curl(7) - I -

at Nt

The gradient operator in cylindrical coordinates is given by

m + +I _A (4.2)

The basic method we use to develop a representation of

solutions of the Maxwell equations that we can use in solving the

electromagnetic interaction problem in an anisotropic materi• is the

development of claes of vector fields which may mathematically be

regarded as members of a module, in the abstract algebra seu, over a

ring of functions of the radial variable such that the curl of a vector

field in this clam is a lie combination of the other vector fields in the

clam. In the came of scAtteing by cylinders, the clam of vector fields

that we consider ane radial functions, th is to say functions of the

distance r from the common axis of the delimiting cylnders,

multiplied by either A(..k), D(a.A), or C(WA), where

A(- ] - et 0 r (4.3)

A(ah) = oaseeGase (4.4)
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and

c - (4.5)

We note that after multiplication of vector fields of the form

(4.3)-(4.5) by a function of r, then no new vector fields are formed by

computing the curl of one of these vector fields that could not have

beon obtained by an addition of vector fields of the other two type.

Specifically we find that

curl (F (r)A(,) - (-ih)F(r)0(1.) + -F-r IMC() (4.)

1r)curl (F (r)B (,,k)=

(a)(4.7)U (O).(,.b) + (F'(r) + r) )C(,,b)(47

cur(l(r)c(.O1 )) = m.( (..) + &F (r) ( k) (4.8)
f

With this formulation it is possible to solve the Maxweil

equations within the layer when there is a fairly general relationship

between B and z and between - plus J and Z. To solve the

Maxwell equations we assume that the magnetic permeability tensor 0

has a bounded inverse and epresm the electric vector a of the induced

wave in the form,

ai u -40

b1 U•)(r) (.=.k) + c. U,()(t)C()) (4.9)

0
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While the sitation is particulary simple when the tensor p is

diagonal in the cylindrical coordinate system we me that if we use the

Maxwell equaon

CWt () M -JWj (4.10)

to solve for 9, that in fact N has the reprmetation,

U11(r)
a --40

(- & r- + b. U])'(r) + )C(*)) (4.11)
r r I

By applying the curl operation to the left side of (4.11) and making use

of the Maxwell equation

C~i(al() = W iw+ A (4.12)

we get a sys•m of coupled differeutial equations involving the.

coefficienta used to reprment the electric vector I. Theme am solved in

eah layer and by making use of singular and regular radial functions

we have a relationship between the ecpanson coe:kmt in layer p

and the epansion coefficient in laye p+l by simply for the expreslon

for I and the exprmsion for N on opposite side of a cylinder delimiting

regions of continuity of ten orial elictromagnetc propertie equating

the coeffcients of 9(nh) and the coefiets of C(., 1 ). From the

coupled system of differential equations in the radial functions Us),

U:) and U-() we obtain a kndwledge of the value of these functions

and their dervatives at the cylindrical intface between the layers
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which will thn enble us to ulate upanflon coefficients in one laye to

thoan in the adjaamt layers. From a knowledge of the regulaxity of the

solutions at the oigin and a knowledge of the expanmion coefficients

used to reprato the incoming electromagnetic wave, the

repreuentation of the it and a in esch layer is completely determined.
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