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PREFACE i |

\ i
*ib,l
i Student Research Program ot

The United States Air Force Graduate

(USAF-GSRP) is conducted under the United States Air Force Summer Faculty i
Research Program. “.The program -provides funds for selected graduate Q
students to work at\m‘ovrhte‘l_\jr Force Facility with a supervising y{‘
‘professor who holds a concurrent Summer “~Faculty _Research Program LL
.appointment or with a supervising Air Force Engineer/Scienti\tJb This is f’;
accomplished by the students being selected on a nationally advertised s;
competitive basis for a ten-week assignment during the summer intersession :';}-_
period to perform research at Air Force laboratories/centers. Each
assignment is in a subject area and at an Air Force facility mutually
agreed upon by the students and the Air Force. In addition to ‘
compensation, travel and cost of 1living allowances are also paid. The ,“g"fj-;
USAF-GSRP is sponsored by the Air Force Office of Scientific Research, Air f
Force Systems Command, United States Air Force, and 1is conducted by ‘:
Universal Energy Systems, Inc. E‘
— iR
The specific objectives of the 1988 USAF-GSRP are: A
> (1) To provide a productive means for the graduate students to g_;"
participate in research at the Air Force lLaboratories/Centers; ‘L
’(2) To stimulate continuing professional association among the é»
Graduate Students and their professional peers in the Air Force; i’
H
B
T (3) To further the research objectives of the United States Air Force; '{}_
gl
~-— = (4) To enhance the research productivity and capabilities of the
graduate students espgcially as_ th}ese relate to Air Force t
technical interests. /e .woaeln. #le boisd e diche, fla "({,’i
Y (v Lo - ,',\' ARSIV RS SO PP '( /u'«\‘ I
Quring the summer of 1988, 107 graduate students participated These 53"
researchers were assigned to 23 USAF laboratories/centers across the g:,:
country. This three volume document is a compilation of the final reports W
written by the assigned students members about their summer research :}7
efforts. g
1 &
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PREFACE

The United States Air Force Graduate Student Research Program
(USAF-GSRP) js conducted under the United States Air Force Summer Faculty
Research Program. The program provides funds for selected graduate
students to work at an appropriate Air Force Facility with a supervising
professor who holds a concurrent Summer Faculty Research Program
appointment or with a supervising Air Force Engineer/Scientist. This fis
accomplished by the students being selected on a nationally advertised
competitive basis for a ten-week assignment during the summer intersession
period to perform research at Air Force laboratories/centers. Each
assignment is in a subject area and at an Air Force facility mutually
agreed upon by the students and the Air Force. In addition to
compensation, travel and cost of 1iving allowances are alse paid. The
USAF-GSRP is sponsored by the Air Force Office of Scientific Research, Air
Force Systems Command, United States Air Force, and is conducted by
Universal Energy Systems, Inc.

The specific objectives of the 1988 USAF-GSRP are:

(1) To provide a productive means for the graduate students to
participate in research at the Air Force Laboratories/Centers;

(2) To stimulate continuing professional association among the
Graduate Students and their professional peers in the Air Force;

(3) To further the research objectives of the United States Air Force;

(4) To enhance the research productivity and capabilities of the
graduate students especially as these relate to Air Force
technical interests.

Quring the summer of 1988, 107 graduate students participated. These
researchers were assigned to 23 USAF laboratories/centers across the
country. This three volume document is a compilation of the final reports
written by the assigned students members about their summer research
efforts.




LIST OF 1988 PARTICIPANTS

NAME/ADDRESS

Ben A. Abbott

Electrical Engineering Dept.
Vanderbilt University
Nashville, TN 37240

(615) 332-2723

Antoinne C. Able
Meharry Medical College
1005 0.B. Todd Blvd.

P 0 Box 882

Nashville, TN 37208
(615) 361-5303

Stanley D. Adams
College of Medicine
Meharry Medical College
1005 0.8. Todd B1vd.
Nashville, TN 37208
(615) 327-6204

John D. Allison

Dept. of Psychology
Univ. of Texas at Austin
Mezes Hall 330

Austin, TX 178712

(512) 471-5857

James E. Angelo

Dept. of Physics

Univ. of Minnesota - Duluth
Duluth, MN 55812

(218) 726-7124

John E. Bambery

Dept. of Physics
University of Pennsylvania
Indiana, PA 15701

(412) 357-2611

DEGREE, SPECIALTY, LABORATORY ASSIGNED

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assiqned:

Deqree:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Assigned:

ii

B.S., Computer Science, 1983
Electrical Engineering
Arnold Engineering
Development Center

M.S., Biology, 1982
Biology
Wilford Hall Medical Center

B.S., Cellylar & Molecular
Biology, 1987

Physiology

Wilford Hall Medical Center

M.A., Psychology, 1987
Comparative Neurobiology
Human Resources Laboratory:
Manpower and Personnel Div.

B.S., Math/Physics, 1986
Applied Physics
Materials Laboratory

B.S. Physics, 1987
Computer Analysis
Avionics Laboratory




Daniel W. Barineau

Dept. of Engineering Science
Virginia Tech.

1300-B Terrace View Apts,
Blacksburg, VA 24060

(703) 552-7867

John W.J. Barnaby

Dept. of Electrical Engineering
University of Alabama

Box 6169, 317 Houser Hall
Tuscaloosa, AL 35487-6169
(205) 348-6351

Kathleen M. Bennett

Dept. of Engineering Mgmt.
University of Dayton

300 College Park

Dayton, OH 45469

(513) 229-2699

Mark N. Beorkrem
Dept. of Psychology
Washington University
One Brookings Drive
Campus Box 1125

St. Louis, MO 63130
(314) B889-6536

Joel L. Berg

Dept. of Eng. Science & Mech.
Virginia Polytechnic Inst.&S.U.
Blacksburg, VA 24061

(703) 961-6326

Darwin L. Boyd

Dept. of Physics

Kent State University

Smith Laboratory of Physics
Kent, OH 44242

(216) 672-2880

George C. Boynton

Dept. of Physics
University of Miami

P 0 Box 248046

Coral Gables, FL 33124
(305) 284-2323

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

B.S., Chemical Eng., 1987
Engineering Mechanics

Harry G. Armstrong Aerospace
Medical Research Laboratory

B.S., Electrical Eng., 1987
Electrical Engineering
School of Aerospace Medicine

B.S., Mechanical Eng., 1984
Engineering Management
Flight Dynamics Laboratory

B.S., Psychology, 1987
Organizational Behavior
Human Resources Laboratory:
Operations Training Div.

M.S., Engr. Mechanics, 1984
Structural Vibrations
Astronautics Laboratory

B.S. Physics, 1982
Condensed Matter Physics
Materials Laboratory

M.S., Physics, 1983
Physics
Armament Laboratory




——

-

Mark L. Brusseau Degree: M.S., Geology, 1984

Dept. of Soil Science Specialty: Contaminant Hydrology
University of Florida Assigned: Engineering & Services Center

2169 McCarty Hall
Gainesville, FL 32611-0151
(904) 392-1951

Bruce W. Bullard Degree: B.S., Electrical Eng., 1988
Dept. of Electrical Eng. Specialty: Electrical Engineering
University of Colorado Assigned: Frank. J. Seiler Research Lab.
1420 Austin Bluffs Pkwy.

P 0 Box 7150

Colorado Springs, CO 80933-7150
(719) 593-3351

Franklin A. Bynum Degree: M.S., Physics, 1988
Dept. of Physics Specialty: Physics
Miami University Assigned: Weapons Laboratory

Culler Hall
Oxford, OH 45056
(513) 529-5657

Kevin L. Carmichael Degree: B.S., Physics, 1987
Dept. of Physics Specialty: Solid State Physics
Wright State University Assigned: Avionics Laboratory

Dayton, OH 45435
(513) 873-2954

Lance H. Carter Degree: B.S., Aerospace Eng., 1987
Dept. of Aerospace Eng. Specialty: Engineering Mechanics

Virginia Polytechnic Inst.&S.U. Assigned: Astronautics Laboratory
817 Claytor Square

Blacksburg, VA 24060

(703) 953-2289

David B. Chenault Degree: B.S. Physics, 1986
Dept. of Physics Specialty: Physics
University of Alabama Assigned: Armament Laboratory

Center for Applied Optics
Huntsville, AL 35899
(205) 895-6102

Daniel B. Cook Degree: B.S., Physics, 1987
Dept. of Electro-Optics Specialty: Image Processing
University of Dayton Assigned: Avionics Laboratory

300 College Park
Dayton, OH 45469
(513) 228-4111

jv




Patricia P. Cooper Deqree: M.A., Information Sci., 1974
Dept. of Applied Psychology Specialty: Psychology

Francis Marion College Assigned: Human Resources Laboratory:
Florence, SC 29501 Operations Training Div.

(803) 661-1378

Otis Cosby, Jr. Degree: 8.S., Natural Science, 1983
School of Medicine Specialty: Natural Science
Meharry Medical College Assigned: School of Aerospace Medicine

1005 D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-6223

Richard €. Courtney Degree: M.S., Computer Science, 1986
Dept. of Computing Info. & Sci. Specialty: Computer Science
Kansas State University Assigned: Rome Air Development Center

234 Nichols Hall
Manhattan, KS 66506
(913) 532-6350

Jerry W. Dillon Degree: M.S., Microbiology, 1988
School of Dentistry _ Specialty: Microbiology
Meharry Medical College Assigned: School of Aerospace Medicine

1005 0.8. Todd Blvd.
Nashville, TN 37208
(615) 327-6207

Charles C. Drake Degree: B.S., Computer Science, 1587
Dept. cf Computer Science Specialty: Computer Science
Jackson State University Assigned: Human Resources Laboratory:

1400 Lynch StreetTraining Systems
Jackson, MS 39203
(601) 968-2105

Susan M. Dumbacher Degree: B.S., Aerospace Eng., 1986
Dept. of Aerospace Eng. Specialty: Controls
University of Cincinnati Assigned: Flight Oynamics Laboratory

Cincinnati, OH 45225
(513) 475-6185

Michael K. Ellis Degree: B.S., Computer Sci., 1988
Dept. of Computer Science/Eng. Specialty: Neural Network

University of Arkansas Assigned: Harry G. Armstrong Aerospace
1900 N. Garland Medical Research Laboratory

Fayetteville, AR 72703
(501) 575-0722




B8ryan C. Foos

Dept. of Civil Engineering
Ohio State University

2070 Neil Avenue

Columbus, OH 43210

(614) 292-21N

Ernest J. Freeman

Dept. of Biological Sciences
Kent State University

Kent, OH 44240

(216) 672-2363

Peter Gaddis, Jr.

Dept. of Sociology
Jackson State University
1400 J.R. Lynch Street
Jackson, MS 39217

(601) 968-2350

Douglas P. Gagne

Dept. of Mechanical Eng.
University of New Hampshire
ODurham, NH 03824

(603) 868-6160

William L. Geisler

College of Polymer Science
University of Akron

Akron, OH 44325

(216) 375-7500

Robert L. Goetz

Dept. of Mechanical Eng.
Ohio University

Athens, OH 45701

(614) 594-3499

David L. Graham

Dept. of Mechanical Eng.
Northwestern University
Tech. 2524

Evanston, IL 60208
(312) 491-3589

Degree:
Specialty:
Assigned:

Deqree:
Specialty:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

vi

B.S., Civil Engineering, 1988
Geotechnical and Materials
Flight Dynamics Laboratory

B.S., Zoology, 1985
Neurochemistry
School of Aerospace Medicine

M.A., Sociology, 1988
Alcohol and Drug Studies
Human Resources Laboratory:
Manpower and Personnel Div.

B.S., Mechanical Eng., 1988
Systems Modeling & Dynamics
Materials Laboratory

B.S., Chemical Eng., 1988
Polymeric Materials
Astronautics Laboratory

B.S., Mechanical Eng., 1987
Mechanical Design
Materials Laboratory

B.S., Mechanical Eng., 1988
Mechanical Engineering
Astronautics Laboratory




Gary £. Griesheim

Dept. of Civil Engineering
Southern I1linois University
Carbondale, IL 62901

(618) 536-2368

€dward A. Grissom

Dept. of Electrical Eng.
Tennessee Tech. University
1217 Springdale
Cookeville, TN 38501
(615) 526-1036

Virginia A. Gunther
Dept. of Psychology
State Univ. of New York
at Bingramton
Binghamton, NY
(607) 777-4610

13901

Douglas R. Hansen

Dept. of Civil Engineering
Colorado State University
Room 8302

Ft. Collins, CO 80523
(303) 491-8353

Thomas K. Harkins

Dept. of Mechanical Eng.
Louisiana State University
1636 Applewood Road

Baton Rouge, LA 70808
(504) 766-3671

Gary A. Hellenga

Dept. of Mathematical Sciences

Montana State University
1116 South Hedges
Bozeman, MT 59715

(406) 994-5360

Andrew Hensley

Dept. of Mechanical Eng.
University of Detroit
Detroit, MI 48603

(313) 927-1242

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Degree:

B.S., Eng. Mechanics, 1987
Composite Materials Design
Astronautics Laboratory

B.S., Electrical Eng., 1983
Digital Signal Processing
Avionics Laboratory

M.A., Exp. Psychology, 1978
Cognitive Psychology

Harry G. Armstrong Aerospace
Medical Research Laboratory

B.S., Wildlife Biology, 1981
Environmental Engineering
Engineering & Service Center

B.S., Mechanical Eng., 1986
Flight Dynamics
Armament Laboratory

B.S., Mathematics, 1983
Applied Mathematics
Rome Air Development Center

B.S., Mechanical Eng., 1988
Process Modeling
Materials Laboratory




Norman C. Holmes

Dept. of Mechanical Engineering
University of New Hampshire
Durham, NH 03824-3541

(617) 662-6386

Stephen R. Jenei

Dept. of Biology
University of Dayton
300 College Park Drive
Dayton, OH 45469-0001
(513) 229-2135

Alan C. Jewell

Dept. of Civil Engineering
Colorado State University
Fort Collins, CO 80521
(303) 491-5048

Jennifer A. Joyce

Dept. of Chemistry

Texas A&M University

College Station, TX 77843-3255
(409) 845-5345

Steven P. Kahn

Dept. of Eng. Science & Mech.
Virginia Tech. University
Blacksburg, VA 24060

(703) 953-1966

Elizabeth J. Kavran
Dept. of Biology
University of Dayton
300 College Park Road
Dayton, OH 45429
(513) 229-7660

Phy1lis Y. Keys

Dept. of General Engineering
University of Il1linois

909 S. Fifth Street
Champaign, IL 61820

(217) 332-5010

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

viji

B.S., Mechanical Eng., 1984
Mechanical Engineering
Flight Dynamics Laboratory

B.S., Biology, 1986
Endocrine Physiology

Harry G. Armstrong Aerospace
Medical Research Laboratory

B.S., Geophysical Eng., 1984
Geophysical Engineering
Weapons Laboratory

B.S., Chemistry, 1988
Inorganic Chemistry
Frank. J. Seiler Research Lab.

B.S., Eng. Science and
Mechanics, 1988
Engineering Mechanics
Astronautics Laboratory

B.A., Biology, 1987

Biology

Harry G. Armstrong Aerospace
Medical Research Laboratory

B.E., General Eng., 1987
Human Factors

Occupational and Environment
Health Laboratory




Thomas E. Kimble

Center for Space Sciences
Physics Program

Univ. of Texas at Dallas
2601 North Floyd Road

P 0 Box 830688, M.S. F0-22
Richardson, TX 75083-0688
(214) 690-2884

Charles L. King

Dept. of Industrial Eng.
University of Arkansas
4207 Bell Engineering Ctr.
Fayetteville, AR 72701
(501) 575-3156

Scharine Kirchoff
Geophysical Institute

Univ. of Alaska - Fairbanks
P 0 Box 83328

Fairbanks, AK 99708

(907) 479-5866

Christopher G. Kocher

Dept. of Civil Engineering
Southern I11inois University
Carbondale, IL 62901

(618) 536-2368

Michael J. Koharchik

Dept. of Engineering Mechanics
The Pennsylvania State Univ.
State College, PA 16802

(814) 237-6527

Keith A. Krapels

Dept. of Electrical Eng.
Memphis State University
Memphis, TN 38152

(901) 454-3312

Richard J. Kunze

Dept. of Psychology

University of Missouri-Columbia
210 McAlester Hall

UMC Campus

Columbia, MO 65211

(314) 882-4351

Degree:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:

Degree:
Specialty:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

ix

B.A., Economics, 1981
Space Sciences
Air Force Geophysics Lab.

B.S., Industrial Eng., 1988
Management

Human Resources Laboratory:
Logistics & Human Factors Div.

M.A., Geology, 1986
Geophysics
Air Force Geophysics Lab.

B.S., Eng. Mechanics, 1986
Engineering Mechanics
Astronautics Laboratory

B.S., Aerospace Eng., 198/
Aerospace Structures
Astronautics Laboratory

M.S., Electrical Eng., 1986
Electrical Engineering
Arnold Engineering
Development Center

B.A., Psychology, 1986
Experimental Psychology
Harry G. Armstrong Aerospace
Medical Research Laboratory




Thomas E. Lane

Dept. of Chemistry
Ball State University
Muncie, IN 47306
(317) 285-8078

Bobby L. Larry

Dental School

Meharry Medical College
1005 D.B. Todd Blvd.
Nashville, TN 37208
(615) 322-9819

Aleshia C. Lewis

Dept. of Biology
Meharry Medical College
1005 D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-61M

Yuhong Y. Li

Dept. of Computer Science
University of Nebraska
Lincoln, NE 68588

(402) 472-71211

Yolanda A. Malone

Dept. of Pharmacology
Meharry Medical College
1005 0.8. Todd Blvd.
Nashville, TN 37208
(615) 327-61M1

Randal L. Mandock

School of Geophysical Science
Georgia Inst. of Technology
Atlanta, GA 30332

(404) 894-3890

David L. Mayfield

Dept. of Ind./Org. Psychology
University of Georgia

Athens, GA 30602

(404) 542-3053

Degree:
Specialty:
Assigned:

Degqree:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

B.S., Biology, 1988
Immunology & Microbiology
School of Aerospace Medicine

B.S., Biology, 1978
Dentistry
Wilford Hall Medical Center

B.S., Microbiology, 1986
Microbiology
Wilford Hall Medical Center

M.S., Chemical Eng., 1977
Chemical Engineering
Avionics Laboratory

M.S., Medicine, 1988
Medicine
School of Aerospace Medicine

M.S., Atmospheric Sci., 1986
Atmospheric Science
Avionics Laboratory

B.S., Psychology, 1987
Industrial/Organ. Psychology
Human Resources Laboratory:
Manpower and Personnel Div.




John E. McCord

Dept. of Chemistry
Murray State University
Murray, KY 4207

(502) 762-4490

David B. McKenzie

Dept. of Civil Engineering
Michigan Technological Univ.
Houghton, MI 49931

(906) 482-4882

Salvatore P. Miceli

Dept. of Aerospace Eng. Sciences

Univ. of Colorado - Boulder
Campus Box 429

Boulder, CO 80309-0429
(303) 492-6417

Hisook L. Min

Division of Basic Studies
Jarvis Christian College
Hawkins, TX 75765

(214) 769-2174

Deborah J. Mitchell

Dept. of Chemistry

Prairie View A&M University
Orawer C

Prairie View, TX 77446
(409) 857-3910

William A. Moran

Dept. of Chemistry

Calif. State Univ. -Northridge
18111 Nordhoff Street
Northridge, CA 91330

(818) 885-3381

William D. Morse

Dept. of Electrical Eng.
Ohjo State University
205 Dresser Laboratory
2015 Neil Avenue
Columbus, OH 43210-1272
(614) 292-2572

Degree:
Specialty:
Assigned:

Degree:
Assigned:

Degree:
Speciality:
Assigned:

Degree:
Assigned:

Degree:
Specialty:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xi

B.S., Chemistry, 1987
Physical Chemistry
Weapons Laboratory

8.S., Civil Eng., 1988
Environmental Engineering
Engineering & Services Center

8.5., Aerospace Eng., 1988
Unsteady Aerodynamics
Frank. J. Seiler Research Lab.

M.S., Computer Science, 1987
Applied Physics
Armament Laboratory

B.S., Chemistry, 1986
Biochemistry

Harry G. Armstrong Aerospace
Medical Research Laboratory

B.S., Chemistry, 1986
Chemistry
Astronautics Laboratory

B8.S., Electrical Eng., 1987
Electrical Engineering
Flight Dynamics Laboratory




Lisa F. Weinstein
Dept. of Psychology
Univ. of Illinois
at Urbana-Champaign
Aviation Research Lab., Q5
#1 Airport Road
Savoy, IL 61874
(217) 244-8728

Michael A. Zmuda

Dept. of Computer Science
Wright State University
Dayton, OH 45324

(513) 873-249

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xvii

M.A., Experimental Psy., 1987
Engineering Psychology

Harry G. Armstrong Aerospace
Medical Research tLaboratory

B.S., Compt. Sci. & Math, 1987
Pattern Recognition
Avionics Laboratory




Robert G. Petroit

Dept. of Elect. & Compt. Eng.
I11inois Institute of Tech.
3300 So. Federal

Chicago, IL 60616

(312) 567-3400

Peter E. Pidcoe

Dept. of Bioengineering
University of Illinois
Box 4348

Chicago, IL 60680
(312) 996-2331

Steven J. Pierce

Dept. of Civil Engineering
Geotechnical Program
Colorado State University
Fort Collins, CO 80523
(303) 491-5048

Julia Rennenkampff
Dept. of Mathematics
New York University
251 Mercer Street
New York, NY 10012
(212) 998-3140

Robert J. Riley

Dept. of Mech. & Aero. Eng.
Cornell University

105 Upson Hall

Ithaca, NY 14853

(607) 255-3623

Mary C. Ritter

Dept. of Biology
Trinity University

715 Stadium Dr.

Box 937

San Antonio, TX 78284
(512) 737-4182

Jacqueline Roberts
Dept. of Chemistry
Wright State University
229 Oelman Hal)

Dayton, OH 45435

(513) 873-2855

Degree:
Assigned:

Degree:
Assigned:

Degree:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Assigned:

Degree:
Assigned:

xiii

B.S., Electrical Eng., 1987
Communications Systems
Rome Air Development ! snce:

B.S., Environ. Mgmt., 1988
Signal Processing

Human Resources Laboratory:
Operations Training Div.

B.S., Geology, 1985
Geotechnical Engineering
Engineering & Services Center

M.S., Mathematics, 1987
Waves in Random Media
School of Aerospace Medicine

B.S., Mechanical Eng., 1987
Combustion, Fluid Dynamics
Aero Propulsion Laboratory

B.A., Biology, 1988
Biological Oceanography
School of Aerospace Medicine

B.S., Chemistry, 1986
Toxicology

Harry G. Armstrong Aerospace
Medical Research Laboratory




James D. Roberts
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An_Experimental Investization of Fractal Surfaces in Turbulent Combusti
by

Jeff Riley

ABSTRACT

Turbulent jet diffusion flames were seeded with TiCl, vapor which reacted
with the water of combustion to form micron size TiO, particles near the
reaction zone. The light scattering ability of the TiO, particles is known to
decrease rapidly as the temperature of the particles nears 1,100 °K , thus the
visual particle seed interface within the flame is expected to roughly foliow
the 1,100 °K isotherm. This panicle sced interfacc was visualized by pulsing a
thin (~1 mm) laser sheet of short time duration (~10 ns) through the jet flame,
and recording the reflected light on photographic film. The imagc of the sced
interface was then digitized, thus giving a sct of (x,y) data points describing

the interface. From this data a mecasure of thc roughness or contortion of the

surfacc was obtained by computing the fractal dimcnsion of the surface using
a line-segment length approximation algorithim. From the small sample of

flame images analyzed (20), the preliminary results showed that the sced
interface (approximate isotherm) was indeed fractal, with an average fractal
dimension of approximately 2.4 for high Rcynolds number turbulent jet

diffusion flames.
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I. INTRODUCTION

In most pratical combustion applications the burning of hydrocarbon fuels
takes place in the turbulent regime, meaning that the combustion process is
coupled with an intense fluctuating flow field. Very little is understood about
the exact mechanisms that give rise to turbulence, much less how they distort
the combustion process. Currently there is much research in the area of
turbulent combustion aimed at assesing the effects of the turbulent flow field

on the combustion process and vice versa.

One of the main research thrusts of the Aero Propulsion Labs at Wright-
Patterson AFB is the experimental investigation of various turbulent
combustion configurations. The facilitics span the range from small tube
bumers up to near full-scale jet enginc combustor simulations. One of the
forms of data availible from the experiments is instantancous 2-D flow
visualization of the combusion region. This is accomplished by sceding the
flow with various types of micron size particles and then illuminating the flow
area with a thin laser sheet pulsc. In this manner some of the flow fcatures
occuring within the combusing rcgion can be deduced from the visual sced

patterns.

My research deals with trying to model the distortion of the rcaction zonc in
turbulent diffusion flames due to the turbulent velocity fluctuations from the
flowfield. One method to view distorted surfaces within the combustion zone is
to seced the flow with particles which arc known to rapidly lose their light
scattering properties at a given tempcrature, thus rcvealing an approximately
isothermal surface. From the image of this sced interface the fractal
dimension of the isothermal surface may be computed, thus giving an
indication of how contorted the isotherms have become due to the turbulence.
In the case of diffusion flames it is noted that high temperature isotherms may
not be "near by" the actual reaction zone since hot product gases arc
constantly diffusing away from the reaction zone, thus broading the flame
sturcture. However, it is still important to characterize the isotherms necar the

reaction zone as a first step toward understanding the total flamc structure.
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1. OBJECTIVES OF THE RESEARCH

In turbulent combustion it is recognized that the surface or zone where
chemical reactions take place becomes contorted due to interaction with the
turbulent flowfield. Just how contorted the surface becomes depends on a
number of different parameters: Reynolds number, turbulent intensities,
speed of the chemical reactions, combustor geometries, etc... One would like to
be able to characterize the degree of contortion of the reaction zone by some
quantitative means, rather than just describing it as " rough, squiggly, blob-
like, etc...". The fractal dimension of a geometric surface is a quantitative
measure of the topological complexity of rough surfaces. For "smooth"
surfaces the fractal dimension is 2, as in euclidiean gcometry, and for "space
filling" surfaces the fractal dimension approaches 3, the euclidican

dimension for a volume (Mandelbrot, 1983).

My goal for this summer's work as a participant in the 1988 Summecr Graduate
Student Rescarch Program was originally to experimentally dctermine the
fractal dimension D, for the reaction surface in high Recynolds number
turbulent jet diffusion flames under variations in Reynolds number and initial
turbulence level (jet exit conditions). After sceing the images obtained from
thc laser shcet lighting technique using the recacting TiCls, schemec and
discussing the results with resecarchers at Wright-Patterson, it was dccided to
try different types of secd particles in order to asscss how well the seed
interface represented the reaction surface.  Although not originally intendcd,
a substantial portion of my time this summer was devoted to the question of
whether or not the secd interfaces actually represented anything remotcly
like the reaction surface. This is a tough question for diffusion flames since
diffusion of products causes the flame structure to grow with downstrcam
distance, and unfortunately a decfinite answer was not found. However, I fecl
that the time was well spent in that it raiscd many important qucstions and

prompted ideas that may resolve the issuc with futurc experiments.

39-4




ITI. FRACTAL DIMENSION

a. As previously mentioned, the main thurst of my work this summer was to
determine the fractal dimension of the reaction surface occuring in turbulent
diffusion flames. The fractal dimension gives a measure of the contortedness
of a surface, but it does not to all types of surfaces. In genecral, fractal
geometry is used to describe complex shapes which possess an underling
pattern which holds over a large range of length scales. One can imaging
viewing a fractal object which has some characteristic geometric pattern.
Upon magnification of the object, the same general patterns appear, and after
another magnification the patterns still appear, and so on and so on. Thus as
one looks deeper and deeper into the structure of a fractal objecct, more and
more detail is scen, yet similar patterns occur at every level of detail. Objects
possessing this property are termed se¢lf-similar, meaning that they possess
the same characteristics at all levels of detail. In the context of this work, the
concepts of "fractal" and "geometrically scif-similar® behavior will be taken as
equivalent. The use of fractals however introduces a quantitative description

of the gcometry, the fractal dimension D.

As a more concrete example, consider a linc in space which is contorted over a
wide range of length scales. To cover the length of the line one could inscribe
straight line segments of length € over it (sec fig. 1.). The approximate length
of the line would be the number of line scgments of length epsilon Ne) | times
the length epsilon. As the size of & is made smaller, the number of segments
required to cover the line increases as cxpected. However, for a fractal object

the number of line segments increascs as,

N(E) =Ce® Ca coustant (1)

where D is defined as the fractal dimension. Thus the length of the contorted

line increases as,

Le)= Nere =Ce"® (1=D=2) (2)

As scen from this definition, the fractal dimecnsion D describes how rapidly the
effective length of the line increases as one uses smaller mecasurecment scales.

Thus we now have a gquantitative mecasure of the contortion of an object. That

is, if an object is contorted over many length scales then it is intuitive that a.
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one views the object at smaller scales, previously unseen details appear; but
the fractal dimension now gives a measure of how rapidly this happens, which
is a measure of the contortion. Also note from the above expressions that for a
"smooth" line, the euclidiean dimension is 1, and therefore its length is a
constant and does not vary as the measurement scale is varied. For a thorough
discussion of fractal geometry see the references (Mandelbrot, 1983) and
(Peitgen et al., 1988).

One way to compute the fr-~tal dimension of an arbitrary contorted curve is to
use a computer code which actually implements the line segment
approximation to the curve. Once a table of length L vs. measurement scalc is
calculated, the results are plotted on a log-log graph. Taking the log of eqn. 2

we see that the resulting slope from the graph is equal to 1-D, (see fig 2.)
legL = (L-Dloge  + legC ()

This was the approach taken with the flame photograph data. From the film
negatives the seed interface was digitized and the resulting file of sequential
(x,y) points was operated on by the algorithim. In this method it is the fracial
dimension of the intersection of the contorted sced interface and the laser
sheet that is being measured. This intersection is a gcurve and thercfore has a
fractal dimension between 1 and 2. What is really desired is the fractal
dimension of the actual seed interface surface, which thus has a fractal
dimension between 2 and 3. In this analysis it was assumed that the fractal
dimension for the surface was equal to the fractal dimension of the curve plus

one, based on the analogous relationship in euclidican geometry.

Quwﬁ‘-q‘e = Dcurvq - 1 (4')

If the fractal surface is isotropic then this result should hold (Srcenivasan,
1986). In the case of jet flames there is symmetry about the jet axis so there is
expected to be some slight dependence of the measured fractal dimension on

the orientation of the intersecting laser sheet.
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1V. EXERIMENTAL METHOD AND RESULTS

a. The experimental set-up used in this study consisted of a Nd-YAG pulsed
laser, a vertical bumner assembly with various nozzel sizes, and a large format
Hasselblad camera which was synched to the laser pulse, (Chen & Roquemore,
1986). The flow was seeded by mixing the fuel with either preformed particles
or TiCl, gas which reacted with the water formed from combustion to form
micron sized TiO, particles. Since the various seeds rapidly losc their light
scattering ability at known temperatures, the seed/no-seed interface is
assumed to approximately represent an isotherm, (see fig. 3). The interface is
recorded on film by pulsing a thin sheet (~ lmm) of short duration (~ 10ns)
laser light through it in synch with the camera shutter. Thus a virtually
instantaneous 2-D slice of the seed interface surface is obtained, (sece fig. 4).
Approximately 500 photos of turbulent jet methane diffusion flames under
different flow conditions and seeding arrangements werc taken. The original
plan to process the seed intcrface data was to digitize the photos by hand.
However, this idea was dropped in favor of writing a computer code to find the
interface, thus avoiding the error due to the human subjectivity in

determining exactly where the interfacc was when it tended to get blurry.

In order to implement the computer code, the images from the film negatives
were first digitized onto a 575 by 385 pixcl array of a photodiode array
electronic camera (Photometrics Sys.), by projecting the film image onto the
array via a negative enlarger (see fig. §5). This system was devised by
personnel at  Systems Research Labs and thcir help was greatly appreciated.
Once the image was recorded on the 575 by 385 array, a threshold intensity was
set such that all pixels above the threshold intensity were set to white and all
those below it were set to black, thus defining the sced interface objectively
and removing the ambiguity due to blurry sced regions. At this stage a
modified contour level program devised by Larry Goss of SRL was used to
retrieve the sequential (x,y) data points describing the thresholded seed
interface. This data was then scnt to the linc segment approximation program

that determines the fractal dimension.

Due to problems with using the enlarger to project the film images onto the

photodiode array of the electronic camera, the mcthod used to digitize the
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images from the film was very tedious and very sensitive to adjustments in the
system. This unforeseen problem arose too late to switch over to the hand
tracing method, and is the reason that only about 20 images were analyzed.
The computer based image analysis method is still felt to be superior to the
hand tracing based method since the enlarger system was peculiar to the
circumstances (flame images recorded on film as an intermediate step), and
could be eliminated from the method in the future. That is, if the flame images
were recorded directly by the electronic camera there would be no need for

the enlarger system and thus none of the associated problems.

b. The images analyzed in the study were of turbulent mcthane diffusion jet
flames anchored on a 10 mm diameter ASME specification contoured nozzel.
The Reynolds number based on the nozzel diameter and cold flow properties at
the nozzel ranged from 7,000 to 10,000. The laser sheet was angled at 45
degrees to the jet axis at approximatecly 75 mm downstream of the nozzel, (scc
fig. 6). A typical result from the fractal analysis program is shown in figure 7.
Note that there is a strong linear correlation in the data, but there is also a
significant amount of scatter, especially at the larger length scales. This is
directly due to the finite length of the data record. As the length of the
measurement scale in the line segment approximation scheme approaches the
size of the largest features in the flow (on the order of the nozzel diameter),
the approximated curve length increases and decreases as large objccts in the
flow are "hit and missed" respectively by the line segments. If the data record
was very large compared to the largest features in the flow, these fluctuations
would average out and the graph would smooth out toward a constant value.
The measurement scale at which this happens is called the outer cutoff (g, ).
Since the curves analyzed were closed, it was thought that "walking around”
the curves many times and then dividing the calculated length by the number
of times the curve was circled would smooth out the graphs and make the outer
cutoff visible, but this was not the case. At the small length scales the
approximate curve length tends to lcvel off toward a constant value, (sce
fig.7). This is because the small measurement scales are resolving the smallest
features of the flow. The scale at which this happens is termed the inner
cutoff (€.)., signifying the physical limit of fractal behavior duc to the
smoothing of small scales by molccular diffusion effects. The fractal plot of an
idealized physical object would apppear as shown in figure 8.
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The results of the analysis are presented in Table 1. The inner cutoff was
visible on most of the graphs and was taken as 2.5 mm. The outer cutoff was
not readily seen, but was taken as 15.0 mm. The average diameter of the seed
image was approximately 50 mm. Using the above cutoffs as the assumed
interfaces was 2.40. This result compares well with the results obtained by
Sreenivasan for turbulent nonreacting flows (Sreenivasan, 1986), but there is
significant room for error in the present results due to the small sample size
and the problems encountered with the image enlarger system. With the
analysis system in its present state however, flame pictures could be recorded
directly with the digital camera and processesed quickly, yielding much bettcr
statistics. The error present in the entire systcm was assessed by analyzing a
photo of a geometric construction (Koch curve) of known fractal dimension (D
= 1.5). Depending on the values chosen for thc inncr and outer cutoffs, the
computed fractal dimension was between 1.48 and 1.52, rcpresenting a total
error of + 4%. However, for physical objects the inner and outer cutoffs arc

less well defined, resulting in a larger error.

As mentioned before, a large number of seceded flame pictures were developed
this summer. Some of thesc will be analyzed by the system at Cornell using

several different fractal dimension algorithims.

V. INTERPRETATION OF THE SEED IMAGES

a. In turbulent flows the inner cutoff should be of the order of the

Kolmogorov scale, and the outer cutoff of the order of the turbulence integral
scale, since it is it is th rbulen w_th h istortion

of the reaction zone. The fact the inertial subrange of the turbulence cascade
process follows a self-similar mechanism as energy passes through the
different sized turbulent eddies is the underling reason to expect turbulent
interfaces to be self-similar and thus approachable with fractal geometry
techniques, (Srennivasan, 1986; Gouldin, 1986). In the case of turbulent
flames however, there is a large drop in the turbulent Reynolds number as

fluid elements near the hot reaction zone, thus raising the question of

39-9




whether or not the reaction zone becomes smoothed out. Although photos of
seed interfaces tend to support this, the interpretation of exactly what the seed
interface represents is not yet clear since different seeds yielded different
flow images.

Various seeds were used for the flow visualization (reacting TiCls, preformed
TiOz, AlzO4, and SnQO, ), and all gave different images. The last two seeds retain
their light scattering ability to temperatures near the adiabatic flame
tempe:ature, so it was thought that they would yield a more accurate picture of
the reaction zone. The problem however is that these seeds are preformed
refractory based seeds and it is very hard to sced the flow consistently with
them. Because of this inconsistency, the interpretation of the refractory
seeded flows was not clear. In the future an agitated sceder box design will be
tried at Comnell in order obtain seeded flame pictures with the refractory based

seeds.

From all the secding methods used, the sced interfaces showed a general shear
layer appearance (see fig. 4. ). This is somewhat expected since the mean jet
profile contains a strong velocity gradient perpendicular to the jet axis. The
shearing effect of this velocity gradient is probably enhanced in the reaction
zone since there is a dramatic increase in the dynamic viscosity there,
however there could also be dynamical effects from flame induced turbulence

which are less well understood.

Since the seed originates from the fuel side of the reaction zone, the sced
interface represents fuel rich fluid elements at a temperature of
approximately 1,100 °’K. The seed is expected to follow the fluid elements'
motion since they are around 1 micron in diamecter and their Schmitt number
is very large (ie., seed particles are dominated by momentum rather than
diffusion). The question of whether the seed interface follows the shape of the
reaction zone is addressed in figure 9. Since the seed interface approximately
follows an isotherm (Vilimpoc et al.,, 1987), the question is how much change is
there in the isothermal contours between 1,100 °’K and 2,200 K. Since the seed
interface is rich in fuel and at high temperature, the reaction zone will
definitely try to move with it as the interface is contorted by the turbulent

shear layer (fig. 9.). The problem is that the diffusion of products out of the
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reaction zone makes the flame structure “"thick" and thus allows for changes
in the shape of the isotherms. For now the shape of the reaction zone is still in
question, but it is known that the isotherms in a turbulent diffusion jet flame
are contorted, and fractal in nature. This is a first step in the analysis of the
turbulent flame structure and may be useful in determining the rates of

turbulent diffusion of reactants, oxidizer, and products.

VI. RECOMENDATIONS:

a. At the present time the application of the fractal dimension data to
turbulent diffusion flames is not as well developed as for premixed flamcs
(Gouldin, 1986). However the notion of the increase in surface arca due to the
fractal nature of the surface still applies and can be used to ecstimate the
effective area for the diffusion of chemical species. It may also bec able to
relate the fractal dimension of different isothermal surfaces to the
temperature and concentration gradients occuring in the local flame
structure, thus determining the relative importance of the various transport

mechanisms.

b. Due to time constraints only about 20 flame images were analyzed this
summer. As previously mentioned, the transfer of the images from the film
negatives onto the photodiode array by the enlarger was the major cause of
difficulty. By recording the flame images dircctly with the photodiode camcra
and thus bypassing the enlarger system, the raw data would bec much more
uniform from image to image, and the analysis time would be grcatly reduced.
As a follow-up to this summer's work it is suggested that the photodiode camecra
system be used to evaluate the fractal dimension of the secd interface of
turbulent flames under various conditions. Due to the quick processing time

of the this system, good statistics could be obtained at each flame condition.

The photodiode system should also be used to assess the difference in sceding
techniques. Once an agitated sceder is built that can adequately sced the flow
with refractory seeds, the fractal dimension obtained with these sceds should
be calculated since their interfaces are expected to lie closer to thc rcaction

zone. Also, if the resolution of 2-D Rayleigh scattering data is decemed
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acceptable at high temperatures, fractal dimensions based on this data should

be carried out since it would

seeding techniques.
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Dala avalused Lo drackal chavacken w as
Rol w2 J Biw felum shot on 7/“-/”

Taksle 1

Frame D Re
| 2.4%4 7,600
4 2,420 8,000
s 2.4.06 “
¢ 2. 408 "
7 2,480 9,000
8 2.377 "
9 2.347 »
\o 2,314 te,000
it 2,472 “

CD“L‘PO"'(V‘ »V‘ b halalen) Pahqu—(*ew( “

€= 2.5mm
8. = /6-.01.‘..

FO weasitusnt scales vsed, 4oe
6. Bwm 4o 20wm, g,..,.d\r spaced,

Sige of YWhe seed lmages wag
4’,,,.‘.x;.~ol¢\?_ S50t A:gu-l-'&d-

AVQ"“OQ Fﬁacxa\ bzme\.ﬁo.‘ = 2.4‘02.

39-12




I wish to thank the Air Force Systems Command and the Air Force Office of
Scientific Research for sponsorship of this research. 1 would also like to
thank Universal Energy Systems for putting together the Graduate Student
Research Program and for helping make all the admistrative details go
smoothly.

Aside from the research, my stay in Ohio this summer was extremely
rewarding due to the influences of many different pcople at Wright-Patterson
AFB who went out of their way to hclp me with the rescarch. Dr. W.M,
Roquemore provided much neceded guidance for thec work and raised many key
questions concerning the interpretaion of the sced interface, and his input
was greatly appreciated. [ also beneficd from various discussions with Dr. Leca
Chen who was visiting from the University of lowa. 1 would also like to thank
Dave Pecltier and Curtiss Recves of W-P AFB for their paticence and help with
taking endless flame photos and with setting up a digitizing systcm

respectively.

Last, but by no mean least, 1 would like to thank the pcople who had to put up
with me on a daily basis. Larry Goss, Tzong Chen, Mike Post, Viroj Vilimpoc,
and everyone else associated with Sysiems Resecarch Labs at W-P AFB wcre
exceptionally helpful with the project, and it could have not bcen done
without them. They never hesitated to take time from therc own projects to
help me with my own. Thanks to them this summer's work was not only

rcwarding, but also enjoyable on a daily basis.

39-13




REFERENCES
Barnard, J. A, and Bradley, J. N., Flame and Combustion, New York, NY,
Chapman and Hall Co., 198S.
Chen, L. D,, and Roquemore, W. M., "Visualization of Jet Flames," m ion

and Flame, Vol. 66, pp. 81-86, 1986.

Gouldin, F. C., "An Application of Fractals to Modeling Premixed Turbulent
Flows," Comell U, College of Engineering Report E-86-01, 1986.

Hilton, S. M., "Measurements to Determine the Fractal Character of Premixed V-
Flames," M.Eng. Report, Comell U., 1987.

Mandelbrot, B. B., The Fractal Geometry of Nature, New York, NY, W.H. Frceman
and Co., 1983.

Peitgen, Heinz-Otto, and Deitmar Saupe, The Scicnce of Fractal Images, New
York, NY, Chapman and Hall Co., 1985.

Srecnivasan, K. R., and Meneveau, C., "The Fractal Facets of Turbulence,”

Journal of Fluid Mechanics, Vol. 173, pp. 357-386, 1986.

Vilimpoc, V., Goss, L. P., Lynn, W. F., and Sarka, B., "Simultancous Thin-
Filament Pyrometry and Reactive Mic Scattcring Mcasurcments or a H  Jet

Diffusion Flame," In-house Systems Rescarch Labs publication, Dayton, OH,
1986.

39-14




—_ine - Se3m6w+ A.FPwoxlw\a;\"\6vx +o a CO"*"\'D”"L-'QCl. Curve

P. a
<r’\auwe L.)

- R -2 =® “«
< < < -~ Vo
lozte)
i » ! '
/ — -
\"(‘\C."\f.ﬁ -~ Vo T ETur e = - - <
~
<
-— - e
,'/'Co-.-q 14 - _ae | - -— -
el - £ vy & [ -SRI ah G PRPC Sl -
g ALY
- i
-~ o - o .- -
-~ %= ~ o7 2 / -/ - P R




5632 "v\xx‘er‘pacea
Frev. ecew’s an
c-??rox:ma‘\‘e.
isc—hew m; T~|100°K

A L ‘. - > °
- e 'S .‘, reas~cwn Zone | ,-—2,400 K

IR \J\.”\/ (e visible 4o +as =p2)

\ —\E el A
ST

| \ : .
LC2h e ?\.‘\f:
/ | N
eI aTi . - \Ght,/
-~ _— ' o, — -
- ilume s 2= Ay esAn Rl T or VIS NG - A
. -
— -
(2.2 =)
v - -—
he -

39-16




, ;.»? (...
R AL A IO | A

ﬁ:ed';uﬁ

"2

(Frve &)

v
2
v
3

\ F\Ow Iuc.

P(gq

Ty

SpwssedE U, R e
s\. Ly




negn 'V" <n\¢w-a< -

~
71‘ Fileer nzgative

yis€o zZcveen

pb\o“'oétad e a\/rgv

/ C"‘rovn( Cawe e
|

=y
— ?’L\o-rawesrv.;c:

-
j \QV\‘\OU'\’,Q\.’-
!

4

I
2 ceee
AN \( ER ‘/J . \f :
\ N g \' . .., A /-5 3:4 , .
- . e
\ \ - y 107 1@ 17
DN o !
\ SN
\ y ft/'h\
\ ot - & - —_ —_ _ — —_—
' 7 /::ﬁL’T

\'/\— —_— = - —_ —_— —_— P —_ _
. .
/;; (/ =%=< trans <€oeSy/
N
]
VETIN £‘J —l'V\‘: e
-

/- -
Tvel < tg =28

-

~ oo ! - - N .

SN e ~ R —raolaPeqg
W . hd ~/
S . -~
- Swv ':.)

~

39-18




ll

A;\l USDQ..HwV
..SV(.rc&F.m W_WD.QS< /G*UUS.U U,A", S;CSQ, I/DP/\DQ /VUMLGNI_I.

w051 =3 wwggeg
(Sd3HYD07
% LI § «mu..d\\ 112 S %] 890 avo ST°O
P — V|7 . et i Lo
S
.\,
/
+ o102
Toe"=2 (H371)907
=
L o502
902 ~a

tww Wy 3PS v/.v.vh *suiosbmvvi - Sdd

ww vy vuﬁ%&v..s_ P> o J#nsu, =N3aN

39-19




log(L) L

! i

. A
Cinne :u"a#) /09 /E) (octen c.v.,Jo/r/)

-

/:;»ac/a/ gf/‘cvfor 07[' auy Ic:/fa/,'zed

\
*

(F‘.:uv‘e =

— ‘- ‘. r
‘L S VECT G o sV TAne -

. r .
/M'.cw ve\oc-JrZ, Seewle
/ M t

\ ) -
Lol - — g SV
Z C"\ecw

<
elewens ccicta

T oec,r aslv ! A\
S i \
<Lt rmmel ['. !

< :C’
. ’
W erace

39-20

— / . -
(oY Voo ael T L —m A e = a
s o
Flasve =
-~

smallect -y'v-t—.-aa\ zea\es velo: vesolved

:cq\e:

l‘;;/ ::‘cd/ 0£'54+

J

Lk . i
K2 fa) o () 7




APPENDIX MAY BE OBTAINED FROM
UNIVERSAL ENERGY SYSTEMS, INC.

OR FROM THE AUTHOR

39-2)




1988 USAF-UES SUMMER FACULTY RESEARCH PROGRAM/

GRADUATE. STUDENT RESEARCH PROGRAM

Sponsored by the
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
Conducted by the
Universal Energy Systems, Inc.

FINAL REPORT

Thermionic Emission vs Drift-Diffusion and the

Placement of the Spike Laver for the BICFET

Prepared by:

Academic Rank:

Department and
University:

Research Location:

USAF Researcher:
Date:

Contract No:

John Bambery

Graduate Student

Physics Department

Indiana University of Pennsylvania

WPAFB, Avionics, Electronics Technology Division,
Electronics Research Branch, Device Research Group
Dennis Whitson and Gary McCoy

September 26, 1988

F49620-88-C-0053




Thermionic Emission vs Drift-Diffusion and the

Placement of the Spike Layer for the BICFET

by
John Bambery

ABSTRACT

The analytical program for the BICFET was rewritten in such a way
as to allow one to easily change the material system being used and to
be able to implement new equations without a significant rewrite of the
program. New options were also included in the program.

It was found that the inclusion of all three valleys in AlGaAs was
necessary to correctly treat parameters such as the density of states
effective mass when the value of the Al mole fraction, x was around 0.45.

In order to correctly calculate the electron and hole mobilities it
is necessary to bring in their dependence on the electric field, the
impurity concentration and the Al mole fraction. These changes affected
the drift-diffusion velocity and therefore the gain and the current
values.

The placement of the spike layer in either the semiconductor or the
semi-insulator had a decided impact on the gain and behavior of the
device, especially at high values of x.

At large values of x the drift-diffusion velocity was dominant and

had a profound effect on the gain and the functioning of the device.
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I. INTRODUCTION

The tasks for which I took responsibility during the summer research
program were largely oriented toward computer programming. A basic
understanding of many programming concepts was derived from two computer
classes in Fortran and Basic. My current level of understanding of the
necessary Fortran concepts can largely be attributed to an independent
study project concerning the determination of an average index of
refraction for HgCdTe samples. This study was under the direction of Dr.
Larry Freeman at Indiana University of Pennsylvania (IUP).

My knowledge of the computer program to model the BICFET and my
direction throughout the summer research program came from Dr. Dennis
Whitson. The theoretical work and any conceptual difficulties were dealt
with by him. Dr. whitson is on leave from IUP under the auspices of the
AFOSR Resident Research Program. He first came to Wright-Patterson Air
Force Base (WPAFB) in the summer of 1986 under the Faculty component of
the summer program administrated by UES. He is carrying on a research
program at WPAFB to model Heterojunction devices such as the BICFET and
resonant tunneling diodes. The modeling includes both an analytical
approach such as reported here and finite difference numerical modeling.

I will continue to develop this computer model of the BICFET at IUP

since I will be doing my M.S. research under Dr. Whitson’s guidance.

II. OBJECTIVES OF THE RESEARCH EFFORT

The objective of the summer research effort was to rewrite the

analytical programs modeling the bipolar inversion channel field effect
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transistor (BICFET). The aim was to include some new options in the
analysis and to write the program in such a way as to allow one to
easily change the material system being used (GaAs/AlGaAs in this case)
and to be able to implement new equations without a significant rewrite
of the program.
The new options include:
1) Effects of using all three valleys instead of the one valley
approximation;
2) Effects on the electron and hole mobilities in the semi-insulator
due to the: (a) electric field, (b) impurity concentration and
(c) Al mole concentration,x;
3) Effects of placing the spike layer in either the semi-insulator or
the.semiconductor;
4) Thermionic emission vs drift-diffusion;

5) PNP BICFET vs NPN BICFET.
III. MATERIAL PARAMETERS

All the material dependent parameters have been calculated in a sub-
program callled GAASPAR so that only this sub-program needs to be changed
when it is desired to try a new material with the BICFET equations.

The energy gaps of the three valleys of AlGaAs vary with the Al
mole fraction (1). For GaAs the existence of the upper two valleys (X
and L) can be largely ignored for many applications, however in general
for AlGaAs this is not the case. In thermal equilibrium the electron
population of each of the valleys varies with the value of x (the Al

mole fraction) due not only to the change in energy gap but also the
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change (Eq. 1) in the effective mass (2) where mi , My , and mt are

my =0.007+0,083x

X
VVIX: 013(’ 0,1"“(
respectively the density of states effective masses for the fq, X, and L

mf= 0,56+ 0.1X O

valleys. The total electron population, n, , is found by adding the
populations of the ’1 valley, np, the X valley, ny , and the L valley,
n, , (Eq. 2) where N, = 2(2n’ kBT/h‘);a, E, is the conduction band
Mo=Np+ Ny + N, = Ne expl(Ep -E)/ipT] (2)
edge of the lowest valley and mﬁ' is the density of states effective
mass for all the electrons. The population in each valley is determined
(3) by the position of its conduction band edge with respect to the
Fermi level, Eg, and the effective density of states (which in turn is
determined by the density of states effective mass). Eq.3 gives the
Np = 7-(7-""": kBT/hi)% eXP[(E,—_-'E,_ t EGI-EGF)/KgT] (3)
density for the /7 valley (there are equivalent expressions for the
other two valleys) where E;; is the smallest energy gap of the three

valleys and is given in Eq. 4. It is seen from Eq.’s 2, 3 and 4 that a

r
E, = E, o0& X £0.9Y5

E, = EL 0454 X € | (4)
reasonable definition for a density of states effective mass for the
3—v3a/lley s%jtertnswolxlsd")l;e: Y g .. Ex)/ ; . -k ")/xr
i e = s gUFer™ Fo Ty py £ g (Ber™ B ST, ko (Ber™ Bl

The fraction of electrons in each valley as a function of x is
shown in Fig. 1; while the density of states effective mass as a
function of x is seen in Fig. 2. The one valley approximation assumes
that for x < 0.45 the [ valley determines all the material properties

and for x > 0.45 the X valley does. From these figures it is seen at
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Fig. 1 Fraction of the electrons in.each of the valleys. No, NGAM, NL
and NX are respectively the density of all the electrons, the
electrons in the Gamma valley, the L valley and the X valley.
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Fig. 2 Effective masses vs the Al mole fraction, x. Mnd(3), Mnd(l) and
Mpd are respectively the effective mass for elec;rons considering
all 3 valleys, electrons assuming one valley dominates and holes.
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once that neglecting the L valley and assuming the one valley
approximation can cause considerable error when x is around 0.45.

For the case of the holes a similar approach can be used to define
a density of states effective mass. From noting that the two valence
band edges are coincident we can define the hole density of states

effective mass as given in Eq. 6 where mh is the heavy hole density of

3,
r";44.1: %‘A1-+ Vr]* 34

states effective mass and mf is the light hole density of states

(6)

effective mass. These masses are also a function of x as given in Eq.
7. Because the heavy holes are much larger than the light holes they
dominate the hole properties.
My = 0.62+0.04X | mf= 0,087 +0.063X (7

Some of the important transport parameters that are affected by the
size of the effective mass include the thermal velocities, the effective
densities of states and the mobilities. The equation for the thermal
velocity is given in Eg. 8 and its dependence on x due to the changing
effective mass is shown in Fig. 3. ?hile the hole thermal velocity

(KeT/2 m¥r)" (8)

doesn’t change very much, the electron thermal velocity changes signifi-
cantly with the value of x.

The electron mobilities not only have a strong x dependence (Fig.s 4

and 5) but also depend strongly on impurity concentration (Fig.4) and

electric field (Fig.5). The hole mobilities are smaller but have similar
dependencies. The equations for these dependencies are taken mainly from
Schuelke (1) and Shur(3). Since the dopant level in the semi-insulator |
is on the order of El17 and the electric field in the semi-insulator can

be as large as 100 kV/cm it is seen from these Fig.’s that these effects
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Fig. 3: Thermal velocities vs the Al mole fraction, x. Vvnt (Vpt) is the
thermal velocity for electrons (holes) in AlGaAs.
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fraction, x as a parameter and the electric field equal to
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Fig. 5: Electron mobility vs electric field with the Al mole fraction, X
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Fig. 6: Conduction band discontinuity (rELEC) and valence band
discontinuity (DELEV) vs the Al mole fraction, X.
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can not be ignored as was done in previous analytical models (4,5,6).

The gain of the BICFET depends exponentially on the band discon-
tinuity ( AEy for the NPN and AE. for the PNP) which depends strongly
(see Fig. 6) on the Al mole fraction (7). It is assumed that AE,=
0.35 AE: (where AEg is the total band discontinuity for the I valleys)
and that AE, = AE; - AEy where AE, is the total band discontinuity
when the band gap is taken from the valence band to the lowest
conduction band valley (X-valley for x > 0.45).

IV SPIKE LAYER IN SEMI-INSULATOR OR SEMICONDUCTOR

The placement of the spike layer in either the semiconductor (case
1) or the semi-insulator (case 2) affects the gain and the operation of
the BICFET. In Fig. 7 it is seen that for case 1 there are two effects
that are important: (1) the mobile holes do not stay in just the lightly
doped region of the semiconductor but also move into the heavily doped
spike layer and (2) the fraction of acceptors in the spike layer that
are ionized will change as the band diagram is altered by a variety of
changing conditions. These two effects change the charge balance in Eq.

9 by increasing the positive charge and reducing the negative charge in

Qe = ZNA/(H‘? e[gffp AE;)]) d NJI _ 5&2 FO
- (29¢./8)% [po +5¢5 Ny % )

the spike layer. The amount of emitter charge, Qe + is determined by
the difference between the negative charge in the spike layer (first
term on right) and the positive charge in the semi-insulator (qd;Ng,),
the spike layer (gqd;po) and the semiconductor (fourth term) where Np is

the acceptor density; d; is the thickness and Ny, is the donor density
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Fig. 7: (a) Structure of the BICFET; (b) Band diagram when the spike
layer is in the semiconductor; (c) Band diagram when the spike
layer is in the semi- msulator, (d) Band diagram when Qe < 0.0.
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of the semi-insulator; d, is the thickness and p, is the hole concen-
tration in the spike layer and the inversion layer.

The high frequency properties of the BICFET should improve with an
increase in p, since this would decrease the channel resistance. At the
same time one would like to be able to increase the current gain.
However, as can be seen in Fig. 8 and Eq. 10 the gain varies inversely

G - -\;’l _H.C_ e(AEV' én)/KT (10)

P o
with p, . In Fig. 8 it is also seen that the gain decreases with an
increase in Np and is less for case 2 than case 1. For case 1 the holes
actually in the spike layer have a mobility that is reduced quite
substantially by impurity scattering, however the number of holes and
their distribution in the lightly doped semiconductor will be the same
for both cases. Therefore, for a given p, the resistance of the channel
will be approximately the same for both cases. For case 1 there will be
a lower resistance channel (the lightly doped semiconductor) in parallel
with a higher resistance channel (the spike layer itself) and thus a
slightly lower resistance than for case 2.

The design of a BICFET might proceed in the following manner.
First, p, is chosen to give a required conductivity in the channel and
then the acceptor density is found (Fig. 8). Next the Al mole fraction,
x, is calculated or picked from a graph to give the required gain. For
example, let us take p, = E19. For case 1 this would require Np =
1.1E14 cm-2 ( 3.7E20 cm-3 for 30 Angstroms ) while for case 2, Ny =
2.9E12 cm-2 ( 9.7E18cm-3 for 30 Angstroms ). For case 1 this
concentration {( 3.7E20 cm-3 ) is probably too large (unless one wanted to
increase the spike layer width substantially) and in this instance the

spike layer should probably go in the semi-insulator. Growth
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a function of the Al mole fraction, x. The symbol (1) indicates
that the effective velocity is calculated using only the thermal
velocity while (2) indicates that both the thermal velocity and
the drift-diffusion velocities were used. The spike layer is in
the semiconductor, Vce = 2.0 and Js = 75.
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capabilities need to be considered when deciding on where to place the

spike layer.

V THERMIONIC EMISSION VS DRIFT-DIFFUSION

In their paper (4) Taylor and Simmons asserted that the drift
diffusion component of the effective velocity was negligible compared to
the thermionic emission component. This turns out to be true for x
values around 0.3 which they were concerned with, but for higher values
of x, the drift diffusion component becomes dominant.

Using the drift diffusion equation one can show that

Tni = gVn Ne e (8- a)/kT (11)

IR w

V®91 = Vat Vg /' _V;' = Vot + Vod (13)
D v !

Vnd = g (- EF) T-ot%iT (14)

where Jni (Jpi) is the electron (hole) current density, v, (vp) is the
effective electron (hole) velocity, v,¢ (vpe) is the electron (hole)
thermal velocity, vng (v?d) is the electron (hole) drift-diffusion
velocity, and D, (Dp) is the electron (hole) diffusion coefficient in
the semi-insulator. The equation for Vpd is the same as Eq. 14 with Dy,
replaced by DP' The variables V,, ﬁn and AEy are defined in Fig. 7.
In Fig. 9 we see that when the drift diffusion velocity is taken
into consideration the gain flattens out at higher x values, while it
continues to go up when one considers only the thermal velocity. The
controlling velocity is the smaller of the two and in Fig. 10 it is seen
that the point at which v,4 takes control depends on both the x value

and the input current. Wwhen v, ; controls the behavior of the device a
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thermal velocity, vnt, vs x. The spike layer is in the semi-
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Fig. 11: Voltage drop across the semi-insulator, Vi, and surface
potential of the semiconductor (¢y), PHIS vs the Al mole
fraction, x. The symbol (1) indicates that the effective
velocity is calculated using only the thermal velocity while
(2) indicates that both the thermal velocity and the drift-
diffusion velocities were used. The spike layer is in the
semiconductor, Vce = 2.0 and Js = 75.
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number of other things are happening, for example ¢k becomes quite small
and V; becomes positive and large (Fig.ll). This causes Jpi to become
very small while Jpc goes from being essentially zero to the size of Js,
i.e. the hole current is no longer flowing thru the semi-insulator but
thru the semiconductor because of the changing potentials v, and ¢g.
Also, p, increases rapidly and then flattens out (Fig. 9) and the
fraction of ionized acceptors in the spike layer drops dramatically
which increases the positive charge and decreases the negative charge in
the spike layer. 1In order for charge balance to occur as given in Eq.
9, Qp must become more negative which causes V, to become more
positive. Notice that when only the thermal velocity is considered in
each of these Fig.’s none of these effects occur.

Since v, 4 essentially goes to zero as x increases one might also
expect Jni and the gain to go to zero instead of flattening out as shown
in Fig. 9. However, when V, becomes positive v,J is given by Eq. 15
and Jni by Eq. 16. It is seen that Jni_is almost a constant and since

Vnd = %';”(% 8‘%\/‘/“}
~ Dn Vi - ”/Q(7'
T S 9(2)(KF) N ¢

Js is constant, the gain would also be essentially constant.

(15)
(16)

When the density in the spike layer is increased there occurs a
decrease in the fracticn of acceptors ionized and an increase in p,. It
would seem, therefore, that the effects described above would be
accentuated as Ny is increased.

It is interesting to see what happens to the gain when Jc (the
collector current) is increased. 1In Fig. 12 we see that the current
gain decreases rapidly when Jc reaches a certain value. At which value

this occurs depends on the value chosen for ékl, the metal

40-17




C e+8 Te+19
u ——— GNPN(1) ¢

e+7+ i
A Po(l) ¢

e+64+ = GNPN(2) ; /
g ---------------- Po(2) /

e+5+ e —" Te+l8 Po
t _,.-—-—""—"- _/’——"—_/

e+d41 ==
G
? e+31+
N e42+—+—+—+—+—+—+—+—+—+—te+l7

e-2 0 e+2 e+4 e+6 e+8
Jc (Amp/cm2)

Fig. 12: Current gain (Jni/Js), GNPN, and inversion charge density, Po,
as a function of the collector current, Jc. The symbol (1)
indicates that @, = 0.02 and (2) that $,= 0.24. The spike
layer is in the semiconductor, Vce = 2.5 and x = 0.8.

3
v
0
1
t
a
g
e

Jc (Amp/cm2)

Fig. 13: Voltage drop across the semi-insulator, Vi, and surface

potential of the semiconductor (@), PHIS vs the collector
current, Jc. The symbol (1) indicates that @, = 0.02 and
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semi-insulator contact potential and x. From Fig. 13 we see that the
same physical processes are occuring as discussed above, i.e. V; is
going positive due to v,4 becoming very small,etc.

It should be noted that all the above results were under the
assumption that the spike layer was in the semiconductor, but the
results also qualitatively apply to the case of the spike layer in the
semi-insulator. However, in the latter case the effects don’t come into
play until higher values of x and Jc are reached.

In Taylor and Simmons’ paper (4) it was assumed that Dn = 220 and
Dp = 10 (GaAs values). This choice only slightly changes the ratio %, /vp
(which affects the gain in Eq. 10) at lower values of x, but it is found
that at higher values of x it is necessary to correctly calculate the
diffusion coefficients using their x, impurity concentration, and

electric field dependencies.
V1 RECOMMENDATIONS

1. Do more modeling with this program, e.g., what happens to v,4 as Ny
is changed.

2. Include recombination in the model. This effect is probably quite
important at low values of Jc.

3. Model the PNP BICFET more extensively.

4. Include the change in activation level for the donors as a function
of x. This effect could be important especially for the PNP BICFET.

5. Get the finite element program PUPHS (from Purdue University) up and
running. The above analytical model could then be checked for

accuracy and a parameter such as could be found as a function of x.
P n
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Finite Elements Simulation of the Resonant Tunneling Diode

by

Kevin Lyle Carmichael

ABSTRACT

At the current time there is a great deal of interest in
developing electronic oscillators which can operate in the frequency
range above 200 Ghz. It is believed that for a device to
accomplish this it must have a region of negative differential
resistance. One such device that shows such a region is the
resonant tunneling diode. In this project the resonant tunneling
diode is investigated to understand the device and to find

improvements which could help make the device more applicable.

The analysis of this device is done using a program called
SEQUAL. SEQUAL is a finite difference algorithm which was
developed specifically to for heterostructure devices. The program
self-consistently solves Poisson's equation and Schrodinger's
equation to yield information pertaining to the device such as
the electrostatic potential, electric field and the electron
distribution. The total analysis of this device was completed

using information obtained from the SEQUAL program.
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I. INTRODUCTION

My responsibilities for this summer involved a great deal of
programing. The bulk of my experience with fortran comes from two
programming classes that I took several years ago. In addition to
the classes, I have had a great deal of experience programming with
a number of personal projects I have undertaken.

My knowledge of programs that I used to model these devices
came primarily from debugging the problems that arose when they
were compiled on the VAX computer for the first time. Knowledge of
the heterostructure device physics necessary to study these devices
was acquired from Dr. Dennis Whitson.

Dr. Whitson is on leave from Indiana University of
Pennsylvania and is currently working at Wright Patterson Air Force
Base under a AFOSR Resident Research Program. He is working on
research in modeling heterostructure devices such as the resonant

tunneling diode.

I am continuing research on the resonant tunneling diode
as work towards my Masters thesis under Dr. Whitsons supervision.
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1I. OBJECTIVES OF THE RESEARCH EFFORT:

The primary objective of this summer research project was to
implement several computer programs written in fortran but on a
different computer system, The problem being tha. the fortran
language was not exactly compatible between the two machines. In
conjunction with the existirn. programs a handful of secondary
programs had to be generated to help run the original programs.
Also even after the programs were running correctly, they had to be
understood. There are always a number of problems involved in using a

program that is not familiar.

The next task that was addressed was the problem of the
resonant tunneling diode. The analysis of this device provides the
motivation for using the fore mentioned programs and is the

center of attention of this effort.

Several other devices were studied with these
programs, however they were not focused upon because they were more
complicated in mnature. For the purpose of learning the program
and devices of this nature the simplicity of the resonant

tunneling diode was thought adequate.

ITI. COMPUTER PROGRAMS




In this section I would 1like to address some of the
accomplishments and limitations of the total software package as
it evolved over the summer project. It should be noted here that the
evolution process is by no means over. Both programs that are
currently running ( FISHID and SEQUAL ) along with the programs
to come ( 1DPUPHS and 2DPUPHS ) will surely have to be adapted to

be practical.

In the theoretical analysis of GaAs/ALGaAs heterostructures a

method for constructing a conduction band profile must be
available. There are several ways to accomplish this with varying
degrees of sophistication. The crudist method is to create a
"flatband" profile. This is simply a profile with the conduction
band equal to zero in the GaAs region and the conduction band to the
appropriate conduction band offset in the AlGaAs region. This of
course does not account for the band bending that will occur near
interfaces of different material and different doping densities.
The way around this is to solve Poisson's equation across the
entire device. The program FISHID was developed to do this provided
the analysis is restricted to the equilibrium case. FISHID takes
in information on initial doping densities, material types,
temperature and cross sectional area along with one dimensional
user defined space grid and uses this information to solve
Poisson's equation. The program output includes
electrostatic potential, electric field, electron and hole densities,
dopant and ionized dopant densities and other important parameters
as a function of distance across the device.
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When analyzing heterostructures it is often
necessary to stray from classical mechanics in favor of quantum
mechanics. This 1s the motivation for SEQUAL. SEQUAL is a program
that 1is extremely versatile in that it was written as a post
processor. By this it is meant that a previous program has already
been run to generate a classical conduction band profile which
is then fed into SEQUAL as input. SEQUAL then adjusts the
classical parameters to include the quantum effects. By doing this
SEQUAL is not contingent on any particular program. All that 1is
truly necessary is a conduction band profile, even a flat band is
sufficient although this will increase processing time as will be

explained shortly.

SEQUAL's main objective is to determine a conduction band
profile consistent with quantum mechanics. The main problem is that
the input band profile is often calculated using classical
mechanics. What is required to solve this problem is a coasistent
solution of Schrodinger’s equation and Poisson's equation. This
is accomplished by an iteration scheme. Schrodinger’s equation is
first solved using the classical conduction band profile to
determine the wavefunctions for the electrons. Once this is known a
charge distribution can be generated and used to
recalculate the electrostatic potential using Poisson's equation.
The potential is then fed back into Schrodinger's equation, thus
completing the loop.If *his procedure |is repeated a consistent
solution of both equations is approached. At the specified
level of convergence the program jumps out of the iteration loop

and the desired conduction band 1is known and can be used to
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calculate other output parameters.

In theory this is the extent of these programs, however
actually carrying out these calculations can be more complicated
than appears on the surface. First, there is the problem of setting
up the finite difference grid. Both FISH1D and SEQUAL provide a
automatic grid function. Neither, however were found to work
adequately , which brings us to the next problem. When using
a finite difference grid care has to be taken not to let the
potential change too greatly between two consecutive points.
On the devices we studied to keep this criteria at dissimilar
material interfaces it was necessary to define extra grid points
which are within .1 angstroms of the interfaces. The next problem
is not as easily  overcome. When  calculating the number of
transmitted electrons an integration over energy space is
required. The problem arises with the number of energy nodes that
have to be taken into the integration. For a relatively low bias
this is not a problem but for biases over 0.5 volts the number of
energy nodes to be integrated over 1is large enough to cause
unmanageable run times. In the tuture something will have to be
done on this problem in order to fully investigate these

devices.

IV. Resonant Tunneling Diode




The concentration of this effort was done primarily on the
resonant tunneling diode ( RID ). The QWITT diode was also looked
into somewhat buf was put on a lower priority until the simpler RTD
was understood. The QWITT diode is a form of the RTD which has a
non-symmetric drift region on one side of the diode. The analysis
of these devices are quite similiar however,therefore the main
analysis will be limited to the symmetric RTD and references will be

made to the non-symmetric diode where needed.

The construction of the RTD consists of two regions, the
drift region and the potential well. Generally the outside drift
regions are n-doped GaAs and the potential barrie»s are Al Ga As.
In the work done here the mole fraction was limited to 0.45 so
that only direct band transitions to the gamma valley will occur.
In figure 1 the drift regions extend from 0 to 1025 angstroms and
1175 to 2200 angstroms with the potential well sandwiched in
between. The dimensions here vary somewhat but the three layers
that construct the potential well are often under 100 angstroms.
With dimensions this small it 1is not surprising that classical

mechanics is insufficient to describe these devices.

To understand negative differential resistance in the RTD a
quantum mechanical approach is necessary. This device can be
modeled simply as a double Dbarrier. Electrons, represented by
wavefunctions, are injected from the contacts with a spectrum
of wavevectors. The electrons encounter the potential Dbarrier
and are partially transmitted, the rest are reflected back into
the contact. of those that are transmitted some are again

transmitted through the second barrier. The electrons in between
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the two barriers continuously reflect between them until they are
transmitted out of it. Electrons in the well whose wavefunctions
meet the boundary conditions can have a transmission coefficient
close to unity. These electrons are said to have a resonant energy
and the wavefunction peaks in the well to form quasi-bound energy
states. It is these quasi-bound energy states along with the
electron distribution which are directly responsible for the NDR
region. The number of electrons available is governed by
Fermi-Dirac statics so that as you go above the Fermi energy
the electron distribution drops off  sharply. The transmission
coefficient depends mainly on the quasi-bound energy states that are
present in the well and secondarily on the relative height
difference of the barriers. These two concepts can be combined

together to understand negative differential resistance.

At equilibrium the quasi-bound state is significantly above
the quasi-fermi 1level. Since the electrons are primarily of
energy close to the fermi level, there are not many electrons
available at the quasi-bound energy to tunnel into the well.
When the device is put under bias the right side is held at ground
while the left side 1is pulled down to the appropriate voltage as
can be seen in figures 2 and 3. When this is done the quasi-bound
state is pulled down toward the quasi-fermi level. This causes an
increasing number of electrons to be at the quasi-bound energy
and therefore a larger number to be transmitted through the
device. This initial increase in the current can be seen in the
current verus voltage which is given in figure 4. The current is
determined at any particular voltage by calculating a transmission

coefficient for each energy then multiplying it times the available
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electrons at that energy. The sum of all electrons transmitted
yields the current. The maximum current available occurs when this

relationship 1is optimized. For the device we modeled the maximum

current occurred at 0.223 volts while the minimum occurred at 0.25
volts. Note that the maximum does not occur when the bound state
energy equals the fermi energy but at a bias slightly less, due
to the transmission coefficient degrading as the bias increases. As
the bias is increased further the current will decrease and the
NDR region begins. In figure 4 this is the region between 0.223 and
0.25 where the graph has a negative slope. The current drops because
the quasi-bound state is pulled below the fermi-level so that there
are not many electrons that can tunnel through at the resonant
energy. As the two energies are further separated the current
continues to drop until the bias is sufficient to pull the barriers
down low enough to allow electrons to pass over the top. At this
point the current increases proportional to the voltage increase and
the NDR region is finished. Developing these programs to the point
they c-n predict this NDR region in these devices is the biggest

accomplishments of this summer project.

Due to the time limitations of this appointment a
complete investigation could not be accomplished.There are several
areas in which calculations have been made but a complete
understanding is not in hand. 1In light of this I would now like to
present the rest of the calculations on the resonant tunneling diode.

One very important parameter to understand is the
transmission coefficient. In figures 5 and 6 the
transmission coefficient has been plotted as a function of energy.

41-13

v—




A-1 —o—

0€°0

apoyg Burrauung u:m:ommzlmmu abelyfoA ‘sa juagan) ‘¢ sanbry

( s310A ) seiq

9Z°0 ¢z’0 81°0 v1°0 0ot1°o 90°0 20°0

[ 'l Il | |
L] | 4 ] L J L

I 1 [ L ' A [
v ¥ ¥ L LA L}

913Z/813Z=pN:3083U0J!)%00€E=dwal yZ 0=23(30 € 0=X
v00S/v00s/¥YSZ/Y06/v0S/v0s/vSs2/v00S/Y00S
( e=uo}s})o9id ) apojQ jusuosay

000°0

12000

d

Lo

-%00°0

L

-900°0

OUS tea O <

41-14




Only two of this type of graph are included here due to space
limitations. The two that are included are the plots for the maximum
current ( fig.5 ) and the minimum current ( fig.6 ). There
appears to be a fair amount of interesting structure contained here,
unfortunately I am not sure exactly what it is. There are basically
two main peaks in all the graphs from this set. For these graphs
included here the peak energies can be read to © be
approximately 1.25 eV and 3 eV. These match the energies of the two
quasi-bound states rather well which does not seem unreasonable. The
interesting feature that can be seen here is that at the lower of the
two biases ( fig.5) there is a second peak which is very close to the
1.25 eV peak. As the voltage across the device is increased to
0.25 V this secondary peak drops away until it can just be seen as
a shoulder in figure 6. As of this writing this is not
understood well but I believe it could be understood with more

analysis.

The final calculation that I will present here 1is a plot
of both the energy at which the transmission coefficient 1is
a local maximum and the value of that maximum for each of the
two quasi-bound energy states. These quantities are plotted as a
function of bias and is shown here as figure 7. Considering this
graph, there are some interesting features that are worthy of a note.

First, notice that the

transmission coefficient of the first state disappears at the
same bias that there is a jump in both parameters of the second
bound state. This may well be physical although again it is not

currently understood by myself. Weather or not it is physical, it is
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interesting that the lowering of this energy at which we have
transmission combined with the raising of the transmission coefficient
should imply a rise in the current at this particular voltage.
Checking the I-V curve (figure 2) this peak is easily seen at this
voltage. This at least implies some consistency to the algorithms

used here in this report.

V. RECOMMENDATIONS:

a. The investigation of heterostructure devices in general is an
integral part of the advancement in high speed electronics. The progress
made during this appointment would suggest that a continued effort in
this field would be a rewarding choice.

b. A consideration should be given to a wider range of devices. There
are several new devices which needed to be analyized. In conjuction with
this the programs used in this report are very useful for predicting new
structures

¢. Several programs currently exist from the Pucrdue group which [ did
not have time to implement. These include a one and two dimensional
non equilibrium Poisson’s equation solver as well as a Monte Carlo
simulation. These pr rrams have many applications to this work and would

be very useful once they were on line.
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SOFTWARE TOOLS MODELING LOW VOLTAGE BEAM STEERING DEVICES
by
Daniel B. Cook

ABSTRACT

Computer models of two distinct and promising beam steering
devices were performed. The multiple stage Wollaston prism beam
steering device, utilizing ferro-electric crystals, was found to
give beam steering accuracy within an average of one arc-second.
The optical phase array, with its piston and gradient phase array
patterns, was also computer modeled, and it was shown that with
small enough radiating nematic liquid crystal elements, there is
no difference in far-field patterns between the two phase
pattern types. A user-friendly computer program was written
which transformed wavefront phase patterns into far-field beam

patterns.
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I. INTRODUCTION:

With the ever-increasing use of lasers in the defense
scenario, it has become increasingly important to design an
efficient, quick, and lightweight beam steering device. Because
of the speed requirement, electro-optical methods offer the only
feasible means of designing a realistic beam steering device.
Also, the need to incorporate the device on airborne or space-
borne systems adds the requriement of low voltage demand. For
this reason 1liquid crystals, with their inherent speed and
efficiency, have shown great promise as the electro-optic mater-
ial from which to build a beam-steering device. As a Summer
Faculty Researcher, Dr. Mohammad Karim surveyed fast liquid
crystal materials and their possible use in beam steering
devices. As his graduate assistant, I designed computer models
of these devices to prove their feasibility. Two design
approaches utilizing liquid crystals were investigated by Dr.
Karim and myself. The first design, the optical phase array, has
been of great interest to Air Force Wright Avionics Laboratory
for some time. The second design, the multiple stage Wollaston
prism beam steering device, was first conceptualized over twenty
years ago (Soref and McMahon, 1966; Kulcke et. al., 1966), but
only recently has the technology evolved so that the design could

meet both the speed and size requirements desired.

I am a Master of Science candidate student in the Department
of Electro-Optics at the University of Dayton. I have experience
programming in the Pascal, C , Fortran, and BASIC languages. I

was introduced to the area of beam agility by my professor, Dr.
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M. Karim, and it was at his suggestion that I apply for the
Summer fellowship from UES. Apart from the standard amount of
research done in the undergraduate years, this fellowship has
awarded to me the first opportunity to perform new and valuable
research. The nature of the Air Force research on this project
was such that both a theorist and a software designer were needed
to fully investigate new technologies. It is in this way that I

came to be involved with the project.

II. OBJECTIVES OF THE RES®WARCH EFFORT:

The prime goal of the summer project was to explore
potential systems of low-voltage, broad-band beam steering
devices, and in particular, to explore the system known as the
optical phase array. As the research progressed, one other
beam steering device, the multiple stage Wollaston prism beam
steering device, was deemed to meet the potential requirements of
the project. These requirements were:

50000 resolvable angular spots
20 degree cone field-of-view
50 cm. X 50 cm. aperture
switching speed around 1 millisecond
uniform broad-band performance around
distinct wavelength bands:
0.7-1.1 microns
4.2-4.5 microns
9.5-11.5 microns

As the field was narrowed to these two systems by Dr. Karim,
it became my task to design computer models to simulate their
performance. My last objective of the research effort was to
provide a user-friendly computer program and an associated user's

manual which would transform wavefront phase delay patterns at an

aperture into far-field beam patterns.
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ITI. THE MULTIPLE STAGE WOLLASTON PRISM BEAM STEERING DEVICE:

a. The Wollaston prism cperates on one simple principle: an
incoming beam of linearly polarized light will be deflected
either above or below the horizontal, depending on its
polarization relative to the optic axis of the prism (Soref and
McMahon, 1966). A beam of light cannot pass through a Wollaston
prism undeviated. The amount of deviation caused is dependent
only on the internal angle of the prism and the extraordinary and
ordinary indices of refraction of the material from which the
prism is made. The multiple stage Wolaston prism beam steering
device (WPBSD) is simply a series of Wollaston prisms placed in
series, and constructed so that each prism has twice the
deflecting power of the previous stage. Each prism is separated
by a ferroelectric liquid crystal (FLC) half-wave retarder. 1In
this way, each prism may deviate an incoming beam either up or
down, depending on whether the FLC has caused the polarization of
the beam to represent an extraordinary or an ordinary ray. The
purpose of giving each prism twice the deflecting power of its
previous neighbor is to enable the device to have binary
characteristics. For example, if the maximum deviation is 10
degrees in either direction, then the last stage would have the
power to deflect a beam 5 degrees either direction, its closest
neighbor 2.5 degrees either direction, the next stage 1.25
degrees either direction, etc. Obviously the greater the number
of stages, the higher accuracy of beam deflection. For a 16-
stage device with a maximum deflection of 10 degrees either way,

the device would have an ideal pointing accuracy of 0.55 arc-
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seconds, and 65536 resolvable angular spots. The main advan-
tages of the WPBSD are that the FLC retarders between each stage
have a switching speed on the order of a few hundred nanoseconds,
and cooling of the system would be facilitated because the heat
loss from the beam is dissipated over 16 separated stages. The
disadvantages of the WPBSD are that the extraordinary and ordin-
ary exiting beam from each prism are not deviated exactly oppo-
site in magnitude (causing appreciable differences compounded
over 16 stages), and that propagating a beam through 16 separate
prisms is bound to give appreciable transmission losses. The
first program that I wrote for the WPBSD created a 16-stage
device and calculated the optimum prism material and the optimum
internal prism angle that would cause the least difference
between extraordinary and ordinary exiting beams for each stage.
From this information, the minimum prism thickness and minimum
prism aperture were calculated for each stage, giving a final
device thickness of no less than 5.6 cm., using readily available
prism materials. It must be noted that only the wavelength band
centered around 1.06 microns was taken into account, since the
index of refraction values of prism materials are not tabulated
for wavelengths greater the around 2 microns.

Although the difference in exit angle of the extraordinary
and ordinary rays was minimized for each prism, a difference
still remained, so that the pointing accuracy of the WPBSD was
nowhere near the ideal, and also changed with desired deflection
angle, most notably around 0 degrees deflection, where the 16th
(and most significant) stage switched from deflecting down to

deflecting up. To alleviate this problem, the vernier-type
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accuracy of the earlier stages is utilized. For example, if one
wanted to deflect to +9.5 degrees, and the WPBSD deflected to
+9.3 degrees instead, then if the WPBSD were instructed to
deflect to +9.7 degrees, then possibly the desired +9.5 degree
deflection would result. The second program I wrote for the
WPBSD took a desired deflection angle, calculated the actual
deflection angle from the WPBSD, and then adjusted appropriate
stages of the device so that the desired deflection angle
resulted. This is what I called the "trained" WPBSD as opposed
to the "untrained" WPBSD from earlier programs.

b. Please refer to Figure 1. Note that the untrained WPBSD
displays an erratic pattern of deflection error, while the
trained WPBSD is much more predictable. Note also that (illu-
sions of scaling aside) the trained WPBSD had far greater accur-
acy than did the untrained version. Finally, note that at the
central wavelength 1.06 microns (the wavelength for which the
prism angles were optimized) on the trained WPBSD, the deflection
error is nearly negligible, and increases only as the wavelength
moves away from center. Calculations showed that at a distance
of 100 miles, the average error in targeting (wavelength = 1.06

microns) would be on the order of 13.5 inches.

IV. THE OPTICAL PHASE ARRAY:

‘a. The optical phase array works on the principal of
constructive interference of light beams propagated through an
array of elements, each of which contributes a certain phase to
an incident beam. One way of introducing this desired phase

shift across a beam of light is by making the array from nematic
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liquid crystal layers (NLC). The phase pattern produced by the
array of NLCs dictates the resulting far-field pattern. There
are two basic phase patterns which are used. One is known as the
piston phase pattern, in which each NLC contributes a constant
phase "plateau" to the beam. This stair-step pattern attempts to
emulate the constant slope phase pattern which an ideal deflector
woﬁld cause. The second type of phase pattern contributed by the
NLCs is known as the gradient or echelle pattern. This pattern
uses a gradient across each NLC to emulate the ideal constant
slope. Theoretically, this pattern should exactly emulate the
ideal deflector. There are two distinct disadvantages to the two
phase patterns: the first is that the NLCs have typically slow
switching speeds (on the order of 50 milliseconds). The second
being that each NLC must be electronically adressed. This causes
each NLC to be separated from its neighbors by a gap which is
taken up by electrodes, etc. Also, since each NLC is on the
order of 20 microns wide, creating a 50 cm. x 50 cm. aperture
filled with these NLCs would require addressing 0.625 billion
separate elements. My job was to investigate the differences in
far-field patterns caused by the gradient and piston type phase
patterns, and then to create a user-friendly program which would
plo£ these far-field patterns, along with an associated user's
manual.

b. The piston phase array, since it requires only one electrode
per radiating element, is the more desirable to the designer who
must address an appreciable amount of the elements. Therefore it

is desirable to show that, as the number of radiating elements
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approaches some limiting factor, the difference between the
piston and gradient phase patterns is negligible. Since present
technology can produce NLCs 20 microns wide, and the ultimate
desire (since switching speed increases as width decreases) is to
produce NLCs 1 micron wide, I computed far~field patterns of
both phase pattern types for NLCs ranging in width from 20
microns down to 1 micron. Results show that even at an NLC
width of 20 microns, the far-field patterns created by the two
phase pattern types were essentially identical.

The final program written computed far-field diffraction
patterns of both phase pattern types, according to inputs given
by the user. The user could simulate either a one-dimensional or
a two~-dimensional phase array. The user inputs included:

ratio of NLC width to width of NLC+electrodes
actual width of NLC

phase pattern type

amount of phase difference across entire array
operating wavelength

The program constructed the appropriate amplitude and phase
members of each array, (refer to Figure 2) and performed the
Fourier transform on the array to produce the far-field pattern.
Due to memory and speed constraints, the one-dimensional array
model used 819 radiating elements, and the two-dimenional array
used 13 x 13 elements. The percentage of the transmitted beam
residing in the main lobe was computed, along with the deflected
position of the main lobe. Refer to Figures 3 and 4 for example

output from the program. The program was written in the ASYST

language, and a listing of the program follows.
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V. RECOMMENDATIONS:

For both types of beam steering devices, theory is borne out
well, it is the present state of materials technology which
hinders further investigation:

a. For the Wollaston prism beam steering device, it is
essential to determine the index of refraction of the typical
prism materials for all the desired wavelength bands. Current

data only supports computer modeling at the wavelength band

centered around 1.06 microns. Also, transmission characteristics
of each type of prism material must be given before this type of
beam deflector could be given serious consideration. It is not
known whether present materials technology could support it, but
if the prisms could be constructed properly, the WPBSD could be
reduced in overall thickness from 6 cm. down to possibly 1 cm.,
enabling it to be a very feasible device.

b. Technology must also advance sufficiently so that the
optical phase array could be considered a feasible beam steering
device. Present switching speeds are still around 50
milliseconds, far ¢too slow for reasonable defensive beamnm
steering. Also, the amount of electrical connections needed to
properly address the array becomes a formidable problem with each
decrease in NLC size. This effect must be taken into account
before any further investigation of other problems with the

optical phase array are considered.
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ABSTBACT

ACQUISITION QF DIGITAI. RADAR DRATA

FOBR IISE ON THF IMRROVED ISPX SOFTWARE

The methods used to acquire radar signals in a
digital form are explained. A s2t of programs
developed to capture, transfer, and process the digital
data are described, along with instructions for their
use. Several improvements to the ISPX software are

yNtroduced and explained.
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I. INTRODUCTION

The acquisition of real world radar data in a
discrete time form is required for any computer
analysis of radar signals. The Passive ECM Group at
wright-Patterson Aeronautical Laboratory has been
developing a package of radar signal analysis routines
which were tested and evaluated based on computer gen-
erated data. Due to the high frequency of radar sig-
nals, no method for capturing real world signrals had

been developed.

My research interecsts have teen in the Ar=a of
specialized hardware for digitdal si1gnal processing. My
wOork 45 a technician in a lab devoted to computer aided
hardware development uniquely qualifiec me to work on
both the hardware and softwdre aspects of ragar Signal

acquisition and analysis.

II.. QBJECTIIVES QF TIHE BESFARCH EFFORT

As of the beginning of my assignment a4s a particr-
pant in the 19835 Gracduate Student Research Frogram
‘GSRP, there was no method for acquiring radar fre-
suency data n a discrete time format., In addgition £
this, the Interactive Zignal Processing Checutive

(ISPX) andlysis s30ftware was lactking a ma2thod for

43-4




determining the exact fregquency of peaks in the spec-
trum of a signal. As I became familiar with the ISFX
package, I encountered a number of deficencies in the

program’s ability to manipulate data.

My research effort for the 1988 GSRP was to remedy
the deficencies in the ISPX software, and to develop a
method for obtaining real world radar data using avail-

able equipment.

III . QBTAINING DIGITAL DATA_:

Equipment and Pragrams MNeeded

€1y HP S4D111 Digitizing Oscilloscope

() TN100O Tuner and Mixer

(2) HP 9836 or 9826 personal computer (P

4> HP-IB cables

{(S)Y Signal Source (Frequency Generitor or Ant2nng’

(63 Cabling for the signal source, and two equal
length coax cables for rhe connection from the

mixer outputs to the D-scope 1Nputs.

7 4 - 120 VAC outlets
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(8> HP Basic Boot Disk and “NEWTN" control program,

(9 DS/DD Data Storage Diskette(s)

Set -up

Connect All Power Cabling Connect HP-IB to Scope,
Tuner, and PC . Connect Signal Source to Tuner (RF IN,
not REF INY and connect channel 1 and 2 on the scope to
the tuner outputs. The channels on the tuner are I and
Q. I is on the left and should go to channel 1. Insert
the Basic hoot disk and power up all components. "‘NOTE:
There are two power switches and two power cables on
the Tuner). Insert "NEWTN" disk andg 'LOAD “"NIWTN"'.
Press ‘RUN’ on the PC Press 'REC’, 'SFTUP', and 'EXIT’

t2 nitialize the scope.

To manually set the tuner center fregquen~y, press
'MODE' then 'MAN FREQ' then enter the frajuency 1N MHZ
(5.5 GHz = 5500 ». To scan a range of frequenrcies,
press '‘MQCDE’ then 'BAND' to set the 1limits of the
scanned band. Press 'MODE', 'SCAN' to choose step L ze
and start the scan. You should use a marual frequency
setting for the best results in data acquisition.

Adjust scope sensitivity, trigger level, angd time nae
for the desired display. Auto Scale does 1ot Alway~

give the bhest possible display amd may nNot ¢in1 tye
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3ignal. Note that the display is only a small portion
of the acguired waveaform. Adjust the parameters

accordingly.

Acguisition_and._Storage

All acquisition is done from the 'REC' mode. In

-

'REC' mode, local control of the scope ic occasionally
d:sabled. Front panel (localy) control of fthe scowpe Ccan
pe re2ganed by pressing the front pansl "LOCAL" hHurten
or by prassing ‘GO LOCAL' on the &C . In 'khe wpper
right cornar of the ccope displiay 1S a Ramore 7o ¢
atatus inaaicator., No Ndcatior mean. tre Trodit pane]

cantrals are enahled. "R" ar "KLY gensrall. mean

D oo go to lecal control. "RTY means the scIipe

"

ralking to the PC . You are hereby warred thait goang
to local control while the scope 5 talk ng to “he B

will rasult in loss cf data,

Prass 'DIGITIZE' to obtan data. DISITIZE' cets
*he zoope fir 3ingle shob acquisition qrid 4rms rae
trigger. When the trigger s activated, the scope
Jdi-plays the captrtured waveform ang 4lso s3tores potn
chamnnmels 'n the waveform memcries. You mday press
ODIGITIZE as mMany times 4w yoi Wish S0 23phure 2w
Jata. Note: Drevidars data o loast F not "TRANSFER 24

ta the FO Alzw: new datld s not dicplayea antil the
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scope displays "Stoppeog". If the scope cisplays
"Awaiting Trigger" or "Running", the waveform memor.ec

have not bDeen updated.

Press 'TRANSFER’ to bring the contents of both
waveform memories to the RAM on the PC . It takes
approximately 2 min. to transfer the data. Do NOT go
to local mode during the transfer or data will be lost.
“TRANS DONE" is displayed when the transfer is com-

plete.

Once the data is in RAM on the FC it may be licatrc
on the screen. Press ‘LIST' ro enter list moade.
Press KO rdefault 1" to change the begiming paoant of
the list and K1 (default '8192'" to change the stopping
point of the list. Press 'LIST’ to beqgin the output,
Eighteen lines of three columng are o:zplayed, Channe)
I, Channel 2, and Po:nt #®. Channels 1 ind 2 are
integers between O and 296 (8 bt digitizatioan.. O 1%
the hottom of the channel display and 296 1< theg top o

rhe display no matter what settings ar2 chosen for the
offsets, sensitivity, ang timebhase., T ~artomge .te
another 18 lines, press 'CONT'. To abart the Lostong,

press  KOCABORT) mmediatley after "TONT'

RAM Dara may o stoared ho ghzketrta by (noert v g
the Duta Dicskette and pressing 'STNREC A3 Yooy ara2
promgted for a fiolename, The 3%Qring Lires N EIRIVE
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min., The scope may Le ddjusted «irn LOCAL modey during

this process. Previously stored Data on Disk can be
loaded to RAM with 'LOAD'. You are prompted for a
filename. The RAM data can be sent to the waveform
memories on the scope witn the 'PLOT’ command. Note:
waveform memory is displayed by separate commands from

the Channel 1 and 2 display on the scope,

The 'REC’' mode is exited by pressing 'CYIT' and

the Tuner program is exited by precsing ‘QUIT .

Iv. CONVERTING AND TRANSIFERRING LATA

Cquipment and Praograms Necded

(1) HP 9836 PC

(2) HP Basic Boot Disk and “NEWTN" Program [D:ck.

£3> Terminal Emulation Software ¢'boot:' and 't2rm:’

4 1 - 120 VAC outlet

(5Y RS$S-232 Cabling for zonnecticn to host camputer

(6) Diskette with binary data (from “NEWTNT program:

ang Hlank formatted gizkettoo=y for ATOTTYT fatia
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Canverting.

Plug in, connect up, and turn everything on.
“NEWTN" stores data in three files. The extensions
‘DAT’, 'HED’, and 'PRE' are used to distinguish between
the files. 'PRE' is used to store the preamble nfor-
mation needed by the scope to re-construct the
waveform, 'HED' is used to store the information needed
to align and locate the data by the 'CH ana "ISPX’
software on the VAX. The first two bytes are 4 binary
integer representing the center frequency of the tuner
when the acqusition was made. The ne<t twa lines are
ASCII characters containing fthe »inc, xorg, =ref, ,inc,
vorg, and yref aata for both channels from tre S4D1 Y
scope. 'CAT' contains the 167284 data points storec as
2-byte words. The first B122 pointe are from channel 1

andg the last 8192 points are from channmel .

foot the Basic System on fthe HPAR26. LOAD DA T-
CON™' from the program disk. Remove the progrdrm sk
and insert the binary data disk in Drive O ‘right hand

drived. Insert the blank dQisk in Drive 1. Fr

22

Ry

'RUN' and enter the filename (without the 'DAT' exten-
sion of the binary data. "DATCON" will read tre
pinary nformation on Drive O and write b an ASLII
format on Crive 1, The conversion takes appraximairaly
2.9 min, The ASCTII data normally takes up (Uit ander

nalf of the space on a 0S/DD gk so thas anly two
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ASCII files may be recorded per diskett2. If you reuse

an ASCII disk, 'PURGE' the original ASCII files pefore

attempting to write new ones.

Transferring.

Insert the 'boof:’ disk of the terminal eFmulation
software in drive 0 and the ‘'term:’ disk n drive 1.
Re -boot the zsystem. A default centery answusr te the

three guestions 1s sufficient to get the program ran-

]

nueg. Press nter’  to hreng up the host Compnter
prompt. Ly on oand, f nacessary, sebt the toarm, o]

characteristicozs on the HP and the hact - ompotbter e

maten.

Move o the diraectory wWhare vod o w Th 1Y Jsora o
dara. To run rhe ISPX software on the 33t “r. Lo
pLiace: to Store the data o 7 tRo tiroctar,
fnau o LrayanLdatal), RPropare the hasn Limpoater R

recieye the ddita. DN a UNIK cystem bt g St

shera friame T3 the mgma Sf bl o Faoln o nar e v B
gt sty Be sborornt, O A JME cypatop o,

copy SYCSSINMUIT faame.

r

Sk P tne HP OO trinsmat tite ASOLT d3t 4. T - =

e e [',v v;gr'csc‘:;,rg [URa] t\ﬁ.,r:_e' e ML R S G Tivtaart
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the ASCII data disk and press ‘Volumes'. A list of
volume Names (prefixes) will be displayeo. Note the
prefix for the data disk (probably B9826: or B9I836:

and press any key to return to the file transfer menu.

Enter the prefix and press ‘'Prefix' TAB down to
‘File to Upload', enter the file name and press
‘ypload’. The computer should display the file as it
is trancmittted. You must transfer both the header file
¢ '"HED®' )Y and the data file ¢ 'DAT' ) separately. You
ahould name the files fname.DAT and fname.HED. This
will take 10 min. ¢(or more) for the gata f.les depend-

ng on system and system load.

Wwhen transfer 1s complete, the disk drive light
will ne longear blink. Terminate the input for the hoct
computer; ~d for UNIX, ~Z for VMS. Be sure to loyg out

vefore shutting off the equipment.

Y. LSING THE ISPX BACKAGE:

faormatting the data

The data should be saved in two files ¢ frame . LAT
and fname.HED Y in the directory [tsui.rajan.data2l un
the CW? VAX. Since the ISPX zoftware nhanadles at moct
212 points at a time, e data must be bryken into

chuunks before it may be uzed. Another consideration s
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that the two channels may not be aligned ;n time or the
channel offsets on the scope may not have been equal.
The program CH,FOR takes care of these problems. Enter
"RUN CH.EXE"™ to run the program. CH will prompt you
for an input filename; enter the filename, do not
include the extension. The program automaticall,; adds
the proper extension for the file it needs. (.DAT or
.HED)> CH will then ask you for an output filename. If
you enter "FOO", 1t will store the data, in the proper
format, in the directory (tsui.rajanl}, as "fOO.DAT",

CH will then prompt "REAL or CCOMPLEX". Normally, you
will use complex since this Jets both the I and =he )
channels. If you just want the I channel, select REAL.
CH then reads the header file, writes a statement «el-
ling you how to convert the periodogram into actual
frequencies and then reads the data. Ve will need
this (nformation later. CH checks the alignment of the
data in the time domain and adjusts the two cndinels 59
they line up properly. Youu are then proempted waith the
current starting point and length. You may charngs thiz
by entering any number but 1. You will then oc
prompted fur a starting point and length. YoUu may aist
the data and if .t 13 rnot acceptavle, yo Lack and

choose another starting pornt and lergtn.

JNce you have the Jdesired chunh of Jdahtd, yuw ay

JAaAve b ana number of formats., I you Lhiodg sl ha Save
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the data as fractional counts, CH will divide ¢€ach 8.
bit data point by 256 to obtain a number between 0 and
1. There will be no negative numbers in this data.
Normally, O volts corresponds to 128 counts or .50000
fractional counts. This method will leave a large DC
component 1N the spectrum of the signal unless it iz
taken 1nto account by ISFX. The other format i1s 11
actual voltage levels. CH uses tne header information
to determine the voltage levels and offsets (which can
be ignored) to output the actual voltage level at tne
input of the scope. One consideration while using th:s
method s that the data s saved «n a F10.7 farmat and

small voltages may lose some of the:r accuracy.

Running the unproved [HPX_software_

First set the default directory to [tsui.ra anl].
Your data files (output trom CH)y shouldg D2 automat:-
cally stored n this directory. Type “run work". Ttie
ISP« software will load and prompt you for a Larminail
type. You may load your gata files by usirng the 'file
I/O" menu choice. Most of the mprovements N the [S7X
csoftware are in the vector manipulation menu cnoice.
Thi3s is a new menu item not TOUNT 1A Previsus ediLions
of 1CPX. e cho:ces under this categury :ncliude ved -

tor addition, mult:plication, inner prcaucs, shifting,
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reversal, convolution, scaling, conjugation, and many

other useful manipulations.

There are several methods available for computing
the PSD of a data sequence. The choices under (B> PSD
Method' are Fourier, ARMA, Adaptive, and Prony. The
Fourier methods and the ARMA methods seem to work weil.

The Adaptive and Prony methods are not complete as of

this writing.

After using one of the methods to compute a sSp

i

tral estimate, you can use the 'find peaks' menu Shoice
under vector mdnipulations to find the relative fre-
quency of the spwectral peaks. The relative frequency
will bDe a fraction, tetween -.5 4and .5 . Ta Jdetermine
the actual frequency of the signal at the peak, you
must recall the information given by the CH program,
You must multiply the relative fregquency by the sam-
pling frequency < 1/sample interval> and then subtract
from the center frequency oOf the tuner. Note that
this means negative relative freguencies are above tne
turer center frequency and that positive relative fre-
quencies are below the tuner center freqgquency. The
'find peaks' software incluces the avility ts search
for a peak between two points, or n each of severaug
sections of the data. You may spec:fy the threshaold
for peaks (N absolute values or n percentage of tha

max mum. The software will also output a lLine
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spectrum, with a4 line at each detected peak. The ‘peak
of peaks' choice is still in the developmental stage.
Its function is to find all of the peaks, and by using
the width and height of the peaks, determine the most

prominent peak of all the peaks.

¥1. BRECOMENDATIONS

(1) The "NEWTN" program should be efxpanded to include
the data conversion program “DATCON". Although
this will restrict "NEWTN" to be run only on the
HP 2836 PC, it will reduce the time consuming ddatd

conversion process.

(2) The "NEWTN" program shculd also be 2xpandedg to
include the functions of the "CH” program Gn FCOR-
TRAN on EW1). Since only a cmall pertion of the
8192 points are used by the [SFX sofrware, there
is No reason to store and transmit all 8192
points. This will greatly reduce the time
requiresd for transmission oFfF the data, and will
allow more data sets to te stored on the same

diskette.

© 3 The ’'peak of peaks’ rcutine Strould be completed
and tested. It zeems Lo e a v:iable melhod tor

detacting true peakRs 1N a SpeIhnrun.
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(4> The adaptive method and Frony's method for spec
tral estimation on the ISPX software do not work.
These methods may be the best spectral estimatcrs
for certain classes of data. The programsg should

be checked and put into working condition.
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A PROPOSED TURBULENCE MONITORING FACILITY FOR WRIGHT-PATTERSON AIR FORCE BASE

by

Randal L. N. Mandock

ABSTRACT

A study was undertaken to develop a plan for the characterization of atmospheric turbulence to
support infrared sensor and laser beam propagation research at Wright-Patterson Air Force Base.
To accomplish this assignment, I: surveyed the topography and physical environment of the AFWAL
test range in Area "B"; visited the NOAA liave Propagation Laboratocy in Boulder, Colorado, and
the Georgia Tech Research Institute at Georgia Tech, Atlanta, Georgia; and wrote three proposals
to monitor atmospheric turbulence.

The facility proposed in this report is designed to monitor turbulence during routine testing
and special experiments. This facility is expected ta provide information on the benavior of the
refractivity structure parameter along a slant-path propagation range and at a well-characterized
horizontal propagation range on Uright Field.
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I. INTROOUCTION

Seeing along a slant path through the atmosphere is a function of the integral of the
atmospheric turbulence refractivity structure parameter, CN2 (Lutomirski, 1978; Walters, 1981),
and other scattering and absorption effects. Aside from diffraction effects, the ability to
resolve an image is limited by the degree of defocusing induced by the medium separating the
image and detector. When the medium is the atmosphere, such factors as aerosocl concentration,
gas molecules, turbulence, and others all work together to influence the propagation of
electromagnetic (EM) energy. My concern is with the effect of atmospheric turbulence on the
ability to see a target.

The Electro-Optics Sensor Evaluation/Analysis Group (ARARI) of the Avionics Laboratory of Air
Force uright Aeronautical Laboratories (AFUAL) at Wright-Patterson Air Force Base (WPAFB) is
concerned with the potential impact that atmospheric turbulence will have on laser imaqging and
other future electro-optical systems that will require evaluation. The Laser Hardened Materials
Technical Area (MLPJ) of the Materials Laboratory at WPAFB is interested in understanding the
effects of atmospheric turbulence on its propagating laser beams. The Communications Technology
Group (ARAI) of the Avionics Laboratory at WPAFB needs to know the effect of scintillation on
optical communications links. These diverse interests could be addressed by establishing a
facility to quantify and monitor the degradation of electro-optical systems by atmaspheric
turbulence. Such a facility would be capable of deriving predictive relationships from measured
data, but would also be flexible engugh to perform routine monitoring during tests.

The basis for my assignment to AARI was to sketch out the preliminary design for a facility to
characterize atmospheric turbulence to support sensor and other research at WPAFB. My background
includes experience in remote sensing of the solid earth, studies of millimeter wave propagation
through the atmosphere, the spectral analysis of muclear radiations, and data processing. I am
currently acquiring the components to build an acoustical imaging Doppler interferometer for a
doctoral thesis. The millimeter wave experierce and my interest in the turbulent scattering of
acoustic energy contributed to my assignment to AARI,

II. OBJECTIVES OF THE RESEARCH EFFORT

-

Currently, there is no atmospheric turbulence monitoring facility in the Department of Defense
capable of fully documenting variations in CN2 along a slant beam path. Additionally, only
limited results are available for the wvariability of CN2 in the vertical; e.g., CN2 is
proportional to the minus 4/3 power of height during the daytime (Shapiro et al., 1981)., No
predictive models exist for the horizontal variation of CN2 during nonneutral conditions, whereas
the assumption for propagation along a horizontal path under neutral caonditions is CN2 constant.
Thus, a facility such as the AFWAL Turbulence Monitoring Site (ATMS) proposed here would be of
research as well as operaticnal value.

My assignment as a participant in the 1988 Graduate Student Research Program was to develop a
plan for the characterization of atmospheric turbulence to support sensor and other research at
WPAFB. To accomplish this assignment, I was to survey the topography and physical envirorment of
Area "g". Facilities and instrumentation at AARI had to be checked. Meetings were to be
arranged with potential users of atmospheric turbulence information at WRAFB to define their
needs. Visits to the Wave Propagation Laboratory (WPL) of the Naticnal Oceanic and Atmospheric
Administration (NDAR) Envirormental Research Laboratories and Georgia Tech were planned for
consultation with turbulence experts. If available, instrumentation was to be borrowed from
government laboratories for summer use and anticipated follow-on research. Finally, I was to use
this eguipment to acquire and analyze turbulence data concurrent with my other activities.
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III. SURVEY OF TOPOGRAPHY AND PHYSICAL ENVIRONMENT ON AFWAL TEST RANGE

To survey the topography of the AFWAL tast range, I requested a recent map of Area "B" from the
Environmental Planning group of civil engineers in Area "C". I then walked various sections of
the beam path and observed the remaincder by automooile., I walked and photograpned large segments
of the target area on Wright Field. I concluded that the slant beam path can be instrumented
with a row of micrometeorological (micromet) towers and that the target area on Wright Field is
sufficiently level for propagation experiments at constant altitude over distances on the order
of 1 km.

I used a Weathermeasure Model 8297 surveying compass and the services of an airman to determine
the effective heignt of represencative trees in a loose shelterbelt along the southern boundary
of Wright Field. At Site S1 a tall tree was found to be 10 m and an average tree 6§ m. These
trees were located 10-11 m south of the fence along the southern boundary. At Site S2 a tall
tree measured 21 meters and was lccated S7 m south of the fence along the southern boundary; an
average tree measured 12 m and was located 10 m south of the fence along the southern boundary.
I do not consider the tall tree at Site S2 to be part of the shelterbelt because of its distance
fron the southern boundary and its separation from the shelterpelt by a highway. From these
measurements, I conclude that the average height of the shelterbelt ranges from 6 to 12 m; I will
take 12 m to be a conservative estimate for calculation of the recirculation regicn. Both Sites
S1 and S2 were located 13 m north of the fence alang the southern boundary.

I measured the height of grass on Uright Field to be between 15 and 30 cm. Plate (1871) shouws
that this situation corresgonds to an aerocdynamic roughness length of 3-4 cm.

IV, REVIEW OF FACILITIES AND INSTRUMENTATION AT AARI

A tour of the machine shop and electro-optical laboratories showed them to be well-equipped and
adequate for constructing optical turbulence measurement devices. Items that could be put to
immediate use include a Specira Physics 123 He-Ne laser (123-1867) and five SOC detector/preamp
(SD 1C0-41-11-231) units. The Metecrological Measursment and Control Package (MMAC PAC) should
be adequate to provide rough estimates of some turbulence parameters.

V. MEETINGS WITH POTENTIAL USERS OF ATIOSFHERIC TURBULENCE INFORMATION

I organized three 2-hour meetings with :ceoresentatives of M.FJ, AAAI, AARI, and ARAWP (Passive
Electronic Countermeasures Brancn) to determine whether their organizations have a need for
measurements on atmaspheric turbulenca.

I presentec a 2-hour seminar entitled "An Introduction to Atmospheric Turbulence™ to
representatives of MPIT and AARI. The audience was comoosed of engineers and physicists who
believe that atmospheric turbulence degracdes the performanca of their laser technolegy. The
definitions of CN2 and the inertial subrange of turbulence were developed. At the end of the
seminar I passed out a "Survey on the Neea for Turbulence Information” to selected members of the
audience. Results of the survey suggested that atmospheric turbulence is presently degrading the
performance of laser-hardening devicas, modified electro-optic sensors, and optical
communications links at AFWAL. The surveys expressed the need for a turbulence measurement
facility on the AFUAL test range at Wright Field.

I arranged for representatives of AARI, AAAI, MLPJ, and Georgia Tech to attend a 30-minute
presentation of my proposals for ATMS and faollow-on research. The results of this meeting are
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financial support for a fellow graduate student at Gaorgia Tech, a newly-established link between
Georgia Tech and MPJ, and a possible source for follow-on research suoport for myself.

VI. RESULTS OF VISITS TO NORA/WPL AND GEORGIA TECH

I visited NOAA/WPL during the final week in July. Ouring that visit I received guidance on how
to select instrumentation to measure turbulence parameters, how to incorporate this
instrumentation into a measurement program, and how to acquire and analyze the data taken by this
program. I toured a WPL atmospheric acoustics laboratory, the Table Mountain Research Facility,
and the Boulder Atmospheric Observatory.

Three visits to Georgia Tech provided overall direction for the research component of ATMS.
The researchers at Georgia Tech discussed the present state of knowledge about the predictien of
the properties of turbulence in the surface toundary layer (S8L). They stressed that information
on electro-optical degradation by turbulence is useless to the battlefield commander if he is
unable to anticipate its effect on his systems. He reguires the ability to gather reliable
information which will inform him of systems performance not at the time of measurement, but at
the time of deployment. Sections II and VII discuss present capabilities for doing this.
Sections VIII, IX, and X are the results of the visits to NOAAR/WPL and Geargia Tech.

VII. PRESENT STATE OF KNOWLEDGE REGARDING CiN2 IN THE SURFACE BOUNDARY LAYER

The meteorclogical literature contains references to work that has been done in an attempt to
predict CN2 by using measurements of averaged micromet parameters. Ouring my 10-week assignment
I was able to review four such references. Tatarskii (1961) demonstrates how CT2 (the
temperature structure parameter for turbulence) can be determined from measurement of the mean
temperature at two heights by using either an eguation, for the case of unstable stratification,
or a figure, for the case of stable stratification. UWyngaard 2t al. {1971) descrite an indirect
method of determining CN2 by measuring mean values of the lapse rate of temperaturs and of the
vertical gradient of the horizontal component of the mean wind. The gradient Richardson number
(Ri) can be calculated from these parameters ana from a knowleoge of the mean temperature at the
level of intersst. CT2 can be found in a table oncz R iz kncwn. A simple relation can then be
used to convert CT2 to CN2 when the mean pressure is measured. Kaimal (1973) derives a
relationship for CT2 in the surface layer which is based on Ri, sensor height, and the variance
of potential temperature. This relationship is for a stably stratified surface layer. Kohsiek
{1988) discusses a method of determining CN2 under camvective conditions by measuring turbulent
fluxes at 5 Hz with dry and wet bulb thermoccunles and fast response anemumeters mounted at  six
levels of a metzorological mast.

There are numerous problems with all of these methods of <eriving CN2 from low frequency data.
Simple logaritthmic relationships and gradient transfer theories assume the restrictive case of
neutral stability. Such stability conditions occur for cnly a few minutes diurnally near sunrise
and sunset (Walters and Kunkel, 18981), thereby limiting the applicability of these theories.
Other assumptions are seldom satisfied for battlefield operations: stationary conditions,
homogeneous turbulence, and flat, nonsloping terrain which is removed from obstacles to the wind
flow (Biltoft, 1985). The advection of microscale convective plumes across an isolated
measurement point imposes a requirement for long averaging times. However, long averaging times
can filter out rapidly changing events.

The presence of convective plumes can cause CT2 to vary over two orders of magnitude in just a
few seconds; CT2 is larger within the plume. A high density of plumes therefore :iepresents a
worst-case situation for EM wave propagaticn, while their absence ccmbined with near-neutral
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stability represents a best-case scenario. Herein lies the need for an appropriately-equipped
turbulence monitoring site at a wave propagation test range which possesses a sloping beam path.
The structure of the SBL under unstable (plume generating) conditions is not well understood,
although the SBL is the most intensely studied region of the atmosphere. It is my belief that
progress has been impeded by the absence of detailed information on the structure of convective
plunes in the SBL. The following three sections detail a plan to instrument Wright Field with
the best equipment available to allow characterization of plume structure, spatial and temporal
distribution, intensity, and effect on EM wave propagation in the SBL.

VIII. PROPOSAL TO MONITOR ATMOSPHERIC TURBULENCE ALONG THE BEAM PATH (TMAB)

Atmospheric turbulence is expected to vary along a slant beam path in both the horizontal and
vertical directions. This anisotropy has been addressed in the mean (i.e., for long averaging
times) by assuming a constant CN2 along a constant-altitude, although sloping, path. Real beam
paths, such as that at WPAFB, are not constant-altitude and do not traverse homogeneous terrain.
Therefore the assumption of a constant CN2 in the mean is not valid.

TMAB is designed to monitor spatial and temporal variations in CN2 along a real slant beam
path. It will initially be ocutfitted with the following components:

A. 22 tower-mounted Atmospheric Instrumentation Research, Inc. (A.I.R.} CT-1A-T Temperature
Structure function Sensors.

8. 1 Radian Corporation (Radian) Echosonde PS/2 single-axis sodar system located 140 m west of
the nominal sensor location in Building 620.

C. 1 Radian Echosande PS/2 three-axis sodar system located near the Envirommental Monitoring
and Control System (EMACS) on the AFUAL test range at Wright Field.

D. 2 Ochs Optical Systems Model IV path-averaged CN2/wind sensor systems,

TMAB will provide 22 point determinations of CT2 at 100-meter intervals along the beam path.
Sampling will occur at 10 m above ground level except over a wooded area, where data will be
taken at 5 m above the canopy. Since the characteristic dimension of a convective plume in the
SBL is 100 m and its horizontal 1lifetime is hundreds to thousands of meters (personal
communication with J. C. Kaimal and J. €, Gaynor of WPL), this arrangement should be appropriate
for the detection of convective plumes in the SBL. The towers can be as sophisticated as
reinforced steel structures with guy wires, or as simple as 10-meter telephone poles. Data
transmission can be accomplished via either shielded cable or telemetry. The CT-1A-T is a pair
of Kaimal-Ochs 12-micron platinum wire probes which provide values of CT2 averaged over 30
seconds. The normal probe separation is one meter, but can be any value within the inertial
subrange (see Section IX). Clifford et al. (1971) used a separation of 40 cm to estimate CN2 at
a height above the ground of 1.5 m. A potentially more economical alternative to the CT-1A~T
would be to send AARI personnel to WPL (contact G. R. Ochs) for training in the construction of
fine-wire temperature sensors (Lawrence et al., 1870).

The primary purpose for the Radian Echosonde PS/2 sodar systems is to determine average values
for CT2 in 20 vertical range gates. Parameters of secondary importance to be measured by the
single-axis sodar are vertical Doppler wind vectors and their variances (sigma) in 20 range
gates. Secondary parameters to be measured by the three-axis sodar include vertical ang
horizontal Doppler wind vectors, vertical and horizontal sigmas, and horizontal wind components
in 20 range gates. The gated CT2 averages will provide turbulence profiles in the vertical at
point locations near the sensor platform in Building 620 and at the target site near EMACS. The
sodars, when used in conjunction with the 22 point CT2 sensors, will determine if CT2
interpolations and correlations are possible along the slant beam path. The Ooppler velocities
will provide information on vertical motions of air masses, the wind shear profile at the target
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site, and horizontal mean winds. A potentially more economical alternative to the Radian
Echosonde PS/2 sodar systems would be to contract W. D. Neff at WPL to build equivalent or
superior systems,

The Ochs Optical Systems Model IV path-averaged CN2/wind sensor system consists of a separate
optical transmitter and optical receiver (Ochs and Cartwright, 1985). The system measures path-
averaged values of CN2 and crosswind over optical paths from 200 to 1500 m, with a path averaging
interval which can be set to 1, 10, or 100 seconds. The CN2 and crosswind measurements are
weighted most heavily along the middle 1/3 of the optical path, thereby avoiding the strongest
effects of optical turbulence which are produced near the transmitting aperture (Clifford and
Lading, 1983; Clifford, 1978). The system uses a 0.34 micron (infrared) light-emitting diode
(LED) at the focus of a 1S-cm diameter concave mirror. This extended light source is incoherent,
safe for the human eye, and resists the saturation of scintillations commonly found with laser
scintillometers (Wang et al., 1578).

There is no better alternative to the Model IV for measuring CN2 directly. All coherent
scintillometer systems saturate with increasing path length or CN2 (Clifford, 1978). Uhen the
variance of the log-amplitude fluctuations (ex2) exceeds about 0.3, a plot of ex2 versus path
length (or CN2) initially increases, then levels off and eventually decreases. This is the
saturaticn phenomenon., Strohbehn (1978) explains it as follouws. then the lateral coherence
length is longer than the width of a Fresnel zone (i.e., the coherent scattering case), the
scintillations are dominated by turbulent eddies with scale sizes of about the same dimension as
a Fresnel zone. Na saturation is expected for this situation. However, when the lateral
coherence length is shorter than the width of a Fresnel zone, the scintillations are independent
of CN2 and the path length, and the ex2 curve flattens, The scintillations are then dominated by
eddies of about the same size as the lateral coherence length.

Since the Model IV is range-limited to 1.5 km and the optimum path length is 900 to 1200 m, one
Model IV transmitter will be located on the sensor platform in Building 620. The optical path
will be along a line from the sensor platform to EMACS. I propose to locate the receiver for
this transmitter on the roof of Hangar 4 away from any heat source. It should be mounted on 2
solid platform, such as cement, bricks, or a steel structure, to minimize vibration; spurious
vibrations would interfere with the minute turbulence-induced fluctuations in the received
intensity. The other transmitter will be located at EMACS, and its receiver mounted adjacent to
the first on the roof of Hangar 4. The path length far the first Model IV is 1 km, while that
for the second is about 1.3 km.

A subsequent addition to each of the 22 towers is a TSI, Inc., Model 1755 constant-temperature
anemometer with a Model 1210-T1.5 cross-flow (for vertical mounting) tungsten hot-wire general
purpose probe. This anemometer (which is known as a hot-wire anemometer) will provide useful
information on spatial variations in the energy spectrum of turbulence. An alternative to both
the CT-1A-T and TSI Model 17S5 is an Applied Technologies, Inc., sonic anemometer/thermometer.
This is a 10-Hz sensor which will probably outperform the wire sensors, although it requires a
greater capital outlay.

A final recommended sensor package to supplement components A-D above is an A.l.R. Advanceo
Tethersonde System AIR-3A-1R. This system can be used to verify meteorological conditions at any
point along the beam path at any altitude of interest.

IX. PROPOSAL TO MONITOR ATMOSPHERIC TURBULENCE ON AFWAL TEST RANGE AT WRIGHT FIELD (WFTT)

The Wright Field Tower Triangle (WFTT) will be the primary component of a wave propagation test
site located on Wright Field. The purpose of WFTT is two-fold: to fully document the target end
of the beam path during testing of sensors located in Building 620, and to acguire turbulence
data which are expected to allow a predictive model for the spatial and temporal variation of
CN2. The model is intended to provide values of CN2 from the measurement of gross meteorological
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parameters (e.g., horizontal wind speed). Additional tests involving horizontal beaa paths up to
1.5 km in length will traverse the triangle, with supplemental sampling at various distances from
it.

I recommend the following components for WFTT:

A. 1 Ochs inner scale device.
8. 5 A.I.R. CT-1A-T sensors for determination of turbulence outer scale.
C. 3 mateorological towers (tower triangle) instrumented at 2, S5, and 10 meters.
i. Instrumentation on sach tower at 2 meters (mounted on rotating boam).
a. 1 A.I.R. Lyman-Alpha Hygrometer AIR-LA-1.
b. 1 Ophir IR-1100 QOptical Hygrometer.
c. 1 TSI Model 1755 constant-temperature anemometer with Model 1210-T1.S cross-flow
probe.
d. 1 fine-wire temperature sensor located in gap of Lyman-Alpha hygrometer.
e. 1 wind vane/anemometer (e.q., R. M. Young Propvane Model 35003 or 8002).
ii. Instrumentation on each tower at S meters.
a. 1 Applied Technologies SWS~211/35 sonic anemometer/thermometer.
b. 1 Ophir IR-1100 Optical Hygrometer.
c. 1 Ochs Optical System Model IV path-averaged CN2/wind sensor.
d. 1 12-micron fine-wire temperature sensor located at 2 cm from sonic anemometer path.
iii. Instrumentation on each tower at 10 meters.
a. 1 Applied Technologies SWS-211/3S sonic anemometer/thermometer.
b. 1 Ophir IR-1100 Optical Hygrometer.
c. 1 12-micron fine-wire temperature sensor located at 2 om from sonic anemometer path.
D. Meteorological instrumentation either centered in tower triangle or incorporated into EMACS.
i. 1 Radian Echosonde PS/2 three-axis sodar system.
ii. 1 A.I.R. Intellisensor digital barometer AIR-0B-2A.
iii. Standard EMACS pyranometers, pyrgeometer, and pyrradiometer.
E. 2 Ochs path-averaged CN2 profilers.
F. 1 Ochs Optical System Model IV path-averaged CN2/wind sensor.
G. Several A.I.R. CT-1A-T sensors for point measurements of CT2.

The triangle configuration of micromet towers was chosen to provide the capability for three-
dimensional modeling. The goal is to predict CN2 from horizental (one-dimensional) variations
in wind speed. A one-dimensional measurement of the horizontal wind field would thus allow the
prediction of the three-dimensional turbulence spectrum. The three-dimensional spectrum will
give an estimate of how the one-dimensional spectrum varies across the battlefield.

Components A and B are needed to provide definitive values for the inner and outer scales of
turbulence, These scales demarcate the inertial subrange of the turbulence spectrum; i.e., the
range for which the structure function of temperature is proportional to the 2/3 power of scale
size. Hocking (1985) remarks that the inner scale defines the approximate transition between the
inertial and viscous ranges of turbulence, while the outer scale corresponds to the largest scale
size for which turbulence may be considered to be isotropic (Clifford, 1978). According to Hill
and Clifford (1978), the ratio of the inner scale to the Kolmogorov microscale is 7.4 for air.
For a value of the Kolmogorov microscale equal to 0.2 cm (Mandock, 1986), the inner scale is
found to be on the order of 1 cm. Tatarskii (1971) gives the relationship between the height, z,
of a sensor above the ground and the outer scale, Lo, as Lo = 0.4z in the S8L. The inner scale
places a lower limit on the length of propagation path in the SBL; i.e., for inertial subrange
behavior, the size of the Fresnel zone must be larger than the inner scale. The outer scale
places an upper limit on the agreement between measurement and inertial subrange behavior.

The Ochs inner scale device (Ochs and Hill, 1985) consists of a 3-mi He-Ne laser with a 1 mrad
beam divergence (e.g., AARI's Spectra Physics 133-1867), a 0.94 micron LED transmitter, and 2
photodiodes (e.g., AARI's SOC detector/preamp SD 100-41-11-231). The technique requires two
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optical paths, each about 260 m long. An alternative to this technique of measuring the inner
scale is described in Ochs and Hill (198S). This alternative requires two hot-wire anemometers,
but produces only a2 local value of imner scale, rather than a path-averaged value.

1 recommend that CT2 be measured continuously at 2 m above the ground by five CT-1A-T sensors
with horizontal probe spacings of 0.5, 0.75, 1.0, 2.0, and 3.0 m. Since CT2 is assumed constant
for scales within the inertial subrangs, the outer scale will be given approximately by the
gresatest distance for which (T2 remains constant. Cliffard et al. (1971) determined the outer
scale by measuring the temperature structure function for averaging times which varied from 10 to
100 seconds. On log-log plots of three of these S-point functions, versus probe spacing, the
curves followed a 2/3 slope until they began to roll over at a spacing corresponding to the outer
scale. The outer scale was found to be about 1-2 m at a sensor height of 1.6 m above ground. A
potential problem with using the CT-1A-T sensor for this type of measurement is its relatively
slow frequency response of 25 Hz. This response limits the probe spacing to a minimum of 0.4 m,
assuming a maximum wind speed of 11 miles per hour (mph). A better alternative is to train AARI
persomnel, in accordance with the recommendation in Section VIII, in the construction of 2.5-
micron fine-wire temperature sensors. These sensors will allow a minimum spacing of 0.2 m for
maximum wind speeds of 22 mph and a response time of 100 Hz. Lawrence et al. (1970) report a
minimum frequency response of 200 Hz for this type of sensor.

The location of the tower triangle was chosen to miminize the effects on the wind field of such
obstacles as the Air Force Museum Hangars 487 and 489, a 6-foot fence along the northern boundary
of the test range, and the shelterbelt of trees located along the southern boundary. It should
not cross paved surfaces or be located on a dounslope. The proposed location for the
northeastern tower (T1) is 100 feet south of the fence along the northern boundary. It is to be
located at the intersection of a circular arc of 1000-foot radius centered on the southwestern
corner of Building 4B7 and a line drawn perpendicular to the fence. The northwestern tower (T2)
is to be located 200 m west of T1 at the intersection of a westerly-bearing chord and the 1000-
foot arc. The southern tower (T3) is to be located at the intersection of lines 200 m in length
drawn from T1 and T2. T3 will be located about 72 fest north of the east-west cement road
accessing EMACS.

The location of WFTT will determine the directional dependence of the aerodynamic surface
roughness, 20, and other turbulence parameters on the presence of the cbstacles mentioned above.
According to Hosker (1984), the maximum extent of the cavity or recirculation region downwind of
a two-dimensional obstacle is about 13H, where H is the height of the obstacle above ground. For
rounded obstacles, such as the hangars, the cavity length is about 10H. The 1000-foot distance
fron the 75-foot Hangar 487 is slightly greater than 13H. UWFTT is probably beyond the cavity of
Hangar 487, but zo may still be influenced by the hangar when the mean wind is from the north.
This situation might not be serious, however, since the prevailing winds are from the southwest.
The 6-foot fence is about 17H from T1 and 63H from T2. They are expected to have no influence on
the tower measurements. The 12-m shelterbelt is located about 36H from WFTT, and is expected to
have no influence on tower measurements (Plate, 1971).

The instruments on each tower at 2 m are fast response to measure subrange-scale turbulence.
They will be mounted on a rotating boom which can be oriented into the mean wind throughout the
measurement period. The AIR-LA-1 has a frequency response of SO0 Hz. It requires calibration
every 3 to 6 hours to provide absolute humidity measurements and correct for drift. The source
and detector windows of the AIR-LA-1 require cleaning approximately every 6 hours. The IR-1100
measures absclute humidity at 10 Hz and is used at this level to calibrate the AIR-LA-1. The TSI
Model 1755 has a 25 kHz frequency response; the Model 1210-T1.S cross-flow probe has a 4 micron
tungsten wire sensor element. The fine-wire tempsrature sensor commonly has a 2.5 micron
platinum sensor element with a minimum frequency response of 200 Hz (Lawrence et al., 1970). The
prop-vane anemometer bhas a 1-m distance constant and is used to verify values for the mean wind
measured by the hot-wire anemometer.

The instruments on each tower at 5 m have intermediate response speeds (25 Hz or less). They
are expected to provide subrange measurements for mean wind speeds less than 10 m/s. The SWS-
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211/3S operates at 10 Hz. The manufacturer claims that it will provide absolute virtual
temperature measurements in addition to wind speeds. If the claim is true, then this instrument
will eliminate the need for the 12-micron fine-wire temperature sensor which is to be located 2
cn from the sonic path. The sonic anemometer must be carefully leveled and requires ambient
temperature and relative humidity information for calibration. The IR-1100 is used at this level
to measure fluctuations in absolute humidity and should De mounted as near to the sonic
anemometer as possible, without interfering with the air flow. The Ochs Model IV will be aligned
following Kaimal and Gaynor (1983). The purpose for these instruments in the triangle is to
measure the mean surface wind speed and direction and the convergence within the triangle. Each
leg of the optical triangle measures path-averaged crosswind and CN2. The 200-m spacing is
designed to provide information on the direction and speed of convective plumes advecting across
the triangle. The 12-micron fine-wire temperature sensor is to be placed very near to the sonic
path to provide correlations between fluctuating temperatures and wind velocity components. It
is expected to have a 25-Hz frequency response. An A.I.R. FT-1A-T 25-Hz temperature sensor
located 4 cm (the smallest scale size detectable for a 1 m/s wind) from the sonic path would be a
possible alternative to the 12-micron fine-wire temperature sensor.

The instruments on each tower at 10 m have the same characteristics as those mounted at S m.

The three-axis sodar in component D.i. can be either a unit independent of the one specified in
VIII.C., or it can be the same one. The advantage of a single sodar on the Wright Field test
range is a smaller initial capital outlay. The advantage of two independent units, one centered
in the tower triangle and the other outside the triangle, is the ability to make simultaneous
profiles of CT2 both inside and outside of a convective plume, I recommend this latter
arrangement, especially if W. 0. Neff builds the devices.

The AIR-DB-2A is a microprocessor-controlled digital pressure transducer with 10-Hz frequency
response. When located near the midpoint of a haorizontal propagation path, this transducer is
capable of measuring the pressure fluctuations produced by turbulence. The 10-Hz output will
alsa be averaged and used to convert values of CT2 to CN2.

The radiometers listed in D.iii. are routinely deployed at EMACS during sensor tests. They are
used in turbulence monitoring to measure net radiation, to determine upwelling and downwelling
fluxes of solar and terrestrial radiation, and to infer the presence of cloud cover.

The Ochs path-averaged CN2 profilers were built by G. We Ochs of UWPL early this year for
measuring horizontal variations in CN2 along a 600-m path. Uhereas the Model IV determines path-
averaged values of CN2 weighted most heavily along the middle 1/3 of the path, the CN2 profiler
is designed to produce weighted values of CN2 along 3 segments of the path. It uses three
different apertures to praduce weighting functions along the first, middle, and final third of
the optical path. Using infrared LED transmitters, like the Model IV, the CN2 profiler is safe
for use around unprotected eyes. Two of these devices will be able to profile a 1200-m path,
which is about the maximum horizontal distance over a homogeneous surface at the Wright Field
test range. Should longer ranges be required, the maximm range for each profiler can be
determined by first measuring CN2 along a 600-m path. The separation between transmitter and
receiver is then extended until CN2 begins to fall off. This event can be observed by measuring
CN2 for a 24-hour operiod at each separation distance and comparing the resulting curves. The
greatest value of CN2 that can be measured for a given path length, L, can be found from (Ochs
and Cartwright, 1985)

L = 0.54 0%/8 |1/8 (ci)-s/e' 1)

where D is the transmitter and receiver aperture diameter, ) is the optical wavelength, and CZ is
CN2. The falloff in CN2 for path lengths greater than the maximum is caused by the saturatioh of
scintillations discussed in Section VIII. To reduce the interference caused by spurious
vibrations, the transmitter and receiver units must be mounted on a solid, vibration-free
surface, such as cement blocks or a steel platform.
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The Ochs Model IV will provide path-averaged measurements of crosswind and CN2 along paths wup
to 1.5 lm. It will be supplemented by a number of point measurements of (T2 by CT-1A-T sensors
distributed along the propagation path. I recommend a 100-m sample interval for the point
measurements.

X. PROPOSED UES FOLLOW-ON RESEARCH - PARTIAL SITE CHARACTERIZATION OF WRIGHT FIELD TEST RANGE FOR
TURBULENCE MONITORING OF SENSOR TESTS

The follow-on research that I propose will determine the variance of intensity and angle-of-
arrival fluctuations of a He-Ne laser beam to infer the behavior of CN2 at WFTT. If AARI
instrumentation (EMACS and MMAC PAC) and personnel can be made available, I additionally would
like to instrument a 10-m tower at EMACS to observe micrometeorological parameters at WFTT,

The primary objective of the follow-on research is to measure three optical turbulence
parameters:

1. The variance of intensity fluctuations, given by Phillips and Andrews (1981) as

2 2
o = exp(GlnI) -1, (2)
N2 2 7/6 11/6
where Oinl 2 OlnI(O.S Cn k L )y
v 2

n is a normalized variance depending on the ratio of Fresnel zone to inner scale, k is the
wave number of the optical beam (radians/meter), and L is the path length.

2. The variance of angle-of-arrival fluctuations, derivable from Tatarskii (1971) as

2 2 -1/3
Oa = 0.54 Cn Lr . (3)

where r may be interpreted as the spacing between sensors in an array.

3. The phase structure function, again derivable from Tatarskii (1971) as

2 2 5/3
) = 15
D«b(" 1.09C k L1 . (4)

Values for CN2 will then be calculated from each of the three parameters and compared.

Instrumentation for these measurements is presently available at AARI. The light source and
receivers will consist of AARI's Spectra Physics 133-1867 He-Ne laser and five SOC
detector/preamp SO 100-41-11-231 photodicdes. The 1-milliradian divergence of the 0.B-mm beam
exiting the laser will provide a spherical wavefront. To assure that only coherent portions of
the wavefront are sampled, each photodiode must be stopped down to a 1-mm aperture diameter. A
restricted field of view for the photodiode array will be required for operation in daylight. I
will supply the data acguisition system.

The equipment will be located on Wright Field near EMACS. The photadiodes will be mounted in a
linear array with an adjustable spacing between each receiver. This spacing is irrelevant for
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the irradiance calculation, but it is critical for the angle-of-arrival and structure function
measurements. UOne Fresnel zone has been chosen as the appropriate distance, r, for the receiver
spacing. At a laser frequency of 0.6328 microns, r is 0.80, 1.12, and 1.38 cm for path lengths
of 100, 200, and 300 m, respectively. I measured the diameter of the photodiode at its largest
dimension to be about 0.95 cm and the diameter of the socket toc be about 1.02 cm. If these
dimensions cannot be reduced, the minimum path length will be about 163 m. I will initially plan
for a minimum path length to correspond to the minimum practical photodiode spacing. If
meteorological conditions are expected to remain uniform for 3 or 4 days, I plan to vary the path
length over a range of distances until saturation of scintillations occurs.

A sacondary objective of the follow-on research is to use standard AARI anemometers
(Ueathertronics 2030 or 2031) and wind vanes (lWeathertronics 2020) to measure fluctuating
horizontal wind speeds and directions. From these measurements, I will calculate 20-minute
averages, variances, vertical gradients, and spectra. I will attempt to estimate an aerodymamic
roughness length following a graphical method outlined in Biltoft (1985). The 10-m tower will be
instrumented with identical instruments at heights of 2, S, and 10 m to provide the necessary
measurements.

XI. DATA ACQUISITION AND PROCESSING

There are two approaches to data acquisition and processing: routine and experimental
monitoring. Routine monitoring assumes that adequate information on turbulence is obtained by
sampling with a frequency that corresponds to scale sizes which fall within the inertial
subrange, typically ranging from 1 cm to several meters in the SBL. For a 10-m/s wind speed, a
100-Hz frequency response will provide information on scale sizes of about 20 cm.

Routine monitoring for TMAB is estimated to produce about 2 million samples per hour (sph) of
raw data. This assumes a 25-Hz frequency response for 22 CT-1A-T units, 180 sph for the single-
axis sodar, 300 sph for the three-axis sodar, and 72 sph at a 100-second averaging time for each
of the Ochs Model IV systems.

Using a maximum frequency response of 100-Hz, routine monitoring for WFTT is estimated to
generate about 9.2 million sph of raw data . This assumes 12 sph for the Ochs imner scale
device, one-half million sph for the outer scale determination, about 8 million sph for the three
towers in the tower triangle, a 10-Hz frequency response for the digital barometer, 300 sph for
the three-axis sodar, 216 sph at a 100-second averaging time for the two Ochs CN2 profilers, 72
sph for the Ochs Model IV, and one million sph for 10 CT-1A-T point sensors.

The total raw data acgquisition for both TMAB and WFTT is therefore slightly in excess of 2
megabytes per hour. This figure can be reduced by one or two orders of magnitude through the
judicious application of Fourier transforms, averaging, and grab-sampling to the raw data (Kaimal
and Caynor, 1983). Storing only processed data will prove profitable for TMAS and WFTT during
routine monitoring.

However, a substantial amount of information will be lost if these techniques are applied to
WFTT during experimental phases of data acquisition. I estimate a raw data acquisition rate of
about 600 megabytes per hour for WFTT under experimental conditions. This estimate assumes a
S00-Hz frequency response for the AIR-LA-1 and fine-wire temperature sensors and a 25 kHz
frequency response for the TSI anemometer.

The number of data channels associated with each site will influence the type  of analeg-to-
digital (A/0) conversion capability required. UWithout the AIR-3A-1R Tethersonde System, TMAB is
expected to require a minimum of 34 and a maximsn of 78 channels of A/D conversion. WIT is
expected to require 78 channels of A/0 conversion. This results in a minimum of 112 and a
maximum of 156 chamnels of A/D conversion reguired for the proposed data acquisition scheme.
(These figures do not include data recorded by EMACS, since EMACS is already an independent
operational system.)
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To place these figures in perspective, both my acoustical Ooppler interferometer and my
proposed UES follow-on research are expected to require 180-megabyte data-acquisition rates per
hour for raw data. Transforming and averaging is expected to reduce the figure for follow-on
research by as much as four orders of magnitude. (These figures do not include EMACS data.)

XII. CAPITAL QUTLAY

A figure for capital outlay is somewnat difficult to calculate in this case because several of
the instruments are expected to be fabricated in AARI and WPL lacoratories. This instrumentation
includes the sodars, fine-wire temperature sensors, Ochs Model IV and CN2 profilers, and the Ochs
inner scale device. Assuming that only the Ochs instruments and 3 fine-wire temperature sensors
will be constructed by government personnel, the estimated total capital outlay for TMAB
instrumentation is $110,000, and $2%9,000 for WFTT. This brings the total commercial instrument
cost for the proposed facility to $369,000.

XIII. STATUS OF BORROWED INSTRUMENTATION AND DATA ANALYSIS

Due to my late start on the summer project, I am sorry to say that I was unable to borrow
ecuipment from government laboratories. However, EMACS was calibrated and tested during my final
week at WPAFBS. Data from thase runs is presently being edited, and I expect to recsive about 24
hours of data by 31 October. I plan to perform whatever analysis is possible on this data, and
intend use it to initiate a WPAFB data base for teaching purposes at Georgia Tech.

XIV. RECOMMENDATIONS

The majority of my recommendations are contained within the body of this report. However, I
have a few suggestions which have a bearing on the research I accomplished.

The intercommunication established by the Georgia Tech qroup between AARI, MLPJ, ARRI, and the
Georgia Tech Research Institute (GTRI) may be the first interoisciplinary approacn of its kind
with respect to wave propagation through the real atmosphere. MPJ and AAAI have an immediate
need for a facility such as that proposed here. One Georgia Tech student in the School of
Geophysical Sciences is already in the process of beginning doctoral thesis researcn with MUPJ as
a result of my summer effort, and I am encouraging UES follow-on research feor partial site
characterization at Wright field in the summer of 1589, Enthusiasm is high among the
participants in the five meetings that were held this summer. Externally, WPL and GTRI personnel
are looking forward to continuing involvement with this summer’s project.

Considering the high degree of interest in this project generated at MPJ, UES follow-on
research would be appropriate. No costly equipment will be needed; I am assured that any
specialized instrumentation I might require will be made available by WPL and GTRI if I submit my
request early encugh. Details for a mini grant can be arranged through Professor G, W. Grams (a
Fellow of the Summer Faculty Research Program and my supervisor on the project) at Georgia Tech.

The importance of my research and the proposed facility which resulted from it rests in its
uniqueness. To the best of my knowledge, no comparahle facility exists anywhere in the U. S.
Department of Defense. The AFWAL Turbulence Monitoring Site is proposed to be of research as
well as operational value. Continued interest generated by UES, GTRI, and WPL might 9o a long
way in making the proposed facility a showpiece among interdisciplinary research centers.
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Lightwave Systems and Device Database Development
by:
Phillip E. Pace

Conventional receiver architecture and signal processing
techniques are reanching thelr limits in terms of speed and
throughput and new optical designe are offering grest
rromise in terme of these eliminating these limitations.
Lightwave system designers are now faced with the problem of
staying abreamst of the current and future state of optical
devices and suh-gystem tLechnologies. A composite,
categorized, and up-~to-date database development has been
researched and constructed which details the various optical
computing and processing cowmponents available for systems
development, anlong with = brief description of their general

capabilities.
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I.  INTRODUCTION

The Electronic Warfare - Passive ESM (Electronic Support
Measures) branch of the USAF Aeronautical Laboratories at
Wright Patterson Air Force Base are particularly interested
in developing receivers for radar, IR, optical and UV
detection and warning. The current (and future) electronic
density within the combat environment is pushing the
performance of digital ESM receivers beyond their
capabilitiea. Optical processing and computing remain a
valid alternative for receiver systems design because of the

inherent advantages over current implementation.

The first advantage lies in the massive parallel processing
that may be easily implemented resulting in a largé increase
in computational speed. Additional advantages include
extremely high throughput (due to the computations being
accomplished at the speed of light), the ease of
interconnectability (ie. for implementation of neural
architectures) and the powerful operations available, ie.

a lens taking the 2-D Fourier transform.

My research interests have been in the area of optical
processing devices for receiver design. My work on a special
lightwave systems and device database have contributed to my
assignment at the Passive ESM branch of the USAF Aeronautical
Laboratories.
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IT. OBJECTIVES OF THE RESEARCH EFFORT

The main problem facing optical system designers today
is keeping track of the available lightwave devices and their
corresponding performance specifications so that new and
different approaches to system architectures may be developed
that exploit the advantages that are being offered. The
problem with this is that it combines two separate areas of

research.

One separate area is the semiconductor device technology area
where the research interest is only at the device level. The
second separate area is the systems processing and computing
area in which the research is directed towards the overall
architecture of the system design. In order for the future
lightwave systems designer to function, a knowledge of both

areas is mandatory.

My assignment as a participant in the 1988 Graduate Student
Research Program was to éonstruct a composite database of the
current lightwave device research and technology. This is
necessary so that pnew receiver system architectures may be
developed (not just conventional schemes being implemented
optically). Since this bridge between the two separate areas
of technology is conatantly being torn due the rapid

development of lightwave device technology, it was decided
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that this effort should be continuously updated and in the
future to also add the individual device system performance,
analysis and design BIBO parameters useful in systems

development.

ITI. CATEGORIES

The two different types of optical processing are incoherent
processing (optical waves with 2 or more wavelengths present)
and coherent processing (monochromatic optical waves). The

optical processing devices in existence today, can basically

be grouped into 4 categories.

Integrated QOptical Devices - devices fabricated in GaAs, Si,
GaAlAs, ZInCd, InP and other
types of compounds

Interface Devices - optical hybrid equipment
and connectors

Lasere - s0lid and gas type lasers

Geometrical Componeants - transparent objects that
deflect, transmit and reflect

Detailed below is a composite of the various devices and

gystems used and & brief description of their function.
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1v. Integrated Devices

Iv-1. Light Waveguides =and Couplers

.These are the interconnection elements for various devices of
an optical integrated circuit. Waveguides can be planar
(symmetric or asymmetric) or rectangular. System analysis
parameters include whether a certain mode or modes can exist,
the guide cutoff frequency, the volume and surface scattering

loseee, the absorption losees and the radiation loseses.

Waveguides

Planar symmetric - bordering layers have identical index of
refraction

Planar asymmetric - one bordering layer has index of
refraction much larger than the other border

Rectangular waveguide - channel guide or 3-D guide
Rectangular ztriploaded - optical stripline

Couplers

Direct focusing - endfire approach that matches beam-field

to the waveguide mode field. Useful for coupling gas laser
beams to I0C waveguides.

End-Butt - parallel approach useful for waveguide to
waveguide coupling and heterostructure laser to waveguide.
Prism - couple light into a waveguide that is buried within a

0IC, with only the surface exposed.
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Microlenses - used on coupling into single mode fiber end.
Has to perform wavefront matching of the radiation field to
the mode carried in the fiber.

Grating - connects a particular waveguide mode with an
unguided optical beam which is incident at an oblique angle.
Tapered - based on the principle that a waveguide which is
below cutoff transfers its energy into radiation modes.
Guide thickness is tapered in coupler region to produce a

reduced-height waveguide with a decreasing cutoff wavelength.

Fiber to waveguide couplers

Butt - fiber directly butted in contact with the waveguide,
without any interfacing device in an end-on alignment.
Tapered film fiber - fiber connected to a tapered section of

waveguide through a substrate or through the surface.

Waveguide to Waveguide

Dual channel directional - parallel channel optical
waveguides closely spaced so that energy is transferred from
one to the other by optical tunneling (coherent synchronous

coupling).

IV-2. Blectro-Optic Awitches and Modulators

Usually these devices can function as either a switch or a
modulator. The device is considered a modulator if its
primary function is to impress information on a light wave.

The device is conaidered a switch if it changes the spatial
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position of the light or else turns it off or on.

The operation is based on the electro-optic effect (Pokels
effect + Rerr effect) which is the change in the index of
refraction produced by the application of an electric field.
System analysis parameters include modulation depth
(modulation index), bandwidth, insertion 1loss, power

consumption and isolation.

Single Waveguide Modulator Structures

Phase modulators - the electric field causes a change in
phase of lightwavea traveling along the guide that is
proportional to the voltage (requires phase coherent
detection).

Polarization modulators - the electric field causes a change
in the polarization of the lightwaves proportional to the
voltage (requires a pclarization analyzer for detection).
Intensity modulators - the structure guides the lowest order
mode with no electric field and when the electric field is
applied the mode becomes transmissive.

Electro-absorbtion modulators - the electric field produces
an intensity modulation but is based on the Franz Keldysh
effect (no Pockel s effect ) and is characterized by large

changes in the device absorption.

Dual Channel Wavegulde Modulators

Mach-Zehnder modulators - the interference is produced
between phase coherent lightwaves by traveling over different
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path lengths. By applying voltage to the electrodes, the
path lengths can be varied. Single mode, multimode and
birefringement fibers can be used for the paths and are
sensitive to external vibration and pressure changes.

Bragg effect modulator - the voltage applied to the
electrodes changes the index of refraction and forms an
optical grating pattern in the guide which changes the
direction of propagation of the light beam.

Reflection modulators - the electo-optic effect reduces the
index of refraction of the device to the point where total
internal reflection of an incident optical beam occurs.
Lightwave Crossbar - composed of non-linear material, light
is injected into one row and one column waveguides
representing two input values. The addition of the two
fields together cause the non-linear material at the
intersection to switch states. The other sites lack
intensity and do not switch states. Probe beams in the third

dimension can be modulated by the non-linear patches.

IvVv-3. Acoustic - (Optic Modulators

In these types of modulators, acoustic waves produce the
desired grating pattern in the index profile. The acousto -
optic effect is the change in the index of refraction caused
by mechanical strain which is introduced by the passage of an
acoustic - strain wave. The resulting index variation is
periodic with a wavelength equal to that of the acoustic
wave,
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Bragg tvpe modulator - based on diffraction which takes place
when long interaction lengths between the optical and
acoustic beams cause multiple diffraction. Used as a
modulator, beam deflector and as a optical switch.

Raman Nath modulator - have a smaller modulation index than

that of the comparable Bragg modulators and cannot be used as
an optical switch because the diffracted light is distributed

over many orders at different angles.

1v-4. Integrated Lasers

From the principles of light emission in semiconductors it is
prossible to design a light source in such a way that
stimulated emission of photons will dominate over both
spontaneous emission and absorption. With a resonant
reflecting structure generating optical feedback, a lasing
mode can be established and coherent optical emission will
result. System analysis parameters include the optical modes
supported, the lasing threshold, output power, stability,

efficiency and environmental temperature requirements.

Discrete laser diode - small, simple in construction, pn
junction laser with flowing junction current. Used in fiber
optic signal tranamission applications.

Electron-Beam pumped laser - pumped by a high-energy electron
beam impinging on the semiconductor crystal rather than by a

flowing junction current.
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Tunnel injection laser - pumped by a current of electrons or
holes which reach the active region by tunneling through an
energy barrier.

Distributed feedback laser - doesn 't use the reflecting
structure as the lasers above do. Uses distributed feedback .
from a Bragg type diffraction grating.

Excimer laser - high average power in the UV region with
radiation at 193 nm (ArF) and 248 nm (KrF). Pulse duration
10-30 nsec with beam divergence from 2 to 5 mrad.

Fabry - Perot - dual channel device where feedback is

provided by the channels and coupling region.

IV-5. Optical Detectors

Detectors in 10C must have high sensitivity, short response
time, large quantum efficiency, and low power consumption.
Factors that pertain to the system analysis include cutoff
frequency, linearity and noise.

Photodiodegs -(discrete, pyroelectric, Schottky-Barrier,

light emitting, avalanche) Current is modulated by the
absorption of photons of light.

Photovoltic - large bandwidth device that generates a voltage
when illuminated.

Photoconductive - device in which the resistance is

proportional to the intensity of light impinging upon it.
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IV-6. Specialized Multi-Element Compounds

Whole receivers, antenna systems, transmitters and various
specialized components can be integrated with uses ranging

from telecommunications to military to medical.

RF Spectrum Analyzer - light from a laser source is coupled

into a planar waveguide passing first through a collimating
lens then through a Bragg-type acousto-optic modulator. The
RF signal to be analyzed is apprlied to an acoustic transducer
that generates sound waves causing them to have a time
varying period. Thias makes the deflection angle of the
optical beam at the output of the modulator a function of the
input rf signal.

Apnalog to digital converter - this device incorporates two 3
dB couplers and a phase shifter formed in a pair of straight
waveguides. The devices now are capable of one-bit electro-

optical A to D conversion at 100-200 MHZ.

V. Interface Devices and Systems

vV-1. Systems

Spatial light (valve) modulators (SLM) - acts as a piece of
film whose transmittance or reflectance may be varied
spatially and temporally by electronic or optical means. The
two types are the optically addressed and the electricallvy
addressed. The SLM can be used as a polarization modulator,
hologram media, storage ‘*evice, analog multiplication,

optical phase conjugation, crossbar interconnection for
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linear and nonlinear spectral estimation, real-time
diagnostic expert system, image amplifier, wavelength
converter, incoherent to coherent image converter, cross
correlator and convolver. Different types include deformable
surfaces, GaAs, magneto-optic, micro-channel,
micromechanical, multiple quantum well, membrane, electron
beam addressed electro-optic crystal (DKDP), pockels readout
optical modulator (PROM), single crystal ferroelectrics
(Photo Titus), ceramic photoelectrics, ruticon and the liquid
crystal.

Optical phased lock loop - has the same function as the
electronic PLL. Contains an optical oscillator whose output
phase and / or frequency is steered to keep it in sync with
the reference signal.

Optical wavelength synthesgizer - optical device that allows a
wide variety of signals to be set up simultaneocusly.

Fiber ring resonator -~ device for non-linear phase modulation
in which the intensity transfer function has resonances at
integral multiples of two pi (zero transmission in optimal
coupling conditions). Phase modulator is usually a
piezoelectric cylinder in which a voltage is applied to
change the length of the cylinder and the fiber. Resonator
is excited by a s3ingle mode laser and the polarization is
adjusted to the polarization eigen mode of the fiber.
Important in apectral analysis or when i1.ae piezoelectric
transducer is a control element in various sensor

configurations.
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Beam splitters and deflectors - used in beam manipulation,
beam deflection, interferometry, imaging and recording.
Analysis parameters include polarization, transmission
tolerance, scatter and absorption loss, useable clear
Polarizer - selectively transmits (or lets through) a
specific polarization. Used as detectors, polarization
analyzers, laser beam attenuators and filters. Analysis
parameters include polarization, spectral range,

transmittance, acceptance angle and extinction ratio.

VIII. RECOMMENDATIONS

The number of different lightwave devices now available is
numerous. The progression of new fabrication techniques,
devices and system components is moving along at a rate so
rapid that a way of categorizing the system level performance
parameters of each of these as they are developed seems
imperative if new advanced system architectures (such as

parallel distributed processors) are to be developed.

Further database development including the  system level input
and output parameters and the interface specifications for
each individual entry, would make the lightwave system
designers job much easier. In addition, the new designs
could also take advantage of the current technology that is
(or will be) available more readily, enhancing the

capabilities of future systems.
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Dve Laser - laser wavelength can be tuned over a significant

range by varying the dye solution.

VII. Geometrical Components

Included in this category are the various geometrical optic
devices made from fused silica, borosilicate or plastic used
for light beam deflection and transmission. Analysis
parameters include radius of curvature, surface gquality,
surface figure tolerance, number of edge chips, angular

tolerance (prisms), transmittance and polarization.

Mirrors -devices that reflect or diffract light. Used in
various system designs to reflect light back into the system,
set up a resonating cavity, beam deflection and to direct
light to and from various components.

Prisms - used as a dispersion element in laser cavities,
couple light into integrated guides and devices,
decomposition of light into its various spectral components.
Types include right-angle prisms, Littrow prisms, Brewster
angle prisms, dove prisms, Porro prisms.

Lenses - standard configurations include plano convex, bi-
convex concave, bi concave, cylindrical and aplanatic
achromats. Analysis parameters include diffraction effects,
spherical aberrations, focal length, radius of curvature,
clear aperture, surface figure and the thickness. Used for
phase transformation, Fourier transformation, image

formation, focussing and collimating.
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vV-2. Interface Devices

Fiber optics - interconnection waveguide structure that can
operate in single mode (633 nm) or multimode. No outside EM
interference, high bandwidth and very low losses. Used for
telecommunication and pulse compression. Always experience
some degree of linear birefringence (due to fiber bending and
lateral pressure) and circular birefringence (induced by
magnetic field - Faraday effect).

Diffraction garating - glass or plastic material which is
etched or cut to cause grooves to diffract light in a
specified way. Used in optical filters and hologram writing.
Hologram - 2D or 3D, computer generated or media wavefront

recording produced by holography.
VI. Lasers

Lasers in this category are the structures not fabricated in
semiconductor material. Analysis parameters used to
characterize lasers are the peak output power, efficiency,
spectral range, beam divergence and pulse repetition

frequency.

Ruby Lagser - common laser using a three-level energy system
with a maximum emission power output at .6943 micro meters.

Nd:Yag, B4d:Glass Lager - four energy level system with

maximum output power at 1.(06 micro meters.
€0 2 laser - continuous output power in the range of 150 KW

at 10.6 micrometers.
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A Study of Sky Backgrounds and Sub-Visual Cirrus

by
Eric 0. Schmidt

ABSTRACT

A complementary set of instruments was set up to facilitate the
observation of natural sky background radiance levels and the detection
of sub-visual cirrus clouds Wright-Patterson Air Force Base. Two
coordinated camera/photometer systems were used to look at the solar
aureole and at the sky background. A frequency-doubled Nd:Yag lidar was
used for sub-visual «cirrus detection and the other instruments
coordinated with synoptic data to try to characterize the clouds.

Sub-visual cirrus were detected on the afternoon of the final day
of the experiment in a band ahead of a cold front. The detection of the
incidence and continued presence of an optically thin, yet physically
thick smoke layer due to forest fires in the northwestern U.S. was a
bonus for the experiment. The natural photometric background levels were
determined for a variety of weather conditions and the range, resolution

and photon noise levels measured.
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I. INTRODUCTION:

Sub-visual cirrus clouds have been cited (Schmidt et al, 1988) as
the probable source of the 11 um “window-fill" phenomenon which
degrades the performance of airborne and space borne sensors. Detection
of cirrus clouds and the middle atmosphere via a LIDAR (LIght Detection
And Ranging Device) is limited by the natural sky background, i.e. the
photon noise produced by direct and scattered radiation.
Characterization of these effects is necessary to understand the effects
the atmosphere has on sensors and our environment.

The Atmospheric Sciences Department of the School of Geophysical
Sciences at the Georgia Institute of Technology, in conjunction with the
Electromagnetics Laboratory/Electro-Optics Division of the Georgia Tech
Research Institute is currently involved in efforts to utilize the
100-inch optical collimator at Wright-Patterson Air Force Base as the
collector for an atmospheric LIDAR system, the "MegalLIDAR" system.
Because of the greater collecting area this system should be able to
measure atmospheric parameters up to 100 km altitudes versus altitudes of
20-25 km obtained with typical lidars. Operation of the MegalIDAR on a
frequent basis will allow verification of properties and models of the
middie atmosphere, including gravity wave modeling. Determination of sky
background characteristics under different cloud-cover conditions is
important for qualification of operational Timitations.

My research interests have been in the area of the detection,
characterization and modeling of visible and sub-visual cirrus clouds.
Previous work on the characteristics of sub-visual cirrus clouds via
coordinated radiometric and spectrometric measurements has contributed to
my understanding of cirrus clouds and the efforts of this study.
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II. OBJECTIVES OF THE RESEARCH EFFORT: L

The methods of detecting sky background radiance Tlevels are
well-known, involving the use of radiometric and/or photometric sensors.
Detection of sub-visual cirrus clouds has also been done by means of a
LIDAR (Uthe and Russell, 1976); however, this was done in the tropics,
not at mid-latitude locations. To date there has been little coordinated
effort in the area of detection and characterization of sub-visual cirrus
using multi-sensor techniques. Coordinating photometric information with
satellite 1imagery, ground-based camera images and synoptic data,
parameters can be determined when the LIDAR has verified the presence of
sub-visual c¢irrus. Computer analysis of the video and digital images is
an alternate detection method and provides unique information on the
ektent and uniformity of sub-visual cloud bands.

My assignment as a 1988 Fellow in the Graduate Student Research
Program was to determine the natural sky background under a variety of
weather conditions and- to detect and parameterize sub-visual cirrus.
Information on the natural sky background variability was gained by means
of two Pritchard photometers. Video imagery was obtained simultaneously
from two CCD (charge-coupled device) cameras: a solar aureole camera
with occultation disk, and an all-sky camera with a 160° field-of-view
(FOV). The 8-12 u/m band radiometer was not available for use during
the experiment period, so the study is limited to measurements in the
visible region of the spectrum. The cameras were not in the original
plan; however, they provide avenues for futuie work.

Further research work and computer analysis of the data recorded
during the two-week observation period will begin at the Georgia
Institute of Technology upon my return. A proposal for a mini-grant
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under Dr. Gerald Grams will be submitted. The Megal IDAR.
proof-of-concept test will be run in October, 1988 at Wright-Patterson
AFB, Building 622.

III. NATURAL SKY BACKGROUND

a. The natural sky background and its effect on the range and noise of
LIDAR systems 1is important in the field of remote sensing, particularly
among people with an interest in the "MegalLIDAR" project. Ground-based
LIDAR systems are currently operated primarily at night due to the
uncertainty 1in the background photon levels. To study the effects of the
daytime versus nighttime sky on the performance of LIDAR systems, two
coordinated camera and photometer systems were set up.

One camera Tooked at the overhead sky with a small FOV (6° or 3°)
and was coordinated with a vertically pointing all-sky camera with a 160°
FOV. The all-sky camera was connected to an animation system that was
driven by a Commodore-64 computer which sent a signal to the animation
system once per minute. Upon receiving this signal, the animation system
read the time "and date from a clock and transposed it onto 3/4" video
tape as part of the frame header. The video recorder simultaneously
recorded a frame of the input video signal from the all-sky camera (a
Sony color CCD). This time-lapse system was set up on the roof of :he
Mobile Infrared Laboratory (MIRL) each morning and allowed to run until
dark. A shadow-band stand was used to block the sun throughout the day
and neutral density filters were used to adjust the input intensity
levels to acceptable values, according to the camera sensitivity and the
extent of the solar halo.

The second camera/photometer system was an off-vertical system,
designed to scan the region near the sun to look at the solar aureole,
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i.e. to determine the variation of intensity with angle away from the
sun. Hall (1968) and Watt (1980) have been able to derive particle size
distributions and cirrus properties from the slope and variability of the
solar aureole. In an attempt to improve upon their efforts, a super-VHS
video recorder was used to record the input images from the GE TN2500 CCO
camera (17 mm, f2.7 lens). A 9° solar occultation disk was used with the
camera seated on a telescope mount. In order to obtain useful aureole
information and to calibrate the camera images, the photometer elevation
angle was frequently adjusted. It was set-up with a 2° or 6° FOV and two
neutral density filters (ND 4 + ND 2) so that it could safely scan across
the sun. Using the viewing objective of the photometer, the sensor was
pointed ahead of the sun and the Earth's rotation used to scan at a known
rate. The photometer covered 15° of sky in approximately one hour while
the video recorder could run for two. Once the sun was scanned, the
photometer would be re-set for another scan and the process repeated so
that several scans could be made every day. At night the photometer
filters were removed and the field-of-view widened to accomodate the
sensitivity range of the instrument (the vertically pointing photometer
also used a ND 4 filter during the day and was opened up to a 3° FOV
without filtering at night.)

b. Using secant scaling to determine the varijation of sky background
with zenith angle (as per Chapman, 1931), the typical ratio of off-axis
(approximately 65° zenith angle) to vertical photometer readings should
be 2.4:1. Excluding the presence of clouds and the sun, this reasonably
agrees with the results obtained (day and night). Light pollution at

night is a problem under certain sky conditions as was evidenced by the
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photometer readings when the smoke layer was overhead. The
off-axis:vertical ratio was about 3.5:1 in this case, indicating an
increase in the amount of 1light received of 50% over the norm. The smoke
particles probably reflected 1light incident from the city of Dayton into
the FOV of the off-axis photometer. We believe that this increase is
also dindicative of a nonspherical smoke particle Hhabit (shape).
Spherical particles should uniformly scatter obliquely incident
radiation; however, this type of uniform scattering would merely support
a secant law effect. Only nonspherical particles can enhance scattering
at oblique angles (Takano and Liou, 1988).

The calibration and coordination of the video images recorded by
the two camera systems will be done by "frame- grabbing": digitizing an
image recorded on tape and storing it in a computer file. The variation
of the sky background can then be analysed in more depth. However, such
an effort falls beyond the scope of the summer project and will be
pursued as a follow-on task.

Iv. LIDAR DETECTOR SYSTEMS

a. The LIDAR system itself could also be used to determine the
photometric sky background, but only at a single wavelength (0.53 um).
The laser in the LIDAR system is a doubled Nd:Yag that has a 0.25" beam
at the aperture with a 2 milliradian divergence at the 1/e point. The
system is capable of operating at 20 Hz with a 20 nanosecond pulse width
and 35 mJoules/pulse (it also emits 135 mJ/pulse at 1.06 um, but we
were not set up to utilize that fregquency). The LIDAR system schematic
is shown in Fig. 1, incorporating a 14" Celestron collecting telescope,
the laser, a fitted photomultiplier tube and a linear amplifier. The
output is passed into a transient recorder and digitizer which operates
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at 10 MHz, then into an IBM AT personal computer, where the files are
stored. Continuous operation of the system is possible and a display of
the raw data as it is collected is provided. Another utility of the
system allows the user to re-scale the raw data files and to apply
corrections for the 1/r2 decrease in the beam intensity and for the
exponential decrease in the molecular density of the atmosphere

(e-z/H

). This "range-converted" display can also be re-scaled, and it
provides a first-look at the scattering ratios of features in the
atmosphere.

b. Figure 2 shows a typical cloud at the top of the boundary layer
during the day. The curve is distributed about the value 1, since this
occurs when scattering is equal to that of a purely molecular atmosphere
(no clouds and/or aerosols). Peak readings indicate that the cloud
scatters approximately 15 times more efficiently than the background
atmosphere. Another feature seen in Figure 2 is the exponential growth
of noise. Since the signals at high altitudes are very small and an
exponential correction is being applied (the smallest noise representing
the integer mode of the calculation), they tend to be exaggerated. This
is very obvious during the day, and less obvious at night (see Fig. 3).
In addition to a decrease in noise at night, the range of the LIDAR
system also increases. The daytime scan in Fig. 2 is only accurate to
approximately a 5.5 km altitude while the nighttime scan on the same day
shown in Fig. 3 is accurate to about 16 km (or better). The reduction in
noise is typically greater than a factor of 5-10. The dark current noise
was also measured (at 66° F) and found to be a maximum of +18 counts/sec
(or photons/sec) over the diurnal observation period. The mean quiescent
nighttime background photon levels during the ten day experiment period
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were found to be 2140 (+18) counts/sec, while the daytime levels peaked
at 3280 (+18) counts/sec in the early afternoon. This gives a 1.5:1
ratio of daytime to nighttime photometric background levels at 0.53 um
{near the peak of the solar spectrum at 0.55 um).

V. SUB-VISUAL CIRRUS

a. The LIDAR is the primary means by which sub-visual cirrus are
detected, though the measurement of the solar aureole and multi-spectral
satellite techniques are being developed as useful, operational methods.
The LIDAR was operated for ten days in the MIRL facility in front of
Building 622 at WPAFB during both daylight and nighttime hours. A two
man system was required to satisfy the safety office concerns for air
traffic in the WPAFB area. This limited most observation periods to 3-4
hours, mostly 1in the afternoon and evening hours. We believe that the
presence of sub visual c¢irrus clouds should be associated with
discontinuities or "breaks" in the tropopause, i.e. the Inter-Tropical
Convergence Zone (ITCZ), south of the jet cores, and near frontal
boundaries. This is in agreement with evidence provided at the July 1988
FIRE meeting (Starr and Cox, 1985).

b. The detection of sub-visual cirrus clouds is weather dependent.
During the time the experiment was in operation, two fronts passed
through the Dayton area. We were not able to detect sub-visual cirrus on
the first occasion due to manpower constraints; however, on the second
occasion high altitude cirrus streaks were observed to ~ove through the
area with the prevailing winds. Camera images verify the prese -~e of the
thin clouds and their apparent absence as well. Figure 4 shows an
example of a cloud observed when the LIDAR was apparently looking at a
visually clear sky. The cloud feature seen in Fig. 4 s approximately
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0.5 km thick and at an altitude of 11.25 km, with a scattering ratio of
about 12:1 (versus 4:1 as expected for a typical cirrus cloud at that
altitude). This moderately high scattering ratio is indicative of the
possible presence of nonspherical ice crystals. The LIDAR was set-up to
view at an angle of approximately 3° from the vertical, so that specular
reflections are not a problem for this system. Therefore, we conclude
that sub-visual cirrus clouds were observed for about 2.5 hours with a
prevailing wind from the southeast at 5 knots (and high altitude winds of
approximately 50 knots from the west-southwest). This 1indicates the
presence of a sub-visual cirrus cloud band that is approximately 240 km
wide. There was a frontal passage 24 hours later, accompanied by
rainfall. This finding, though solitary, agrees with the expectations
that we have concerning the presence of these types of clouds; therefore,
we conclude that sub-visual cirrus clouds are associated with frontal
systems.

VI. SMOKE LAYER DETECTION

a. An unexpected result of our experiment was the observation of a
smoke Tlayer from fires in the western United States. The incidence of
the smoke layer and its persistence and properties were monitored for
several days. The LIDAR monitored the thickness and persistence of the
smoke layer via the scattering ratio. The optical depth will be derived
after some post-operation analysis. In addition to the LIDAR, the
all-sky and aureole cameras and the photometers were running.

b. Figure 5 shows the range-c-nverted display of the smoke layer
between a 3-5.5 km altitude range. The r2 inc-ease in scattering ratio

near the ground is an artifact of the saturation of the linear amplifier,
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The smoke itself appears to be in three levels or layers and is located
1.5-2 km above the boundary layer. Synoptic information for this period
of time does not indicate the presence of any inversions in the altitude
region where the smoke layering 1is located. It was originally detected
on September 8th and persisted until heavy rains on the afternoon and
evening of September 12th. The smoke layer was optically thin as is
evidenced by Fig. 6, where a thin cioud was observed overhead through the
smoke layer. The night before the smoke layer was detected the sky was
very clear and stars could be seen to within 10° of the horizon. 0On the
nights that the smoke layer was present (especially the first night) no
stars could be seen below approximately a 45° zenith angle. The ratio of
the vertically pointing photometer to the off-axis photometer (viewing at
a 65° zenith angle) at night was 3.5:1, not 2.4:1 as expected, a factor
of 50% increase. GOES satellite photographs taken near sunrise and
sunset (large oblique incidence and reflectance angles) show the plumes
of the forest fires and indicate the presence of the smoke layer as it
apparently follows the polar jet stream. This is only seen in the
visible photographs, not in the infrared images (to date).

VII. RECOMMENDATIONS:

a. The operation of a LIDAR such as the MegalIDAR during daylight
hours is feasible; however, the range and resolution will suffer due to
increased background photon noise. As was discussed earlier, the range
reduction is about a factor of three from night to day time observations
with a factor or 5-10 inérease in noise. This means that daylight
observations should occur either late or early in the day. 1If 90 km is
the expected nighttime altitude of maximum sensing, then this means that
30 km is the maximum altitude to be expected in daytime. One feature of
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the MegalIDAR system that will help to reduce the stray photon noise is
the long "telescope" path (the mirror is at the bottom of a 150' shaft
built in the center of Building 622, WPAFB). The use of baffies will
help reduce the amount of extraneous noise, both external and internal.
Synoptic data was obtained from the base weather station and 1

attended a weather briefing every day that provided educational and

stimulating discussions. The Weather Office provided temperature,
pressure and dew point soundings, as well as GOES photographs, and charts
at ?200-, 300-, 500-, 700-, 850-mb, and surface. The satellite
photographs provided the crucial link for the identification of the smoke
layer. This type of information should be monitored on a daily basis to
ensure optimal operating conditions for the MegalIDAR and other LIDAR
systems, as well as identification of features of interest to observers.

b. A bonus was obtained during the experiment as the presence of a
smoke layer from forest fires in the northwestern United States was first
detected and then monitored for several days with the full complement of
instruments operating during both daylight and nighttime hours. The moon
was in its new phase in the widdle of the ten day period so that there
was no extraneous light from it to affect the LIDAR or the photometers.
Consequently, the nighttime photometer measurements were solely
measurements of the effects of the smoke. Derivation of parameters of
interest (optical depth, particle size and density, and nonsphericity)
for the smoke particles will be done as follow-on work. 1In addition to
providing information about the smoke particles, we believe that the
scattering effect seen is analogous to that seen in the infrared near sub
visual c¢irrus, i.e., scattering of infrared radiation incident from warm,
lower clouds into the FOV of sensors by hexagonal crystals may be the
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primary cause of the 11 um window-fill phenomenon. The properties of
smoke 1in the atmosphere are also important in modeling the effects of
"nuclear winter" on our environment.

c. Computer analysis of satellite images stored on magnetic tape is an
important area of work to be pursued in the next year. Previous work by
Schmidt, et al, (1988) has indicated the existence of a linear relation
between the 7.2 and 11.2 micrometer channels of a cold optics radiometer
when a radiometric "knee" (a feature associated with sub-visual cirrus)
was detected. This indicates the possibiiity of muliti-spectral detection
of sub-visual cirrus with verification by the LIDAR. AVHRR, VAS, GOES,
and OMSP images in both the infrared and visible are being collected and
archived for analysis at Georgia Tech. Analysis of the images to 1look
for the presence of the smoke layer will also be pursued.

d. Analysis of the all-sky and aureole camera images is also an area
of interest. Photographic detection and parameterization of cirrus
c¢louds has been done by Hall (1968) and we are looking to improve on this
method by using frame-grabbing (or image digitization) to store the
images on a computer to allow digital analysis of the observations.
Information on the smoke layer, sub-visual cirrus, typical cirrus, and
low and mid-level clouds can be uniquely gained through calibration with
the photometers for both camera systems. A study of the variation of the
background photon noise levels can also be gained from analysis of the
camera images. Comparison of the results with the background radiance
levels predicted by atmospheric model <codes, initialized with the
synoptic information gathered is planned. This means that 3 unique
"equivalent cloud" detection method can be explored through follow-on
work.
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ADAPTIVE ARRAY ARCHITECTURES with LOW-SENSITIVITY TO

RANDOM ERRORS IN THE STEERING VECTOR ELEMENTS
by
Tien N. Tran
ABSTRACT

Adaptive Arrays and Beam Forming are used extensively to enhance a de-
sired signal and adaptively cancel or null jarhmers and other interferring signals. In
adaptive processing using the Applebaum adaptive array approach, a steering vector
is used to steer the array in the direction of the desired signal. It has beeen shown by
Compton, Jr. that errors in the steering vector elements can cause a rapid drop in
the output signal-to-interference-plus-noise ratio (SINR) and that the drop becomes
larger as the number of elements in the array is increased. In ihs report, we show
that the sensitivity of the output of the array processor to error: in the steering ele-
ments can be minimized by going for alternate architectures. We also point out other

advantages of such architectures.
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in other armed services to go for adaptive arrays consisting of lérger (64 to 256)
number of sensors. Several researchers have presented various methods to reduce
the problem. Hence architectures or approaches that will minimize the sensitivity
of the array output to element variations are needed. Hong et. al. [11] propose to
combine Widrow and Applebaum methods; a middle of the road solution since while
the LMS portion reduces the effect of steering error, it also lessens the optimality of
the Applebaum array. Random noise injection was also considered but this will also
lead to desensitivity of array to interested signals. In the next section, we propose

altenative architectures for the beamforming arrays and discuss their advantages.
II PROBLEM FORMULATION AND SOLUTION

Consider and adaptive linear array with N elements with half wavelength spacing
as shown in Fig. 1. Denoting by Z;(t), the analytic signal received by element j (1 <
j < N), W; the complex weight for the j-th signal, 5(¢) the array output, W =
[w1, w3, ... wy]T the weight vector, W, = [ws1, Ws2, ..., w,N]T the steering vector,
X = [£,(t),%(t),...,Zn(t)]T the signal vector, ¢ = E(z*zT) the covariance matrix
where T denotes transpose and * complex conjugate, W is calculated from the sensor
signal as

W =o"'W, (1)

If the received signal #;(t) consists of the desired signal d;(t), one interference
signal £;(t) and the thermal noise 7,(t), the expressions for the output desired signal

power Py, output inteference power P;), output noise power P, and output SINR as
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I. INTRODUCTION

During the last twenty years, different approaches have been proposed for
designing systems that can track a desired signal and provide protection against
jamming and other interference signals. Such systems are highly useful in defense
radar and communication applications. Beam forming, that is, the mixing of weighted
and delayed version of signals at an array of sensors is one such technique that leads to
an increase in the signal-to-interference-plus-noise (SINR) ratio of the received signal.
The weights ar; adapted in real time to account for the time varying characteristic
of the jamming and interfering signals.

The methods by Applei)aum [1], [2] and Widrow, et al [3] and their variations [?]
for example are used quite frequently for adaptive beam forming. The Applebaum
method uses a steering vector in the feedback loop of the adaptive beam forming
network while the method of Widrow relies upon a reference signal to track the
desired signal.

Compton, Jr. considered the effects on array performance of random steering
vector errors [4] and the effect of beam forming errors (6] (i.e. when the supplied
look direction is different from the actual desired signal arrival angle). He showed
that very small errors in the steering vector can cause large degradaticn in the output
SINR and the situation becomes worse as more elements are added to the array and as
the received desired signal power becomes larger (the subjects of error, imperfection
or precision requirements are explored to some extents also by other researchers in

(7], (8], [9], [10]). However, there is a great push in the Air Force and perhap:
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Fig. 1: An N-element adaptive beam forming array.
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a function of errors in the steering elements are given by [4]:

Fi= (2 ) ["VT<I>“<I>.;.,<I>‘1 + 202 Trace(®; I(I’doq’-l)] ()
P, = (2K ) [WIe; ®,,8;" + 202 Trace(3;9:,%;")] 3
P.= (2K ) [WI8;18;" + 202 Trace(9;3;")] )
Py
SINR = vo——r
(Pi+ Pa) ¥

The expressions have been calculated assuming the errors in the steering vector
elements to be random with zero mean and variance o2, where K, is an arbitrary
constant, @do, Pios Pno are the normalized covariance matrices respectively of the de-
sired signal, interference and noise, ®, is the sum of these three matrices and J is
the input SNR. (The reader can refer to ref. [4] for a complete description of all the
variable involved).

In Fig. 2, we show the output SINR as a function of o2 for the case where a
desired monochromatic (fractional bandwidth By = 0) signal arrives at the broadside
(62 = 0°) with a SNR of 0dB and no interference. This is the case where SNR is
zero dB or noise is equal to signal, a bad scenerio but in this case there are still some
advantages in using more elements on the array. In Fig 3, all other factors remain
the same as Fig 2 except that the SNR improved to 10 dB, still a less than normal
situation. From the figure, it is obvious that the higher value of N or the number of
sensor elements on the beam forming array, the smaller the tolerance of the array for

the error in the steering vector (represented by variance o,,). Fig. 4 describes a better
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situation for the received signal where the SNR is 20 dB. One concludes that with
this type of arrangement (Fig 1 beam former) the more element sensors one has on
the array the worse his system performs except with very small or no steering vector
errors. In real life scenerio, besides having signal of 20 to 30 dB over noise, one also
bas interference or jamming signal from friendly or unfriendly sources. As shown in
Fig 5 and 6, when with interference (B; = 0) at ¢; = 30° with interference to noise
ratio (INR) of 40dB, the tolerance of large arrays for steering vector error becomes
even more critical; giving the same error variance ¢,,, one probably may be better off
with a small array or even just one sensor than a larger array.

Thus efforts to increase the accuracy of adaptive FIR steering beamformers by
increasing the number of -sensors, and consequently the number of elements in the
weight vector array, would meet with limited success due to the fact that the detri-
mental effects of random steering errors on the beamformer performance also increase
with the number of sensors. This self-defeating phenomenon points to the need of a
new approach to better adaptive FIR steering beamformer array performance.

Current beamformers use direct form (Fig 1) realizations for combining the sensor
inputs to evaluate the accuracy of the particular pole (steering angle) realization.
Such a realization have an inherent limitation - that of sparse pole realizations ia
the z-domain [12]. This leads to greater sensitivity of their performance to round-off
errors due to finite precision, since the probability and closeness of their achieving a
particular performance point (pole) is limited by how close a value the selected preci-
sion allows. If the density of realizations of pole realizations in the z-domain were to

be higher, this sensitivity is mitigated, since the probability and closeness of achiev-

48-8




ing a particular pole realization is better. This is the approach we take, and propose
the cascade form realization of the FIR beamformer as a improved alternative. The
cascade form realizations are characterized by the higher density of pole realizations
which is what .this effort is aimed at achieving. Put it another way, with cascade
form, large numer of elements arrays are less sensitive to error in the steering vector.
Furthermore, cascade structure beam forming array such as one in Fig 7 would not
change the beam forming array algorithm considerably.

For the direct form beam forming array the steering vector is represented by:
W, = KW, [1,ersnte girsnts_ ii-tmaintd]” ©

and the signal:
X = [£1(1), 25(2), .., BN ()] (7

Output of the array may be in the form

y(t) = K,W, [51(t) + iz(t)ej"fsined +.+ f:N(t)ej(N'l)’"ino"] (8)

While the output of the cascade form such as in Fig 7 will be:

llly(t) = K,W, {[il(t), 52(t)][1, ejflinale, [ia(t), 5:4(t)][1, ejrainaa]} {1, gi2mainéy }@)
= K {5+ (e, (55(0) + 20} {1, )T (10)

= K,W, [51(t) +3y(1)e" 0 4 +5N(t)ej(N—1)1rsin04]

which is similar to output of direct form.
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Fig 8,9 and 10 is the SINR of the cascade form with &2 for the fractional bandwidth
By = 0, signal arrival angle 6; = 0° with a SNR of 0, 10dB and 20 dB, respectively
with no interference, for array of 2, 4, 8, 16, 32 and 64 sensors with 2 sensor sub unit.

Fig. 11 and 12 show SINR of arrays of 3, 9, 27 and 81 sensors with 3 sensor sub unit.
IV FUTURE RESEARCH

From initial research, we conclude that the sensitivity of Applebaum array to
steering vector error is due to array structure similar to the same effect in digital filters;
for digital filters realizations, altenate architectures have been proposed and used to
reduce the effect of error in the coefficient due to quantization, precision limitation,
etc. Thus, changing the beam forming algorithm to accommodate for the steering
vector error may not be necessary or effective as a change'in the array architecture.
Cascade structure is one candidate form for the problem solution. One such structure
is shown in Fig 7. While the array in Fig 7 is sub-divided into basic unit of two inputs
and two steering weights each, this is not necessary the optimal form: three inputs
basic unit or other arrangements probably would do as well. Further simulation would
have to be done to check the effect of interference signals on different forms of cascade
structure; from the interference signal consideration, an interferencing signal will be
canceled by and at each sub unit separately or is it a join effort of the whole array..
Also, the cascade form with clear division or isolation of input sensors from second
stage while easier to put in mathematical form and to simulate, is not necessary the

optimal way either.

48-11




References

[1] Applebaum, S.P. “Adaptive Array,” IEEE Trans. Antennas and Propagation,
Special Issus on Adaptive Antennas, vol. AP-24, pp. 585-598, 1976.

[2] Applebaum, S.P. and D.J. Chapman, ¢ Adaptive arrays with main beam con-

straints,” IJEEE Trans. Antennas and Propagation, vol. AP-24, pp. 650-662, 1976.

[3] Widrow, B. Maatey, P.E. Griffiths, L.J., and Goode, B.B., “Adaptive Antennas
Systems,” Proceedings of the IEEE, Dec 1967.

[4] R.T. Compton, Jr., “The Effect of Random Steering Vector Errors in the Apple-
baum Adaptive Array,” IEEE Trans. on Aerospace and Electronic Systems, vol.

AES-18, no. 5, September 1982.

(5] R.T. Compton, Jr., “The power inversion adaptive array-concept and prefor-
mance,” IEEE trans. on Aerospace and Electronic Systems, vol. AES-15, pp.

803-814, November 1979.

(6] R.T. Compton, Jr., “Pointing Accuracy and dynamic Range in a Steereed Beam
Adaptive Array,” IEEE Trans. Aerospace and Electronic Systems, vol. AES-16,
pp. 280-287, May 1980.

(7] Neil K. Jablon, “Adaptive Beamforming with the Generalized Sidelobe Canceller
in the Presence of Array Imperfections,” IEEE Trans. Antennas and Propagation,

vo. AP-34, NO. 8, August 1986.

(8] Lal C. Godara, “Error Analysis of the Optimal Antenna Array Processors,” IEEE

Trans. on Aerospace and Electronic Systems, vol. AES-22, no. 4, July 1986.

48-12




[9] Richard M. Davis, Patrick Jone-Shyan Sher, “Quantization Noise in Adaptive
Weighting Networks,” IEEE Trans. on Aerospace and Electronic Systems, vol.
AES-20, no. 5, September 1984.

[10] Ramon Nitzberg, “Computational Requirements for Optimal Weights in Adap-
tive Processing,” IEEE Trans. on Aerospace and Electronic Systems, vol. AES-16,

No. 4, July 1980.

[11] Young J. Hong, Donald R. Ucci, Chien-Chung Yeh, “An Adaptive Array with
Steering Vector and Reference Signal,” Intl. Comm. Conf. 1986.

[12] L.R. Rabiner and Bernard Gold, Theory and Application of Digital Signal Pro-
cessing,” Prentice-Hall 1978.

48-13




0 ="'d ‘0= ' ‘gproy

. - = 0 =T ‘0 ="g '9>ualap Uy ON ‘T2 sA YNIS ‘Aesie wio) 3| ¢
UL "GP 01 = UNS "0 = ' ‘.0 = g *T0 8a YN|S ‘Avise wisoj ) g “Byd 0L =UNS0="d 0="¢ PRION T
0
- - . 0
| ] T T oz s{0°0 oc.
o, 0
D, o1~ s Joz-
9
9
e
< o
"
(2]
z
o *
s
bed
SININIVI 2
/ o124
€ ¥O4 WYY ___ 1
v H04 NVId —o -
9 ¥OJ NVI4 — T
SANIN31) OF NO4 NvId —=|O0F gp gP01 = HNS '90ualajiaju ou ‘W0 235(
02 = UNS '0 ="y ‘.0 = g ‘d2uasapajuy op 32 84 UNIS ‘Avare uiiop a1y ip g /¥
$(0'0 ' 9= 1UNS '0 =" '.0="g '2oua11031) oN 50 ea YNIS ‘Avasw unoj 1218 g
0
510°0 - 0
—_ e
f oz
R
E:
(2]
5 (23 ot °
—_— "
a o //N ’
w . e — AN\

gP0Z2 = YNS ‘'a0uaiajiaju} ou 'wlo) o3

AP0 = YNS '90UII3}13 U} ou ‘Wio) PING

‘up

R X |

YNIS

gp w

‘ap
‘914

UNIS

gp w

48-14




‘HPO=UNS'O="d ‘.0="9

‘4poz=UNS'0="0 '0="¢ *92U213110)01 ON 70 8 YNJS ‘Nun gus saoktas g ‘Kvise wnio) apuds;) ig B4g
20uvsdf1olu} ON O %A YNIS “JIUn que B0sULs T ‘Auliv Ullo) SpUdeY;) (gl ‘N4 ﬂ. .
[ 1%
3 4oe-
- qoi- A
Z
f Joi- nb Y
z 5
7/ A ° 5
—_— T
_— T —_— T = 1 a
————— T 2 f o1 w
If}‘fl// -
———=—= a
CLE
L vz
o 3
o
(PO = YUNS 'aouagajlajuy ou
o ‘U QNS S10SUAS ¢ "Wlo) apUase)
gP02 = Y¥YNS "@duaid)iaju) ou
‘JIUN NS $10SUdE 2 ‘Wlo] apeasu)) .
UPOI=UNS‘O="d ‘'.0="19 0="4 'Wt= "9 'dror
‘23ud13)13)u ON 70 8A YNIS ‘WUN QNS BI08UR 7 ‘Aesse Wiso) apeoser) 1g ‘S 2UIRPINW] "UP 0Z = UNS ‘0= 2d ‘.0 = 7§ ‘T2 8a UNIS *Avaw w0y y2a1(] :9 ‘B4 r..nla.
. . 100 0 - ®
{ i i { <
s L
—lai-
[ or- 1
2
a
—{0 =
10 - "
— 5 z
— -
I ot ” ”
< or 2
sinanava 2"
[ oz
-{ot
. ‘aduai3jiajuy ou
HGP0O1 = YNS ‘1UN QUS SIO0SUIR Z ‘ullo) IpuaIse)
os




UPOZ=UNS‘0="yg '.0="9

‘PauasapiaNug ON 3O €A YNIS ‘U Gus e106td8  Avsse utio apuase)) :zf 84

510°0 1]

oL -
oL

UNIS

gp w

P02 = UNS '30ua13)4d)uy ou
‘NuUR qQus s105Uas @ ‘WID) FpwISE)
‘UP Ol = YUNS‘O="q ‘0 ="¢
_ou...o.uto.:_ oN .nb A UNIS "Mun qoe siosuae € 'Aensw uilo) spease)) 1 ‘B g

S10°0 0

ot
or

YNIS

gr w

P01 = UNS '9ouU219)i1ejuy ou
AP0l = UNS "Jun QNS E10SULS ¢ ‘Wioj apeIse)

48-16




1988 USAF-UES SUMMER FACULTY RESEARCH PROGRAM/
GRADUATE STUDENT RESEARCH PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Conducted by
Universal Energy Systems, Inc.

FINAL REPORT

Extraction of Circuit Definitions from VHDL Specifications

Prepared by:

Academic Rank:

Department and
University:

Research Location:

USAF Researcher:

Date:
Contract No:

John P. Van Tassel

Master’s Candidate

Computer Science and Engineering
Wright State University
AFWAL/AADE

Wright-Patterson AFB

Dayton, Ohio

Dr. John Hines

26 August 88
F49620-88-C-0053




Extraction of Circuit Definitions from VHDL Specifications
by
John P. Van Tassel

ABSTRACT

The report that follows is a discussion of the results of the research conducted under
government contract project # 210, contract number F49620-88-C-0053 on the formal
verification of digital circuit designs specified in the VHDL description language. It
describes a method of logic extraction using executable Prolog grammars, and the
extensions of such a scheme to mechanical theorem proving. The work included here
was conducted in cooperation with Dr. David Hemmendinger, and should be viewed in

conjunction with his report.
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L INTRODUCTION

The goal of the fellowship this summer was to look at methods of formal
verification of VLSI design. Although not an electrical engineer, I have been working

in the areas of logic and concurrent programming for the past year, and became con-
vinced by the arguments of Dr. Hemmendinger that the design language VHDL lent
itself to a formal analysis of the type applied to concurrent programs. With the drive
to standardize VHDL, there is also a clear need for some sort verification process
beyond simulation. To that end the project presented here was undertaken.

The bulk of the literature on VLSI verification centers on the simulation
approach. Specifically, that one builds a state machine description of the circuit, and
gives it a "complete” set of input to discover its correctness. Conversely, some take
the proof theoretic approach and quickly become mired in human directed mechanical
proofs that are obscure to those not familiar with such methods. After looking at
VHDL and some of the newer automated proof systems, specifically Cambridge LCF
and its derivative HOL, it seemed possible to automatically extract descriptions of cir-
cuits that would be understandable to such mechanical provers.

In order to accomplish the derivation of such descriptions, a method had to be
implemented for extracting the first-order logic definitions of circuits. To that end, an
executable Prolog grammar was developed to parse VHDL specifications. A descrip-
tion of the results of the utilization of that grammar follows.
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II. OBJECTIVES

With the broad task of investigating VLSI verification as the objective of the
effort, it became clear that the whole needed to be broken down into subgoals.
Specifically, to

1. Become familiar with the current literature on hardware verification.

2. Gain an understanding of VHDL.

3. Apply some of the ideas found in (1) to VHDL to perhaps gain new insight on
the problem.

In the process of familiarizing ourselves with VHDL, we found some bugs in the Beta
version of the VHDL 1076 simulator. While finding and documenting them increased
our knowledge of the language and led to some interesting questions about it, the
whole process did leave some doubts as to the actual implementation of some of the
attributes mentioned below, particularly the process model. Where there was confu-
sion, the Language Reference Manual was followed as closely as possible.

Having arrived at (3) above, it became clear that the VHDL assert statement was
a powerful meta-statement for describing the workings of the circuit in question. The
fact that these assertions, and eventually, the theorem proving definitions, had to be
extracted on the fly, led to the development of an executable Prolog grammar for the
parsing of VHDL descriptions. The rapid prototyping provided by Prolog made much
of the work presented here possible.

III. THE GRAMMAR

The basic construction of the grammar was taken directly from the context-free
definition of the language found in the VHDL Language Reference Manual. The
grammar in the LRM could not be translated directly into Prolog grammar notation,
and obtain complete determinism in its execution. As a consequence, modifications
were made that, while preserving the meaning of the original, optimized its execution.

The VHDL statements that are currently supported are signal and variable assign-
ments, if and case conditionals, as well as the block, process and architecture state-
ments. The assertions formew are put together in the same pass as the parsing of the

VHDL code, and therefore are not terribly expensive to generate. The primary
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assumption made was that the VHDL had already been analyzed. Although the gram-
mar will generally not parse VHDL that is incorrect, it was not implemented to guard
against possible infinite evaluations if given bad code.

IV. THE ASSERTION STATEMENTS

Once a workable program had been developed, it became possible to develop and
try out ideas on how the assertion statements should look. The signal assignment
statement was chosen as the first primitive operation to look at. A sample one might
look like:

Output <= Inl and In2 after 40 ns;

where Output, Inl, and In2 are all signals. It is an example of inertial delay, namely
that Output gets the result of anding Inl and In2 if and only if those signals have been
held stable for 40 ns. As an assertion, it would take the form:

ASSERT (NOT (In1’STABLE(40ns) AND
In2’STABLE(40ns))
OR
(Output = (In1’DELAYED(40ns) and In2’DELAYED(40ns))));

Although not immediately discernable, this is a simple if-then construct stating that if
both Inl and In2 have been stable for 40 ns, then Output is equal to the and of Inl
and In2 40 ns ago. A less complicated variation of the same signal assignment is sim-
ply to switch from inertial to transport delay:

Output <= transport Inl and In2 after 40 ns;

The result is:

ASSERT (Output = (InI’DELAYED(40ns) and In2’DELAYED(40ns)));
where no statement of stability is needed. The value of Output takes on whatever the
result of anding Inl and In2 is after 40 ns.

With the underlying logic of basic signal assignments in place, we can look at
their incorporation into more complex VHDL statements, in particular, if and case

statements. [f statements provide a construction similar to the one used in signal
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assignments. Specifically, if we wanted to say:

if A then
B;

elsif C then
D;

else
E;

end if;

The corresponding assertion would look like:

ASSERT ((NOT A OR B) AND
((A AND NOT C) OR D) AND
((A AND C) OR E));

Note that the assertion statement takes into account information implicit in the con-
struction of the if statement. Case statements are a special case of if statements; and
as such have assertions that look much the same. For example,

case A is
when B => C;
when D => E;

end case;

Looks like

ASSERT ((NOT (A = B) OR C) AND
(NOT (A = D) OR E));

when made into an assertion.

So far, we have seen individual sequential statements, but VHDL descriptions are
certainly made up of more than these. It is the case, however, that when constructing
an assertion to deal with the a block of statements, the whole is made up of the con-

junction of the individual parts. For example, the code:
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architecture PROCESS_IMPL of CONTROLLED CTR is
signal ENIT, ENIT1, STRB : BIT;
begin
DECODE:
process (STRB)
variable CONREG : BIT := ’0’;
begin
if (STRB = '1’) then
CONREG := CON;
case CONREG is
when => CONSIG <= "1000" after ENCDEL,;
when => CONSIG <= transport ENIT after ENCDEL;
ENIT1 <= CONSIG after IENDEL;
end case;
end if;
end process DECODE ;
STRB <= STRBI after100 ns;
end PROCESS_IMPL ;

produces the following assertions (edited and highlighted for clarity):

-~ For process DECODE the following can be asserted:

ASSERT
(

(NOT (sttb = ’1") OR
(
(conreg = con)
AND

(
( NOT (conreg = '0’) OR
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(
(
( NOT TRUE OR
(consig = "1000")
)
)
)
)
AND
( NOT (conreg = ’1’) OR
(
(
(consig =
enit’ DELAYED(encdel)
)
)
AND
(

( NOT consig’STABLE(iendel) OR
(enitl = consig’ DELAYED(iendel))
|8

-- For architecture CONTROLLED CTR(PROCESS_IMPL),

-- the following assertion has been made:

ASSERT
(

-- Remember, assertions made on process DECODE
-- are also implicitly true.
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(NOT
sttb1’STABLE(100ns) OR
(strtb = strb1’DELAYED(100ns))
I+
It is obvious that these assertions should be universally true. They are also a first

step towards the extraction of a logical definition of the circuit that is understandable
to a theorem prover. They were particularly helpful in finding out what certain VHDL
statements meant. Although Version 1 of the simulator was not obtained until the last
week of the project, the grammar required little or no modification to agree with it.

V. THE HOL DESCRIPTIONS

The next phase of the project is to go in a direction similar to H.G. Barrow’s
Verify program. Namely, determining logically if two definitions of a circuit, one
derived from the circuit itself, the other given as the specification, agree. While Verify
utilized Prolog exclusively for this, we feel that the product HOL, developed by
Michael Gordon at Cambridge, provides the most promise in the area. Although not
intimately familiar with HOL and Cambridge LCF at present, I am able to describe
how the signal assignment statements mentioned earlier should look. For example,
transport delay can be expressed as

Out <= transport In after 40 ns;

and its corresponding HOL statement might look like

't. Out t = ((t < 40) => F | In (t - 40))
where (!) is universal quantification and (|) is the conditional operation. The statement
reads "for all times t, Out at time t is In at time t - 40 as long as t is greater than 40,

else it is false (0)."” Inertial delay takes on a more complicated syntax. A simple state-
ment like

QOut <= In after 40 ns;
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becomes

it Outt=(t". ((t =< A
>t-40) A
“(In (t - 40) = In (t'))) => In (t - 40) | Out t))

meaning "for all times t, Out at time t is In at time t - 40 as long as In remained con-
stant (stable) over the interval t’, else it stays the same.”

I have been able to extract statements that look like the above by changing only
the syntax of the statements output from the grammar, while leaving the grammar
itself unchanged. Currently, we are trying to get a copy of HOL in order to become
more familiar with it, and to discover how to best construct statements of the kind
mentioned above. It should also be possible to construct HOL theories to expand the
default set included with the product. These new items would be specific to the nature
of the construction of VHDL statements, as well as the underlying implementation of

the language.

VI. RECOMMENDATIONS

The work this summer has been particularly fruitful. We have become aquainted
with VHDL and its simulator, a program has been written to extract logical definitions
of circuits described in VHDL, and a method to utilize those definitions in the
verification of circuit designs has been proposed. Along the way, we became
aquainted with the literature on verification, and similar efforts in the area. The work

shows promise but was naturally limited by the time frame of the contract.

As a consequence, we propose to continue the work through the support of a
mini-grant. As mentioned by Dr. Hemmendinger in his report, this would include
further development of the grammar, more work on the translation to HOL, and the
development of HOL theories to make the verification possible.
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LARGE FLEXIBLZ SPACE STRUCTURES

by

Susan M. Dumbacher

ABSTRACT

With the reality of space existence so near at hand, it i{s imperative
that man keep up with the technology required to achieve these lofty goals.
With this in mind, the topic of structural control of Large Flexible Space
Structures (LFSS) is indeed an important one. To separate the fields of
structures and controls in this case would be to ignore the problem as a
whcle and, hence, it is desired to effectively control a LFSS with the
minimum structural weight required. From this standpoint, various
parameters of the LFSS and, in particular, modal positions and velocities,
must be determined to utilize effective feedback control to damp out
unwanted vibrations. The purpose of this study is to evaluate th2 possible
tvpes of estimation of these modal positions an2 velocities ang,
specifically, to investigate the performance and robustnsss of

subontimal/cvcentralized filters is opposed to centralized filters.
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A Large Flexible Space Structure (LFSS) is a space structure
characterized by low inherent damping on the order of 1%, low and closely
spaced frequsncies, and an infinite number of modes required to completely
describe the motion of the system. This class of structures includes the
space station, large antennas, solar sa2ils, solar power satellites, space
telescopes as shown in Figure 1, and other structures which may apply. As a
result of low damping inherent in LFSS, it is necessary to suppress unwanted
vibrations caused by disturbances or motion of the LFSS -- disturbances may
include solar wind or debris while motion of the LFSS may result from
pointing or docking maneuvers. Modal control, or the damping of selected
modes, is one way to achieve vibration suppression. It is then necessary to

formulate the problem in modal form as given in [Ref 1].

The basic equations of motion for a structure are
Mg+ (Clg+(Klg =0 (eq 1)
where [M], [C] and [K] are the mass, damping ancd stiffness matrices, anc Q

is the force vector acting upon the structure. Since LFSS generally have

re
'

vary low damping, an assumption of [C! = 0 is valid; a small damping term
will be added it a later time. To decoupls (eg 1), introcuce the linzar
transformation

g(t) = (U] n(t) (eq 2)
where [U] is the modal matrix and n(t) is a generalized ccordirate. (Eq 1)

then becomes




SR € "

3
[}
7 vl
[#}
L)

. : rieaT v e . .
Premultiplying (eq 3) by (U. znd normalizinc U, sucsn that its emplituae is

no longer arbitrary via
tulTom fu3 = C13 (eq ba)
[U]T[KJ (U] = [‘HL] , (eq Lb)
where f‘wg-] is a diagonal matrix of the squares of the eigenvalues, and

[U]TQ = N, ylelds

n+ FuR]n=n. (eq 5)

For simplicity, a pinned-pinned beam structure will be presented as an

example. The fourth order equation for a beam, as cited in [Ref 1], is

nd i e_%iaLEL - f(x,t) (eq 5)
ot oX

where EI is the stiffness, y(x,t) is the displacement of the beam and f{x,t)

is the force distribution applied to the beam. Assuming that free vibration

oceurs, i.e. f(x,t)=0, and thzt y(x,t) is separabls in time and space as
y(x,t) = q(t) U(x) ' (eq 7)

then the solutions to (eq 6) obey

ang U + (m w/CI) U =0 . ceq 3
Solving this pinned-pinned beam problem (eq 7) for the nztural frequencies,

wn, and the mode shapes, Un' yields the values

wo (nn)?\/ EI/(mLu) , N=1,2,...,® (eq 12a)

Un(x) - An sin(nwx/L} . (eq 1Cb)
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=z mode snages ares arbitrary In zmplitude, A . llormzlizinz such that

n
Of“m Ué(x) 3x = 1 (eg 11
gives
Un(x) =y 2/ml sin(nnx/L) . (eq 12)

The total displacement and velocity of the beam can then be represcnted as

the sum of the mode shapes multiplied by the generalized coordinates:

y(x,t) = E U (x)n (t) (eq 13a)
y(x,t) = nEI Un(x)nn(t) (eq 13b)

The simple beam example used throughout this study is a pinned-pinnred
beam with an arbitrary impulse force applied as shown in Figure 2. Let the

state, x, be defined as

x=[n, N, : Nz Nz ¢ vee = N N_J (eq 1)

nn

where n and ﬁ { are the ith modal position and velocity, respectively.

i

The state space formulation then becomes

X =Ax+3u (eq 152)
Yy = Cx (eq 15b)
A
! Aa 0 2 i
w.th A = < . ’ -\1 = _w.j - . inc
0 A i ek
n
C=[0 C,: 0 Cp: ... : 0 C 1.

The matrix C takes the above form for a velocity sensor and, with the
assumption that the actuators and the sensors for the LFSS are collocated,

B-CT. The damping term Ci is included in the dynzmics matrix A here to
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tight dampinz inharent in Shi2 structures  withcut desircying

The basic 2stimztor equation is given by

X=Ax+Bu+K

c g -Cx) (eq 16)

where x is the estimated state and KF is the filter gain determined by the
stancdzard gain matrix and Riccati equations, zs given in [Ref 2]. For
optimal estimation, the fcllowing occur: x is the complete states of the

system; all of the information is processed centrally in an optimal manner;
anc the best possible estimate of the system for the given set of parameters
is obtained [Ref 2]. This is central estimation and will henceforth be
referred to as Linear Quadratic Estimation (LQE). Decentralized estimation,
on the other hand, processes information locally -- a decentralized
estimator's output depends only on information from the corresponding sensor
or group of sensors and each actuator/sensor pair, or group of pairs, uses
only information contained within that subsystem. From & performance point

f view, assuming perfect infermation of the system parameters, c¢entralized
estimation is preferable since it provides the optimal solution. However,
if centr2l processing is not desirzble or possible, or if computation is an
important factor, decentrzliced =2stimiticon miy be 2 bettaer cheice. FResultls
from previous werk done by <he auinor [Buf 2] indicating ra2rformancas of
c2ntrzl end decontral estimation with perfect modal information is given in
Figure 2, The decentral estimation does contain errcr amplitude shaping as

outlined in [Ref 3].
I. C2JZCTIVES OF RESEARCH EFFCET
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importance to evaluate the rodustness wWith raspa2ct to parameter variztions

ticn ic a subset of

Y

of ¢ LQE filter and a suboptimal filter. Descentraiiz

({3

the latter. Defining robustness as global asymptotic stibility under the
presence of modzling errors, it is of intasrest to investigate "phase-
shaping" to achieve this guar:cnteed stability. Sine2 this is a rather
strict constraint on the suboptimal estimator, a qualitative sensitivity
analysis is also introduced., Finally, a method for obtaining some

performance criteria to compare optimal and suboptimal filters is proposed.

III. ROBUSTNESS AND PHASE~SHAPING

Since perfect knowledge of system parameters is not attzinable, it is
necessary to account for variations in these parameters and to attempt to
design a suboptimal filter which is robust under these 2ircumstances. As a

starting point, structural fregusncy errors up to 2% will be investigat:id,

Refarrinz to the block cdiagram of Ficure 4, [Ref 4] states that given tha
3> &

({9

transfer matrices G(s) znd H(s), the system is asymptotically stzble §f at
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gombinea transfer matrix of the estimator znd controllier, must be strictly
positive rezl for guaranteed stability, The purpose of the study at hand s
to focus on the performance and robusiness of estimztors. It would then be
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sceitive resl requiraereants z:ni then =c¢ 2:3Cz2 gceontrsllszsr zains withsus
viclatins these restricticns.
One cons2arvative approzch teowarc solving this problerm woulcd be -0 lcok

2% the phase shift caused by closing an sstimatsor in the lcop. If the total

m

-}
estimator pnase change lies within £ 90 , then this portion of the feedback

loop is strictly positive real, Looking at the simplest case of a reduced-

orcer l-moce estimator estimating the first mode, the best result obtained

(-]
is a phase snhift of -90 under certain conditions. This may indicate

positive realness rather than strict positive realness. The gains EK1 K2]‘

for this case were chosen to decrease the sensitivity to changes in the

~

structural frequency. This was done by evaluating the transfer matrix X/

n, / n, = 2+ (20w, + KC) s + w,2(1-K,C) (eq 17a)
P, p,
s + (21;1»:1 + KZC) s+ W (1 K1C)
n, / n, = 2 g (K, C=1) (w, - 31) (eq 17b)
. + ¥ .C + W 2’1-K o
s (eg, v, K2) s W, { &
2 - > -
- Te W > )
N, / n, s ( v, W, {eq 17¢)
2 2
s + (-C‘} \'1 + XY 5+ ¥y (r"..‘.:)

.
n

/ n, = s + (2g W, o+ K.C) s + w “(1-%.C) leq 17¢)
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wnere a4y is the first mczeled structurzl fregusnecy anc w, {3 n: scetual

w

1
'

~a -

first structurzl frecquency. These twl vzlues may Ciffer by Z87. In an
attempt to drive the off-diagonal terms (eqs 17bke) to zero and the diagonal

terms (eqs 17a&c) to one, K, = 1/C is chosen and (eq 17) beccmes

1

~

n, / n, = 1 (eq 13a)
ny/m = 0 (eq 18b)
P 3
-2 2
n, / n,= s ( W, w, ) (eq 18¢)
s

(s + Zciwi + K2C)

ny /ng= 8 (s +2g.w, + KC) (eq 18d)

7]

(s + Zz;iwi + KZC)

Choosing a value for K2 which shifts the pole -2c1wi + KZC sufficiently to

the left will ensure that the response due to that pole dies out quickly.
(Eq 18c) then approaches the value of 0 and (eq 18d) approaches the value of
1. The time response of this case is shown, along with LQE results, in
Figure 2, The above method wcrks quite well for the pinned=pinnec tezm
exampcle. However, problems may arise if the actual LFSS is not domirated by
a single known mode. These results may 21so depend upon sensor positicn.
It is necessary to evaluate an actuzl LFSS in corder to cec-armine how
strcnagsly these dependencies upon circumstances affzct the prablum 2t hand.

IV. CQUALITATIVE SENSITIVITY ANALYSIS

Since the above phase-shaping results are restrictive, & qualitative

sensitivity analysis is in order. Since optimal filters are designed to be
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mzai at 2 3specifiec pcint, it is ncs suprising that thzy ar=2 quite
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itiva to variations aboul the 3t
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whicn include reduced order filters, decentralized filters, etc. == are not
as sensitive [Ref 6. which is in this case an advantage of suboptimal
filters., See Figure 5 for an indication of optimal versus suboptimal filter
sensitivity. It is obvious that there is a traceoff here between
sensitivity and performance and it is up to the designer to decide where

that line should be drawn.

V. PERFCRMANCE CRITERIA

Since many times suboptimal/decentralized filters may be numerous and
of different orders than LQE filters, some performance criteria to compare
the types of estimators must be determined. It is proposed to use the modal
sum of the error covariances of each filter as a basis, For those
suboptimal filters which are combining modal information, the total error
covariances may be obtained via any sufficient type of estimation algorithm
[Ref 7} such as Mear Square Srror estimate (MSE), Maximum 4APriori estinrate
(MAP), or Maximum Likelihocd estimate (MLE). In this wesy, a scalar
performance value for each filter may »e usea for parformancs comparisons.
As far as computstions zre concernec, it (s :lazar thzit the Icwer order the

filter, the less computations r:quirasij. Harcwer

w

2cst mzy also be
considered due to the fact that decentralized estimaticn znd control rely

upon a larger number of actuators and sensors bteing present.

VI. RECOMMENDATIONS
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Pe o inVesTic
subcgrimal filters agpezsr to be more T.veratle under uncertain parameter
conditions. A more irn d=pth sensitivity analysis should be done on the
estimators to determine the range of varizticn in parzmeters each fiiter can
withstand. Also, variations in mode shapes exist in reality and, upon
obtaining satisfactory results for wvariations in frequencies, this problem
should be addressed., The results for the phzse-shaping for robustness here
are quite limited due to contradicting restrictions on gains. Perhaps a
different approach would be to close the loog with 3 controller and
estimator and combine the controller and estimator performance analysis.
This seems to contradict the desire to primarily investigate the performance
of filters, but it may lead to an improvement in the closed-loop results.
It would be valuable to apply the suboptimal rasults to an actual LFSS such
as a truss to reinforce the validity of the proposed methods. Finally, it
would be worthwhile to undertake a study of the stated estimation schemes,

undsr various circumstances, to yield the "best" scalar performancs value,
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FIGLRE : : The ORAPEN II Sosce Teiescooe Structure
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FIGURE 2: Pinned-Pinned beam with impulse
force arplied as shcwn.
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MEASURE OF PERFORMALICE

(i.e., rms estimation error)

KALMAN OPTIMAL
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Figure & Conceptual Example of Designing for Minimum Sensitivity
(otrye held consmnt, ogegign is varied)
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ABSTRACT

A simplified multivariable model reference adaptive control (MRAC) is shown to provide control
reconfiguration for the AFTI/F16 during single, double, triple, and quadruple control surface failures.
The simplified MRAC is unique in that it may employ a reduced order model and is applicable to
' unstable nonminimum phase plants. The MRAC is capable of implicitly redistributing the control
effort among the aircrafts effective surfaces without explicit knowledge of the failure. The resulting
control reconfiguration forces the aircraft to approximate the reference model trajectories. The
AFTI/F16 model used for simulations incorporated the nonlinear rate and saturation limited servo

dynamics.
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1. Introduction

Air Force objectives for the future generation of advanced tactical fighters (ATF) include substan-
tially improving their survivability, maintainability, reliability, and life cycle cost. The Self-Repairing
Flight Control System Program at the Flight Dynamics Lab (FDL), Wright-Patterson Air Force Base
(WPAFB) is an outgrowth of this objective [1]. One component of this effort is to develop a dynam-
ically reconfigurable aircraft controller. A reconfigurable controller possesses the capability during
a control system failure to redistribute and coordinate the control effort amongst the aircrafts re-
maining effective control surfaces such that satisfactory flight performance is retained. Actuator
failure and control surface battle damage are prime examples of possible control system failures. By
having a reconfigurable flight control system coupled with redundant aerodynamic control surfaces
the impact of many control failures is drastically reduced. This accordingly increases aircraft combat
survivability. The Vietnam experience revealed an estimated 20 % of the aircraft losses were due to
control system failures [2]. Another benefit that the reconfiguration capability provides is the possi-
ble elimination of redundant actuators and supporting systems wiuiout degradation of pilot safety.
Component reduction leads directly to both improved maintainability and cost requirements. With
the motivation for control reconfiguration established the problem statement will first be examined.

All tables are contained in Appendix A and all figures are contained in Appendix B.

2. Research Objective

The research objective as posed by the FDL, WPAFB [3], is to develop a self-repairing recon-
figurable flight control system for the AFTI/F-16 such that it can sustain and recover from the

following failure conditions:
e Single surface failures
— single horizontal tail failure

— rudder failure
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- flaperon failure !
e Double surface failures

— double flaperon failure

rudder and canard failure

double horizontal tail failure !

same side flaperon and horizontal tail failure !

opposite sides flaperon and horizontal tail failure !
e Triple surface failures

— double flaperon and rudder failure

— double flaperon and canard failure

— rudder and same side flaperon and horizontal tail failure !
¢ Quadruple Failures !

— rudder, canard, and double flaperon failure !

— rudder, canard, and same side flaperon and horizontal tail failure !

The flight envelope of interest for control reconfiguration evaluation is from Mach 0.9 at 20,000
ft. to Mach 0.6 at 30,000 ft. The AFTI/F16 is in the combat flighi control mode. The primary
states of interest are: (1) pitch rate, (2) roll rate, and (3) yaw rate. The reconfiguration strategy to

accomplish these goals is now examined.

1An additional failure condition which was considered by the author.
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3. Model Reference Adaptive Control as a Reconfiguration Strategy

The general approach presently being used to address the control reconfiguration problem is a
combination of a robust baselir -: controller used in conjunction with a Fault Detection and Isolation
(FDI) scheme. The baseline controller is used to maintain stability during the initial moments
of a failure while the FDI system locates and isolates the fault. Without the baseline controller
the aircraft could in many instances exceed its structural limitations during the FDI time interval.
Once the failure is isolated an appropriate control is employed to optimize the remaining effective
control surfaces. The primary challenges facing this approach are: (1) developing design techniques
and CAD tools such that a sufficiently robust controller for all failure possibilities can feasibly be
designed (Quantitative Feedback Theory (QFT) appears to be promising [4]), and (2) perfecting
FDI designs such that the probability of a false detection is all but eliminated.

In this effort an alternative method is explored in addressing the reconfiguration problem. The
method to be used is a mulitivariable Model Reference Adaptive Controller (MRAC) developed by
I. Bar-Kana and H. Kaufman [5], (6]. The MRAC is capable of implicitly redistributing the control
effort among the effective surfaces without explicit knowledge of the failure. Because the MRAC
does not use explicit knowledge of the failure for reconfiguration the incorporation of a FDI scheme
is not needed. The removal of the FDI scheme from the reconfiguration process eliminates (1) the
possibility of false failure detections giving rise to inappropriate possibly catastrophic reconfigura-
tions, and (2) the necessity for a baseline controller because of the associated FDI time delays. In
essence, the MRAC is a nonlinear controller which adjusts its controller gains in real time to force
the controlled plant to follow the trajectories of a desired model. The variable controller gains are -
adjusted by a tracking error generated by the comparison of model and plant trajectories. In [5],
many of the difficulties and limitations often associated with MRAC controllers are over come. For

example:
e Exact knowledge of the plant’s relative degree is not required
e The plant can be nonminimum phase
e The plant can be statically unstable

e The model order can be less than or equal to the plant order
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The MRAC is proven to guarantee global stability with the nonrestrictive assumption that the plant
can be stabilized by a constant gain output feedback. This contribution is significant since MRAC
can now be applied to a class of unstable nonminimum phase control problems that originally could
not be addressed. The AFTI/F16 is an example of such a plant. It is nonminimum phase, unstable,
infinite dimensional, and has significant parameter changes. Additional advantages of a MRAC

approach to those already mentioned are:
o Explicit identification of the plant is not required
o Plant parameters are not restricted in the rate of their change
e A sufficiently rich persistently exciting input is not required
e Algorithm is computationally nonintensive

A brief development of the control law is now presented.

3.1 Control Law Development

The desired model represented in state space form is given by
xm(t) = Apxa(l)+ Byupy(t)
ym(t) = Cumxpm(t) (3.1)

where Ay € R™%", By € R™™* ,xp(t) € R™*!, and ups(t) € R**!. The plant to be controlled is

represented in state space form as

xp(t) Apxp(t) + Bpup(t)

Cpxp(t) (3.2)

yr(t)

where Ap € R**",Bp € R"*™ xp(t) € R**!, and up(t) € R™*!. It is assumed that r < n

and s < m. The adaptive control input is given by

up(t) = Koxm(t)+ Keum(t)+ Ke(t)(ym(t) - yp(t)
| yu(t) - yp(t)
= [K,(t) K.(t) Ku(t)] xm(2)
upm(t)
= K(O)r(t) (3.3)
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where
K(t) = Ka(t)+ K;(t) (3.4)
Ke(t) = e,(t)" ()T (3.5)
Ki(t) = oKi(t)+e,@)TT (3.6)

T and T are positive definite weighting matrices and ey(t) = ym(t) — yp(t). Global stability and
asymptotically perfect tracking is guaranteed if the plant is Almost Strictly Positive Real (ASPR).
A plant is ASPR if there exists a constant gain feedback such that the resulting closed loop system
is Strictly Positive Real (SPR). For this to be possible the plant must be minimum phase.
Gauranteed global stability is extended to nonminimum phase plants which can be augmented by
a feed forward nonsingular gain matrix, D, such that the resulting augmented plant is minimum phase
and ASPR. For this class of plants a bounded tracking error is gauranteed rather than asymptotically
perfect tracking. The feed forward gain matrix, D, is further modified to include fast first order
dynamics. This is to eliminate the effects of the direct feed forward in conjunction with direct

feedback in the augmented plant. The block diagram of this adaptive scheme is shown in Fig 8.7.

4. The AFTI/F16 Aircraft

Provided by the FDL [3], the state space model for the AFTI/F16 is given by

[ ¢ 1 [ o ° ° 1 ° ° ° ° 1 [ o 7
“ 2, Ry Ra b # ] [] ] ° -
& 2, 2. 2a 2q ] ] ] ] @
4 - My My Mo My ] ] o ] P
¢ ° ° 0 [ 0 ] 1 [ ¢
I] [ 0 [ [ Py Yy Yy Yr s
I ] o ] L] o Ly Ly Ly »
L + L o 0 ° o o Ng Ny Ne Jd L r
[ ° ° ° ° [ 0 1
0.3%,, 0.8k, o.ax,! o.ax,! ° ° e
0.5, 0.824, 0.523, o.sz,I o [ ey
+ 0.5Mg, 0.5M;, o.u’l,l O.SM‘I [ [ LI (o)
o ° ° ° ° 0 b1y
0.8¥ . =08V, .. 0.8V, -0.8Y, Y5, Vs, 6c
0.5Lgn —o.sL‘DT 0sLy, -08Ls, Lg, Lg, J sr
L 0.8Ngnp =O0.8Ng,. 0.5Ng,  -08Ng,  Ns.  Ng,
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where the states are
0 = pitch angle (rad)
u = forward velocity (ft/sec)

a = angle-of-attack (rad)

q = pitch rate (rad/sec)

¢ = bank angle (rad)

B = sideslip angle (rad)

p = roll rate (rad/sec)

r = yaw rate (rad/sec)

and the inputs are

6., = right horizontal tail (rad)
6., = left horizontal tail (rad)
6sn = right flaperon (rad)

6y, = left flaperon (rad)

é. = canards (rad)

8. = rudder (rad

The flight parameters for flight condition 2 at M.6, 30,000 ft., and flight condition 3 at M.9, 20,000
ft. are contained in table 7.2. The matrix elements for flight conditions 2 and 3 are contained in

table 7.3. The following assumptions are made concerning the plant:
1. All of the plant states, 8, u, ¢, q, ¢, 8, p, and r are available for control use.

2. The aircraft has a supplemental feedback loop to vary thrust such that the effect of the per-

turbation velocity can be ignored.
3. The aircraft is a rigid body and of constant mass.
4. The aerodynamics are fixed for mach and altitude.
5. The left and right canards act symmetrically together.

The AFTI/F16 servo power actuator dynamics [10) were incorporated into the AFTI/F16 simu-

lation model. The transfer function of the power actuator is
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Pe) =%

(4.2)

The servo rates and mechanical limits were also included for realistic nonlinear modeling. The rate

and mechanical limits for the different control surfaces are given in table 7.1.

4.1

Design

The design work centers around the selection of the weighting matrices, T, and T, the output

matrices Cp, and Cuy, and the feed forward gain matrix D. Unfortunately, there is no step by step

procedure one can follow when selecting the elements within these matrices. Some very rough and

general guidelines though are:

1.

4,

Cp must provide stabilizing feedback. Ideally, this feedback configuration should remain sta-
bilizing at high gains.
Cu=Cp

The feedback gain matrix, D, can be found indirectly by first finding a scaled identity matrix,

I,, such that the eigenvalues of
AcL = Ap - BpI,Cp (4.3)

are in the left half plane. It is shown in [7] that the zeros of an open loop system with feed

forward gains are the eigenvalues of

AoL = Ap — BpD~'Cp (4.4)
From (4.3) D follows immediately as

D=1I1 (4.5)

By having a high gain stabilizing feedback, the element magnitudes within D can be minimized

which inturn minimizes the effect of the feed forward.

T and T are found strictly by trial and error so long as they remain positive definite.

For the AFTI/F16 model the final Cp matrix arrived at was
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-1.8484 0.0007 -0.1587 -~70.4253 -1 0 -1000 O
-1.8484 0.0007 -0.1587 -70.4253 1 0 1000 0
-0.0184 0 -0.0016 -07043 -1 0 -1000 O
Cp = (4.6)
—-0.0184 0 -0.0016 -0.7043 1 0 1000 0
0 0 0 0 0 -01 0 10
| 0 0 0 0 0 0.1 0 -10 |
The feed forward matrix D was
D~ = (10,000)Jsxe (4.7)
The modified feed forward term was
D
Dm(s) = 7500 (4.8)
The weighting matrices T and T are
T =T = (10)20x20 (4.9)

Most of the design effort and skill centered around the proper element selections for Cp. This
was nontrivial since it had to provide stabilizing feedback for not only the case when six healthy
control surfaces were available but also for failure combinations of extreme magnitude. Because of
the many considerations and complexity in arriving at the final Cp the reader is referred to [9] for

complete details.

5. Control Surface Failure Simulations and Results

Control surface failures were simulated by zeroing out the surface command input column vector
within the plant’s input B matrix. The aircraft maneuver used to test control reconfiguration capa-
bilities was a hard banking right turn. This difficult control maneuver, composed of superimposed
longitudinal and lateral command inputs, was selected to thoroughly test the controller’s ability to

cope with control surface failures. The pilot command sequence is as follows:
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Time 0-1 sec: Steady state level flight

Time 1 sec: A 11.5 deg/sec roll rate command is applied
Time 2 sec: A 23 deg/sec pitch rate command is applied
Time 3 sec: Pitch rate command is removed

Time 5 sec: Roll rate command is removed

Time 5-10 sec: Aircraft remains in a banked coordinated turn

The adaptive tontrol was built for simulation using the MATRIX x SYSTEM-BUILD capability
[8]. The simulations were carried out using the variable step Kutta-Mearson method. The eight
state model used was linear in the longitudinal mode but nonlinear in the lateral mode. The model’s
lateral mode provided appropriate roll and yaw to produce a coordinated turn for a given altitude
and speed. Simulation results of the double flaperon and rudder failure, and the right flaperon,
right horizontal tail, rudder, and canard failure ,both at Mach 0.9, 20,000 ft., were chosen to be
representative examples of the 26 failure scenarios tested. The tracking errors for the two failure
conditions are shown in Figs. 8.1, and 8.4. The AFTI/F16 states superimposed upon the ideal model
trajectories are shown in Figs. 8.2, and 8.5. The control surface commands are shown in Figs. 8.3,
and 8.6

The adaptive controller was impressively successful in maintaining coordinated flight for all tested
failure combinations except the double horizontal tail failure. The controller’s capability to maintain
sideslip less then two degrees during catastrophic quadruple failures is quite remarkable.

Figs. 8.1, 8.2, and 8.3 illustrate the controller’s response during the triple failure of both flaperons
and rudder. The tracking of the plant is very close to that of the model. In Fig. 8.3 the horizontal
tail can be seen injecting the superimposed roll and the pitching moments while the canards handle
the yawing moment.

Figs. 8.4, 8.5, and 8.6 illustrate the controller’s response during the quadruple failure of the right
flaperon, right horizontal tail, rudder, and canard. Close examination of Fig. 8.6 reveals the control
coordination being exercised between the left flaperon and horizontal tail to achieve the coordinated
turn. In Fig. 8.5 it is seen that the aircraft closely tracks the model’s pitch and roll rates. Sideslip
is oscillatory but damps out as the roll rate command is removed. ldeally, sideslip ‘should remain

less then one degree, but given the extent of the control damage the controller is behaving superbly.
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The double horizontal tail failure resulted in an uncontrolled aircraft at Mach 0.9, 20,000 ft.
The aircraft physically can not accomplish this maneuver because of the small effect the flaperons
have in the pitching moment. In simulations the flaperons reached both rate and mechanical limits.
However, at higher altitudes and high speeds, e.g. Mach 0.6, 30,000 ft., the aircraft is capable of this
maneuver. It is important to note that this is due to structural capabilities and limitations rather

then due to controller reconfiguration performance.

6. Conclusions and Recommendations

A successful reconfigurable flight controller was designed using MRAC. Without explicit knowledge
of a given failure condition the controller was capable of redistributing the control effort amongst
the effective control surfaces to maintain satisfactory flight performance. The controller’s capability
to withstand quadruple control surfaces failures was outstanding and is illustrative of its potential
power.

It is strongly recommended that research in the application of MRAC to flight control reconfig-

uration be continued for the following reasons:

1. MRAC theory has been advanced such that it is now possible to employ such techniques to

unstable nonminimum phase aircraft.

2. Using a MRAC approach to flight control reconfiguration eradicates the need for explicit knowl-
edge of the failure. Accordingly, the open loop FDI process, with its associated probability of

false failure detections, can be eliminated.

3. Furthermore, because MRAC does not activity incorporate a FDI scheme there is no associated
time delay between the failure occurrence and when the controller begins to compensate by
reconfiguration. This eliminates the necessity to have a robust baseline controller for the initial

moments into a failure scenario.

4. The MRAC inherently possesses the capability to redistribute the control effort amongst the

effective surfaces without the incorporation of special or complicated control mixing techniques.
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5.

The MRAC is computationally nonintensive.

Follow up research is encouraged to further develop and demonstrate MRAC reconfiguration capa-

bilities. Issues to be addressed in future research are:

1.

2.

7.

A reconfigurable MRAC design for the Combat Reconfigurable Controlled Aircraft (CRCA).

Studies involving the adaptive controller’s response to battle damaged, and partially failed

surfaces.

. Discretizing the adaptive control law and the effects of different sampling periods.

. Effects and elimination of measurement noise problems.

Examination of the adaptive controller’s capability to handle the complete nonlinear aircraft

model.

. Determination of absolute controller and plant performance bounds for various failures sce-

narios.

Incorporation of the pilot into the control loop.

This is an exciting area of control research which is only in its infancy. It promises to yield tremen-

dous results and insights beyond the immediate application to fighter aircraft.

7. Appendix A

Surface Rate Limit | Lower Mechanical Stop | Upper Mechanical Stop
Horizontal Tail | 60 deg/sec -25° +25°
Flaperon 52 deg/sec -23° +20°
Canards 108 deg/sec =27° +27°
Rudder 120 deg/sec -30° +30°

Table 7.1: AFTI/F16 Power Actuator Limits.
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I Parameters I Flight Condition 2 | Flight Condition 3 I

Mach Number 0.6 0.9
Elevation 30,000 ft. 20,00 ft
Dynamic Pressure 158.81 1b/ fe? 552.113 Ib/fe?
Trim Velocity 596.91 ft/sec 933.23 ft/sec
Trim Angle of Attack 4.705 degrees 1.86 degrees

Table 7.2: AFTI/F16 Flight Parameters

Dimensionalized Body Axis Aerodynamic Stability Derivative Elements

Lateral Direction

Longitudinal Direction

Element | Figt Cond 2 | Figt Cond 3 | Element | Flgt Cond 2 | Flgt Cond 3
Y, 0.05376 0.03449 Xo -32.0015 -32.183
Ys -0.154099 | -0.343554 X 0.005142 0.012075
Y, 0.082387 0.032636 Xa 23.0402 38.2906
Y, -0.998322 | -0.997556 X, -48.8785 -30.1376
Ls -19.2246 -55.2526 Z, -0.004425 | -0.00112
L -0.893601 -2.80004 2, -0.000109 | -0.000022
L, 0.318845 0.145674 Zq 0526422 | -1.48446
Ng 2.29583 7.237 Z, 0.997184 | 0.994789
N, -0.000888 | -0.023184 M, 0.000313 | -0.000309
N, -0.278676 | -0.36253 M, -0.000337 | -0.00013

Yior 0.014398 0.026609 M, 2.52708 421171
Y. 0.000357 | -0.001371 M, -0.341902 | -0.777221
Ys, 0.007335 0.026734 Xs. 3.17035 2.00593
Y, 0.021165 | 0.037032 Xs, -2.09855 2.31681

Lioe -13.5832 -50.729 2, -0.066156 | -0.149227
L, -17.4468 -51.0502 Z, 0.111711 | -0.244924
L, 0.414519 5.53185 M, -5.86214 -24.0581
L, 3.92325 10.3955 My, -0.211773 | -6.47269

Nipy -1.50547 -5.1371
Ny, -0.268403 -1.25006
N;, 1.51008 5.89254
Ny, -1.96651 -5.8089

Table 7.3: AFTI/F16 Dimensional Derivative Elements
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8. Appendix D
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Richard A. Swift

ABSTRACT

Finite element analysis for use in structural design has advanced to the
point where multidisciplinary analysis and design capabilities are well
supported by a number of programs. These codes offer unique possibilities
in terms of minimizing the time required at the preliminary design stage.
Investigations into the theoretical and operational aspects of ASTROS (the
Automated STRuctural Qptimization System) for its use in preliminary
design have supported proposed research into this area at the University of

Notre Dame.
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I. Introduction

ASTROS represents the most recent generation of a family of finite
element codes developed for structural analysis/optimization. The use of
such codes for effective preliminary design may aid in reducing the current
loads, design, and aeroelastic analysis requirements at this stage of the
design process.

My research interests deal with the effective use of finite element
analysis for design and optimization at this preliminary design level. Is it
possible to generate an optimum flight vehicle configuration in concert
with a sophisticated multidisciplinary structural analysis? | believe so.
Lockheed has approached this capability with PADS12 (Preliminary
Aeroelastic Design of Structures). Such codes will form the basis for the

next generation of finite element analysis/optimization programs.

H. Objectives

The main objectives of this summers research are to gain familiarity
with ASTROS and to determine which aspects of the code may be applicable
to the goal presented previously dealing with preliminary design. The
following is a complete list of the objectives identified at the beginning

of this research period.
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1. A number of short-term objectives (within the 10 week period) have
been identified by current Air Force researchers working on ASTROS. The
majority of these goals either coincide or fit well within the scope of my

own objectives. My objectives this summer are:

a. To develope a background of knowledge involving the NASTRAN and

ASTROS codes, both in terms of their theoretical nature and operation.

b. To identify, in conjunction with current personnel, possible avenues of
research which might be applicable to continued research at Notre Dame.
Of particular interest is the possibility of identifying techniques
conducive to geometric optimization in concert with structural
optimization. The ultimate goal of such optimization is to yield the most
efficient design for given loading and constraint conditions. Also
important at the preliminary design stage would be the trends or

sensitivities encountered during the geometrical optimization.

2. The short-term goals presented by Captain Canfield include the

following:

a. A swept wing optimization problem has been formulated by Northrop
and the results have been published. It is desired to match the Northrop
results with those obtained from the FDL ASTROS program.
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b. Complete four other ASTROS User Training Workshop (UTW) problems,
and prepare to assist as an instructor at the UTW.

¢. Lockheed has supplied information regarding the finite element
modeling of an L1011 wing. It is desired to optimize this structure using
ASTROS. A number of goals have been identified for this optimization
involving model verification, analysis verification, strength optimization,

and air loads. A preliminary schedule for the L1011 problem is as follows:

(1) June 27-July 1 - Identify the modeling problems that are linked to
the Multi-Point Constraints (MPCs) and any associated stiffness problems
with the model (possible fuselage effects).

(2) July 5-15 - Resolve the MPC problems.

(3) July 18-25 - Resolve the stiffness problem.

(4) July 25-29 - Present final results.

a. Current research at the University of Notre Dame involving finite
element analysis at the conceptual/preliminary design stage will require
the use of varied optimization and analysis technicues to satisfy a number

of current goals.
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After reviewing the Theoretical Manual, an investigation into the
actual operation of the code itself was performed. This involved
completing the workshop problems (several times, as it turned
out). These problems were designed specifically so that the
workshop participants could gain maximum understanding of the
"more important” capabilities of ASTROS. Subjects involved
multiconstraint optimization (displacements, natural frequencies,
weight), modal and flutter analysis, and static analysis. A
complete outline of the workshop problem descriptions is given
below.

Problem Set Definition

Problem Set #1: Space Truss
1-1: Modal analysis using Guyan Reduction and Generalized Dynamic Reduction
1-2: Optimization for the first two natural frequencies

Problem Set #2: Rectangular Wing

2-1: Static analysis for tip load

2-2: Optimization for stress constraints

2-3: Optimization for stress constraints with shape functions
2-4: Static analysis with inertia relief

2-5: Aeroelastic trim for wing in straight, level flight

Problem Set #3: Cantilevered Plate

3-1: Static and modal Analysis

3-2: Transient analysis

3-3: Subsonic and supersonic flutter analysis

Problem Set #4: Swept Wing

4-1: Static analysis for gravity load

4-2: Modal analysis

4-3: Optimization for stress and frequency constraints

Problem Set #5: Plane Frame
5-1: Optimization for displacement constraints
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During the workshop (20-24 June) the author gave a preliminary
presentation of problem set #1 and participated as an instructnr. Problem
set #1 involved the Active Control Of Space Structures (ACOSS) model,
developed by the Charles Stark Draper Laboratory. The finite element mode!
has 33 nodes (90 degrees of freedom), 18 concentrated masses, and 113
rod elements. The material used for all elements was graphite epoxy
(E=18.5 Mpsi, density= .055lb/in3). For this problem, as in all five of the
workshop problems, the participants were supplied with the finite element
models (nodal coordinates, elements and connectivities, properties, etc.).
What is required of the participants? They must create the necessary
MAPOL solution set for proper ASTROS execution, and insert any associated
"cards” into the bulk data set provided. As an example, the problem

statement and the MAPOL solution set for problem #1 are given below.

Problem statement

For this initial design the first three frequencies of the modified
ACOSS Il truss are: 1.21,2.71, and 4.21 hz.

a) Verify the first three frequencies. Use Guyan reduction or
Generalized Dynamic Reduction (GDR) to eliminate the

singularites in the mass matrix.
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b) Design the truss for minimum weight while raising the
fundamental frequency to 2.0 hz and maintaining a separation of

at least 1 hz from the remaing modes.

Solution set

TITLE=ASTROS USER TRAINING WORKSHOP PROBLEM SET #1
SUBTITLE=MODAL ANALYSIS FOR PART 1 IS PRINTED FOR FIRST
OPTIMIZATION PASS
OPTIMIZE STRATEGY=57
BOUNDARY METHOD=1,SPC=18,DYNRED=1
MODES(DCONSTRAINT=2)
PRINT DESIGN, ROOT=ALL
END

This solution set requires the addition of several types of cards to the
bulk data set. The fact that this is an optimization requires that design
variables be declared, in this case through DESELM cards. Each DESELM card
corresponds to a single design element, thus 113 cards are required. Many
participants created simple FORTRAN programs to produce these cards,
while others used the programable keys of the DEC terminals. METHOD,
which is called in the BOUNDARY line, requires the insertion of an EIGR
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card for calculation of the natural frequencies. SPC calls associated Single
Point Constrain (SPC) cards, while DYNRED calls an associated DYNRED card

to specify the frequency range of interest for Generalized Dynamic
Reduction. DCONSTRAINT calls associated DCONFRQ cards (in this case) to
specify the frequency cdnstraints provided in the problem description. It is
interesting to note that a print statement is required. Because of the
voluminous data generated during an ASTROS run, the user specifies only
those quantities of interest (in this case, the final design areas and
frequencies).

Optimization of the structure occurs in twelve iterations.

A recent paper by RAOS was identified as a possible avenue of continued
research at Notre Dame. Rao has described a method for applying fuzzy set
theory to structural optimization; the use of such techniques for

preliminary design may prove promising.
Iv.

a. NASA4 and Lockheed?-2 have performed finite element analysis and .
optimization an L1011 wing/fuselage model. This model consists of 641
nodes and 1733 elements. There are 170 beam elements for the fuselage
rings, fuselage beams, tail, landing gear, and control surface actuators.
There are 775 rod elements used to model the spar and rib caps and the

stiffeners on the lower fuselage shell. Two spring elements are
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incorporated as actuator springs for the control surfaces. The remaining
elements are 786 quadrilateral membrane elements used to model the wing
and fuselage skins as well as the wing rib and spar shear webs. The current
model has been run through a static NASTRAN analysis, but the results
show poor correspondance to published NASA results (20% error). Modeling

discrepancies are involved.

b. The original finite element model had been reworked heavily by a
previous researcher, but a number of problems remained. The most noteable
of these was at the wing/fuselage interface. The wing coordinate system
was incorrectly described relative to the global system, resulting in the
wing having a negative dihedral angle. Surprisingly, this went unnoticed.
The wing coordinate system was modified to eliminate this discrepancy by
altering the required CORD2R card in the NASTRAN bulk data. The original
model also had two suspicious beam elements connecting the coordinate
system origin to the engine pylon. No meaning for these elements could be
found, so they were deleted.

After performing these alterations, a static analysis was performed
using ASTROS, but singularities in the stiffness matrix prevented
execution. In order to locate these singularities, the standard MAPOL
sequence was altered so that detailed information on the stiffness matrix
would be routed to the output file. This information consisted of a listing

of the stiffness matrix in terms of nodal points and associated degrees of
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freedom. Thus, the associated singularity listed in the output file could be

traced to a specific nodal degree of freedom.

The MAPOL solution set with the modification was as follows:

EDIT NOLIST;
REPLACE 191;
CALL IFP(GSIZE,,1)
INSERT 497;
CALL USETPRT(1);
END;
SOLUTION
ANALYZE
BOUNDARY MPC=131,SPC=121
STATICS(MECH=1)
PRINT DISP=ALL
END

EDIT NOLIST and CALL IFP(GSIZE,,1) specify that the MAPOL sequence and
bulk data , respectively, should not be echoed to the output file. CALL
USETPRT(1) specifies the modified stiffness matrix output. Note that all
MAPOL edit commands are followed by a semicolon.

A number of nodal degrees of freedom were thus identified as possible
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singularities, and these potential singularities were eliminated. The

ASTROS run would still not execute fully. A NASTRAN run was then
performed using the PARAM, AUTO SPC card in the bulk data to identify any
remaining singularities. The NASTRAN run executed fully, and the SPC
cards that were generated were employed in the ASTROS run. Execution
was still not successful. The most recent error is logic error 1320,

occurring in SDCOMP. Additional investigation would be required to locate
the cause of this error. The author's NASTRAN results were excellent;

nodal displacements for the two loading cases investigated were within

6% of the published NASA EAL results.

V. Recommendations

a. Since the major results of this summers work may be termed as
educational, implementation of the results of this research will
materialize in the research to be performed in preliminary design within
my department. The experience that the author has gained will be
invaluable in this respect.

With regard to the progress on the L1011 model, it is hoped that future
personnel will be able to continue the ASTROS analysis through

optimization aided by the work of the author.
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b. At the heart of this summer's work is the hope for follow on research.
The author's Masters thesis will involve methods investigated during this
research period. The background of information that has been gained this
summer, as well as the general experience, have both been extremely

rewarding.
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Optimal and Sub-Optimal Loop Shaping

in

Quantitative Feedback Theory

by

David F. Thompson

ABSTRACT

The motivation for the development of loop shaping algorithms in the Quantitative
Feedback Theory (QFT) method for control system design is discussed, and the
conclusions of preliminary research is presented. After a brief introduction and problem
statement, basic issues critical to the successful implementation of the QFT method are
outlined, followed by a discussion of the benefits an automated loop shaping procedure
would afford. Specific results of investigations during the summer research period are
presented, and criteria for the evaluation of candidate algorithms to be developed in

subsequent work are discussed.
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I. Introduction:

The development of Quantitative Feedback Theory (QFT), a robust control system
design method introduced by Prof 1. Horowitz and his colleagues[1])-[4], has received
increasing attention over the past few years from control theorists and practitioners alike.
The method is advantageous in many cases of multi-input, multi-output (MIMO) control
system design since it incorporates many features which are not inherent in other well-
known MIMO design methods{5]-|7]. One of the most prominent of these features is the
capability for direct design to specifications, namely closed loop specifications on the

transient or frequency response.

It is these such advantages that the Flight Control Development Branch of the Air
Force Wright Aeronautical Labs (AFWAL/FIGL), Wright-Patterson AFB, OH, finds
particularly attractive. Projects with potential QFT application are currently underway by
FIGL researchers and by AFIT MS students in numerous areas of flight control including

reconfigurable and self-repairing control systems.

My research interests lie in refining some of the computational aspects of the QFT
design procedure in order to make the method more tractable and thus easier for the
control systems engineer to learn and use. Although portions of the design process have
been successfully implemented in a computer program[8], the most computationaily
demanding step in the procedure is still carried out by hand, off line, due to the lack of a
satisfactory design algorithm. The goal is to reduce much of this need for required
interaction by an experienced designer by developing such an algorithm, suitable for
interactive programming, which incorporates a mathematical basis for many of the "rules
of thumb" used. This would permit a full computer-aided implementation of the method,

making it more accessible to the control engineer.

Such an effort is not intended to remove interaction from the design process but
rather 10 gain additional insight into the problem, information which would be critical in
analyzing tradeoffs during the course of a design. By doing this, as well as by removing
much of the computational burden from the designer, it is believed that a much more

flexible and useful CAD package can be developed.
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1. Objectives of the Research Effort:

As suggested in the Introduction, the ultimate goal of this research program is to
develop algorithms which allow the QFT method to be implemented in a fully automated
CAD package. This will require the development of additional theory which has not yet
been studied in the context of the QFT problem. After a brief introduction to the QFT
design method and a statement of the particular sub-problem being studied, a discussion

of the specific accomplishments of the summer research program will be given.
II.1 The QFT Problem:

For the single-input, single-output (SISO) system, the QFT method assumes given a
linear time-invariant (LTI) plant P(s) with forward loop compensator G(s) and prefilter
F(s) (both also LTI) free to be chosen (Fig. 1). Allowing bounded parametric plant
uncertainty, closed loop performance bounds, stated in terms of upper and lower bounds
on the closed loop transfer function T(jw) Ywe [0,) (Fig. 2), are translated into
corresponding bounds on the open loop transfer function (loop transmission function)
L(w) = P(jo) G(jw) Yo € [0,<). The transformation between closed loop and open loop
bounds may be accomplished via the Nichols Chart (Fig. 3). Here for a typical design
problem[9] the open loop bounds, denoted B(w), are illustrated for the discrete set of

frequencies o € (@y,..0, }.

The B(w) is actually a set of contours in the logarithmic complex plane which, at each
frequency, define allowable regions in which the open loop L(jw) must lie in order to
satisfy the closed loop performance bounds. It then becomes necessary to develop
criteria for choosing G(jw). For reasons of economy of bandwidth, it is desirable to
choose from among all G(jw) yielding feasible L(jw) that G(jw) having the smallest high
frequency gain. This is referred to as the "loop shaping” portion of the QFT design

process.
11.2 Optimal and Sub-Optimal Loop Shaping

Horowitz has shown[3] that the ideal optimal (minimum bandwidth) L(jw), denoted

L* (jw), satisfies the following necessary condition:
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(NC.1) L’}(ico) lies on the boundary B(w) ¥ € [0,%)

Furthermore, L°(jw) is unique. However, there exists no computational means for
finding it or, more practically speaking, no constructive means for approximating it

closely.

This yet unsolved problem may be described more specifically as follows. The QFT
existence and uniqueness theories[3] state that given B(w)¥ o € [0,e0), there exists one and
only one L(jw) lying on B(w)¥m € {0,), and an L(jw) having such property is the unique
optimal L°(jo). In other words, knowledge of B(w) ¥ €[0,20) completely determines
L" (ju), and no additional design freedom exists.

In the practical computational case this is not so. One may compute the bounds B(w)
only at a discrete number of frequencies v € {w,....0,, } and, in this case, the uniqueness
property is lost; i.e., an L(jw) function lying on the boundaries B(w), ® € {,,...,wy } is not
unique. An additional design degree of freedom, the location of L(jo,) on B(w;), exists

at each frequency w;.

By specifying B(w) only at the discrete set of frequencies w € {o,....0,, } We have
perforce accepted that our design will be sub-optimal. However, by exploiting these
additional design degrees of freedom (which have heretofore not been considered
explicitly), we hope to develop a means for obtaining the "best” sub-optimal controller

for a given set of design frequencies {;,...,0y }.
I1.3 Review of Existing Research:

Software has been developed by Yaniv(8] for computing loop transmission bounds
B(w) and for carrying out final stages of the QFT design process. This package has come
into wide usage within the QFT community, particularly at AFWAL/FIGL, where the
software has been applied in numerous practical problems. However, as mentioned, use
of the software requires that the designer carry out the loop shaping portion of the process
by hand, off line. This requirement places such a burden upon the designer that many
MIMO design problems are rendered computationally intractable. Even for single loop

(SISO) designs, the computational effort required on the part of the designer, coupled
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with the lack of a definitive loop shaping algorithm, can make the method unattractive

and even impractical.

Designers are generally unable to cope with the question of bandwidth minimization
within the context of the loop shaping problem. Many candidate loop shaping designs
which are deemed "acceptable” (largely on the basis of computational tradeoffs) may fall
well short of the optimal, minimum bandwidth system. Designers generally can only
satisfy the necessary condition (NC.1) at the design frequencies {w, . .., 0, } and the
additional design freedom available is either ignored entirely or, at best, used implicitly
through rules of thumb. A practical methodology for iterative refinement of the design to
achieve further bandwidth reduction has not been demonstrated.

A non-interactive computer program for SISO QFT design was developed by
Horowitz and Rosenbaum([10](1975). Although the program incorporated an early form
of loop shaping, the algorithm used was based only upon the satisfaction of the necessary
condition (NC.1) at a discrete number of frequencies and, as in the case of hand
calculation, bandwidth minimization could not be explicitly considered. Due to the high
computational demand of the program and due to its non-interactive nature (which did
not allow for tradeoff analyses by the designer), further research in this direction was, at

the time, deemed unjustified.

More recently, Gera and Horowitz[11](1980) presented an altemative method for
obtaining the optimal L* (jw) using equations involving Bode integrals[12]. It is believed
that these equations, suitably modified, may form the basis of a candidate loop shaping
algorithm. With recent advances in computer graphics and with increased computing
power available to facilitate interactive programming, study of the method of [11], as
well as study of other candidate loop shaping algorithms[13] is now of great practical

importance.
HI. Accomplishments of the Summer Research Program:

The two primary objectives of the summer research program were to study the
structure and usage of existing QFT design software and to carry out discussions on

specific aspects of the QFT loop shaping problem with Prof. 1. Horowitz who was on site
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as a consultant to AFWAL/FIGL. Additional technical discussions were held with Prof.
C. Houpis, Dept. of Electrical Engineering, Air Force Institute of Technology, who was

also on site as a co-supervisor of the summer research program.
I11.]1 Enhancement of Existing QFT Software:

Development and enhancement of existing QFT design software was undertaken with
both short and long-term benefits in mind. Study and improvement of the existing QFT
design package furnished by Yaniv([8] provided immediate benefit to FIGL researchers
and AFIT MS students who found the improved documentation and expanded technical
information obtained through this effort to be of great value. It is also anticipated that
this improved documentation will be of further benefit as it will be used in a QFT
workshop at the 1989 NAECON Conference.

Detailed study of this software package is also of great long-term value inasmuch as
many of its central features will form the basis of an expanded package for QFT design,
one which will eventually incorporate one or more of the candidate loop shaping

procedures to be developed.
1112 Development of Transfer Function Approximation:

In addition to the study of the existing QFT design software, effort was directed
toward the further development of a program for least-squares approximation of transfer
functions (TRANFIT(14]) based upon an algorithm developed initially by Levy[15]. An
attempt was made to redevelop the algorithm, originally intended for continuous-time
magnitude and phase data (assuming s = jw), to adapt the program to accept data for
discrete time systems (z = ¢/®T). This effort is still on-going, and the results should be of
immediate benefit in a number of QFT applications involving design for discrete data

systems{16].

Development of such a rational function approximation algorithm is also expected to
be of further, long-range benefit since such an algorithm is an essential component of the

candidate loop shaping method based upon{11].
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HI1.3 Technical Discussions with Prof. I. Horowitz:

Based upon discussions held with Prof. Horowitz over the course of the research
period, it was agreed upon that the development of a loop shaping algorithm was a
realizable goal and, if suitably implemented in an interactive computing environment,
that it would represent a valuable contribution, increasing the overall utility of the QFT
method.

The method of Gera and Horowitz[11], as well as a nonlinear programming approach
suggested by Polak et al.[13] were discussed as excellent candidates for 2 comparative
study, the goal of such an effort being to determine their viability as potential loop
shaping algorithms. The most prominent criteria suggested for evalucting these
candidate methods were ease of implementation, computational effort required, and the

relative adaptability of each method to tradeoff analyses.

A typical tradeoff analysis in the loop shaping portion of a QFT design problem
would involve the assessment of the relative merits of bandwidth reduction (achieved by
additional design iterations) versus the relative cost of computational overhead and
increased controller complexity. It was felt that the ability to make these considerations
during the course of a design was of the utmost practical importance, and the
development of an automated design methodology capabie of allowing the engineer to do

so represented the greatest potential contribution in this area of QFT research.
IV. Recommendations:

The potential value of a loop shaping algorithm that may be incorporated into a CAD
package for QFT design has been enunciated, and the desirable features of such a
package have been outlii.cd. The research directions to be followed in order to realize

these goals will now be discussed.
IV.1 Software Development:

Interactive software must be developed which incorporates all aspects of the QFT
design formulation and which allows for the implementation of various candidate loop

shaping algorithms. In addition to interactive graphical displays of the pertinent QFT
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design data, additional analysis tools must be developed in order to assess the relative

effectiveness and desirability of various loop shaping methods.
IV.2 Analytical Development:

Additional theoretical work must be undertaken, not only to adapt the theoretical
developments of Gera and Horowitz[11] and of Polak et al.[13] to implementable loop
shaping algorithms, but also to develop the analytical tools needed in order to assess the

relative merits of each. Such issues have not yet been developed in this context.

In particular, the method of [13] is used for solving nonlinear programming problems
similar, but not identical to those obtained by the QFT formulation. A number of subtle
mathematical issues must be resolved in order to adapt this methodology to the QFT

problem.

It is felt that the resolution of these questions and the ultimate development of a
suitable loop shaping algorithm would represent a significant achievement and would be
a great enhancement to the QFT design method.
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Upper and Lower Bounds on Closed Loop Transfer Function

58-13




8,01 -+~

| LmL ()

t 16

A | —
8,i4)|
| S
w=10
+ -8
\ 8,016
v\
~atp———— ). CONTOUR et \J B8,(i8)
’ \
T 8/ S -16
(110)
%u = 30 =o'l \
w * 40
w =50 24
- L—O"“"
- - 180" 140" -100" .60
Fig. 3

Illustration of design bounds and loop transmission function
for example design problem [9].

58-14

_




1988 USAF-UES FACULTY RESEARCH PROGRAMW/

GRADUATE STUDENT RESEARCH PROGRAM

Sponsored by the

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH

Conducted by the

Universal Energy Systems, Inc.

EINAL REPORT

PHOTOREFLECTANCE AS A CHARACTERIZATION TOOL
FOR GALLIUM ARSINIDE AND ALUMINUM GALLIUM ARSINIDE MATERIALS

Prepared by:
Academic Rank:
Department and

University:

Research Location:

USAF Researcher:
Date:

Contract No:

James E. Angelo

B.S.

Physics Dept.

Univ. of Mn. Duluth
AFWAUMLPO
Wright-Patterson AFB
Dayton Ohio 45433
William Mitchel

26 Aug 88
F48620-88-C-0053




PHOTOREFLECTANCE AS A CHARACTERIZATION TOOL
EOR GALLIUM ARSINIDE AND ALUMINUM GALLIUM ARSINIDE MATERIALS
by
James E. Angelo

ABSTRACT

Modulation Spectroscopy!+2 and Electroreflectance (ER) in particular have been
used extensively to characterize semiconducting materials. Photoreflectance (PR), a
contactless form of ER, is being realized as a method of characterizing semiconductors
nondestructively. This paper shows that PR allows for quick determination of the band
gap energy, and doping level in Gallium Arsinide (GaAs). It also allows for the

determination of alloy composition of GaAs/Aluminum Gallium Arsinide (AlyGa{.xAs)

quantum wells.

59-2




ACKNOWLEDGEMENTS

I wish to thank the Air Force Systems Command and the Air Force Office of Scientific
Research for sponsorship of this research. | would also like to thank the Materials
Laboratory for allowing me to use their facilities for my research. Universal Energy
Systems also deserves mention for their help with the administrative aspects of the

program.

Many people helped to make my summer a rewarding experience, these include Lt. Kevin
Schoen, Ron Perrin, Dr. P.M. Hemenger, and Dr. W. Mitchel. | would like to thank Dr. D.
Gaskill and Dr. W. Theis for their help with the theoretical background of this report. |
would especially like to thank Dr. Mike Sydor who provided me with a wealth of

knowledge and experience.

59-3




|. INTRODUCTION:

GaAs has been an important semiconductor for use in many high technology devices.
Recently there has been a desire to grow alternating layers of GaAs and AiGaAs to
produce quantum well structures. These structures have the potential for being used in

infrared (IR) detectors.

The Materials Laboratory of the Air Force Wright Aeronautical Laboratory at Wright-
Patterson Air Force Base is particulariy interested in characterizing both GaAs and
GaAs/AlGaAs structures grown by Molecular Beam Epitaxy (MBE). There is a need to

improve the samples grown, and to be able reproduce the high quality samples.

My research interests are in the area of the growth and characterization of various

semiconducting structures. By working with the Materials Laboratory, | have gained a

knowledge of how to characterize GaAs and AlGaAs samples using PR.
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Il. OBJECTIVES OF THE RESEARCH EFFORT:

Currently, the samples grown by the MBE group are characterized by Hall
measurements, which determine the doping levels, and Photoluminescence (PL), which
determines the band gap energy. Another method of characterizing the samples is desired
since both methods require cryogenic temperatures, which is cumbersome. The Hall

measurements also require the anodization of leads to the sample, thus destroying it.

My assignment as a participant in the 1988 Graduate Student Research Program (GSRP)
was to assist Professor Mike Sydor in the construction of a PR station. Once completed,
various samples, grown by the MBE group, were studied. | then analyzed the data, on a

Vax microcomputer, to see if PR could be used as a characterization tool.
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a. The PR signals for the samples can be classified into two categories according to the

magnitude of the surface electric field, Eg. The first is the high field region where the

surface field is large. This is usually the case for doped samples. The second is called the
low field region. This is usually the case for undoped samples. Aspnes3 showed that the
PR signal is in the low field limit when:

TQ<I/3 (1)
TrQ is a characteristic energy associated with the critical point. It is related to Eg by:

TQ=(e2E521r2/8p)1/3 (2)

Where u is the interband reduced mass. I' is a broadening parameter for the critical
point energy, Ecp. Aspnes3 derived a quick rule of thumb, that if the PR signal is such
that:

AR/R<10-4 (3)

then the signal is in the low field limit.

b. In the low field region the line shape is given by3:

AR/R=Re{Cel®fT v-E cp+il) ) (4)
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WhereTre is the energy of the probe beam, C and 8 are an amplitude and phase factor that
vary slowly with Trw. n refers to the type of critical point in question. n=2, 2.5, 3 for an
exciton, a three dimensional band to band, and a two dimensional band to band transition

respectively.

An undoped GaAs signal is shown in figure 1. The structure is broad and the signal is
small so that the low field limit is applicable. The curve was fitted using an excitonic
transition of the third derivative form (TDF) given by Eqn(1). The fit was good as can be
seen by the smoothed curve of fig. 1.The fit showed an excitonic structure at 1.415 eV. it
is believed that the signal also includes a band to band structure, which is masked by the

excitonic transition.

A highly In and Si doped GaAs bulk PR line shape is shown in fig. 2. It has been argued4
that extremely highly doped samples exhibit a flat band condition, and can thus be fitted
using TDF. The curve was fitted using a sum of an exciton and a three dimensional band to
band transition of the TDF. Again the fit was good as can be seen from the smoothed curve
of fig. 2. The fit gives the value of the band gap energy at 1.421 eV. This agrees well with

the value determined from other optical methods.

c. In the high field limit, the PR signal is proportional to the product of airy functions

and their derivatives. These take the asymptotic formd:

AR/R=zcos{(2/3)[(Ir 0-Ep)T Q)3/24x(d-1)/4} (5)
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Where d is the dimensionality of the critical point. For GaAs, with a direct transition,
d=3. This line shape has an oscillatory nature, where the oscillations are termed Franz-
Keldysh Oscillations (FKO). Fig. 3 shows the PR trace for a moderately Si doped GaAs

sample. The extrema for the FKO are given by6:
froj=mQ(F)+Eq  j=0,1.2... (6A)
Fi=[3n(j+1/2)/2]2/3 (6B)

As indicated by Eqn(6), a plot of [ﬂ‘m]j Vs Fj is a straight line with slope 1, and
intercept Eg the band gap energy. This plot, shown in fig. 4, uses the FKO extrema
marked 1,2,3 in fig. 2. It gives a band gap energy of Eg= 1.420 eV. This again agrees
well with the value determined by other optical techniques. NowrQ is related to Eg by
Eqn(1). By assuming a reduced mass® u=.057mg the surface electric field can be

determined.

Bottka et al’ have shown that the field so determined is related to the carrier

concentration, N, and the built-in potential,Vy, by the generalized Schottky equation:
Es=[2eN(Vb-Vp-kT/e)/nce]VZ (7)
Vp is the quasi-equilibrium photovoltage of the laser, kT/e is a thermal term, and xe is

the dielectric constant times the permitivity of free space. Because of pinning at the

surface Vp=.73 volts8 and x=13.18 tor GaAs”. Vp was determined from Egn(7) using

calibrated samples where N was known.
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Using the calibrated samples a curve of (Ex-E{), where Eo and Eq refer to the energies

of the second and first FKO respectively, vs N was plotted. This curve is shown in fig. 5.
The samples grown by the MBE group are also shown on the graph. They fall reasonably
well along the curve. For comparison, some of the Hall and PR values, determined by the

FKO, of carrier concentrations are listed in Table 1.

d. PR can also be used to determine the alloy composition in GaAs/AlyGa{.xAs quantum
wells. The energy position of the AlyGa{.xAs line shape structure is related to the mole

fraction, x, of aluminum by9:

E(x)=1.424+1.247x (8)

A PR trace for a GaAs/Al,Ga{.xAs structure grown by the MBE group is shown in fig. 6.

From the energy position, E(x}=1.733 eV, the mole fraction was determined to be
x=.25. This is in good agreement with the value, x=.21, determined by Reflection High

Energy Electron Diffraction (RHEED).
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V. RECOMMENDATIONS:

a. PR has been shown to be a viable method for quick characterization of samples. It can

be used to help improve the quality of the samples grown by the MBE group.

b. The possibility of using PR in situ, in the MBE machine, should be considered. It has

the possibility of allowing even better quality control of grown samples.
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Sample Hall Value PR Value
14 14

Yeni2 2.1x10 1.5x10
14 14

Yeni3 1.5x10 2.7x10
14 14

Yeni4 2.1x10 1.6x10
14 14

Yeni6 4.2x10 2.2x10
Mo5-128 1.8x10 15 1.8x10 15

Table 1: A comparison of Hall and PR determined values

of carrier concentration for selected samples
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T F THE NON-LINEAR
DIFFUSION EQUATION

by
Darwin L. Boyd

ABSTRACT

Using an approximate analytical solution, zeroth and first order correction terms of

dopant concentration profiles were calculated for several special cases of concentration

dependence of diffusivity. The three cases of the dependence studied were D=D,CV,
D=Dcexp(kC), and D=Dgsinh2(kC). These were compared with numerical results obtained
from a forward time centered space (FTCS) differencing of the nonlinear diffusion
equation. Close agreement was obtained for some cases indicating that the analytical
approach may be an attractive alternative to the central proccessing unit intensive numerical

integration of the dopant diffusion equation.
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I. INTRODUCTION;

Nonlinear diffusion processes play important roles in many areas of engineering
and physics. In particular the dopant profile during annealing of ion-implanted
semiconductors may display "concentration-enhanced” diffusivity.! An understanding of
this process is necessary in order to control electrical properties of these ion-implanted
semiconductor materials.

The materials laboratory of the Air Force Wright Aeronautical Laboratories at
Wright Patterson Air Force Base has studied ion-implanted semiconductors in order to
optimize characteristics for infra-red detectors.

My background in solid state physics as well as experience with computers and

programming proficiency contributed to my assignment to this project.

I QBJECTIVES OF THE RESEARCH EFFORT

Direct numerical integration of the nonlinear diffusion equation while simple and
straightforward has several drawbacks. Among them the major one being the large
amounts of computer time required to obtain the final dopant profiles. An analytical
solution could be physically transparent and many times more efficient in calculating
profiles.

Recently Moroi and Hemenger? have developed suck an analytical solution. My
assignment as a participant in the 1988 Summer Graduate Student Research Program
entailed obtaining dopant profiles from the anlaytical solution and comparing them with
profiles obtained from numerical integration of the nonlinear diffusion equation. This work

is a continuation and elaboration of the work of Bucey.3




An additional objective added during my work was the numerical evaluation of the

integral of the Greens function.4

I. NUMERICAL INTEGRATION OF NONLINEAR DIFFUSION EQUATION

The one dimensional nonlinear diffusion equation is
oC_d aC
—=—(D — t20 1
-3 ( 5 ) z, eY)
where C(z,t) is the concentration at position z, time t, and D{C(z,t)] is the diffusivity which
may be an arbitrary function of the concentration.

Using the FTCS methodS € this may be differenced as

At
2(Az)2

C(zt+At) = C(z,))+ {(D[C(z+Az,)}+D[C(z,)])(C(z+Az,1)-C(z,1))

-(D[C(z-Az,H]+D[C(z,H])(C(z,1)-C(z-Az,1)) } (2)

where At is the time step and Az the space step. This equation allows us to obtain the
concentration at a particular grid point with coordinates z and t+At in terms of the
concentration at adjacent grid points z-Az, z, and z+Az at time t. Known initial and
boundry conditions provide values necssary to start the calculation. The solution will be
stable and non-oscillatory for boundry conditions that remain constant with time if>

@ 1

DIC@)) 75557

3

In practice this was satisfied by choosing At such that
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A @)

L max

where Dmax was the maximum diffusivity. Boundry conditions are?

Dl g )
Jdz |2=0
Cleo) =0 . ©)

Equation (5) was attained by setting C(-Az,t) = C(Az,), in effect mirroring about z=0 7,
and Eq. (6) by continuing the calculation to sufficiently large values of z such that the
concentration was less than some small value (typically 0.001 Cp,,,).

The numerical calculations were computed with program NONLIN (see appendix).

At first the initial dopant profile was chosen to be a truncated Gaussian.

-zn)2
Co@) =cmexp[- (ZZ—S’;’;—] @)

Later the program was slightly modified to read in an arbitrary initial dopant profile. Ghez,
et al.! have found that the dopant profile of an ion-implanted silicon wafer is well
represented by a truncated Gaussian.

Three different functional dependencies of the diffusivity on concentration were

examined.

D =D,CY ¢))
D = Deexp(kC) )]
D = Dgsinh2(kC) (10)

For the cases given by Egs. (8) and (9) the initial dopant profile was the truncated Gaussian

while for the case given by Eq. (10) it was a slightly modified form.
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V. ANALYTICAL SOLUTION

By introducing new variables defined by

¥ A
L=C@y = 6[¢[C(z'.x)] D-1[C(z",1)] dz”

t
T=1(zt) = J(pz[C(z,t’)] D1[C(z,t")] dt’
C(z,t)
F=T¢v=p Ofcp(C') dc’

Moroi and Hemenger have been able to transform Egs. (1) and (5)-(7) into

Co(2)
To(§) = [(L,0) = B Oicpm') dc’

a .
ot{{=0

I'(e0,1) =0

where B is a constant scaling factor and ¢ is given by

e=e( 1)_1222_[2621]-9528_&29228_1 92_1‘[9@1]2
" oreozle dz) L g2 9oz oZle oz

Two different functional forms of ¢(C) were considered.

¢=ayD
¢=oD

By setting

60-~7
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(14)

(15)

(16)

17)

(18)

(19)
(20)




r=r®+nm 21
they were able to use a standard perturbation method to get an approximate solution to Eq.
(14).

In Eq. (21) I'0) and I'()) are the zeroth and first order terms in the perturbation and
satisfy the following equations
O 2o

—_————=0 22
YRS (22)

1
8_[2 - aﬂ =¢(0) (23)

ot o2
with the appropriate initial and boundry conditions. The €(©) is given by

8(0)(crt) = E(C’T)Ir_)r(()) . (24)

The solution to Eq. (22) satisfying the initial and boundry conditions is

o7 =‘j—l=_J { exp[- (&f‘;_)z-] + exp[- %ﬁ] } Fo(CHdl” (25)

4nt
0

The solution to Eq. (23) satisfying the initial and boundry conditions is

T oo
) = d[ Ojc(c,t 1§17 @) dEdt” (26)

where G({,t | {",1") is the Greens function and is given by

RaY 42
—1 { cxp|:~ €89 ] + exp[- (———C+C ) ] } . 27
‘\’4117(1 -1%) 4(t-t") 4(t-t)

GErlL) =
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The concentration in real space time is,

C(z,t) = CO(z,1) + C(D(z,1) (28)
where C(® and C(1) are determined by Eq. (13).

CO)z 1)
rO¢,t) =p J @(C)dC” 29)
and
C(z,p)
TGH=p [e(C)dC” =B o[COED] . (30)
cO@,p

For the choice of ¢ = aD the special case for the functional form of the diffusivity studied

was

D=D\,Cv. (8
For this case the initial dopant distribution in real space was a truncated Gaussian.
(2-20)?
=C - — 7
Co(2) mcxr{ 3502 @)

Equations (11)-(13) and (18) become

{=az €3))
t
(z) = 02Dy dfcva,t') dt’ - (32)
rO ) = 222Y. comz, (33)
v+1
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oro
OXt.1) =
eO)(C,7) v

A

[nmﬂpﬂ 2v+1 m
ro¢,0) v+l A v+l

y

;

1 0
[_“ ] ar
v+1 Pt I B

._+2)

T0AV+1

e x 10 | | 5w T0)

v+l

with

[0’ FO(,e)

and

- (VIT)“‘”(”—*T)J ol (# e

The initial distribution in the new space is given by

T'o(§) = I'm exp[-(§-$0)?]

where

The LHS of Eq. (33) is obtained by substituting Eq. (37) into Eq. (25) and integrating over

8

ro A
3O (v \or® ()ac) o |ro v (zn
+2 + ( 1) —_ + ( )
v+

&)

N
h'4

J

(34)

35)

(36)

(37

(38)

(39)




¢ =
2
where
wd = (CiCO)z
4t+1)
EW) = _A%t
\j 4t(4t+1)
and erfc(€) is defined by8

2 Iexp(—xz)dx .

Vr

erfc(§) =

In practice erfc(§) was evaluated by®

9
erfc(§) = texp(-z2 + 2 aj tiJ £20
i=0

i=0

9
erfc(§)=2-t exp(—z2 + 2 aj ti] £<0

where

z=1E

1
(43
ag=-1.26551223 a; = 1.00002368 az = 0.37409196
ag =-0.18628806 a5 = 0.27886807 ag=-1.13520398

t=

ag = -0.82215223 a9 = 0.17087277
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a3 = 0.09678418
a7= 1.48851587

(40)

(41)

(42)

(43)
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For the choice of a = ayD the special case for the functional form of the diffusivity studied

was

D = Dgsinh2(kC) . (10)
For this case the initial dopant distribution is a truncated Gaussian in the transformed

variables.

To(%) = Cm exp[-(¢-C0)?] 37
Equations (11)-(13) and (18) now become

YA
a dz’
S@n = mof STR(KC(z",D)) “3)
t=alt (46)
rO¢,1) = A[cosh(kCO) - 1] @7)
0 0)-
igﬂ [1"(0)’+A]al;)
eOX(C1) = ¢ g’ 48)

VIOTO+24) | Y TO/(M0+24)
with

aBVDc

A== 2 (49)

From Eq. (47) we obtain 'y, in terms of Cp.
I'm = A[cosh(kCqp,) - 1] (50)
The LHS of Eq. (47) is given by Eq. (40).
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Note that because of the relationship between { and z in Eq. (45) the initial dopant
distribution in real space is not a truncated Gaussian.

The two choices for ¢, ¢ = aD and ¢ = aV¥D were implemented in the programs
FIRSTO and CA respectively (see appendix). Results are plotted in Figs. 1-13.

For the case ¢ = oD numerical problems were encountered in evaluating £0). It
was determined that for some values of the variables certain terms with different signs in
Eq. (34) increased towords infinity. An attempt was made to rewrite Eq. (34) in a form
more suitable for computation. This attempt was not completely successful. However the
program FIRSTO did produce zereoth order results since the zereoth order term does not
depend on £©),

For the case in which ¢ = aVD the expression for €(0) is much simpler and good
agreement between the analytical and numerical results was obtained for several values of

the parameter k (see Figs. 5-13).

V. RECOMENDATIONS

The programs presented in the appendix are documented to provide guidance for
their use and modification. All are written in FORTRAN77 and were run on a Microvax
I1I.

More work on the case where @ = oD may lead to a form of €(0) that is suitable for
numerical calculation. This case is attractive because the initial dopant profile in real space
is a truncated Gaussian which has been found to accurately fit experimental dopant profiles.
For the case where ¢ = aVvD, although the initial dopant profile is not a truncated Gaussian
it differs primarily in the tail regions at low concentrations. Therefore it may describe the

profile adequetly in the region of interest. An analysis of how well experimental dopant
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profiles could be fit with this functional form could help determine the usefulness of this

case.
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Can Design For Extruded Powder Metallurgy Materials, and the
Effects of Can Ceometry and Can Material on the Powder
Metallurgy Material Core.
by '

Robert L. Goetz

ABSTRACT

The objective of this pzoﬁect vas to examine the effects of "can” thickness
and "can" material on the state of stress and the uniforaity of the

velocity field for the co-extrusion of a "canned” P/M material. The

process vas simulated as isothermal using the FEM code MME-ALPID. Three

can thicknesses wvere simulated; 1/8", 1/4", and 1/2". The P/M material used
vas IN100, and Austenitic Stainless Steel vas used for the "can" material.
Simulations proceeded to the point vhere the nose cap was extruded before
remeshing vas required. 1Injitial results shov that the 1/8" can vill possibly
fracture. The 1/4" can has a more uniform deformation than 1/8" can. No
conclusions have been made about the 1/2" can as yet. The stress ratio of
on/T in the 1/4" can shovs a transition from compressive to tensile stresses
near the die exit. It is recommended that, in addition to the present simula-
tion, a non-isothermal simulation using ALPID be made, and that ALPIDP be
used for a comparison. These projects would ultimately aid in the "can"

design for any P/M material.
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I. INTRODUCTION:

One of the goals of the Processing Sclience In-House Research Group is to
develop analytical modeling techniques foz'lanutactuting processes, and it
is hoped that thils project will provide a better understanding of the co-
extrusion of "canned" povder metallurgy (P/M) materials. The results from
this project can then be applied to the actual extrusion wvork being perfor-
med at the Experimental Metal Processing Laboratory (EMPL). The objective
of this project is to model the co-extrusion of a "Canned" P/M material
through a streamlined die using the finite element code MME-ALPID. ALPID
stands for "Analysis of Large Plastic Incremental Deformation". ALPID wvas
developed by Battelle's Columbus Laboratories under Air Force contract.
MME refers to the Material Modeling Environment developed by Universal

Energy Systems-Knovledge Integqgration Center (UES-KIC).

The process of extruding "canned" P/M materials is similar to the drawving

or extruding of bi-metal vire. Hovever, it is different, in that in this
case, it is used as a conditioning process for P/M materials. Extrusion

is used to compact the P/M material to as close to 100% density as possible
vhile completely deforming the materlal in a uniform manner. Other methods
of compaction, like forging, do not offer the uniform deformation that
extrusion using streamlined dies does. Processes like forging cause tensile
stresses, vhich lead to defects, vhereas extrusion usually doesn't. The
"can" has several functions. First, it acts as the container for the powdered
material. Secondly, it acts as an insulator from the chilling effects of the
die. Also, certain high temperature alloys must be processed in an evacuated

environment to avoid oxidation. Thus, most cans are evacuated after the can
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has been filled vith the P/M material. P/M materials, in general, are
advantageous because they offer the posslbllity of a fine grain structure,
vhich usually means high strength and hardness. Also, greater control over
an alloy's mixture and purity is possible. Casting of these alloys leads to
large voids and defects, vhich requires further deformation processing.
Hovever, the never alloys of interest to the aerospace industry, those that

offer large strength to weight ratlos, are very hard to deform.

A second reason for doing can extrusions is for the validation of a materials
behavior as predicted by the MME processing maps vhich shov the stable/
unstable regions of a material based on strain rate and temperature.

These maps are constructed using compression test data generated at various
temperatures and strain iates, and observing the effects on actual grain
structure. A possible P/M material for this project is Titanium-Aluminide,
TiAl. It is currently being extruded at EMPL, but at a temperature of around
1350-14000C. The processing maps, however, only go to 13500C due to testing
limitations. ALPID simulations of this material at these lower temperatures

must be done in conjunction with actual extrusions to validate the maps.
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II. OBJECTIVE:

The objective of this project is to examine the effects of can thickness
and can material on the state of stress, and the uniformity of the veloc-
ity field of the P/M material inside. Figure 1 shows the can dimensions
used in the isothermal ALPID simulations . Three can thicknesses have

been chosen, and are typlcal of those used at EMPL. They are; 1/8", 1/4",.
and 1/2". A typical can material is austenitic stainless steel and for the

simulations, IN100 will be used as the P/M core material.

Specifically, it is hoped that the tensile forces at the "can/core" inter-
face will be shown. From Avitzur (2], it is known that the more ductile

of the two materials vwill flow more easily, and depending on the amount of
friction at the interface, a tensile force will be applied on the less duc-
tile of the tvo materials. It is known that to avoid the defect, central
bursting, axial tensile stresses must be avoided. Axial tensile stresses
occur vhen the ratio of mean stress, om, to effective stress, &, is greater
than -2/3 (11. Thus, central bursting is avoided wvhen om/G < -2/3. It is
hoped that by changing the can thickness, the ratlo of om/¢ will show the
likelihood of central bursting as a function of thickness. The uniformity of
the velocity field will be examined using the grid distortion and the strain
rate contours as the billet moves through the die. As stated above, the P/M
material selected for the project was IN100. It was selected because stress/
strain compression data was readily available on the MLLM micro-VAX in the
MME database. However, no such data vas available in the MME database for
any type of stainless steel . Thus, a literature search was required for

pertinent data on any suitable stainless steel.
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III. EXTRUSION PARAHETERS£

Relevant extrusion parameters include temperature, ram velocity, coefficient
of friction, die geometry, material constitutive values and can geometry.

A temperature of 19000F was chosen for the simulation. At thls temperature,
the extrusion is well into the plastic region of any stainless steel used
for the can, and any work hardening effects can be neglected. This also
affects the constitutive equation used by ALPID to calculate flov stresses
for the Stainless Steel can. The equation is as follovs;

h a
k*(e)*(¢€) (1)

Q
]

flow stress

true strain

strain rate

strain hardening factor

strain rate sensitivity factor
flov stress constant

vhere:

~EDomQ
H u ttnwnoa

For plastic deformation, the factor, n, equals zero. Thus, equation (1)
is reduced to;
]
T = k*(E) (2)

The values of k and m for the can wvere, k = 30,000 psi, and » = .15. The
value of m vas chosen based on reference (3]. The value of k was chosen
arbitrarily, but proved reasonably close vhen the data for type 304 stain-
less steel from reference (4] was located. See section IV. for the deter-
mination of k and m from reference (4]. Flow stress values for IN10G vere

obtained directly from the MME database by ALPID, and eqn. (2) was not used.

A ram velocity of 0.5 in/sec. vas used, and the constant shear friction
factor, m, vas applied. A value of 0.05 vas chosen for m. A streamlined die
of 6.2:1 area reduction ratio vas used, vith the profile defined by the cubic

eguation given on the folloving page.
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2 K]
R(X) = A + B*x + C*x + D*x (3)
vhere R(x) = radius as a function of the axial
length from the extrance
x = axial length from the extrance
C,D = variables dependent on entry & exit radii,

and the die length.
For a streamlined die, the slope of the die profile is zero at both the
entry and the exit. Thus, knoving this, the entry & exit radii, and the

dle length, the values of A, B, C, and D can be found using the following

relations;

A =Ri (4)
B=0.0 (5)
C = 3*(Ro - Ri) (6)
D = -Zzingr:_Bll (7

vhere: Ro = exit radius
Ri = entry radius
L = die length

An entry radius of 1.5 inches was used as that is the radius used at EMPL.

Die length vas set at 3.0 inches. From the reductlon ratlio, the exit radius
vas calculated to be .6024 inches. The can geometry is shown in Fig. 1.

All dimensions were held constant, except the thickness, which was varled

between 1/8", 1/4", and 1/2" as part of the project.
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IV. Stress & Straln Rate Data
for Type 304 Stainless Steel:

This section deals vith the Flow Stress-Strain Rate data for Type 304
stainless steel found in Dadras {4). Type 304 Stainless Steel is a
possible "can" material. The data found in reference {4] vas in the

form of Stress-Strain curves at various strain rates and at 900°C &
12000C. Stresses vere taken from these curves at a strain of ".5 for

the various strain rates. See Tables 1 & 2. The data was then fitted

to equation (2) by plotting log(d) vs. log(€). These plots are shown

in Fiqures 2 and 3. Using these plots, values of m & k were found

using a least squares linear curve flt. For 10370C (19000F), m & k were
interpolated using the values found at 9000C and 12009C, and are shown in
Table 3. These results, hovever, were not used because reference (4] vas
located after too much C.P.U. time had been consumed using values of:
m=.15 ; k=30 kpsi. They will be used in later simulations to study the

effects of material choice.
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TABLE 1.
TYPE 304 STAINLESS STEEL
@ 22000C , @€ =0.5

€ (1/sec.) log(&) G (MPa) log(d)
0.2 -.6989 84.4 1.9260
0.8 ~.0969 95.3 1.9790
3.5 L5441 107.8 2.0326
10.0 1.0000 118.8 2.0748
30.0 1.4770 128.1 2.1080
100.0 2.0000 140.6 2.1480
TABLE 2.
TYPE 304 STAINLESS STEEL
@ 9000C , @¢€ =0.5
€ (1/sec.) log(€) 7 (MPa) log(d)
1.5 0.1761 250.0 2.3980
8.0 0.9031 278.0 2.4440
40.0 1.6021 306.8 2.4870
100.0 2.00600 318.2 2.5030
TABLE 3.
Values of m, and k for
Type 304 Stainless Steel
Temp. (°C) n k (psi)
900.0 0.0585 35,562
1037.7 * 0.0696 25,694
1200.0 0.0826 14,062

* - Interpolated from 9000C & 12000C data.
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V. AlPID Simulations:

ALPID simulations for the 1/8", 1/4", and 1/2" cans have not been completed,
and are continuing. Fiqure 4 shows the initial mesh used for thg 3 can

sizes, and figures 5, 6, & 7 showv the progress made for the 1/8" and 1/4"
cans. At this polint, remeshing is required for both cans so that the simul-
ations may continue, and it is currently under way. The simulation for the
1/2" can has proceeded to the point vhere the can is just emerging from the
die exit. Approximately 24 hrs. of C.P.U. time vere required for both the
1/8" and the 1/4" simulations to reach their present states. It should be
noted that when both the 1/8" and the 1/4" cans reached the point where the
can vas emerging from the dle exit, the maximum time allowed per step had

to be reduced. This is bellieved to be related to the implicit/explicit
integration used by ALPID. It is known that the accuracy of these methods

is dependent on the size of the integration step. An examination of figure 5,
vhich shovs the grid distortion of the 1/8" can, would seem to indicate that
the can is about to be fractured as the P/M core is entering the region of
maximum reduction. The shadoved area highlights the "can" material. Figure 6
shows the 1/4" can in approximately the same phase, but with a more uniform
deformation than the 1/8" can. This is typical of a can that is too thin,
resulting in the nose cap and can seperating, punching the core through with-

out the can.

Figure 8 shows the strain rate contours of the 1/4" can at step 70 . The
pinimum is .125 (1/sec.) and the maximum is 1.624 (1/sec.). These strain
rates are vell within the stable processing region for IN100 at 19000F (10379C)

as shovn by figure 9.
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Even though the simulation has not reached steady state, where both the
core and can are exiting the die, it is expected that strain rate values

vill remain in range between 0.0 (1/sec.) and 1.6 (1/sec.).

Figures 10 amd 11 shov the grid distortion and the stress ratio of om/¢ for
the 1/4" can at step 74. The stress ratio plot shows the transition of
ow/0 from -.99 to -.33. This represents the transition from compressive

to tensile axial stresses. This is also shown in plots of earlier steps
that vere not included in this report. Further simulations will shov if
this persists as steady state is reached with the core exiting the die.

The cross-hatched area highlights the elements representing IN100.
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VI. Recommendations:

From the vork completed to this time, it is believed that further work will
prove helpful in the area of can design. At the very least, further

wvork will prove helpful in the extrusion of IN100. It is recommended that
vork also be done in the area of non-isothermal ALPID simulations of "canned"
extrusion. A study of only one can design would shovw the temperature distri-
butions between the can and die, and vwithin the can itself. The results

from the isothermal and non-isothermal simulations would then give a more
complete understanding of "canned® P/M material extrusions. To finally
complete the investigation of "canned®™ P/M extrusions, the P/M version of
ALPID, ALPIDP, could be used to simulate the process. However, the use of
ALPIDP requires more than the relation, & = f(temp,€,€). Density also
becomes a factor, making flow stress a very complex function of;

7 = f(temp,t,€,rho). This calls for more extensive experimental material

modeling.
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INTERFACE RESISTIVITY MODELLING OF THE HOT ROLLING OF Ti-48A1-1V

by

Andrew E. Hensley

ABSTRACT

In order to obtain computer simulations of the gamma titanium
aluminide hot rolling process using finite element modelling, it is
necessary to gather data on the interface properties between the TiAl
workpiece and the TIM molybdenum rolls. One of these interface
conditions which needs a great deal of further investigation is the
coefficient of electrical resistivity between these two materials. In
order to accomplish this, test methods and procedures must be
established. Also, there needs to be a great deal of microstructural
work done with gamma titanium aluminide in order to gain insight into

its characteristics during processing.
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I. INTRODUCTION

Presently the Air Force has focused a great deal of interest on
titanium aluminide as a potentially viable high temperature material for
military applications. Gamma titanium aluminide (Ti-48A1-1V) has
favorable strength and density characteristics at high temperatures with
a relatively stable crystal structure, but its high degree of brittle-
ness leads to processing difficulties. Since there exists a need to
roll gamma titanium aluminide into sheet form for future Air Force
utilization, these problems must be resolved. It is therefore necessary
to establish the narrow range of rolling conditions in which the neces-
sary material deformation is achievable. It is important to determine
various parameters so that the rolling process, which is to be performed
by rolling the TiAl between TZM molybdenum rolls that will be resistance
heated, can be adequately modelled. Mv responsibility lies in the
modelling of the conditions which exist during this rolling process at
the interface between the TiAl sheet and the TZM molybdenum rolls. The
conditions of interest are the coefficient of static friction, the heat
transfer coefficient, and the electrical resistance at the workpiece and
roll interface. Test fixtures to determine the TiAl-TZIM interface
coefficient of friction and the heat transfer coefficient at this
interface are already in advanced stages of development and therefore
need only be mentioned here. These two properties are obtained through
ring compression testing of TiAl rings between TZM dies at a controlled
temperature and atmosphere to determine the frictional coefficient and
the fixturing of a TiAl ring between TZM platens at a controlled temper-

ature and atmosphere and measuring the temperature gradient through the
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system with thermocouples to determine the coefficient of heat transfer.
What most of my time has been spent on is the development of a test
fixture to measure the electrical resistance at the interface of the
TiAl and TZM test samples. Time has also been spent on looking at the

microstructure of forged gamma titanium aluminide.

I1. OBJECTIVES OF THE RESEARCH EFFORT

Currently there has not been any successful rolling of gamma
titanium aluminide into sheet although there has been some alpha sheet
produced. The ultimate goal of this research effort is to provide
sufficient data concerning TiA1-TZM interface properties to allow the
repeated production of usable lengths of gamma foil with a maximum
thickness of 0.050" and a thickness of 0.020" being the most desirable.
The immediate objective of my research is the determination of existing
conditions at the roll and workpiece interface during this rolling of
the gamma material so that constitutive equations can be written for
computer simulations using finite element modelling. Although a good
deal of time was spent on the design of apparatuses and the establish-
ment of test methods to determine the interface heat transfer coeffi-
cient and the interface coefficient of friction, the bulk of my time was
spent on the design of a device for testing the electrical resistivity
of the roll and workpiece materials and in Tooking at gamma microstruc-
tures.

Even thou, my part in the attainment of the ultimate goal seems
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ﬁ

somewhat trivial by comparison, it is a necessary piece in the solution
of the gamma rolling puzzle. In order to be able to model the process

with even remote accuracy it is required that each interface property be

thoroughly examined and painstakenly measured. In order to obtain a
complete answer, it is imperative that all parts of the question are

accurately resolved.

III.

Due to the fact that my major objective involves actually designing
a test device to be used for measuring interface resistivity, it is
necessary to go through some basic steps in the engineering design
process as an approach to realizing this objective. The first and most
obvious step is to state the need, which is for the establishment of an
accurate method to determine the electrical resistivity at the area of
contact between the titanium aluminide sheet and the TIM molybdenum
rolls. The next step is to state the problem, which is to design a
piece of equipment which can accurately duplicate the conditions which
exist in the actual gamma rolling procedure and provide a way in which
the interface resistivity within this model can be physically measured
and applied to the real life situation. Once these early steps are
clearly stated and understood, it is then possible to progress further
and examine the proposed solution.

The solution which was settled on at this point is illustrated in

the back of this report. It is a fairly simple design, but it should be
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more functional and accurate than the c-clamp knife edge configuration
which was proposed before I began working on the project. The main
problem I had with this c-clamp system was the fact that the clamps
would have to be positioned by hand, which would impose a certain degree
of human error right at the beginning of the experiment. My design,
which will be explained in more detail later, has a built-in knife edge
system that will provide a more exact and repeatable potential contact
spacing, which is extremely important since the electrical resistivity

will be calculated using the equation:

R - As
- A ((2-cm) (1)
Le
where: R = the measured d.c. resistance in ohms
As = the specimen area in cm*

Lo

As can easily be seen, a small variance in potential contact spacing can

potential contact spacing in cm.

lead to fairly large percentage of error once it is mathematically
incorporated into this formula.

This test equipment will have to be contained in an environmental
chamber in the same manner as the tests for heat transfer coefficient
and frictional coefficient. The reason for this chamber is to reproduce
the conditions that will exist during the real life gamma rolling
process, which will be temperatures up to 2200°F and an inert environ-
ment to prevent roll and workpiece oxidation. A precision Kelvin bridge
will have to be utilized for this resistivity test in order to measure
the extremely low values of resistance which will exist in our system.
The bridge 1is also used to provide the current needed to find the

potential drop between the knife edges and through the interface. We
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plan to use a Biddle Instruments DLRO digital low resistance ohmmeter
for our bridge.

The device illustrated in this report is a relatively simple one,
but is should prove effective in keeping equal spacing between the
potential contacts and in keeping these knife edges touching the samples
with a reasonable amount of contact force. This force will be provided
by a Teaf spring constructed from a formed 0.125" piece of high temp-
erature material, possibly Inconel X750, although material determination
for the components of this design has not been accomplished to date and
will require some testing and interaction with metallurgists. The knife
edges will be kept in contact with the samples by sliding the entire
fixtured unit along the provided slots and tightening the appropriate
bolts and by adjusting the two major bolts between the knife edges. The
knife edges will be isolated from each other through insulation with
mica or some other nonconductive ceramic. The current from the Kelvin
bridge will enter at the base of each sample and the resistance will be
measured across the knife edges as indicated. The press will cause
intimate contact between the TZM and TiAl samples and therefore elimin-
ate the possibility of reading a misleadingly high constriction resist-
ance due to the surface finishes of the samples. The samples will be
square to allow better knife edge contact and will each contain a
thermocouple to check for temperature gradient.

The next completely unique objective which I personally worked on
was to determine whether there was a consistency of flow units (the
largest visible microstructural entities) within an forged billet of
gamma titanium aluminide. This determination is an important one due to

the fact that any discontinuity of the flow units would require accurate
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mapping of where each compression sample came from within the billet. I
checked the billet by obtaining a cross sectional slice which was cut
from the whole by EDM. From this slice I cut six samples from various
locations and mapped these locations as can be seen in the provided
diagram. [ then mounted, polished, etched using Keller's etch, and
photographed each microstructure. As can be seen from the photographs,
it appears that there is in fact a consistent flow unit of a lamella
structure throughout the billet, therefore compression samples may be
taken from virtually any location within the billet with reasonably

similar results.

IV. RECOMMENDATIONS

In order to produce a usable prototype of the proposed resistivity
testing device, it is first necessary to determine the materials to be
used for its component parts. Although oxidation will not be a problem
due to the inert environment that will be used, all materials must be
able to maintain integrity at high temperatures. For example, the
material to be used for the leaf spring must be able to maintain its
modulus of elasticity through a wide range of temperatures since
deterioration of this modulus would decrease the contact force between
the knife edges and the samples and thereby introduce a degree of error
into the experiment. As can be expected, my recommendations also
include the building and testing of this apparatus. From testing,

design changes can be made as appropriate.
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Continued work in gathering interface properties is imperative if
the rolling of the gamma titanium aluminide is ever to be realized.
Without this data computer simulations will not be possible, leaving
trial-and-error rolling as the only remaining method of determining
processing conditions. Due to the extremely high cost of the gamma
material, this is not a truly feasible option. It will be necessary to
continue microstructural work for a complete insight into this material

system, so this is also recommended.
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Phase Relationships in Al-Nb-X Ternary Alloy Systems
by

J.P. Simmons
ABSTRA

Samples of Al-Nb-Mo, Al-Nb-Co, and Al-Nb-Cr were heat treated and examined with
microprobe and X-ray diffraction analysis in order to determine whether or not any L1;
compounds form in the ternary systems. It was found that no L17 ternaries were formed as
a result of substitution for the Al by the elements Co and Cr at 1200°C and 1300°C,
respectively. Preliminary information indicated this to be the case with Mo at 1400°C as
well. From the samples examined, it was not possible to determine whether or not any L1,
phases forned as a result of substitution for Nb. Preliminary evidence of an unreported
phase in the Al-Nb-Mo systera was found. It was also found that Mo was the only one of
these that dissolved to any extent in the DO22 phase. Some phase diagram data were
generated. Recommendations were made as to completion of work in these systems,

procedural changes, and the applicability of the Pettifor scheme as a predictive tool.
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I. Introduction

The modern superalloys are based on the Ni-Al system and derive a significant
proportion of their strength from the ¥’ Ni3Al phase. It is anticipated that the Ni based
superalloys will not provide sufficient high temperature stability for gas turbine engine
materials needs into the next century. This work is an attempt to idcatify suitable materials
for the development of higher temperature superalloys.

The ¥ phase has a cubic, L17 structure. This phase has the property that its strength
increases with increasing temperature.! Since other intermetallic compounds with the L12
structure have been identified with this property,2-3+4 it is natural to search for high melting
point compounds with this structure. Since none of the known binary L12 compounds have
suitable properties, the search has been directed towards ternary compounds that have the
L1 structure.

The Al-Nb system has an intermetallic compound with Al3Nb stoichiometry that is stable
up to about 1600°C,3 and forms the starting point of this investigation. This compound has
a tetragonal DO structure, which can be viewed as two L12 unit cells, with the center
(001) plane translated by 1/2[1 1 0].

Work by Pettifor® and Villars’-8 give mapping schemes by which, in principle, the
structures of binary alloys can be predicted from available information. Within the Pettifor
scheme, the observed structures corresponding to a particular combination of elements tend
to cluster into regions, or structure fields, when plotted against a parameter referred to as
‘the Mendeleev number.” The DO73 structure field forms an ‘island’ within the L1y
structure field. Pettifor? suggests a method by which these results may be applied to ternary
and quaternary alloys in order to convert one structure to another, by avei._.ng the
Mendeleev numbers. This work uses the work of Pettifor as a predictive tool in order to
identify suitable ternary additions that will produce ternary compounds with the L1
structure.

The demands of increasing performance of gas turbines will require structural materials
able to withstand higher temperatures than presently available. High temperature materials
then comprise a class of materials in which the Air Force is very interested for future
aircraft propulsion systems. The study of high temperature intermetallic compounds has
been initiated in order to achieve these increased temperature stabilities. The major subject
of interest of the author is chemical orderii. 1 in solids; he has received a Masters of

Engineering in metallurgical engineering at Carnegie Mellon University and is currently
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pursuing a PhD in metallurgical engineering at the same school, studying order-disorder
reactions.

II. Objectives

This work was part of an ongoing project and had three objectives: (1) to determine
whether or not L12 compounds formed in ternary Al-Nb-X systems, (2) to give a
preliminary evaluation of the applicability of the Pettifor scheme for materials design, and
(3) to generate reliable phase diagram data in the systems studied, particularly as pertains to
the DO, phase fields.

The primary objective of this work was to determine whether or not L1, compounds are
formed in certain ternary Al-Nb-X systems, those containing Mo, Co, and Cr as the temary |
element. It was determined that, in the systems examined, no L1; compounds form as a
result of ternary substitution for Al. The alloy compositions examined were too lean in Al
content to determine whether or not L12 compounds formed by temary substitution for Nb.

Traditionally, investigations of this type have proceeded according to a trial-and-error
algorithm. This is a time consuming and costly approach. As a second objective, it was
decided to use this work as a preliminary evaluation of the applicability of the Pettifor
scheme for materials design. Some suggestions as to application of this approach are made
in the Recommendations section.

It was decided to conduct the work with sufficient care so that some useful phase
diagram information would be generated as a by-product. This final objective was
considered to be independent of those mentioned above. Again, particular attention was
paid towards generating reliable data as to the temary element solubility in the DO3; phase.

III. Experimental Procedures

Buttons of five Al-Nb-X alloys that were prepared by arc melting in vacuo were heat
treated at various temperatures and examined with both microprobe and X-ray powder
diffraction. The compositions of the samples are listed in Table 1. Throughout this work,
allov compositions will be referred to with the notation: x-y elem./T, which is a shorthand
notation for Al-x%at.Nb-y%at.elem. heat treated at temperature T. Thus, 20-20 Mo/1400°C
designates the sample of nominal composition Al-20%at.Nb-20%at.Mo that was heat
treated at 1400°C.

Samples were wrapped in Ta foil and then heat treated in an atmosphere of Ar that was
purified by passing over Ti chips at 1000°C. In order to insure that equilibrium was
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reached, heat treatment times of at least 100 hours were employed. Usually some weight
loss (1-2%) was observed, indicating that some Al volatilization had occurred.

Samples were cut from the buttons with an abrasive disk saw, mounted in resin, and
polished for microprobe. Microprobe examinations were made with a 10nA beam with a
20kV accelerating potential. Composition data were measured with the microprobe, using
the the ZAF method, !0 and were statistically analyzed in the standard fashion.!!

Samples were prepared for X-ray analysis by powdering in a mortar and pestle to -360
mesh. Generally, a strain anneal at 1000°C for 1 hour was required in order to produce
sharp X-ray peaks. This was done by wrapping in Ta foil and heating either in vacuo or in
an atmosphere of Ar. No oxidation was observed, but a small amount of Al generally was
deposited on the foil, indicating some Al volatilization had occurred. X-Ray powder
patterns were generated with a diffractometer employing Cu Ko radiation produced with an
accelerating voltage of 40kV and tube current of 50 - 150 mA.

IV. Results And Discussion

Generally, each sample was within a three phase field, which made it possible to
examine large regions of the isothermal phase diagram with a small number of samples.
This work did not identify enough three phase triangles to completely characterize the entire
diagrams of any of the ternary systems examined, but enough of each diagram was
examined to preclude the formation of L1 compounds by substitution of the ternary
element for Al in the Al-Nb-Co and Al-Nb-Cr samples. That is, n» compounds with
composition (AL, X)3Nb distinct from the DOy phase were identified in these systems. The
results of the Al-Nb-Mo ternaries are regarded as preliminary, but seem to indicate that no
L12 phases form in this system as a result of Al substitution. It was not possible 10
unambiguously determine whether or not any Al3(Nb,X) L17 compounds were formed by
Nb substitution.

Al-Nb-Mo

Two samples, 20-20 Mo/1400°C and 25-12.5 Mo/1400°C were examined. The results of
these two are contradictory, since all three of the 25-12.5 Mo/1400°C phases lie entirely
within the three phase triangle formed by the 20-20 Mo/1400°C sample. These are shown
in Figs. 1(a) and 1(b). In all, four phases were identified that were found in these two

samples.
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Two of the four phases were identified as being DO22 Al3(Nb,Mo) and A1lS5
Al(Nb,Mo)3. Of the other two, one is believed to be the ¢ phase, while the other has not
been identified.

A sample of 20-20 Mo/1300°C was used to identify the DO22 and AlS structures.
Differential thermal analysis (DTA) was used to show that no reaction occurred between
1300°C and 1400°C. It is believed that the 1300°C results were representative of the 1400°C
microstructure, insofar as phase identification is concerned. Sixteen peaks (out of sixteen
calculated for DO53) that did not overlap any A1$5 peaks in a sample of 20-20 Mo/1300°C
were identified. The A15 structure was identified in this sample by seven (of eight
calculated) peaks that did not overlap those of the DO37 structure. The compositions of
these phases, along with all of the composition data obtained in this study are listed in
Table 2.

The 20-20 Mo/1400°C sample was found to have DO and A1S plus a third, of
composition Al-40%at.Nb-17%at.Mo (approximately the composition of Al2NbyMo). This
phase was also found to be present in the 25-12.5 Mo/1400°C sample (identified by its
composition), and is plotted in Fig. 1(a). This could be an extension of the ¢ phase found
in the binary, but it is believed, at this writing to be another, unreported phase.

The composition of the ¢ phase in the binary is Al-59%at.Nb.!2 In an earlier X-ray
study!3 by Hunt and Raman, the ¢ phase boundary was reported to be at approximately Al-
35%at.Nb-35%at.Mo at 1000°C. This composition does not agree with that of the
AlNbaMo phase, but does agree with one of the phases found in the 25-12.5 Mo/1400°C
sample, as shown in Fig. 1(b). The composition of this phase was found to be Al-
33%at.Nb-28%at.Mo. For this reason, this phase will be designated ¢(?) in this work,
since it appears to be the & phase. It was not possible to obtain a confident fit between the
diffraction peaks for this sample and simulations of the ¢ structure. A sample with a larger
volume fraction of this phase would give much more reliable diffraction data.

It is not clear exactly why the 6(?) phase was found in the 25-12.5 Mo/1400°C sample,
but not in the other. It is possible that it is stabilized by a small amount (~1%at.) of Ti
impurity that was found in the 25-12.5 Mo/1400°C sample with the microprobe. Additional
work in this system is recommended in the Recommendations section.

According to the Pettifor scheme, if compounds were to form by substitution for Al,
there should be an L17 phase at a composition corresponding to an average Mendeleev
number of 76, which should form at the ideal composition of 25-12.5 Mo. This is
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apparently not the case here, although the reproducibility of the above results is not
comforting. No conclusion regarding the L1 phase formation in this system is then made.

Typical microstructures examined are shown in Figs. 3(a) and 3(b), which show the 20-
20 Mo/1300°C and 25-12.5 Mo0/1400°C microstructures, respectively. The DO and A15
phases image in Fig. 3(a) as dark and light, respectively. The DO, 6(?), and Al3NbsMo
phases image in Fig. 3(b) as dark, light, and grey, respectively.

A considerable solubility for Mo was found in the DO22 phase, reaching approximately
S5%at. This phase field appears to be elongated in the direction of Al3(Mo,Nb), indicating
that the Mo substituted for the Nb atoms. No independent confirmation of this point was
made. The maximum solubility of Mo in the DO22 phase is probably much higher; it was
reported to be about 15%at. at 1000°C by Hunt and Raman.

Al-Nb-Co

Samples of 20-5 Co/1200°C and 25-12.5 Co/1200°C were examined. The ternary
diagram for these alloys is shown in Fig. 2. The compositions of the phases found are
listed in Table 2. Originally only the 25-12.5 Co/1200°C sample was analyzed with DTA;
subsequent work in the 20-5 Co/1200°C alloy showed a reaction at approximately 1170°C.
This appears to have been a peritectic melting point of the 8 phase of the Al-Co binary.14

Four phases were identified between these two samples: DO72, B2, what appears to be
the C14 Laves phase, and the remains of the liquid that was present in the 20-5 Co/1200°C
alloy. The DO72 phase was identified by its diffraction pattern in the 20-5 Co/1200°C
sample, as well as by its composition. All others were identified by their compositions by
comparison with those available in the literature. No L1 phases were observed.

The 20-5 Co/1200°C sample was found to contain DOy7 Al3Nb, B2 AlCo, and what
appears w be solidified liquid. Twenty-five (of twenty-six calculated) peaks in the DO2y
structure that did not overlap any of those calculated for B2 were identified in the pattern.
Only two peaks were found in addition to those predicted for DO23; one of these matched
that of the B2. It is believed that the volume fraction of all but the DO7> phase were too
small to be reliably detected with X-ray diffraction. The DO73 phase was found to have a
composition Al-25%at.Nb-0.15%at.Co, in agreement with the ideal stoichiometry as given
in the published Al-Nb phase diagram.!3 The B2 alloy was found to have the composition
Al-0.04%at.Nb-46.5%at.Co, which agrees with the 46%at.Co solvus boundary for the
AlCo () phase given in the published Al-Co phase diagram.16 The final mass of material
in this phase is thought to be a mixture of y- and 8- Al-Co phases that formed on furnace
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cooling from a liquid. Its composition was found to be Al-0.3%at.Nb-28.1%at.Co, which
compares with Al-25%at.Co, for the location of the liquidus at 1200°C reported in the
published binary diagram. Obviously, if reliable phase diagram information is desired, this
work should be repeated below the liquidus; this result is presented here simply because it
shows that no ternary phases form in this three phase field.

The 25-12.5C0/1200°C sample had three phases that were identified as the DOjj, B2,
and what appears to be the C14 phases. The identifications here were made strictly on the
pasis of their compositions. The composition of the C14(?) phase was measured to be Al-
33%at.Nb-15.4%at.Co. Hunt and Raman!? report extensive solubility in the C14 Nb-Co
binary phase that extended almost to the Al-Nb binary diagram. This determination is
regarded as preliminary.

According to the Pettifor scheme, if the Co were to substitute for the Al, there should be
an L17 phase at a composition corresponding to Mendeleev number 76 on the Al sublattice.
Thus, at a composition of Al-25%at.Nb-18.8%at.Co, there should be an L1 compound,
according to an Al-substitution scenario within the Pettifor scheme. This composition lies
within the 25-15.5 Co/1200°C three phase (solid) triangle, as shown in Fig. 2. No
(Al,Co)3Nb phase was observed.

Typical microstructures of these two alloys are given in Figs. 3(c) and 3(d). In Fig.
3(c), the matrix is the DOy; phase, the grey areas are B2, and the black areas are the former
liquid. Again, the results for the 20-5 Co/1200°C sample should be viewed as preliminary.
In Fig. 3(d), the DO23 phase images as grey, the B2 as dark, and the C14 phase images as
light.

No appreciable amount of Co was found to dissolve in the DO22 phase, being about
0.15 and 0.74%at. in the 20-5 Co/1200°C and 25-12.5 Co/1200°C samples, respectively.
Some of the compositional measurements in the binary phases listed in Table 2 had some
scatter, giving 95% confidence limits outside of the diagram. Since all of these solubilities
were small, it was decided not to be worth pursuing further.

Al-Nb-Cr

Two samples, 25-12.5 Cr/1300°C and 15-25 Cr/1300°C were examined. Both were
within the same three phase triangle. The ternary diagram determined by the 15-25
Cr/1300°C sample is given in Fig. 3.

Four phases were found to be in the 25-12.5 Cr/1300°C sample. These phases are likely
to be DOy, A2 Cr(+Al) solid solution, o phase, and C14 (Laves phase), as identified from
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their compositions. Obviously, equilibrium had not been attained, since there were four
phases. The C14(?) phase appeared in the as cast microstructure, implying that this phase
had formed during cooling. All except the C14(?) phase were found in the 15-25
Cr/1300°C sample. Apparently, this phase formed on cooling from the melt, followed by a
peritectic-type reaction, requiring dissolution of C14 to form another phase. The kinetics of
dissolution of this phase would inhibit its disappearance.

The composition of the DO72 phase was found to be Al-24%at.Nb-1%at.Cr in the 25-
12.5 Cr/1300°C sample and Al-25.0%at.Nb-1.31%at.Cr in the 15-25 Cr/1300°C sample.
The Cr(+Al) solid solution compositions for these two samples were Al-0.7%at.Nb-
70.4%at.Cr and Al-0.4%at.Nb-65.8%at.Cr, respectively. These compositions are in
agreements with the reported solidus locations as reported in the published binary
diagram.!® Those for the 6(?) phase were Al-49.9%at.Nb-15.9%at.Cr and Al-
49.8%at.Nb-17.3%at.Cr in the two samples, respectively. This is additional evidence that
the C14(?) phase formed from the melt, but did not completely dissolve at lower
temperatures, where the three equilibrium phases formed.

Hunt and Raman!? reported the phase boundary at 1000°C for the C14 phase to be
within the three phase triangle determined here. This is probably in error, since the heat
treatments given here were 1300°C for 100 hours, whereas their heat treatments were
1000°C for one week (168 hours). Apparently, the high temperature boundary of the
C14(?) phase is within this triangle, but recedes with descending temperatures. Hunt and
Raman also reported about 5%at. solubility for Cr at 1000°C. This work gave a much
smaller solubility of about 1%at. at 1300°C.

According to the Pettifor scheme, if the L17 compound formed by substitution of Cr for
Al, the average Mendeleev number of 76 would be required. The composition of the
expected L1, phase would have been Al-25%at.Nb-13%at.Cr. This composition is within
the three phase field given in Fig. 3. No L17 compound was formed by Al substitution.

A typical microstructures of the 15-25 Cr/1400°C alloy is given in Fig. 3(e). The DO27
phase images as grey, the Cr(+Al) solid solution images as black, and the o(?) phase
images as light.

The compositions of the phases found in the 15-25 Cr/1300°C alloy are listed in Table 2.
Those for the 25-12.5 Cr/1300°C alloy are not listed because (1) they did not correspond to
an equilibrium microstructure, and (2) about 0.5%at. W contamination was detected in this
sample with the microprobe. It is believed that the 15-25 Cr/1300°C sample is

representative of the equilibrium phase distribution.
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V1. Recommendations

This report makes recommendations of three types: (1) regarding changes in procedures,
and (2) regarding unfinished work in these three systems, and (3) regarding future systems
to examine. The procedural changes recommended here are largely designed to reduce the
amount of work involved in characterizing the phases that form in ternary systems.
Additional work in recommended in the Mo,Co, and Cr ternaries. Recommendations of
future systems that are likely to conform to the assumptions of the Pettifor scheme are
made.

Procedures
Two problems were encountered during this work that increased the time necessary to

generate phase diagram information: (1) heat treatments that did not produce
microstructures sufficiently coarsened that all of the phases could be analyzed with the
microprobe and (2) appearance of four phases in samples even after long heat treatments at
elevated temperatures.

It was originally planned to generate isotherms at temperatures that were chosen
somewhat arbitrarily at 100-200°C below the lowest temperature reaction observed in DTA
on one alloy per ternary system. This was not possible, since heat treatments conducted at
these temperatures required excessive heat treatment times to produce acceptable
microstructures. Generally, heat treatments at 25-50°C below this reaction were required in
order to guarantee that equilibrium would be reached in 100 hours.

It is believed that samples that had four phases contained one phase that formed from the
melt that was not an equilibrium phase at the lower temperature. This has been a serious
problem, since heat treatments to dissolve one solid phase in order to produce another
require an impractical length of heat treatment time. Alloy compositions of this type should
be avoided.

In light of these difficulties, the following recommendations are made in order to reduce
time required to produce phase diagram information:

(1) Generate DTA scans for all samples, From these, a heat treatment temperature of

approximately 25-50°C below the lowest temperature reaction can be chosen.

(2) Heat treat each sample for 100 hours at 25-50°C below the lowest temperature
reaction observed in its DTA scan. Obviously, not all samples will be heat treated at the
same temperature, by this algorithm. However, the compositional data can Le projected
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onto one plane, just as cooling curves are in ceramic engineering. This will give the
approximate phase boundary locations that will be useful if subsequent isotherm
determination is undertaken. This information is sufficient to characterize the ternary
system in terms of phase identities.

(3)¢Ch he initial composition in order to avoid peritectic reactions. Since in all cases,
the DO»3 phase is expected to be in the sample, the starting composition should be chosen
close enough to the DO9, composition that this phase is the first to form on cooling. In the
past, the alloy composition was chosen to correspond to that of the predicted L1s
compound; it is recommended that the alloy composition be about half way between this
composition and that of the DO7;.

Completion of Mo,Co. and Cr Ternary Work

Some questions remain regarding these three systems. The following recommendations
are made in order to clarify these:

(1) Repeat the Mo determination. The irreproducibility of the Al-Nb-Mo data at 1400°C
is cause for concern. An additional alloy mixture of a composition lying within the 20-20
Mo/1400°C three phase triangle should be prepared and heat treated at 1400°C for a longer

period of time, say 200 hours. It is expected that this will cast a deciding vote in favor of
one of the other results previously obtained.

(2) Repeat one Co determination, The 20-5 Co/1200°C sample apparently was heat
treated above the liquidus of in the Al-Co binary. A sample of 20-5 Co should be heat
treated at about 25°C below the peritectic temperature as determined by DTA and re-
examined. It is not expected that this will yield any new information, but it will provide
more uniformity of procedures.

(3) Investigate for Nb substitution, All three systems should be investigated further to
determine the behavior along the AL3(Nb,X) compositions. It is expected that the Mo will
not convert the DO72 to L17, in agreement with the predictions of the Pettifor scheme and
the 1000°C data of Hunt and Raman. It is also expected that neither Cr or Co will dissolve
extensively in the DO9,. These predictions should be verified, however.

(4) Investigaie the AlpNbsMo phase. The identity of this phase should be made by

preparing an alloy close to this composition and generating X-ray diffraction data.
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Future Systems

Although no ternary L12 phases were found to form in these systems, this does not

disprove the Pettifor scheme. This scheme is based on existing information and can be
summarized as follows: if the ternary L12 compound forms, then its composition will be
within the L15 structure field. There may be a number of subsidiary conditions that must
also be met in order for the ternary L1 structure to be formed, given that it appears in the
L1 structure field.

In order for an average Mendeleev number to be used for predicting this ternary phase, it
is important for the two elements that comprise this average be similar, chemically. That is,
they must be interchangeable. One property of two elements of this type is extended
miscibility in the binary, since one element can replace the other without upsetting its
crystal structure greatly.

This work then predicts that the ternary additions that will behave as Pettifor describes
will include those that have extended solubility in either Al or Nb (or both). The elements
that exhibit extended solubility in Al should replace the Al in the DOj3 to produce
(A1, X)3Nb, while those that have extended solubility for Nb should form Al3(Nb,X). This
is apparently the case with Mo, which has complete miscibility with Nb and is quite soluble
in the DOy phase. The fact that Co and Cr have small solubilities Al seems to agree with
the observation that neither dissolves in the DOy; to any great extent.

The elements that exhibit solubility in Al in excess or 2J%at. and that can be added to Al
to move the composition of the alloy into the L17 structure field are Zn(60%), Ag(20%),
and Mg(20%). Those corresponding to Nb are U(100%), Ru(60% ), Re(45%), Os(32%),
and Rh(23%). The compositions of the L12 compounds predicted by the Pettifor scheme,
along with suggested alloy compositions to be prepared, are listed in Table 3.

VII. Summary

Samples of Al-Nb-Mo, Al-Nb-Co were examined in order to determine whether or not
any ternary L1, compounds formed by substitution for Al by the ternary elements. It was
found that this did not occur. It was fourd that Mo was the only element to dissolve to any
extent in the DO27 AI3Nb phase. Recommendations were made of procedural changes,
future work in these systems, and the ways of applying the Pettifor scheme were made.
Predictions as to the applicability of the Pettifor scheme to temary mixtures were made.
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Table 1. Alloy compositions (atomic %) used in this study.

Nom. Comp. Al Nb Mo Co Cr C N 0
2020 Mo 552 226 217 —_ — 0.2 0.4 0.0
25-125 Mot 569 276 13.7 —_ — 0.1 1.8 10x103
20-5 Co 731 208 — 5.0 —_ 0.3 0.7 27x103
25-125 Co 63.6 243 — 11.3 — 0.2 0.6 20x10-3
15-25 Cr 61.0 14.3 — — 23.8 0.2 0.8 20x10-3

T Approximately 1%at. Ti was found tc be present in the 25-12.5 Mo sample with the microprobe.

Table 2. Phase boundary compositions (atomic %) determined in this study.
Error bars are calculated for 95% confidence.

Nom. Comp. Temp.(°C) phase Al Nb Mo
2020 Mo 1300 DO, 75.040.2 19.2+0.3 5.8+2.2
Ai5 28.4+1.7 14.5+0.4 57.1%£1.2
20-20f Mo 1400 DO3; 74.4 21.1 4.5
Al5 26.9 23.6 49.6
? 423 40.3 17.4
25-125 Mo 1400 DO 74.4+0.3 21.9+0.4 3.5610.04
o? 38.1+0.3 33.3£0.7 27.9+0.5
22-1?7 41.740.2 41.4+1.6 15.7£0.3
T Results for 20-20 Mo/1400C are preliminary.
20-5 Co 1200 Liquid 71.5%1.9 0.3£0.4 28.240.1
B2 53.4£0.7 0.0420.02 46.5+0.4
DOy, 74.6+0.4 25.3+1.0 0.15+0.02
25-125 Co 1200 B2 52.240.3 47.5£0.5 0.3£0.4
C14? 51.42£0.2 33.2%1.5 15.40.2
DO, 74.1120.04 25.2+1.1 0.74£0.04
1525  Cr 1300 Cr (+Al) 33.8+0.2 0.4+0.2 65.80.2
o? 32.9+0.3 49.8+0.7 17.31.0
DOy 73.7£0.2 25.020.7 1.3120.05
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Table 3. Alloy compositions recommended for further study. The Pettifor scheme was used
to predict L12 (ALX)3Nb or Al3(Nb,X) compounds. The Mendeleev number listed is the
average Mendeleev number of the substituted sites.

X Mendeleev No. L1, Comp. Alloy Comp.
Al Substitution

Zn 79 25-18.75 Zn 25-9 Zn

Ag 76 25-33 Ag 25-15 Ag

Mg 76 25-43 Mg 25-21 Mg
Nb Substitution

U 48 9-16 U 17-8 U

Ru 58 11-14 Ru 18-7 Ru

Re 55 15-10 Re 20-5 Re

Os 58 12.5-12.5 Os 18.8-6.2 Os

Rh 58 14.5-10.5 Rh 19.8-5.2 Rh
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Al DO, Nb
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Fig. 1. Al-Nb-Mo 1400 C isotherms determined in this study. (a) 20-20 Mo/1400 C, (b) 25-12.5

Mo/1400 C. The circles represent compositions of ternary L12 phase predicted by the Pettifor
scheme.

Co
B2,
Liq,
. C N
|‘ N
WAl
Al 0%z Nb Al 00 Nb
Fig. 2. AlI-Nb-Co 1200 C isotherm Fig. 3. AI-Nb-Cr 1300 C isotherm
determined in this study. The circle determined in this study. The circle
represents the composition of the represents the composition of the
L12 phase predicted by the Pettifor L12 phase predicted by the Pettifor
scheme. scheme.
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Fig. 4. cont. (¢) Typical microstructure of 20-5 Co0/1200 C examined in this
study. (d) Typical microstructure of 25-12.5 Co/1200 C examined in this
study.
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Fig. 4. cont. (e) Typical microstructure of 15-25 Cr/1300 C examined in this
study.
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Design of mechanical joints and their implications to the

implementation of a comprehensive computer aided design
package .

by
David A. Swick

ABSTRACT

The topic of this paper is to determine the kind of
knowledge needed +to implement a comprehensive computer aided
design package. The design is comprehensive in the sense it
gives the designer support, from the conceptual through the
final stages of product development. The biggest benefit of
a comprehensive design package, is it gives the human
designer immediate feedback on the choices being made
concerning the designed product. It 1is proposed that a
comprehensive computer aided design tool, could help the
human designer produce designs that are more cost effective

as well as manufacturable.

In order to demonstrate what mechanical engineering
knowledge is needed, for a comprehensive design system, a
small test program has been written to aid the designer in
the selection of joining processes. The program will help the
designer in crossing technological domains, that he or she
might not otherwise consider as a possible design option.
This hesitancy to cross domain boundaries may be due to a
lack of familiarity with characteristics involved in an

unknown area of expertise.
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I. INTRODUCTION: COMPREHENSIVE COMPUTER AIDED DESIGN
Generally, expertise from several very different
disciplines is required to find a solution to a problem or
need. This realization of a solution involves two distinct
mental processes. The initial step toward a solution is the
recognition of a need. This recognition process is the
creativity of a visionary who assimilates ideas, thoughts and
imagination in order to define a problem statement. It would
be considered far to ambitious for +this project to try and
capture the thought processes of a visionary in a computer
program. Next, -after the need has been recognized, design,
marketing, financial and other +types of knowledge can be
applied to the problem. As each of these disciplines are
applied, the problem is shaped and defined until a conclusion
is formed. Figure 1 shows a "problem solving machine” and
how each professional discipline effects the development of a

problem statement into a solution.

|Ideas, thoughts, imagination,? |
4+
VISIQNAEY

¥ PRODUCTION| LEGAL}DESIGN
: PEOPLE PEQ%QE PEQFLE
ROBLEM | ! ' + SOLUTION 1
OR_NEED !

MARKETING} FEASIBILITY{FINANCIAL
PEOPLE PEOPLE PEOPLE

Figure 1: Schematic of +the kind of knowledge needed to
transform a problem statement or need into a solution.

This figure express the idea that mechanical engineers
do not work in a vacuum, and are often forced +to conform to
constraints applied by other disciplines, suggesting a
comprehensive design package will need more than just

engineering knowledge. Due to this authors experience in the
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mechanical design field, the focus of the paper will show how
this knowledge relates to the structure of a comprehensive

design system.

II. OBJECTIVE OF RESEARCH EFFORT:

The impetus of this research is to outline the kind of

mechanical knowledge that is needed in order to implement a
comprehensive computer aided design system. The mechanical
knowledge will then be applied to an application program or
case study. The goal of the case study is to demonstrate how
mechanical engineering knowledge is used in a practical
design problem. The case study will deal with the conceptual
selection of joining processes. The conceptual design phase
is targeted as a fertile research area because extensive work
and numerous programs are available for the preliminary and
final design stages. The joining domains considered are
threaded fasteners, welded and allied processes, adhesives
and rivets. The computer program will aid the designer in the
conceptual design stages to select the most likely solution

or solutions.

I111. Mechanical Knowledge Needed for Comprehensive Design

In the domain of mechanical design the product evolves
through three distinct stages of development, shown in

figure 2.

Conceptual § = =+|Preliminary -+ =+ % Final

1

Figure 2: Stages of product development in mechanical design.

The main area of interest for this research is the
conceptual design which 1is the first phase of product
development. For the mechanical designer there are two goals
or activities involved in +the conceptual design. First the
definition and clarification of the problem statement.

Definition and clarification involves examining the design
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constraints and realizing the implications of these
constraints on the design solution. The second aspect is the
synthesis of mechanical elements into a coherent design
solution. This last aspect could be +typified by the
organization of mechanical elements such as bearings, nuts
and bolts, I-beams and other physical elements into one
assembly. The organization process is based largely on
experience. The more experience with similar types of

problems the faster a concept can be realized.

As was stated before, one aspect of the conceptual
design is the clarification of the problem statement. Design
considerations can be used to help define and clarify the
problem and force the human designer to examine the intent of
the product. At this point the important factor is the design
intent not the architecture of the product. The computer then
uses these considerations as pointers in a rule based or
associative programing structure. The design considerations
will act like a road map to connect the user +to the correct
knowledge bases. The following are the +types of design

considerations needed to shape a road map for the computer.

A) RELATIVE FORCE MAGNITUDE: A relatively high
force suggests the design must be checked to

satisfy the strength of materials theories. Knowing
the 1loading conditions on the design, such as

vibrations or cyclic loading, are also beneficial.

B) RELATIVE MOTION: If motion is a requirement for
the product then wear, kinematics and dynamics

become important to the design.

C) WEIGHT, SIZE OR SHAPE: Physical aspects suggest

handling procedures and storage requirements for

the product. Spacial concerns often dictate the

shape of the product.
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D) SERVICE CONDITIONS: Environmental factors such

as moisture, temperature and corrosion, will

suggest material properties or additional
preventative steps to protect against product

damage .

E) SAFETY: Product 1liability is important should
catastrophic 'injury occur. There are specific

design domains where codes and regulations apply.

F) REPAIRABILITY: If service to +the product is
required the design will need +to allow for easy

access to the parts of the product needing repair.

G) ESTHETICS: Product appearance with respect to

codes or requirements that need to be met.

B) JOB SIZE: Job size deals with the size of the
production run. Less than 104 parts would be
considered a job shop process and greater than a
million parts, over a five year period, would be a
mass production. This information suggests possible

production methods.

I) COST: Generally the design should attempt to
maximize the company profit with a desired
production cost set before the initiation of the

design.
J) CODES AND STANDARDS: Certain domains such as

boilers and pressure vessels are specified by

production standards that the design has to meet.
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K) ASSEMBLY CONDITIONS: The conditions in which the

product 1is to be assembled has a bearing on the

types of touls available. In a factory environment,
fixtures will be available +to hold the product,
conversely in the field these devices will not be

appropriate.

L) RELIABILITY: The projected 1life of the product
will give an indication to the durability and

quality desired.

M) CONTROL: If the product developed is part of a
larger systex and the function is to regulate a
certain aspect of the system, then certain
considerations must be made concerning the type of

input needed, whether manual or numerical.

N) NOISE: This could also fall under the area of
codes and standards or esthetics but often needs to
be considered separately because noise i1s a result

of vibration or impact.

To demonstrate what insights the design considerations
offer, they will be applied to the problem of joining two
plates. A problem statement needs to be defined in order to

give the problem a domain.

Case Study Problem statement:

The design problem is to join two plates to form a lap
joint for a certain construction application. The joint is to
carry a service load of 533 1lbs. and target dimensions for
the plates that are 5 inches wide and .75 inches +thick. The
most likely material will be a 1020 carbon steel. Due to
repair requirements elsewhere in the design, it is desired to
disassemble this joint for service to the structure. A sketch

of a lap joint is shown in figure 3.
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Figure 3: Test Case of a lap joint for a construction
application.

It must be realized that in the context of this problem
that a certain degree of conceptual design has already taken
place. The materials and physical dimensions of the plates
should be specified before the conceptual design of the
joining process begins. The following design considerations
are important to the solution of the problem statement. There
are seven of these design considerations enumerated below and

their impacts on the joining processes.

1. RELATIVE FORCE MAGNITUDE: The forces acting on the
joint are moderate to small compared to other structural
problems such as bridges. The forces do suggest that
adhesives will not be a wise joining process selection, due
to their inability to support these loads. It is assumed that
the rest of the modes of joining can be sized to carry the
loads, and at this point in the design, an estimation of the

size is required for each process.

2. WEIGHT, SIZE OR SHAPE: The physical dimensions will
also help define the joining process that will best solve the
problem statement. For example, if the plate width is too
narrow to support the fastener size, estimated earlier, then
the designer has two options. One, the plate dimensions can
be redesigned to support the fastener size, otherwise

threaded fasteners are eliminated as a possible option.
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3. SERVICE CONDITIONS: The service requirements of the
lap joint should be designed to withstand a corrosive
atmosphere. Corrosion requires the threaded fasteners to have

a protective coating that facilitates ease in removal.

4. SAFETY: Designers are required to follow safety codes
in many design applications where human safety is a factor.
For the case study there are numerous safety and design
suggestions found 1in the steel construction codes. A typical
safety factor may have a value of 4 to 6 for this type
problem.

5. JOB SIZE: Only one connection will be made, therefore
specialized tools or techniques such as, submerged arc
welding, would not be an appropriate solution. Suitable
solutions for the case study require techniques using tools

characterized as being manual, portable and general purpose.

6. CODES AND STANDARDS: These are design standards and
in certain domains will be very specific as to what the
design architecture should resemble. For the case study the
safety factors are of primary importance because of the

problems relationship to the construction industry.

7. ASSEMBLY CONDITIONS: The case study requires the
joint be made on sight, meaning standard tools will

be used to make the connection.

The second phase of conceptual design was previously
defined as the synthesis of architecture and was discovered
to be based largely on experience. Typically the development
of an architecture forces the designer to work in an abstract
environment. Including experience, there are three aspects
that will be referred to as conceptual architecture

characteristics. These three points will aid in the reduction
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of vagueness associated with this stage of development.

These three topics are enumerated below with their
the case study.

impact on

1. EXPERIENCE: Experience allows +the designer to
relate design context to the knowledge required to

solve an engineering problem. For the case study of

the joining processes, experience will supply the

knowledge needed in recognizing the valid

bolt

patterns, if threaded fasteners are the design

option.

2a. FORCE FLOW: Force flow is a study of how
external loads are transferred from one
location in the design space to another.
Force flow applies the general principles
of statics and strength of materials to
suggest a suitable architecture for the
design. General principles do not suggest
a full blown FEM package only sufficient
computational ability to give rough
estimations of product sizes.

2b. FUNCTIONALITY: Functionality offers the
same type of information about the motion
of the design as does force flow for its
structure. Functionality applies the
general Principles of dynamics,
kinematics, gear sizing and mechanism

design.

3. REPAIRABILITY - RELIABILITY: These topics are
often at odds with each other because they tend to

force the design in different directions.

Redundancy and derating of the design are effects

of reliability, while ease of access is a concern

of repairability.
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Conceptual architecture characteristics were examined to
reduce the vagueness associated with this stage of the
conceptual design. These three areas will be of value in
relating numerical types of design features with the intent
of the design. Presently work is being conducted as to how

the design information should be represented in the computer.

After the architecture and the context of the design are
defined, the conceptual design phase is complete. Now it is
desirable to move to the preliminary design stage. This phase
of the design could also be classified as concept checking.
The design is formally sized and checked to see if it meets
the performance constraints specified at the beginning of the
design problem. If the design does not meet the constraints,
the concept is discarded. If more than one design concept
passes the preliminary stage, the most efficient will be
selected for the final design. The design chosen minimizes a
certain undesirable aspect, or maximizes a desired

performance criteria.

Once the design has been checked and the performance
criteria have been met a final design will be presented. The
final design stage can be defined as a conversion process,
where the insights gained from the conceptual and preliminary
phases, are converted to a user understandable form. These
forms could be blue prints, tables, or production planing

schemes.

Reviewing the types of knowledge needed in each of the
design phases a conclusion can be drawn as to which types of
computer reasoning will be of wvalue, to a comprehensive
design system. An example of how these three design stages
can be rep esented in a computer are shown in figure 4 on the

following page.
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Conceptual =+ Preliminary -+ Final
Assoclative Associative Assoclative
Type or Rule Based Type Structure
Reasoning with Number for Deslgn
Conversion

Figure 4: The three phases of design and the corresponding
computer reasoning suggested for each phase.

Associative reasoning is a computer technigue that can
link all kinds of information related to a topic. Currently
research is being conducted on this topic by Dr. Y.H. Pao, of

Case Western University.

IV. Conclusions:

Expert systems exhibit promise as a valuable reasoning
tool, but to a lesser extent than the associative procedures.
The difficulty with expert systems occurs when a large number
of rules are required to describe a knowledge base. The
number of rules necessary for the joining case study was
large by expert system standards. Attempting to represent the
entire comprehensive design system with rules alone would
demand a phenomenal number of rules. Program execution time
becomes one problem with inordinately large rule bases.
Another major problem is the amount of time needed to debug a

large rule base.

Design can be characterized as an iterative process
moving from a very abstract level to a higher degree of
detail. The need for +this iterative approach can not be
overemphasized, modest quantities of elementary sizing
information must be sprinkled into the design in order to

promote continued development.

The type of knowledge needed for the comprehensive
design system has been defined, providing a means for the
computer to assist in the design process. The following is a

summary of this knowledge process.
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1. User interface: The interface is envisioned as a vehicle
to link the user to the computer. If the co: puu. ' program
needs additional information this phase queries the user

about his or her intent.

2. Experience: The experience knowledge base is used to
relate present design context with past designs. Information
retained concerning these past designs would include
performance ratings, design architecture and links to vendor

catalogues.

3. Force Flow - Functionality Expert: Force Flow is a study
of how extermal loads are transferred from one location in
the design space +to another. Functionality applies +the
general principles of dynamics, kinematics, gear sizing and

mechanism design.

4. Reliability - Repairability Expert: Redundancy and
derating of the design are effects of reliability, while ease

of access is a concern of repairability.

5. Domain Experts: Codes and standards are an important
aspect of this knowledge base and should include GD&T ASME
and the ANSI codes. These standards must be available to the

computer user at any point in the design process.

6. Manufacturing Expert: This would include information from
all the manufacturing disciplines including casting, forging,

rolling, machining and assembling procedures.
7. Materials Expert: This expert could be a large data base

of material properties available to the user. Several data

bases are presently offered commercially.
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8. Design Fundamentals Expert: Design Fundamentals would be a
large library of computer programs capable of performing
‘various engineering calculations. These might include FEM
analysis, a systems modeling program and other useful
programs including optimization and elementary sizing

routines.

9. Detailing Expert: A detailing expert can transform design
information from the preliminary and conceptual stages into
blue prints, process and inspection plans.

These knowledge bases could be linked as illustrated in

figure 5.

Conceptual
Design
In house Process Past Force Flow
production} § Expert Experience Functionality
info L o Expert
Manufacturing
and inspection ! Reliability
information - N Repairability
H us?r J Expert
Materials e .
Expert. ] Domain i
......... —,:'*:ﬂ i "g rper 3‘:‘, .5 _.j
---------------------------------- | ——
I Freliminary
[EEM ] 1 ik Design
Optimization Design Ew{ngsggm}
Technigues Fundamentals g ”
Dynamic “
iModeling | f
""" T R nal Besian
Drafting I ; 1
1 Detailing 1 yrewe ooy

IProcess planning e

Figure 5: Possible knowledge structure for a comprehensive
computer aided design system:

The biggest benefit of a comprehensive design package,
is immediate feedback on the choices being made concerning
the designed produpt. The computer also allows for the
designs to be processed at a faster pace, hopefully producing
cheaper and more reliable products.
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V. Suggestions for further research:

With the programing technigue of associativity, much can
be accomplished toward the solution of the comprehensive
computer aided design system. Certain immediate goals for the
associative network would be in the domain of codes and
standards. A system could be set up to search the domain
literature to find certain codes related to a design context.
Another area of interest would be in the conceptual design
stage. A knowledge base could be implemented to develop a

design, based on the topics of repairability vs. reliability.
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THE STUDY OF TRIMETHYLSILYLPOLYPHOSPHATE (PPSE) AS A
YMERIZAT AN POUN

PREPERATIONS OF N-PHENYLBENZIMIDAZOLES

by
Ronald C. Tomlinson
ABSTRACT

The dehydrating agent Trimethyisilyipolyphosphate (PPSE) was
employed in a one step synthesis of N-Phenylbenzimidazoles. Model
compounds produced from this agent are 2,2'-(1,3-phenlyene)bis
(1-phenylbenzimidazole) and 2,2'-(1,4-(2,5-didecyloxybenzene))
bis(1-phenylbenzimidazole) from a TBOC derivative of N-Phenyl-
1,2-phenylenediamine and the corresponding dicarboxylic acid in
near quantitative yields.
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I.  INTRODUCTION:

Polybenzimidazoles are known to be remarkably stable polymers
that retain their stiffness and toughness at elevated temperatures.
Many are resistant to acids and bases and are not prone to
oxidation 1. These properties are of interest in composite materials
because the poiymers are light weight and have superior properties
than most metals. The polymers and model compounds may have third
order nonlinear optical properties (NLO) and are evaluated for this
trait.

The Polymer Branch of the Materials Laboratory at Wright
Paterson Air Force Base is particularly interested in the synthesis
and physical properties of polybenzimidazoles and many other
polymers. A data base of the structure versus properties
relationships are a primary concern.

My master’s thesis and research interests are in the organic
synthesis of novel monomers which will lead to new 1-substituted
polybenzimidazoles. As a graduate student of Dr. James J. Kane at
wright State University at Dayton, Ohio, whose research group works
toward the goals of the Polymer Branch at WPAFB, my background
was well suited for this project.

. OBJECTIVES OF THE RESEARCH EFFORT:

My summer assignment was the study of trimethylsilyl
polyphosphate (PPSE) as a dehydrating agent for the synthesis of
polybenzimidazoles and model compounds. This project was two
fold, first finding the optimum conditions for the synthesis of model
compounds and then to use these conditions for the polymerization
reactions. The primary goal was to find the optimum conditions for
the synthesis of the model compounds:
2,2-(1,3-phenylene)bis(1-phenylbenzimidazole) (1) and
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2,2'-(1,4~-(2,5-didecyloxybenzene)) bis(1-phenyl-benzimidazole) (2).
These were produced from a diamine or TBOC derivative of the
diamine and the corresponding dicarboxylic acid. Time did not permit
any polymerization reactions but the TBOC derivative of a
tetraamine monomer was produced. Future goals involve a model
compound made from this tetraamine monomer and benzoic acid and
polymerizations with the dicarboxylic acids used in the synthesis of
(1) and (2) as well as other diacids.

1. RESULTS AND DISCUSION:
Polybenzimidazoles are conventionally made in two steps. The
first is the formation of a polyamide from a substituted tetraamine
and a aromatic diacid halide. This is followed by a cyclization step

which is preformed either in polyphosphoric acid or thermally to
produce the polybenzimidazole as shown in figure 1.

0
HN NHR o o r-CHN NHR
j@[ + CL-A-CCl —» I@E
RHN NH, RHN NHC - Ar
0 n

R
P N N
PA I@E Y-ar
N N
R n
FIGURE 1
However, this condensation method usually results in low molecular
weight materials which could arise from a number of possibilities!.

A one step synthesis may improve the polymers produced from such
a process.
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Yamamoto and Watanabe 2 used PPSE in dichloroethane to
synthesize 2-methyl substituted benzimidazole, benzthiazole and
benzoxazole in 63, 93 and 68% yields respectively. They also
determined three active forms of PPSE which are illustrated in
figure 2. Structure | was found to be the major form in xylene. While
structure 11 was found in the greatest percent in dichloroethane or

2
0=p" ‘0 0" o 9
! ! _ 1 1 P=C
o, P=0 pop M -
p-0 0%"~0""~0 0SICHys
11
5

| f
TMS groups are omitted from | and |) for clarity
FIGURE 2

dichloromethane and structure il is the predominate form without a
solvent. Based on the yields obtained by Yamamoto and Watanabe
with PPSE in dichloroethane the branched form, structure |l is the
most active dehydrating agent. In 1984 Alzpurua and Palomo 3
reported difficulty in repeating the synthesis of the 2-substituted
benzoxazole by the method that Yamamoto and Watanabe reported.
However, they feund if the reaction was carried out in1,2-dichloro-
benzene very high yields were obtained. From this work and work
presently unpublished at the Polymer Branch, it was thought that
PPSE may prove to be a valuable dehydrating agent in one step
polymerizations reactions.

The optimum conditions for a polymerization reaction were
determined from the model compound synthesis. The PPSE was made
insitu from P4010 and hexamethlydisiloxane in 1,2-dichlorobenzene
at 1600C. Figure 3 shows the reaction with N-Phenyl-1,2~phenlyene~
diamine and isophthalic acid which gave an 82% yield of
2,2'-(1,3-phenlyene)bis(1-benzimidazole) (1). Attempts to improve
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the yield by first heating the reactants and PPSE to 1300C for 1 hour
and then increasing the temperature to 1600C for 4 hours failed.

9 9
@NHPh HOC\@/COH opSE @N N
" —_— N N
NH, 82 % P'h)l\@)LP'h
(1)
FIGURE 3
It was thought that decomposition of the diamine was the cause
of a lower yield than what was desired. To combat this problem a
protecting group for the amine was used. It's been shown that di-
tert-butyldicarbonate (TBOC) is a good protecting group for Phenols
and amino acids and when clieaved produces the free amine, CO2 and
propene 4-6 The reaction was carried out under a nitrogen
atmosphere at room temperature with recrystallized diamine to
produce the TBOC derivative of N-phenyl-1,2-phenylenediamine (3)
in a 90% yield and is shown in figure 4.

NHPh
e FCH S P CH
¢ |HsC=C=0-C—f0 —2 Hs
: J 90 % NHCO =C=CHs
2 " 1

NHPh CHs O
3

(3)

FIGURE 4

When the TBOC derivative of N-phenyl-1,2-phenylenediamine (3)
and isophthalic acid were reacted in PPSE in t,2-dichlorobenzene at
1650C 2 92% yield of the model compound (3) was obtained. This
reaction is shown in Figure 5 and is considered the optimum
conditions.
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FIGURE 5
To aid in the solubility of the acid in dichlorobenzene and
hopefully increase the molecular weight of a polymer the the model
compound 2,2'-(1,4-(2,5-didecyloxbenzene))bis(1-phenyl-
benzimidazole) (2) was synthesized. The reaction was preformed the
same as for the model compound (1) except 2,5-didecyloxybenzene-
I,4-dicarboxylic acid was used and this is illustrated in figure 6.

Ph OCoHz
NHPh Hy C 10 COH s N \
O, 5, JOL, =5 QL 10
NHCO=C=CHs  HO € 0C Ho N N
0 CHs H21Cy 0 Ph
(2)

FIGURE 6

The tetraamine that will be used in future polymerization
reactions is 2,2-bis(3-amino-4-anilinophenyl)hexafluoropropane.
This was made in a four step synthesis starting from bisphenol AF
as described by Lau 7. The TBOC derivative of 2,2-bis(3-amino-4-
anilinophenyl)hexafliuoropropane (4) was formed similarly to that of
N-phenyl-1,2-phenylenediamine and is shown in figure 7.
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F3C_ CF3 GH3
H3C-C-OCHN NHCO—C ~CHy
@ @
PhHN NHPh
FIGURE 7

V. EXPERIMENTAL:

The starting materials were obtained from Aldrich Chemical
Company, Inc. or Daychem labs and were used as sold except where
noted. The 2,2-Bis(3-amino-4-anilinophenyl)hexafluoropropane was
produced from a four step synthesis as described by K. S. Lau 7. FTIR
spectra were obtained from a Nicolet SDX , HNMR spectra were
produced on a Varin EM-360, mass spectrum and analysis were
preformed by the analytical branch of the Materials Laboratory at
WPAFB. Melting were ran on a Laboratory Devices Mel-Temp
apparatus and were uncorrected.

TBOC Derivative of N-Phenyl-1,2-phenylenediamine (3)

To 7.65 g, 0.042 mol of N-Phenyl-1,2-phenylenediamine
(recrystallized from heptane) in 100 mL of diethylether was added
11.93 g, 0.042 mol of di-tert-butyldicarbonate under nitrogen at
room temperature. A white precipitate formed after 0.5 hr. The
reaction was allowed to stir at room temperature for 18 hr at which
time no starting material could be observed by TLC
(CH2Cl12/alumina). The white crystalline material was filtered and

66-8




washed with SO mL of diethylether to give 10.78 g, 0.038 mol, 90.4%
yield mp 177-1810C of (3). FTIR (KBr) cm~1, 3373.7, 3304.3 NH
stretch; 2980.2 aromatic CH stretch; 1701.3 C-0 stretch; 1595-
1446 C-C stretch; 1151.6 C-0-C stretch. MS M/ 284 (M*), 228, 211,
184, 169, 77, 65, 57(100%), 51, 42. Analysis calculated for
C17H20N202: C, 71.79; H, 7.09; N, 9.86. Found: C, 71.57; H, 7.00;

N, 9.48.

DiTOBC derivative of
2,2-Bis(3-amino-4-anilinophenyl)hexafluoropropane(4)

To 0.50 g, 0.97 mmol of 2,2-Bis (3-amino-4-anilinophenyl)
hexafluoropropane in 10 mL of diethylether was added 0.42
g,1.949mmol of di-tert-butyldicarbonate in S mL of diethylether
under nitrogen at room temper-ature. After 24 hr 0.2 eq. 0.05 g of
additional di-tert-butyl-dicarbonate was added as a solid. The
reaction was monitored by TLC (CHCI3/alumina) and after 72 hr the
solution was filtered and concentrated under high vacuum to give
0.68 g of a crude white crystalline material. Recrystallization from
cyclohexane resuited in 0.44 g, mol 62%, yield mp110-11290C of (4).
FTIR (KBr) cm~!, 3395.0-3367.9 NH stretch, 2980.2-2932 aromatic
CH stretch, 1701.3 C-0, 1595.2-1496.9 C-C, 1250 C-0-C, 1159 CF3.
HNMR (CDCI3) 1.5,18 HdCH3; 6.2, 2Hbs NH; 6.6-7.5, 16Hm
aromatic; 7.7 2Hbs NH. MS m/e 716 M+, 616, 516, 447, 182, 57
(100%), 44, 41. Analysis calculated for C37H38FeN404: C, 61.99; H,
9.35; N, 7.82. Found: C, 62.16; H, 5.61; N, 7.59.

Model compound:
2,2'-(1,3-phenlyenelbis(i-phenyibenzimidazole) (1)
Procedure A:

PPSE was made as follows: 2.00 g of P205 was added to 10 mL of
1,2-Dichlorobenzene and S mL of hexamethyldisiloxane under
nitrogen. This mixture was heated to 1600C resulting in a clear
solution. To the cooled PPSE solution was added 0.42 g, 2.53 mmol of
isophthalic acid followed by 1.11 g, 6.02 mmol of N-Phenyl-1,2-
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phenylenediamine (recrystallized from heptane and sublimed) as
solids. This mixture was rapidly heated to 1600C and maintained
there for 4 hr. The resulting dark blue solution was poured into 100
mL of methanol and evaporated to dryness overnight. 200 mL of a
10% NaHCO3 solution was added slowly which produced a violet
solid. This was treated with charcoal and recrystallized from
ethanol and water to give 0.95 g, 2.06 mmol, 82.3% yield of a light
pink crystals mp 247-2529C of (1).

Procedure B:

The PPSE was made as in procedure A. To the cooled PPSE
solution was added 0.37 g, 2.23 mmol of isophthalic acid followed by
1.50 g, 5.28 mmol of the TBOC derivative of N-Phenyl-1,2-
phenylenediamine (3) as solids. The reaction was slowly heated to
1650C and maintained there for 4 hr. The reaction mixture was
poured into 200 mL of a 10% NaHCO3 solution. This was extracted
with 3, 75 mL portions of CH2Cl2. The combined organics were
washed with 3,100 mL portions of 10% NaHCO3. The 1,2-dichloro-
benzene and CH2C12 were evaporate overnight to produce dirty white
crystals. Recrystallization from 1-propanol gave 0.95 g, 2.06 mmo],
92.4% yield of cream colored crystals mp 246-2500C of (1). FTIR
(KBr) cm~ 1, 3049.7 aromatic CH stretch; 1595.2-1454.4 C-C and C-N
ring stretch. HNMR (CF302D) ppm 7.3-8.2 m. MS M/ M*462(100%),
385, 231, 167, 139, 77, S1. Analysis: calculated for C32H22N4: C,
83.09;H, 479; N, 12.11. Found: C, 82.59; H, S.07; N, 11.72.

Model compound:
2,2'-(1,4-(2,5-didecyloxybenzene))bis(1-phenylbenzimidazole) (2)
PPSE was made as in procedure A of the above. To the cooled
PPSE solution was added 1.05 g, 2.23 mmol of 2,5-
didecyloxybenzene-1,4-dicarboxylic acid followed by 1.51 g, 5.28
mmol of the TBOC derivative of N-Phenyl-1,2-phenylenediamine (3)
as solids. The reaction was heated to 1759C and maintained there
for 24 hr under nitrogen. The resulting dark blue-green solution was
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poured into 200 mL of a 10% NaHCO3 solution and was extracted
with 3, 75 mL portions of CH2C12. The combined organics were
washed with 3, 100mL portions of 2 10% NaCO3 solution. The
dichlorobenzene and CH2CI2 were evaporate overnight to produce a
red oil. This was purified by column chromatography using silica gel
and CHCI13 to produce an amber oil. Trituration in n-pentane resulted
in1g, 1.42mmol, 647 %, mp 91-930C of (2). FTIR (KBr) cm~1,
2924.3 aliphatic CH, 1595.2-1419.7 C-C, 1095 C-0-C. HNMR (CHCI3)
ppm, 0.9-1.6 38Hm, 3.3-3.6 4H bt, 6.9-7.5 18H M, 7.6-8.0 2H m. MS
M/e, 774 M+, 661, 647(100%), S07, 493, 477, 387, 299, 260, 245,
219, 195, 145, 99, 77, 57.

V. Spectra of Compounds (1-4):
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V1. RECOMENDATIONS

The high yield obtained for the synthesis of model compound (1)
indicate that PPSE is a promising dehydrating agent and should be
studied further. Future work at wright State University will be to
explore the reagent in polymerization reactions using this work as a
guide. The TBOC derivative of the tetraamine (4) will be used
extensively with various acids. Another avenue for study is the TBOC
protecting group. This may prove as a valuable method for storing air
sensitive tetraamines and should be explored in depth.
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