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I. SUMMARY OF THE PROJECT OBJECTIVES

The research and development problem we have investigated in this project is the VLSI
implementation of fast and highly parallel algorithms based on on-line arithmetic. The on-line
approach is characterized by simple interconnection requirements and digit-level pipelining
suitable for highly concurrent special-purpose VLSI designs. The objective of the project was to
evaluate the feasibility and efficiency of on-line approach in NMOS and CMOS VLSI
implementations and study its use in signal processing and matrix computations. The project
involved the following tasks: (A) development or selection of on-line algorithms suitable for
VLSI implementation, (B) bit-level design and simulation, (C) NMOS and CMOS circuit-level
design and simulation, (D) VLSI chip implementation, (E) performance measurements and
evaluation, (F) development of design methodologies for special-purpose arithmetic-intensive
architectures, and (G) applications of on-line/redundant algorithms to signal processing and
matrix computations. __

2. SUMMARY OF CONTRIBUTIONS

Part A: On-Line Arithmetic Algorithms and Designs

In the area of on-line and redundant arithmetic algorithms and VLSI designs, several
contributions have been made:

2.1 VLSI Design of an On-Line Module [1, R I

An NMOS circuit design of the operator Y = AX + B in on-line arithmetic has been
completed, the chip was layed out, extensively simulated, and fabricated via the ISI-MOSIS
facility. The design has several novel features which make the critical path (the cycle time) very
short: about 3 gate delays. The design is very regular with almost fully overlapped interconnect
and active device area. The design is modular and can be used to obtain different operand
precision without design changes.

2.2 On-the-Fly Conversion of Redundant Representation [4]

An algorithm to convert redundant number representations into conventional
representations has been developed. The algorithm is performed concurrently with the digit-by-
digit generation of redundant forms by schemes such as SRT division. It has a step delay roughly
equivalent to the delay of a carry-save adder and simple implementation. The conversion
scheme is applicable in arithmetic algorithms such as nonrestoring division, square root, and
on-line operations in which redundantly represented results are generated in a digit-by-digit
manner, from most significant to least significant.
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2.3 On-Line Scheme for Computing Rotation Factors [5, 131

A VLSI chip implementing the integrated radix-2 floating-point on-line algorithm for
computing rotation factors for matrix transformations has been developed. The inputs are in
parallel form, conventional Sign and Magnitude, floating-point representation. The outputs can
be used in on-line signed-digit or in parallel form. The exponents are computed using
conventional arithmetic while the significands are processed using on-line algorithms. The
conventional result is obtained by using an on-the-fly conversion scheme. The rotation factors
are computed in 10+n clock cycles for n -bit significands. The clock period is kept small by the
use of carry-save adder schemes. A CMOS design and the layout phase have been completed
and circuit/functional simulations are in progress. The design is expected to be sent to MOSIS
for implementation in October 1988.

2.4 On-Line CORDIC Algorithm for SinelCosine Computation [ 101

An on-line CORDIC algorithm for computing the sine and the cosine of a given angle
has been developed. Its key features are: (i) use of redundant digit set for angle decomposition
which allows carry-save addition in the angle recurrence, (ii) an on-line implementation of the
recurrences for x and y, replacing variable shifters by area-efficient shift-register delays, (iii)
on-the-fly conversion of results into the conventional representation [4], and (iv) an overlapped
computation of the correction factor. The overall delay is about 3n clock periods with an
expected speedup of 2 with respect to a conventional CORDIC implementation.

2.5 Redundant and On-Line CORDIC for Givens Rotations and SVD [R6, 12,14]

Several modifications to the CORDIC method have been introduced in order to improve
speed and efficiency of its implementation when it is used for calculating angle and rotation for
Givens' method. The main contributions are: (i) the introduction of redundant (carry-free)
addition to replace time-consuming conventional additions; (ii) the use of on-line arithmetic to
reduce the communication bandwidth, maximize the overlap between successive operations, and
replace area-expensive shifters by delays; (iii) the use of angles in decomposed forms to
eliminate angle accumulation recurrences. These modifications contribute to a speedup of about
4.5 with respect to standard CORDIC. Some considerations are given with respect to the
complexity of implementation; however, a more detailed analysis would require actual VLSI
implementation.

Two floating-point radix-2 schemes using on-line arithmetic for implementing the direct
two-angle method for SVDs have been developed. The first scheme is an on-line variant of the
cosine/sine approach and is the fastest of the schemes considered: it performs the 2x2 SVD step
in about 2n clock cycles. However, it requires a relatively large number of modules; this number
is reduced when some modules are reused, resulting in a time of 3n clock cycles. The number of
modules of this on-line version is still larger than that of the conventional one, but this is
compensated by the smaller number of bit-slices per module and by the digit-serial
communication among modules. The corresponding speed-up ratios are of 5 and 3 with respect
to a conventional arithmetic implementation. The wcond scheme uses an on-line CORDIC
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approach and performs the 2x2 SVD in about 7n clock cycles and is advantageous because it is
more time-area efficient. It results in a speed-up of about 2.5 with respect to the conventional
CORDIC implementation.

An implementation of the diagonal and off-diagonal processors for an array performing
the singular value decomposition (SVD) was developed. The implementation uses a modification
of the CORDIC module that utilizes carry-save addition instead of carry-propagate addition,
resulting in a significant improvement in speed of about 4 with respect to the conventional
CORDIC.

2.6 SRT Divider with On-the-Fly Conversion [8,111

An NMOS circuit design and implementation of a 32-bit fixed-point divider with the
following features has been completed in cooperation with Hughes Research Laboratories.
Malibu, California. The recurrence uses a 3-to-2 carry-save adder to form partial remainders.
The quotient digits in the set (-1,0,1 1 are selected using the SRT method on the basis of 4-bit
estimate of the scaled partial remainder and independently of the divisor. The conventional 2's
complement form of the quotient with digits in the set (0,1) is obtained concurrently with the
recurrence steps using our on-the-fly conversion algorithm. The chip has been implemented in a
conservative technology (3 micron NMOS) demonstrating a very regular and dense design, high
speed operation (32 MHz clock), and low power dissipation of 7 mW per bit. The division
implementation is compatible in speed and area to a multiplier which simplifies design of a
systolic processor chip for linear algebra applications and optimizes its performance.

2.7 Radix-4 On-Line Division [4]

A radix-4 floating-point division algorithm has been developed. In order to simplify the
quitient-digit selection function, the divisor is transformed into a range such that the quotient
digits are computed as a function of the scaled partial remainder only.

Part B: Design Methods for Matrix Computation Arrays

In the area of design methods for special purpose arrays, the following are some of the
obtained results:

2.8 Design of Matrix Computation Arrays [2,3,9, R3, R4]

Our current research in the design aspects for special purpose arrays is oriented towards
the development of a design methodology for matrix algorithms, with the capability to handle
and relate features of the algorithm and the implementation in a unified manner. This
methodology provides mechanisms to deal with issues such as data broadcasting, data
synchronization, interconnection structure, I/O bandwidth, number of PEs, throughput, delay,
and utilization of PEs. We have proposed a methodology based on the dependence graph of
algorithms. Starting from a fully-parallel graph, in which nodes represent the operations and
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edges correspond to data communications, we apply transformations to the graph to incorporate
the issues listed above. The specific transformations depend on the particular parameter of
interest at a given time.

2.9 Partitioned Implementation of Faddeev Algorithm [ 16]

We have considered the applicatic-a of a graph-based methodology to derive partitioned
implementations for the Faddeev algorithm. We have obtained linear and two-dimensional
arrays for such algorithm, and we have compared these structures to others previously proposed.
We have shown that the two-dimensional array derived here is more efficient and has less
overhead than those other schemes. Moreover, we have shown that linear and two-dimensional
arrays exhibit the same I/O bandwidth from the host, and utilization and throughput of both
structures tend to the same values. We have concluded that, since performance measures of both
arrays are identical, a linear array is better than two-dimensional one because it is simpler to
implement and is more suitable to incorporate fault-tolerant capabilities.

2.10 Arrays for Partitioned Matrix Algorithms [ 171

We have addressed tradeoffs between local storage and cell communication bandwidth in
the design of arrays for matrix computations. We have presented a graph-based partitioning
method to map matrix algorithms to different types of arrays. With the method, it is possible to
trade between local storage in a cell and cell communication bandwidth, thus reducing the
communication bottleneck that characterizes systolic cells. Moreover, the method facilitates
exploiting pipelining within cells. The partitioning method also allows evaluating tradeoffs
between linear and two-dimensional arrays. With our method, a designer can determine the cell
type required for an implementation based on the maximum values possible for cell
communication bandwidth and functional unit computation rate, parameters that depend in the
technology used.

2.11 Partitioning of Matrix Algorithms for Systolic Arrays [181

We have proposed a technique to partition algorithms for execution in arrays, based on
transformations to the dependency graphs of algorithms. We described the application of such
technique to the computation of transitive closure of a directed graph. This technique is suitable
for a class of important matrix algorithms, produces implementations with maximal utilization of
cells and no overhead due to partitioning, and allows evaluating trade-offs between linear and
two-dimensional structures. We derived linear and two-dimensional arrays for partitioned
computation of transitive closure. In the process we have obtained a dependence graph which is
suitable for implementation of a fixed-size array for transitive closure, with better characteristics
than structures previously proposed for this algorithm.
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3. Graduate Students

Several graduate students have been involved in the research on this project:

Paul Tu, Ph.D. candidate, degree expected Winter 1989.
Thesis title:"On-Line Algorithms in Signal Processing Applications: Implementation
of SVD"

Jaime Moreno, Ph.D. candidate, degree expected Winter 1989.
Thesis title: "A Proposal for the Systematic Design of Arrays for Matrix
Computations",

Dean M. Tullsen, M.S. Degree in Computer Science received June 1986.
Thesis title: "A Very Large Scale Implementation of an On Line Arithmetic Unit"

Steve Fais, M.S. candidate, degree expected Fall 1988.
Thesis title: "A CMOS VLSI Design and Implementation of An On-Line Rotation
Algorithm"

Li-Ken Tang, Ph.D. Candidate, worked on the project during 1986.

Charles Tong, Ph.D. Candidate, worked on the project during 1987.
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DESIGN AND VLSI IMPLEMENTATION OF AN ON-LINE ALGORITHM

Dean M. Tullsen and Milol D. Ercegovac
UCLA Computer Science Department
University of California, Los Angeles

Abstract The operands A and X are fractions represented in on-
line form as

We present a design and its VLSI implementation of a = (
radix-2 on-line algorithm for the basic function Y =AX +B in X = Yxi2-' =Xj_ t +xj2 - s xi E (-1,0,1.
NMOS technology and discuss its area/time characteristics. The
design uses internal pipelining to achieve a short step time of A. (
about three gate delays. The on-line delay is 5. The implementa- A, = ,a 2 =Aj I + aj2 -  ai e (-1,0,1)
tion is modular using a I50-transistor bit-slices. We also illus- i-o
trate the use of the module in implementing a root solver for a
polynomial equation. The product at the jth step is:

XjAj + 8 = XjIAjt + Xj_1 0a2-j + Aj_.x1 2-j (2.2)

I. Introduction + xia, 2- 2) + B

In on-line computations the operands, as well as the =Xj-tAj- + (Xjaj + Aj_txj)2 - ' + B
results, flow through arithmetic units in a digit-by-digit manner
starting with the most significant digit (ERCE841. These algo-
rithms are such that in order to generate the j-th digit of the result Let P1 be the scaled partial product at step j:
(j+) digits of the corresponding operands are required. The on- P1 =XjAl2 + B (2.3)
line delay 8 is usually a small integer. Successive operations exe-
cute in an overlapped manner as soon as 8 input digits are avail- en the partial product recurrence is

able. In the conventional digit-serial arithmetic, in general, all di- Pi. XjtAjt2J + (Xjac + A, _t x j )2-J21 + 8 (2.4)
gits must be known before a successive operation begins. Since
digit-serial arithmetic reduces the interconnection bandwidth, 2P 1 -1 +(Xa j +A 1-xj)
on-line arithmetic is attractive in high-speed multi-module struc- where P 0 = B.
tures for parallel and pipelined computations where full preci-
sion bandwidth between the modules is not desirable or feasible. Let di e (-1,0.1) be the ith computed product digit.

In Section 2 we discuss the on-line algorithm for AX+B. Then
The design of this algorithm is presented in Section 3 with an i-i

emphasis on internal pipelining of the recurrence. The area/time w=P1 - 2J D1. D I = Y di 2 (2.5)

characteristics of its implementation in 4g NMOS technology are 1---

given in Section 4. In Section 5 we illustrate the use of the is the j th residual, i.e., the difference between the true and com-
module in implementing a root solver for a polynomial equation. puted partial product. The residual recurrence is:
Further details on the design and implementation are in
[TULL86aJ. wj = 2

(Wjtl - dj_-) + X)a j + AJ_xj (2.6)

or, defining the diminished residual z= wj - dj:

wj = 2(zp t) + Xsaj + Aj_x j
2. The Algorithm At step m

The arithmetic unit implements the arithmetic expression
AX+B with A and X on-line, most significant digit first, in a A,,X,+B = Yd,2-- + (z,,,)2'" (2.7)

radix-two signed-digii format. B is assumed to be available off- i=0
line in two's complement form. Minor modifications to the algo-
rithm are required to accept B in on-line form. Outputs are pro-
duced on-line in signed-digit form. The derivation of the algo- The result digit dj is selected according to the rule
rithm follows IERCE75. TRIV771. fERCE751:
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The output must be in the signed-digit form, and, conse-
= sign (w) Iw.i (+ ~l1w, I <- 2.s) quently, the input format must subsume the signed-digit form.

However, a simpler design is obtained by using two's comple-
ment arithmetic for internal operations. For this reason, the input

1, an d operands are converted on-the-fly [ERCE851 from the signed-
Conseqeny wdigit into two's complement form. The speed of the implementa-

significant half of the product Y = A.X.+B. tion is limited primarily by the time to evaluate the equation(2.6), i.e., the cycle (step) time. Next we discuss our approach in

To use carry-save addition we compute /, an approxi- reducing the cycle time by decoupling the digit selection from
I the residual computation and by introducing pipelining in themaion to w1, and choose dj so that I 1-d1 I is less than -j-, step computation. Later in this section we discuss the bit-slice or-

where 0 is accurate enough to insure that the actual I wj-dj I is ganization of the module. The organization of multi-module units

less than - + e. This is satisfied if is discussed in [TULL86aJ.
2

1 1

IA I, IX I < - - (2.9) Pipelining of Addition and Selection

To use carry-free addition in the recurrence equation
The value of E means that the fraction part of 0 must be (2.6), w is represented as the sum of the carry part (C) and the

computed to three binary places for selection of d. That is. sum part (S). Since the absolute value of w is guaranteed to be
Iw-O I < -. The operands A and X must also be scaled to less than 3/2 (eq. 2.8), it is sufficient io use two bits to the left of

8 the radix point. We only need add the first 3 bits (positions i = -I,
satisfy the condition (2.9). Since P 0 = B, B < 1/2. 0, 1) of C and S plus a carry bit from the positions i = 2,3 as

shown in Figure 2.
Figure I shows a block diagram of the arithmetic unit

corresponding to the recurrence (2.6).
C-1 CO- Ct I 2C3

a1  X + S -SQ. S 1 S 2S -

w-twomwt
Cj,

A X Figure 2. vO Computation

In Figure 2, ci,, =C 2S2 +(C 2 +S2)C 3S 3 and 0, the truncated
X------ ru ----. value of w (W tWoWt), is simply the sum of the three most

significant bits of C and S.

Adder

The recurrence equation (2.6) requires that the selected
value of d in each cycle is subtracted from w. Since the highest
three bits of w must be calculated for selection of d, it is not
necessary to subtract d from the carry-sum representation of w.

dj Select ~j ] Instead, we calculate v-d (since d is 0. 1, or -I subtracting it
Id from the most significant portion of w will not affect other bits).

keep track of that value separate from C and S and set the most
significant three bits of C (C-.o.t) and S to 0. The result is a dif-
ferent representation of w that is equal to z = w -d.

Figure 1. Block Diagram of the On-line Unit The cycle time of operation, which limits the maximum
speed of the chip, is determined by the recurrence formula and
involves two steps of carry-save adders, the computation of

3. The Design W- 1.0.1 and the c , bit. the selection of d, and, finally, the com-
putation of %O-d. However, note that (i) it is possible to calcu-

In each cycle, the equation (2.6) is evaluated as follows, late s0-d before knowing d, and (ii) surprisingly enough, the in-
The input digits a, and x, are appended to the current A and X, formation needed to compute sO -d at step i does not depend on
followed by the multiplication to produce Xiaj and A,_tx,. the result of 0 -d from step i-I.
Upon adding these to zj t to determine wj, the proper di is
selected according to formula (2.8). Finally, the result digit is From the possible ranges of w and the corresponding
sent out, and wi - di is formed. values of d

SPIE Vol. 698 Reel Time Signal Processing IX (1986J / 93
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that once we have prox,;c:d C and S from the carr'i-save adders
at step i, we have all the information needed to begin computing

I i 1 < in step i+l. Theoretically, it could be done without ever cor-
2 2 puting f at step i.

if-1W < (3.1) This allows us to also take the computation of £ com-
pletely out off the step cycle (as well as the computation of O

-1 if _l1 2 and ci,, alcil, the way). Therefore, the operation that limits the2 speed of the step cycle is just two parallel carry-save adder steps

we obtain the following table for all possible values of 0 and c. (to reduce four summands, AIxXj, Xa, C. and S to two, C and
wain the ling abefoapo values of do and ,, (wS). The most significant bits of w are important, however, for theand the resulting values of d and i---d (which is ). selection of d at each step. The formulas for computing d. based

Table I. Digit Selection on O and ci,, derived from Table I are given below. Since d is in
signed-digit format, there are two components of d, a sign corn-

0 tin d %o-d ponent, d,, and a magnitude component, dd.
00.0 0 0 00.0

0 1 11.0 d, = 'O)lCi, + Wt + Wo + Wo i , +W1 W o

00.1 0 1 11.1 d, = wt tli, + w-10 (3.3)
1 1 11.1 S Wi,+.W

01.0 0 1 00.0
I - At each step we produce the least significant bits (all

01.1 0 .... those to the right of the radix point) of the results C and S by
I ---- carry-save addition, and then send those to the next step to be ad-

10.0 0 ---- ded again to Ax and Xa. At the same time produce incomplete
1 -1 11.0 values of the most significant bits of C and S (by assuming that

10.1 0 -1 11.1 the most significant bits of the last w (C and S) were zero, since
1 -1 11.1 they will be added again later). All this information is passed on

11.0 0 -1 00.0 to the next stage of the pipeline which computes ! and d from the
1 0 11.0 information available (that information being the incomplete C

11.1 0 0 11.1 and S, the previous £ = z- and z0), while the previous pipeline
0 0 11.1 stage produces another C and S.

The resulting expressions for the estimate of the diminished resi- Figure 3 illustrates the pipelined operation of the unit,
dual are: showing input of the operands, conversion to two's complement

= representation, multiplication of the vectors by the current digit,
the two adders, and finally the computation of z and d, the next

S=f-i = W I + Cin (3.2) output. New digits are input every cycle and similarly a result
digit is output every cycle. The first adder step spans two stages.
This is necessary because in order to complete the addition it

This shows that z'=w-d is simpler to compute than d, needs C produced by the second adder from the previous trip
and since only i is critical to the recurrence formula (and thus cycle I cycle 2 cycle 3 cycle 4 cycle 5
the principal cycle), we can delay the selection of d until later
without affecting the speed of the main cycle. Note that £ can be if~t b------4
computed without knowing f from the previous cycle. To see conWasion--

this, we must look at the actual computation of 0Q: Ax, Xa

z 1  z o  Y-2I --

C 1 Co. Ct C 2C 3  d
+ Si SQ. S1 S2S 3  z

WIWo.W

cin Figure 3. Pipelined Operation of the Unit

through the pipeline. This is not available until the beginning of
cycle four, therefore, as much of the addition as possible is done

In order for this to accurately represent w, the most signiFzant in the previous cycle (generating all possible results from the
two bits of C and S must not duplicate the information in f. For other two operands so that when C is available it need only
that reason, in those bits, the previous C and S are not added in choose between them).

because they are included in f. For example,
2C 0 + So = aoxi +x-aj + ci,(i), where cint() is just the inter-
mediate carry from bit position I. Now z, as seen in equation Bit-Slice Organization
(3.2), only depends on Wt and ci,, which only depend on the
previous C2 and S1, C2 and S2, C3 and S3. This implies, then, The module is implemented as a submodule of 8 bit-
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slices, selection submodule, and control submodule. The design which they will be used in the next cycle) and stored in registers.
can be easily expanded to implement wider modules. Each bit- Initially the S registers are set to 0 and the C registers are set to
slice consists of five principal sections as shown in Figure 4. the value of B (B is available off-line and in two's complement

form).
A -X register section holds the values of A and X and

also contains the signed-digit-to-two's-complement conversion A module contains 8 bit-slices operating in parallel.
logic. There is also a traveling load signal across the slices to However, each also contains two other bit-slices that are only
control the loading of the current aj and xj at the correct slice, used if the module is in the most significant position. These are
Because of the nature of the recurrence relation, it is important the two bits to the left of the radix point. These two bit positions
that aj be loaded one cycle after xj so that A is actually Aj-t as are necessary to accommodate the maximum possible absolute
in the recurrence equation. value of w, 3/2, which can be represented in two's complement

with two bits to the left of the radix point. They are similar to
Multiplier section implements the multiplications X aj the other bit-slices, except for a few minor changes.

and Aj.lxj. This is a multiplexer which selects the proper multi-
ple of each bit (e.g., it selects xi , 0, or the complement of xi  The selection submodule chooses d and subtracts it from
depending on whether a1 is 1, 0, or - 1). There is also some logic the most significant bits of w. It takes the inputs C-1 to C3, S-1
in the low order module to compensate for the complementation to S3 (10 inputs) and z- 1 , zo from the previous cycle and then
in two's-complement arithmetic, produces d, the current output, and z to be used in the next cy-

cle. Then, with those results, d and z can be determined accord-
a x ing to equations (2.6) and (3.1). The organization of the selec-

tion section is shown in Figure 5.

Registers

a1(RC)l 1xi 
F(RC)

Multiplier ar xt

I, Select d
Adder 

in tocw

Adder
Two

Ci gs Figure 5. Selection Section Organization

Although results of the bit slice operation are needed for
C's selection, the bit-slice operation is not dependent upon any

Rcgisters results of the selection process as illustrated in Figure 5. The
adder in this figure could more accurately be considered two

Bit Slice at Time Step adders in parallel, one for ar and one for c 1,

4. The Chip Characteristics
Figure 4. Organization of a Bit Slice

The 8-bit chip, implemented in 4g nMOS (the minimum
Carry-save adders section consists of two carry-save feature size is 4 gi), measures 1,866 gi by 1,838 ps without pads.

adders. The first one adds the two outputs of the multiplier (Ax It contains 1,957 transistors. With the input and output pads the
and Xa for short) with C. the carry part of the output of the final area is increased to 2,646 gi by 2,568 gt (shown in Figures 7 and
carry-save adder from the previous cycle. These produce two in- 8).
termediate outputs, SW~ and CW. These two are added (with Ci,
shifted) in the second carry-save adder to S and produce the two The corresponding measurements for the 16-bit module
components of w, C and S. chip are 3,002 ps by 1,838 Vi without pads, 3,694 p by 2,568 As

with pads, and a total of 3,165 transistors.

The last section of the bit slice contains the C and S regis-
ters. The outputs of the adders are shifted to the correct slice (at For any size chip there is a fixed area of 730 by 1,838 A±
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plus 142 by 1,838 pt for each bit-slice. In other words, the size of Of the area actually used (i.e., ignoring empty spaces),
a b-bit module would be 730+b 142 p by 1,838 i. With pads, it approximately 43% of it was used by the 8 bit-slices. 28% was
is less exact, but it indicates an overhead of about 1,598 g by used for the various control signals and on- and off-chip com-
2.568 i plus about 132 I by 2,568 for each bit-slice. At the munication, 19% for the digit selection logic (this is rather high
transistor level, there is a fixed section of 749 transistors (mostly because it was done with PLA's), and 9% was used by the two
the selection logic) plus an additional 151 transistors per bit- bits of sign extension. Of course, that is for the 8-bit module.
slice. The layout of a bit-slice is shown in Figure 6. For the 16-bit modules, the 16 bit-slices represent 60% of the

useful area.
Each bit-slice (151 transistors) is composed as follows:

the largest portion, 60 transistors, implements the signed-digit to
range complement conversion and A and X registers. The multi-
plier uses 16 transistors, all enhancement pass transistors. The
two carry save adders combined represent 55 transistors. Final-
ly, the C and S registers are formed from 20 transistors. Each
bit-slice is comprised of 27 logic "gates," determined by count-
ing the number of depletion mode transistors. The rest of the
transistors are enhancement mode transistors that are either part
of a logic gate or are pass transistors. Two PLA's that imple-
ment the selection logic combine for 168 transistors, or more
than 20% of the 749 transistors in the fixed section. The two ex-
tra bit-slices to the left of the radix point account for another 212
transistors, or another 30% of the fixed section. The rest of the
transistors are used for input and output buffering, and control
signal generating and routing.

.i Load Signal Generator

SO to RC Convertor

Figure T -- Layout of the Chip
A and X Registers

i i rjj tt'E||e

Cntr sand eurq __

First Adder E i _
Second Adder |

j C end S Registers SL Z u ~ J

Figure 6 -- Layout of a Bit Slice Figure 8 -- Floorplan of the Chip
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Timing Analysis cases and positions that it could occupy within a unit,

The simulations indicate that the chip will operate in a Several of these results are included in [TULL86bi: the C
pipelined manner with a maximum clock cycle of about 110 simulation program, results of this simulation for three different
nanoseconds in the 4-micron nMOS implementation. For a less inputs, and Esim outputs on the identical inputs. The results of
technology-dependent comparison, that figure corresponds to the two simulations can therefore be cross-referenced. In addi-
three gate delays per clock cycle, plus a few pass transistors that tion, Crystal and SPICE outputs are included to verify timing
contribute a small percentage of that delay. These results were results.
obtained by using Mextra (MAYOS3I. a circuit extractor, and
Crystal JOUST831. a timing analysis program which finds the S. An Example

worst case path in a circuit. The longest pipeline stage, which
identifies the maximum speed of the circuit is found by identify- In order to illustrate the use and some of advantages of
ing the longest path between two successive *t or two successive the on-line unit, we give an example. Consider finding a root of a

o signals, which may be the same signal in circular circuitry. In polynonial equation by an iterative method. For instance, the

this case the worst case path travels through the C register (load- root of a ,ourth degree polynomial (equation 5.1) could be found

ed at io), enabling Si, which is input to the adder gate that pro- by solving for x iteratively.

duces S to be loaded in the S register at 02. The signal path trav- X --p 4X4 +p 3X 3 +pX 2 +p IX +PO (5.1)

els through three gates, two for the register and one for the adder,
plus a few pass transistors. Crystal was used to find slowest The parameters of this equation and the initial value of x are as-
paths and SPICE was used to verify maximum cycle times. The sumed to satisfy required convergence conditions. The polyno-
chip design was also simulated in I-micron technology. mial equation is evaluated using the method given in IERCE75,
Although no accurate SPICE parameters were known, the worst ERCE77]. The configuration in Figure 9 utilizing buffers for

case delays were found through the circuit extractor and Crystal. would solve equation 5.1 iteratively and continuously, once
In this case it was found that the chip would be able to operate at every n cycles, where n is the length of operands (or desired
a cycle time of less than 10 nanoseconds. output). In Figure 9, n is assumed to be 32, again using 16-bit

modules, resulting in a six cycle latency between one unit and the
next.

Functional Design Checking PO P1 P2 P3

In order to check that the chip operates correctly func-
tionally and logically, a couple of tools were used. These were 1)
a program in C to simulate the desired operation of the chip, im- X AUI AU2 AU3 AU4 P4
plementing the bit-level algorithm of the on-line module and 2)
the switch-level logic simulation program Esim IMAYO831
which takes as input the results of the circuit extractor Mextra.

In other words, Esim simulates the actual circuit as defined by
the VLSI artwork. 6

The first step was to test the C program to ensure that it
produced the desired correct results in all cases. After this was
done, this program produced results that could be checked
against other simulations for both debugging purposes and

verification. The next step, then, involved comparing Esim
results with those predicted by the C program for particular in- Figure 9. Solving a Polynomial Equation
puts. This was done quite carefully, checking not just outputs,
but many intermediate results within the circuit. After this, the In this configuration, the new x would be produced beginning 24
circuit was again simulated by Esim, but now paying attention cycles after the old is input to module AU4. After eight more cy-
primarily to the inputs and outputs and checking them for accura- cles AU4 would be ready to begin to input the new x. which it
cy. This was done for a large variety of inputs, could do without influencing the outputs at AUI before it

finished producing all 32 digits of the current x. The timing of
All simulation up until this point had been assuming that the four units in terms of their inputs is shown in Figure 10.

the unit consisted of only one module, in other words that the
operands were only eight bits wide and therefore there was no AU4 { Irl, l fir 11.1:11:1111ff:IIi Ill If l:lt.II

concern about intermodule communication. The next step was to
modify the C program to operate with the same algorithm, but AU3 410111111 : H : :: H 4 :: :x ,IH Ix :

now 16 bits wide. Then the circuit was simulated, first acting as
the low order byte and keeping track of all the outputs to the AU2 I Pl 0 ;1 : if f : :1 11-4141 : 1 : : X : 01 1
higher order byte (also again checking intermediate values as
well against the correct bits in the C simulation). Next the high A.: x, : l IX 1

byte was simulated with the outputs of the low byte as inputs.

The outputs of this module were then checked to be accurate. In
this way the correctness of the module was verified in all special Figure 10. Timing of Root Finder
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This would be possible because when a new init signal In addition, the performance of the on-line method can be
arrives at a 2-module unit, the next five outputs will remain unaf- improved by adding more hardware. If we duplicated the
fected and the sixth will be the first digit of the next output. This hardware of Figure 9, tht output of the first polynomial evaluator
means that even if x32 and P4,, are followed immediately by im could be sent as input to the second, to avoid the 8-step delay as
and x, and P4, (which are always input simultaneously), Y32 of x waits in the buffer for the pipeline to be ready for new inputs.
AU4 will be produced five cycles later unaffected, followed by In this way, the second could begin immediately after 24 cycles
the next Yt on the sixth. The same is true for each module so accepting the new x, and 24 cycles later, it would produce the
that AU 1 will produce the new x I immediately following the last first bit of x2 to be input to the free first evaluator. Thus, with
x32. In this manner, this configuration after an initial setup time multiple on-line evaluators, an iteration could be begun every A
of 23 cycles (four times the latency minus 1), will then complete steps, where A is the total latency of one evaluator. Therefore,
an iteration of the fourth degree polynomial every 32 cycles. In with this scheme, 10 iterations could be completed in 271 cycles.
that case, for instance. 10 iterations would require 343 clock cy- This improvement is even greater when n, the width of the
cles. In comparing this scheme with one using conventional ar- operands, is much larger than A, as is the case when n = 64,
ithmetic chips several differences are seen. One is that although resulting in A = 32. With 64-bit operands, it could still be done
four different units are operating in a pipelined manner on the at maximum speed with two evaluators (because A is exactly half
output of the pipeline, they are all operating 100% of the time. of n), but with any larger operands, more than two evaluators
With conventional methods, none of the units could operate until would be necessary. The total delays for N iterations of
the previous one completed, and the whole process could not be operands M bits wide for the conventional (cony), on-line (ol),
restarted until AUI completed. Therefore, each of the modules and on-line with multiple evaluators (olin) schemes are:
would be operating only 25% of the time. 3NMDCLI.W = 2 OD = NM +iA- , Do0,,=NA-+M - l

Another difference is the small number of connections

between units (and modules within each unit). There are only Table 2 summarizes the time to complete the evaluation for the
two lines between each unit in this configuration, and there is three different schemes varying the number of iterations and the
never any single line having to broadcast signals. With conven- size of the operands. From this it can be seen that with multiple
tional chips, there would have to be 32 lines between each two on-line configurations, the speedup approaches a maximum of 3
chips for the pipeline to run as efficiently as possibly. in the 64-bit case.

Each of the on-line clock cycles corresponds to approxi-
mately one carry-save adder step and a register. A 32-bit module
to compute AX + B in the conventional manner would require 32 Table 2. Comparison of Root Solving Implementations
similar clock cycles, or if some simple radix-4 recoding was
used, it would require 16 add-store steps. If computed with a 32-bit Operands 64-bit Operands
similar configuration, these modules would then require 64 clock Number
cycles, because no overlap would be possible. To minimize de- of Multiple Multiple
lay, a tree-like structure could be used to evaluate the polynomial literations Conv On-line On-line Cony On-line On-line
in three steps rather than four as shown in Figure I I (Estrin's t 48 55 55 96 91 91
method). 10 480 343 271 960 667 383

100 4800 3223 2431 9600 6.427 3263

X P3 X P2 PI X P0

3+P2 I+P0 Summary

A design and VLSI NMOS implementation of a radix.2
Pon-line algorithm for computing AX+B are described. The

+ +X 3 P X design is characterized by a very short cycle time of about three
gate delays, achieved through internal pipelining. The chip con-
sists of a group of bit-slices (9+2), digit selection logic, and con-

4 2 P trol. In the 4i technology the design occupies an area of
X+ .2,646x2,568 g t(including I/O pads) and is expected to have

110 ns cycle. In the I I NMOS technology, the cycle time is es-
timated to be less than 10 ns.

Figure 11. Conventional Root-Finding Solution of P4(X)
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Implementation of an SVD Processor Using Redundant CORDIC

Milog D. Ercegovac and Tomas Lang
UCLA Computer Science Department, University of California, Los Angeles

Abstract. An implementation of the diagonal and off-diagonal processors for an array performing the singular value decom-
position (SVD) is presented. The implementation uses a modification of the CORDIC module that utilizes carry-save addi-
tion instead of carry-propagate addition, resulting in a significant improvement in speed. Moreover, the calculation of the an-
gles and of the two-sided rotation are overlapped. To achieve this overlapping, the calculation of the rotation angles includes
an on-line module. Finally, the carry-save calculation and the overlapping result in a variable CORDIC scaling factor. This
factor is computed and the correction performed by on-line division. Pipelining and rotation interleaving are used to reduce
the implementation complexity. The speed is evaluated and compared with that obtained when conventional CORDIC
modules are used.

1. Introduction

Many compute-intensive applications include matrix computations that involve the calculation of angles and their
use in rotations. Examples are matrix triangularization and singular value decomposition (SVD) [GOLU831. To achieve ade-
quate throughput, parallel structures have been proposed which are typically organized in linear, triangular, or square arrays
[GENT8I, CIM81, AHME82, LUK86, CAVA87]. The angle(s) are computed in boundary (diagonal) processors and broad-
cast to other processors for rotation.

A possible implementation of the angle calculations and of the rotations is to use a standard arithmetic processor
that performs the basic operations of addition, multiplication, and, perhaps, division. In such a case, the required calculation
are implemented as sequences of the basic operations. However, because of the lengthy sequences required, the resulting im-
plementation is slow. Consequently, it it of interest to develop special-purpose processors for these applications, especially
because the design of these application-specific chips is becoming cost effective.

In this paper we concentrate on the implementation of the SVD because of its interest and because of its challenging
complexity, which is attractive to illustrate the advantages of the application-specific approach. For the definition of the
SVD, the basic algorithms for its computation, and its applications, the reader is directed to [GOLU83] and CLUK86].

Several alternative implementations are possible for the calculation of the required angles and the execution of the
rotations. Of particular interest are the following two:

a) The sine and cosine of the angles are computed by means of a sequence of operations involving squaring, addi-
tion, multiplication, square root, and division. The rotation is then done by several multiplications and additions. The main
advantages of this approach are that efficient implementations for the primitive operations are known and that redundancy
can be used to improve the speed [ROB58, AVI61, ATKI751. However, it requires various different modules and consists of
several dependent computations. To reduce the delay introduced by this, it is possible to use the on-line approach, which al-
lows the overlapping of these dependent operations; examples of this have been presented in [ERCE87a] and [ERCE87b].

b) Directly calculating the angles using CORDIC operations [VOLD59, WALT71] and using the same approach for
the rotation. This method has been first proposed for matrix triangularization in [AHME82] and for the singular value decom-
position in [CAVA87]. It has as advantage that a small number of operations is required and that the same module can be
used for both the angle calculation and the rotation. However, the conventional implementation of the CORDIC module has
two disadvantages: it is slow, because it involves recurrences including carry-propagate addition and variable shifting, and
area-consuming because of the need for variable shifters and ROMs to store angle constants.

We present here an implementation for SVD that uses a combination of redundant CORDIC modules together with
other on-line modules. The resulting implementation is significantly faster than the one using conventional CORDIC
modules, because of the elimination of carry-propagate adders, and the overlapping of operations made possible by the on-
line approach.



To make the speed comparisons meaningful a suitable measure has to be used. In some studies the comparisons are
done in terms of the number of addition-like steps, which appear as basic components in the iterations for operations such as
multiplication, division, and CORDIC. However, this is not an adequate measure since the time for addition depends on the
type of addition performed. More specifically, the time of carry-propagate addition is several times larger than that of redun-
dant (carry-save or signed-digit) addition. It might be claimed that this does not change the validity of measuring in terms of
additions, since for a particular implementation the corresponding type of addition would be used. However, this is not
correct since not all algorithms can be directly transformed from one using carry-propagate addition into one using redundant
additions. Furthermore, when fast redundant additions are used, other terms which were neglected when carry-propagate ad-
ditions are considered become important. As a consequence, to make more meaningful comparisons, we define a basic clock
cycle and estimate the time of the various operations in terms of this clock cycle.

The implementations we describe are for floating-point representations since this format provides better numerical
characteristics and results in a system which is easier to use in a variety of environments than the fixed-point alternative. We
use the characteristics of the algorithm to reduce the additional overhead introduced by the floating-point representation.

In this paper we concentrate on the implementation issues. The more theoretical aspects of the development of the
algorithms are presented in fERCE87d].

2. Parallel Implementations of Singular Value Decomposition (SVD)

Because of the computation-intensive nature of the algorithms for SVD, great interest has appeared on parallel ar-
rays, as discussed in fBRENT85a], [BRENT85b], [LUK86], and [CAVA87. The primitive operation in these cases is the di-
agonalization of a 2x2 matrix by the rotations R (01) and R (0,) (using the notation in [CAVA87), such that

R (I c: dj R (0,)= [;~](1)
where e1 and 0, are the left and right rotation angles, respectively. The corresponding rotation matrix is

FcosO sinO
R 6 sinO cosej(2

Several methods can be used to perform these rotations, in particular the two-step method and the direct two-angle
method [BREN85]. Because of the use of CORDIC, we consider here the latter method.

With respect to the implementation, two approaches are possible: a) the computation of cosO and sine by a sequence
of primitive operations, such as squaring, division, and square root, or b) the use of the CORDIC procedure for direct compu-
tation of the angles and of the rotations. An implementation using the first approach using the two-step method is reported in
[BREN851 and of the second approach using the two-angle method in [CAVA87]. In [CAVA87) a comparison of these two
implementations is made, in terms of area and time complexity.

In this paper, we use redundant CORDIC and on-line modules to improve the speed of execution of the two-angle
algorithm.

Direct two-angle algorithm for SVD using CORDIC

Figure 1 shows the dependencies of the algorithm. First, two concurrent CORDIC circular operations compute the
angles

d-( C +b. = t (+a (3)

. . . .~d- d''I II I I I I I I I -a



STEP 1 compute p=c+b;q-c-b;s=d+a;t d-a

STEP 2 CORDIC 1: (p,t) produce 0.. CORDIC 2: (qs) produce edif

STEP 3 compute e 1 =(erum-rfE)/2 ; er=(Osum+edf)/2

STEP 4 CORDIC3: rotation e,

STEP 5 CORDIC 4: rotation e.

STEP 6 SCALE FACTOR CORRECTION

Figure 1: CORDIC Scheme for SVD

Then, the two angles 01 and 0, are obtained as

01 (0, - Od) (0, + 0,)
O1 - 2 2 (4)

These angle computations are performed in the angle module (Figure 2). The resulting angles are used for the two-
sided rotation that diagonalizes the 2x2 matrix ( rotation module). The angles are also sent to the corresponding row and
column to produce the two-sided rotation of the rest of the 2x2 matrices.

In (CAVA87] this scheme is implemented quite directly using CORDIC modules (except for the correction factor,
which is incorporated in the rotations). This results in a time of 3.25Tc, each T, corresponding approximately to n carry-
propagate additions, where n is the number of bits of the operands. In [ERCE87b] we proposed modifications to the imple-
mentation that improve the speed by a factor of approximately 2.5, mainly because of the overlap between the angle calcula-
tion and the rotation and the use of on-line CORDIC for the rotations. However, the speed is still basically dependent on the
time to perform a carry-propagate addition of n bits. Here we use the redundant adder version of the CORDIC operation to
further improve the speed.

Fast Implementation

The fast implementation of the CORDIC scheme is based on the following two elements:

* The overlap between the angle calculation and the two-sided rotation. This overlap is possible if the angle module
produces the angle in a decomposed form suitable to be used directly in the CORDIC steps of the rotations. This is the case,
for example, in matrix triangularization and was used in [DEPR84] and [ERCE87d]. In the SVD case, the situation is more
complex since the addition and subtraction of expression (4) makes the resulting values not suitable for direct rotation. In
particular, if conventional CORDIC modules are used, the values are in the set (-1,0,1} which produces variable scaling fac-
tors for the rotations. In [ERCE87b] we proposed a solution to this problem, which consists of calculating the scaling factors
and applying the correction by on-line division. Another solution is proposed in [DELO87]; however, this complicates
significantly the recurrences and would make them slower, especially when using carry-save adders. In this paper, where we
use redundant CORDIC, the values are in the set (-1,-1/2,0,1/2,1}; this requires and additional decomposition, as discussed
in Section 4.

* The use of redundant CORDIC in the calculation of angles and rotations. This reduces the CORDIC step time and
improves the overall speed.
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Critical path and Rotation Interleaving

In addition to these two elements, we look at the critical path of the computation to select implementations for the
modules that are balanced to achieve the fastest execution with the lowest complexity. From the timing diagram of Figure 3a.
we see that the overlapping between the angles and the two-sided rotation, makes the latter the critical component. This two-
sided rotation takes 2n CORDIC iterations. On the other hand, the angles can be computed concurrently, so they take just n
CORDIC steps. As a consequence, it would be possible to implement the angle module using a CORDIC step twice as slow
as the the step for the rotation. However, as indicated in Figure 3a, the calculation of both angles e, and 0 d have to be over-
lapped with the left-angle rotation, since they are both needed to compute 0; the angle 0,, which is also computed from e,
and 0d, would be stored until the right-angle rotation. On the other hand, it is possible to balance the computation of the an-
gles and of the rotations if the two rotations are interleaved, performing step j of the left-angle rotation followed by the
corresponding step of the right-angle rotation. This is possible since the CORDIC steps are just primitive rotations that can be
performed in any order. The timing diagram of Figure 3b, shows that in this case the angle step can be two times slower than
the rotation step. We make use of this in the implementations in the following sections.

Pipelining or Module replication

Since the CORDIC step consists of a variable shift and an addition (carry-save in our case, as we will see in the next
section) this step can be pipelined. The pipelining does not increase the overall time, it just reduces the clock period. This
pipelining is only useful if independent computations can make use of it. For the computations required for a 2x2 matrix,
these independent computations exist: the two angles 0, and Od. for the angle module, and the two-sided rotation of the two

columns of the matrix. Consequently, we will describe this pipelined implementation.

In the pipelined implementation the clock period is very small (approximately a 4-2 adder plus a multiplexer plus re-
gister loading). This requires a very fast clock. If this clock is not suitable for the particular implementation, it is possible to
achieve the same speed with a clock two times slower if a non-pipelined implementation is used and the modules for the an-
gle and for the rotations are replicated. If the clock is still too fast, several steps of the CORDIC operation can be unfolded;
this would result in the same overall speed, but with an increase in the amount of hardware.

3. Computation of e, and 0, using Redundant CORDIC

We present an implementation that uses redundant CORDIC operations to calculate the angles 0, and 0d, with the
resulting improvement in speed because of the smaller addition time.

Os'd I
Ell , o0,

rotations I I I
-A

n n

Figure 3a. Critical Path
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el , O r  I t I I I I
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r - right

Figure 3b. Interleaving the Rotations



The CORDIC scheme [VOLD59, WALT71] can be used to compute the angle 0, such that 0 = tan-'(A). We per-
B

form the calculation by a modification of the conventional CORDIC procedure, which requires one shifter instead of two
[ERCE87b] and uses a carry-save addition instead of the slower carry-propagate addition. The modified recurrences are

x,[j+l]=x,]+Oy2-2'jwU] wj+l]=2(w[j] -ajx[j]) z[j+l]=z.[j1]+cjtan- 1(2- s )

The use of carry-save addition instead of carry-propagate addition requires that the determination of o, uses an esti-
mate of w j ] instead of its fully assimilated value. To make this possible, it is necessary to produce a redundant representa-
tion of 0 in terms of the a, 's. This is achieved by allowing a. to take values from the set {-1.0,1) instead of from the set
(-1,1), which is the one used in conventional CORDIC.

The corresponding selection function for aj using this redundant set is described in [ERCE87dl. To have the re-
quired overlap between the allowed selection intervals it is necessary to normalize x LI. This normalization is obtained
directly by the alignment required for floating-point representation, while for fixed-point representation (fractional represen-
tation for A and B ) the normalization can be performed by scaling both A and B.

The specific selection function for the carry-save form is

I if wLi]-0

a. 0 if ii[/]=-1/2

if i$]<-l

where v{ U ] is an estimate of w UI with a precision of I fractional bit.

Since the angles are used to compute 01 and 0, and these angles produce the two-sided rotation, it is not necessary
to have the angles in the accumulated form but they can be kept in the decomposed form, that is, they can be represented by
the vectors of a's. This approach has the advantages of eliminating the need for the z recurrence and permits the overlap of
the rotations with the angle calculation. This approach was previously used for the simpler application of triangularization
[DEPR84] and extended to SVD in [ERCE87b], where the complication of the resulting digit set of {- 1,0,1) was handled by
an on-line computation of the scaling factors. We also use this approach here and discuss the additional problem involved in
the next section.

The implementation of the corresponding recurrences using the carry-save approach is shown in Figure 4. To com-
pute the two angles 0, and 67, two modules, operating concurrently, could be used. However, to reduce the hardware needed
it is possible to use one pipelined unit, without any speed degradation.

The corresponding unit consists of registers, two 4-2 carry-save adders, a double shifter (for the sum and carry com-
ponents), and a a-selection block. The hardware can be further reduced by performing the computation of the angles in the
sequential and overlapped manner shown in Figure 5. The corresponding unit contains two 3-2 carry-save adders (instead of
4-2) and one simple shifter (instead of double). The basic clock cycle (or stage delay) corresponds approximately to the max-
imum of the delay of a 3-2 carry-save adder and of a shifter. As shown in the timing diagram of Figure 5, the consecutive
components of each of the angles are produced four clock cycles apart. As mentioned in Section 2, this does not increase the
critical path.

Floating-point representation

The implementation can use floating-point representations, as described in IERCE87d]. The only additional require-
ment is an initial alignment of x (1] and w 1 ] so that x [1] is normalized.

4. On-line Computation of 0 and 67

The angles 01 and Or have to be computed by expression (4). The simplest way to do this is to compute a, and as"
directly from a; and ajd. The corresponding relations are
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2 - 2

resulting in the following table:

I 1 0 0 0 -1 -1 -1
1 0 -1 1 0 -1 1 0 -1

! 0 1/2 1 1/2 0 -1/2 -1 -1/2 0
a 1 1/2 0 -1/2 0 1/2 0 -1/2 -1

In contrast with the implementation discussed in [ERCE87b], it is not possible to use directly these values of aJ and
a; for the rotations because of the valies ±1/2, which do not lead to a simple rotation step. Because of this, we use these
values to compute another decomposition with the digit set (-1,0.1). That is, we compute the sequences of y7 and -,' such
that

O t io'u-(2- j f'-(2J) aj-= [-1,-1/2,0.1r2,lJ y = {-1,.O.}
j --o 1o

A-1 RI-6, = Zaj'.an-(2-')= Z-y;.cn- (2-') a;=-{-,-1/2,0,l2,1} ,= -1,,1)
1-O 1-0

Ps - parialI sum
sc - stored carries

eo f
(XOx.lX) -- Ix

Figure 4. Non-pipelined Implementation for@, E), Calculation
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We now describe the computation of the yj ; the computation of y* -being identical (we will omit the superscript to
simplify the notation). We perform the computation on-fine (ERCE84, IRW187], to overlap it with the computation of the
angles 0, and ed. and with the rotation. To do this, we define the residual

, *pI
z 2/] 2(yai can1(2-') - Z~y .tn1(2-1))

where p is the on-line delay. This results in the recurrence,

P-1
with initial condition z [0] 1 a, .2' tan-1(2-)



To simplify the selection function, we decompose this recurrence into two by defining

wU] = z U] + o+p-2tan-l(2j+P))

so that

z U+] = 2(w U.j -.2j tan-1(2-J))

Note that the multiplication by 2' is not achieved by shifting, rather the constants 2'tan-1(2 -)) are stored in the
ROM (instead of tan -1 (2-') ).

To use carry-save adders for these additions, it is necessary to perform the selection of y using an estimate of w. The
derivation of the selection function is given in [ERCE87d]. The function is

if Y[jI ?-- 1I2
yj 0 if -1/2_:50U)]:_51/4

-1 if ,3"]:<_-3/4

The implementation of this module and its timing is shown in Figure 6. To calculate both angles, the unit is pipe-

lined.

5. Two-sided rotation

The two-sided rotation is done by the sequence of two circular CORDIC operations. We describe the left rotation
(the right one is similar); for simplicity, we drop the subscript 1. The rotation of the vector M by the angle 0 is defined by

[,n 1cosD 
sinOi

R 0 1 m 2 w here R [01 = I _sin O cos el

I-I

If the angle is known in its decomposed form, such that 0 = XY:tan-'(2-) the rotation can be performed by a (par-
j=0

tial) CORDIC operation, consisting of the recurrences

xj+1]=xj]+y2-y[j] yj+l] =yUj-yj2-x[j]

with the initial conditionsx [0] = m y [0]=M2

After n steps, the result is

=KR[0] m where K =11(l+ yj 1

The CORDIC operation is partial because it uses the angle produced by another CORDIC operation in decomposed
form. Consequently, no angle recurrence is needed. Moreover, the y's are passed in series (most significant first) so that the
rotation can be overlapped with the angle calculation.

To keep up with the fast recurrence step obtained in the computation of the angle when carry-save additions are
used, the rotation CORDIC has also to use carry-save addition. Since in the 2x2 matrix, two columns have to be rotated, this
can be accomplished by pipelining one unit, without overall speed penalty. The corresponding module is shown in Figure 7.
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For the two-sided rotation, two consecutive rotations are needed. The total time for both rotations is 2n cycles. As
discussed in Section 2, to match the operations with the way the angles are obtained, it is convenient to interleave the two ro-
tations, so that the j* step of the left rotation is followed by the corresponding step of the right rotation, as shown in the tim-
ing diagram of Figure 7. Note that this scheme requires components of each angle to be obtained at a rate of one per four cy-
cles, which is exactly the rate at which they are produced by the angle module.

Floating-point representation

The use of floating-point representation has similar characteristics as for the angle calculation [ERCE87d].

6. Scale-factor correction

Each of the CORDIC rotations produces a modification of the magnitudes [WALT71] by the factor

R-1 Ot-1
K, = fl(l + (yj) 22 2')"2 and K, = ri(l + (w.)-,.)2

J=o iflo
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It is necessary to correct for these factors. Instead of performing individual corrections, it is possible to perform just
one correction using the factor K = K, K. In conventional CORDIC the factors are constant (independent of the actual values
of the yj's) because the possible values of y, is the set (-1,1). In contrast, in this case the digit sets of 01 and 0, are (-1,0,1),
so that the correction factors for each of these rotations are not constant and have to be computed for the specific angle value.
Moreover, the correction has to be done by actual division since other methods, such as the one proposed in [DELQ83], are
valid only if the scaling factor is constant. Recently, Takagi et al. [TAKA87] presented a method for performing the calcula-
tion of the angle and the rotation using a redundant adder and, at the same time, having a constant scaling factor. However,
their method complicates significantly the recurrences and, therefore, makes the implementation more costly and slower. As
a consequence, we prefer to use a variable correction factor.

From the definition,

Il-I -

K, X, = f(l + (yj)22-2j) 1 1 n(l + (YJ)22-2j)1 2

The factors K( and K, are computed in the angle module and send in an on-line fashion (digit-serial, most-
significant digit first) to the rotation modules. There, an on-line multiplication is performed, followed by the (on-line) divi-
gions for correction. These on-line modules are described in [TRIV77]. As part of the division, an on-the-fly conversion
[ERCE87c] converts the result to conventional two's complement representation.

' ,. =.-------.immms mml mmmmmmmmmmmmmmm m .... J



We now describe the computation of K, (the calculation of K, is similar). The algorithm has two steps:

i) Compute

X-1

P = n(1 + yj 12
-2j)

j..0

by the recurrence P Lj+l] = P [j) + ly 12-jP [j] with P [01 = l and P = P [hn = P [n/21. This recurrence has the same
form as the x recurrence in the CORDIC module for angle calculation (Section 3). A module for its computation is shown in
Figure 8. Note that only n/2 steps are needed, which is also true for the mentioned recurrence x. Consequently, the same
module can be used. Moreover, since two factors have to be computed, the unit can be pipelined in the same way as the angle
module.

ii) Compute K, = P,1/2 by a square-root unit. A possible implementation is described in [HWAN78].

Ps " pmarta sumn
sc - stored carries

SQUARE ROOT MS digit firs

7. Summary of overall SVD system

IIU

We now summarize the complete system. The diagonal processors contain the following components:

-A partial redundant CORDIC module to evaluate the angles 0s and 0d (in decomposed form). The main com-
ponents of this module are a carry-save adder and a variable shifter. The module is pipelined with two stages, to compute
both angles. This module also computes P, and P,.

| - An on-line module to compute the decomposition digits *yj and y¥t of the angles 0r and 0,. The main components of
this module are two 3-2 carry-save adders and a ROM to store the angle constants. The module is also pipelined to compute
both angles.



-One partial CORDIC module to perform the rotations. Again, this module do not require an angle recurrence, since
the angle is produced in suitable decomposed form. The main components of this module are two 4-2 carry-save adders and
two double shifters. The module is pipelined to compute the rotations of both columns. Moreover, the rotations are inter-
leaved to match with the way the angles are produced.

- An on-line multiplication module and two on-line division modules to perform the scaling correction. These divid-
ers also convert to conventional representation.

The off-diagonal processors contain the same rotation module as the diagonal processor, one multiplier, and four
division modules

An important property of this implementation is that the communication between modules is digit-serial, which
significantly reduces the required connections.

Figure 9 shows the timing of the complete system. We estimate that the operation takes

T 5n + 18 clock cycles

I I , I I I . -

d!

colnn I roaton .., *i,

*colurm 2 rotation -

lr I,
~(d)

* COITO tI|fi n s

Division 4 I 44, .

so time

o (4n+2)to (4n+14)to (Sn+18)to

Figure 9. Overall Timing of SVD

As mentioned in Section 2, these clock cycles are short (approximately one 4-2 carry-save adder) which requires a
fast clock. If this clock is not suitable, it is possible to replace pipelining by replication; this would achieve the same speed
with additional hardware. Moreover, if this still results in a clock that is too fast, several steps of the recurrences can be un-
folded; again this would result in the same overall speed with an increase in hardware.

We now compare the speed with that obtained by using conventional CORDIC modules, as described in [CAVA87].
If a pipelined implementation is used also in this case (the comparison would be similar using in both cases a non-pipelined
implementation), the number of cycles is 6.5nd, where d is the delay in basic cycles of a stage, that is. the delay of one half
of the sum of the delay of a carry-propagate adder of n bits plus a variable shifter. For the estimated value of d=3, the im-
plementation proposed here is about 3.8 times faster. Moreover, it is 1.7 times faster than the nonredundant scheme proposed
in [ERCE87b].

With respect to area, we cannot make a significant comparison without actual realization.
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An integrated radix-2 on-line algorithm for computing rotation factors for matrix
transformations is presented. The inputs are in sign-and-magnitude, floating-point rep-
resentation and the outputs can be used In on-line signed-digit or in parallel form. The
exponents are computed using conventional arithmetic while the significands are pro-
cessed using on-line algorithms. The conventional result is obtained by using an on-
the-fly conversion scheme. The rotation factors are computed in 10 - n clock cycles
for n-bit significands. The clock period is kept small by the use of redundant adder
schemes and low-precision estimates. The implementation and performance of the
algorithm are discussed and compared with other approaches. 0 1998 AC&deM' Praa Inc.

1. INTRODUCTION

The rotation factors that we propose to compute are an essential part of
some matrix transformations such as matrix triangularization methods 171
and the QR decomposition 191. In particular, in systolic arrays in which the
rotations are done in parallel, the time of computation of the rotation factors
is critical since it determines the step time of the array. We present an im-
plementation using on-line arithmetic (4, 8, I I, 121, since this approach is
potentially advantageous in evaluating arithmetic expressions consisting of
sequentially dependent operations; The on-line scheme for the computation
of rotation factors was proposed previously in 121, where it is shown that it
can produce a significant speed-up with respect to the use of conventional
algorithms. However, the description is given at a high level and using pre-
viously developed algorithms for the operations of multiplication, division,
and square root 13, 10, 12). In this paper we develop an integrated algorithm
for the rotation factors, which consists of modifications of the algorithms of

0 This research has been supported in part by the ONR under Contract N00014-85-K-0159.
"On-Line Arithmetic Algorithms and Structures for VLSI."
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the primitive operations to provide for suitable interfaces with their prede-

cessors and successors in the computation. In this way, both the on-line delay
and the complexity of the implementation are reduced. Moreover, the scheme
is for floating-point representations.

The clock period is kept small by the use of redundant techniques, such as
redundant adders (i.e., carry-save or signed-digit) and selection functions that
depend on low-precision estimates. The conversion of the result from redun-

dant to conventional representation is done using an on-the-fly scheme (51.
In principle, it is possible to select for each component operation the most
suitable redundant representation. However, preliminary analysis has indi-
cated that there are no clear differences between the use of carry-save and
signed-digit approaches. Therefore, we illustrate the scheme by an imple-
mentation with carry-save adders throughout. This has the advantage of mak-
ing the bit slices of all component operations the same.

We propose to compute the rotation factors of the Givens matrix trans-

formation (71, defined as

G H
(G + H 2)1/2  (G 2 + H 2)1/2  (.I)

We assume that G = g.2 G, H h.- 2 ' , C = c.2c, and S = s.23 are
normalized floating-point numbers with n-bit fractions in sign-and-magnitude.
In order to reduce the on-line delay, the algorithm for division uses the div-
idend in bit-parallel form. Since division begins after several clock periods. it
should be possible to load operands byte-serially. If this is not acceptable, the
division algorithm can be easily modified to accept the dividend in on-line
form. The results are produced in both the bit-parallel and the on-line forms.
The exponents are represented and processed in a conventional, bit-parallel
manner. The special cases G = 0 (producing C = 0 and S = I) and H = 0
(producing C - I and S - 0) are omitted from further discussion.

The scheme, shown in Fig. l a, performs the following functions:

I. Computation of exponents

2. Computation of aligned fractions x = align(g) and y = align(h)

3. Computation of z = x 2 + y2 (0.25 4 z < 2)

4. Computation of d - z"'1 (0.5 ! d < 2'/2)

5. Computation of c - gid and s = h/d (0.5 4 c, s < I).

Figure lb shows the timing diagram indicating the on-line delays to be

determined later. We now describe each component separately and then com-

ment on the whole system.
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2. PROCESSING OF EXPONENTS

The exponents of the result can be obtained directly, instead of going
through the interimediate steps. Since the sequence of operations is sum of
squares, square root, and division, we get exponent of surn of squares -2e
(where e - max(e-G, eff)) and exponent of square root - e. Therefore, ec - eG

- e and es - eyf - e. By defining edf = eG - eH we finally get

fo If edtgf> 0 {-edl If ediff "O
ec=rdf otherwise es=10 otherwise.

3. ALIGNMENT

The alignment of the input fractions is performed in an on-line manner
during the parallel-to-serial conversion according to following algorithm:
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Algorithm Align

/0 Delay operand with smaller exponent /
fori= 1,2,...,n

if edf ;w 0 then
{xI = gd
if i ei, then y= 0;
else y, =

else
{y, =h;

If i leel then x, =0;
else x, = g(j-r,3)

end Align

The alignment scheme is shown in Fig. 2. The exponent difference is ob-
tained in one clock cycle. Thereafter, the bits of the aligned operands are
obtained one per cycle. The on-line delay Pj.i, = I due to the calculation of
exponent difference.

4. ON-LINE SUM OF SQUARES ALGORITHM

In this section we present an algorithm and implementation for on-line
sum of squares that integrates well in the computation of the rotation factors.

To incorporate a possible on-line delay p we compute

z* = 2-z = 2-"(x2 + y 2). (4.1)

*1 Shill itart slgni

_ 1S. 0 for 1cl @Ml I kl"sign(ed f  )
I !olhewise

shift 
s ,

K, LEFT SIk: F. LEFT5HIFT REG

Fa. 2. Alignment scheme.
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For the on-line forms of x, y, and z*,

Xlj] = X[j - I I + x2-', XlOl = 0

Y[j) = YIj - I + yj2 - , Y101 = 0

Zj] = Zlj - I I + zj7 2-J, Zl01 = 0, (4.2)

we define the residual function

W(jj = 2(2-'Xjj2 + 2-PY[jlj2  ZijI). (4.3)

To obtain the correct result, the residual is bounded so that W[j] < I
which results in

(2-PXniz + 2-PY[ni2 - Zjnj) < 2'. (4.4)

From the residual expression we get the recurrence

W[j] = 2W[j - I] + (2X[j - I x + x'2-J)2-v

+(2Y[j- lyj +y2-J)2 - ' -z, (4.5)

with the initial condition

W[01 = (X1012 + y1012)2-" - Z101 = 0. (4.6)

To keep WljJ bounded we make the selection

z# = inieger 2W[j - Ii + (2XIj - Ilx + x2-J)2-l

+ (2Y[j- Ilyj + y22-)2-' (4.7)

which transforms the recurrence into

W[jJ =fractonl2Wji - I1 + (2X~j - I1x, + x'2-J)2-1

+(2 Yj- Il j + y 2-J)2'). (4.8)

To have a short step time, this recurrence is implemented using a redundant

addition (e.g., carry-save, signed-digit). As mentioned in the Introduction,

here we use the carry-save adder variant. In this case, the exact integer and

fraction parts cannot be determined (without propagating carries). Conse-

quently, the previous expressions are transformed into
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zj* = csin{2W1j - Ii + (2XI - ixj + x22-j)2 -

+ (2Y[j - lJy 1 + y22-')2- P) (4.9)

W~j) = csfac(2Wlj- II + (2X[j - llxj + x'2-j)2- P

+ (2Ytj - I jy + yy2-j)2-P), (4.10)

where csfrac produces a value in the range 10, 2).

The corresponding carry-save operation is shown in Fig. 3a. From it we
see that the bounds on z4 are (for x, y < 1)

0 z746 If p 0, O.z7 4 If p= I. (4.11)

These values of zi' are over-redundant (that is, they are larger than I for a
radix-2 representation). We choose this alternative because it simplifies the
selection, reduces the on-line delay, and is suitable for the interface with the
square root. We choose to implement the case with p - 0 to minimize the
overall on-line delay. The result is in the range 0.25 4 z < 2. The algorithm
is summarized next.

Algorithm Sum of Squares

/* Initialization 0/
W10 ,-0; z0 * 0;

XiOJ 0-o; Y[01 .- 0;

/* Recurrence *I
forj= 1,2,.. .,n+l

Iwlj 4- csfract{2WIj-i] + (2X[j-lJ+xj2-J)xj
+ (2Ylj- IJ+yj2-J)yj};

zj *- csint(2 WIj- I11 + (2X[j- II+xj2-)x
+ (2Y l-II+y 2-')y, };

X|j] 4- append(Xj- I1i, xj);

Y[jj 4- append( Y[j- 11, yj))

end Sum of Squares

Implementation

The scheme is shown in Fig. 3b. Note that its implementation complexity

is similar to that of an on-line multiplier. The on-line delay is p,, = 0. The

critical path consists of two multiplexers, one 4-to-2 carry-save adder, and a

3-bit carry-propagate adder.
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i P 2WU-1

P.0 P .I

x x xxxxxx x- x x xx

x X X xxx X xX 0.xxx

X.XXXXXXXX O.XXXXXXXX

ci c.frac i cstrac
max(csint) - 6 max(csint) - 4

Note: the fractional portion of the 4-to-2 CSA produces at most two carries

(a)

PS partial sums
SC - stored carries APPEND - APPEND

w REG XIJjl REQ YU-1l+

REG SC REG PS (0.tI-2xIJi (O.W21u-wt
1 .INOAPPEND

CSA (4-1o-21

zi (b)

Fil. 3. (a) Carry-save operation in sum of squares. (b) Scheme.

5. ON-LINE SQUARE ROOT

We now describe an on-line square root algorithm to interface with the

sum of squares and the division, for the computation of rotation factors. This

algorithm allows an over-redundant input digit set. differing in this respect

from previous on-line square root algorithms 13, 101.
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Let the on-line forms of the argument z and of the square root d be

Z(iji = Z(j - I1 + zj2 -,  -b <_ z < a

D(jj=D(j- II+dj2-j, dje(-IOI. (5.1)

To bound the error of the computation we make

(D[j] - 2-j)' + b2 - P-1 4 Z[j + pi < (D[jJ + 2-J)' - a2- '-j, (5.2)

where p is the on-line delay determined in Appendix A and, as indicated, the
argument digits satisfy zi E I-b, . . . , 0, ..., a.

We define a residual R[j] such that

R~jj = 2j(Z[j + p] - DliJi), R(O! = ZIpl. (5.3)

From (4.2) the residual should satisfy the bounds C_,[jJ < R[jJ < C1[jJ
where

C-,Lj! = (-2D[jj + 27) + b2-,), C1 jj = (2D[jj + 2-' - az2-P). (5.4)

The resulting recurrence is

Rij] = 2R~j - I1 + zj+,2 -" - 2djDLj - 11 - dc2-. (5.5)

As stated before, to have a short step time, we use a redundant addition
and a selection function that depends on a low-precision estimate. The cor-
responding selection function dsel is derived in Appendix A. Using a carry-
save adder, I = 3 fractional bits in the estimate of the remainder, and the on-
line delay p,, = 4, we obtain the selection function

I f ,4s|j - I! 0
Sdj = dsel(R *tj -I]) = l0 if A*tj - I} ) -

If As|j - 1I-

where * j - I) is an estimate with three fractional bits of R*j - I] =
Rj- I I + zp2 - a- r.

The coresponding algorithm for on-line square root is summarized next.
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Algorithm Sqrt

/* Initialization */

RI-51 io- 0; Dj- i 4- 0;

/* Accumulate 4 input digits */

forj - -4,-3,-2,-[

{Rlil 4- 2,Rj-lJ + z4j2-)

/*Recurrence*/

for j=0, 1,2,...,n
041 j- I I I(j-II + z,+j2"';
d= - dsel(tAj-I I);
R[jj 4- 2R(j-li + z4.j2 - 2dD[j-li - 2;
D(jJ *" convert(Dlj- I1, dj))I end Sqrt

Note that z&= 0 for k > n. The result is in the range 11, 2112).

Implementation

The square root scheme is shown in Fig. 4a. The internal arithmetic is
performed in 2's complement system. The signed-digit operand is converted
to 2's complement using the on-the-fly conversion method [5]. The operation
performed by APPEND* module is discussed in Appendix C. The critical
path (Fig. 4b), consists of a 5-bit CPA, one multiplexer, and a 3-to-2 carry-
save adder.

6. ON-LINE DIVISION ALGORITHM AND IMPLEMENTATION

We now present the algorithm for the division operation. We consider the
computation of s (that of c is similar). To incorporate the necessary on-line
delay p we redefine the division operation as

d ', he [, ), de [,2 / 2) , (6.1)

where s is obtained without delay. The real quotient is obtained by shifling
left s by p positions. Consequently, the real quotier.t is obtained with an on-
line delay of p.
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dI

(to oDvIoap I

REO SC 
REG PS 

6 
d (I*-2d 0111 W4d i

Select tCSA 13-to-21

dl

21.

I ,Sled d 2' APPEND" 3: CSA

4: cnv.1

(b)

Fio. 4. (a) Squjare root scheme. b) Critical paths.

Since we are developing an algorithm that is specifically suited to the com-
putation of the rotation factors, we assume that h (the dividend) is known in
parallel form (not on-line), while d is on-line and s is also produced on-line
(but converted on-the-fly to conventional representation). However, this ap-
proach requires that the dividend be communicated to the division unit in
parallel. Because of this. it might be more convenient for a particular imple-
mentation to use an algorithm which also uses the dividend in an online
fashion. This would require minor modifications to the algorithm. The for-
mulation using the dividend off-line leads to the following recurrence. Let

P[j] = 2(2-Ph - Sij] x Dlj]) (6.2)

be a partial remainder, satisfying the bound I P[j] I < I D[j] I.
The corresponding recurrence is

P[jJ = 2Pij - i - Sij - lIdj - D[jsJ, P101 = 2-Ph, SOl--0.
(6.3)
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The recurrence can be decomposed into the two steps

WlJl = 2P[j - II - SIj - I ld, (6.4)

PiJj = Wilj - Djjjsj (6.5)

so that the selection function can depend on W.

As for the other algorithms, to have a short clock period, a redundant adder
is used, and the selection is done on a low-precision estimate of W. The
selection function qsel is determined in Appendix B. For an estimate of

t = 3 fractional bits and an on-line delay of Pd, = 3, and using carry-save

adder, the selection function is

if Wul
si = qsel(Wtj])= 0 if - < w .

-I If WiJl -

The corresponding algorithm is given next.

Algorithm Division

/* Initialization */
P101 *- hX23; D101 4- do; SiO 4- 0; SO - 0;

/* Recurrence */

forj = 1,2,...,n+3:

W llj = 2P[j-Il - SIj- IIdj ;

/* Note that Sjj-l] <2 - ' = 2- ./

WljJ = (2P(j- 11)4 - (I -sign(d))*2- 3;

si = qsei(WljJi);
P[j]- Wljj - DjJsj;
S[jj *- convert (S[j-!Q, sj))

end Division

Note that (A) 4 denotes the four most significant bits of A and dk = 0 for

k> n.

Implemnenation

The implementation is shown in Fig. 5a. Note that the additions/subtrac-

tions are done using carry-save adders in 2's complement system; for this
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,o su-, S

d " C REG PSI 
d

Sl r CSA

Pt' ml

P1 1.11 2P

1t lw,, $I 2. (- . 4: CSA

3: conven S

(b)

Fto. 5. (a) Division scheme. (b) Critical paths.

reason, the quotient is converted on-the-fly [51 into conventional form to he
used as operands for the additions. The critical path is shown in Fig. 5b. We

estimate that its delay corresponds to two multiplexers, one 4-bit CPA and
one CSA.

7. SUMMARY OF THE PROPOSED SCHEME AND COMPARISONS

An integrated scheme For computing rotation factors using on-line arith-

metic algorithms has been presented.The scheme has the following charac-

teristics:

-The inputs and outputs are in sign-and-magnitude floating-point format;

the inputs may be loaded byte-serially if appropriate. The outputs can also

be used in on-line signed-digit form.

-The on-line delay of the scheme, defined as the number of clock cycles

between loading of the operands and the appearance of the most significant

digit of the result, is
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P, = (P,1 ,, + i) + (p + I) + (Pq, + I) + (Pdi, + I)

= 1+1+5+4- 11.

-The latency, defined as the total time to generate the result, is T =p,

+ n - I = 10 + n for n-bit significands (Fig. [b).

-The cycle time is determined roughly by a multiplexer, a 4-to-2 carry-

save adder, and a 5-bit carry-propagate adder.

-Since it takes roughly k cycles to propagate the.kth bit of an on-line
unit to influence the selection function, the number of bit slices required to

implement the carry-save adders is approximately n/2.

Comparison with Alternative Schemes

We now compare the execution time of the presented on-line implemen-

tation with that of other schemes proposed for the computation of the rotation

factors. We just do a rough comparison since a more accurate one would

require many assumptions on the implementation of these other schemes as

well as on the technology. To remain independent of the particular technology,

we make the comparison in terms of number of clock cycles, instead of using

actual time. Even so, we must make some assumptions, since not all clock

cycles are the same. Therefore, we define a basic clock cycle and relate all

others to this basic one. The basic clock cycle has a delay of roughly a mul-

tiplexer, a 4-to-2 (carry-save) adder, a selection function composed of a short

carry-propagate adder and some logic, and the loading of a register. This basic

clock cycle is suitable for the on-line implementation presented in this paper.

As shown in Table 1, we compare with the following schemes, assuming

32-bit significands and single-chip implementations:

(a) Using only one floating-point multiplier (array multiplier) and one

floating-point adder. For this scheme, the divisions and the square root use

an iterative multiplicative approach. We estimate the number of floating-

point operations to be about 20 (1 addition + 2 multiplications + I square

TABLE I
COMPARISON WIT OTHER SCIEMES

Scheme Basic cycles Speed-up

Multiplier + adder 120 1

MULT + ADD + SQR + DIV 5n - 160 0.75

2MULT + ADD + SQR + 2DIV 3n, - 96 1.25

CORDIC 7.5n - 226 0.55

Redundanl/on-line CORDIC 2n - 64 1.9

On-line (this paper) 10+n - 42 3
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root + I reciprocal + 2 multiplications). We estimate that the time for each

of these floating-point operations is of 6 basic clock cycles. This results in a
total of 120 basic clock cycles.

(b) Using one adder, one multiplier, one divider, and one square root
unit. In this case we assume that the multiplier is sequential (to fit all units

in one chip). Each unit takes n cycles (except addition, which is neglected)

for a total of 5n clock cycles. Fast algorithms (with carry-save addition) can
be used so that the clock cycle corresponds roughly to the basic cycle.

(c) Using one adder, two multipliers, two dividers, and one square root

unit. In this case the parallelism in the computation can be exploited to achieve
a time of 3n clock cycles.

(d) It is possible to use a CORDIC approach to calculate the rotation

angle and also to perform the actual rotation (11. The operation consists in

performing roughly 1.25n iterations of the CORDIC recurrence. The clock

cycle for this recurrence is larger than the basic clock cycle because it involves
a variable shift and a carry-propagate addition. We estimate that the CORDIC

cycle is about six times the basic cycle, resulting in a time of 7.5n basic cycles.

(e) The speed of the CORDIC recurrence can be increased by using a
redundant adder and performing the operation on-line to eliminate the shifter
[6]. This results in an execution time of about 2n cycles.

The speed-up with respect to case (a) is shown in the table. As can be seen,
the scheme presented here is the fastest and produces a speed-up of about 3.
The next fastest is the redundant and on-line CORDIC, which might have

the advantage of smaller area.
It is difficult to compare the schemes with respect to implementation com-

plexity without doing detailed designs. However, we can make the following
general statements:

(i) The general-purpose approach of using one multiplier and one adder

is probably inefficient in area since it requires fast modules to be competitive

in speed.

(ii) The on-line approach is comparable in complexity With respect to

the specialized non-on-line case (c) and provides better performance. More-

over, the on-line approach has the advantage of reduced interconnection

among modules. It also uses only about n12 bit slices per operation.

(iii) The CORDIC approach is promising because of the complex op-

eration performed by the single CORDIC module. However, to compete in

speed it is necessar* to use the redundant on-line version, which complicates

somewhat the implementation. Details of this approach are given in (61.
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APPENDIX A: SELECTION FUNCTION FOR SQUARE ROOT

We determine here a selection function dsel for dj so that the bounds on

the residual RIjj are satisfied. For this, we compute the intervals (Lk, Ukl of
RIj - 1) so that the value di = k (k -, 0, 1) can be selected and RIj] is

inside the allowed interval of bounds defined by (5.4). The expression for
R(j - I is Rjj - I1) = 2-'RIJl - zj,2-'' + djDlj - II + d,2 - ''. The

resulting intervals are the following:

for dj = I,

L, - -DIjJ + 2- -' + b2-P-' - zj+,2-l-' + D[j - I + 2-j-'
| = b2-,P-# - zj4.,2-P "!

U, = D~j] + 2-J-' - a2 - '' - z.,2-P + Djj - I + 2-j-'

= 2D[j - I + 2-j+' - a2- - ' - zj+2 -0' ,

for d = 0,

Lo = -DtjJ + 2-'-' + b2-P - zj+,2 -P 'I

= -D(j - II + 2-J-' + b2-'' - zj , -P- 1

U0 = D(j - II + 2-)-' - a2- ' - zj+,---',

for d = -I,

L-1 = -D[j] + 2-j-' + b2 - 1 - zj.,2 -P- - Djj - 11 + 2-j-'

= -2D[j - I1 + 2-J+' + b2 - - ' - zj ,2-P '

U-, = D(ji + 2-1-' - a2-f-' - zjH,2 -P ' - D(j - I + 2-J-'
- _a2-P-' - zj+,2-l' .

Since (-zj+,0-2') appears in all the expressions, we will base the selection

on
R°j - II = RIj - II + zj+2''. (A.1)

Consequently,

Lt = b2-' U " 2D(j- I1 + 2-i+1 - a2-P-'

18 = -Djj - I) + 2-J-' + b2-P-1, US = Djj - l1 + 2-J-' - a2-1-'

L!, = -2D(j- I1 + 2-J+' + b2-;-', U!, = -a2 - P '.
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The containment conditions, U, Cjj- I I and L- 1 > C_,[j- I j. require
that -b zj < a which is satisfied by selecting a and b according to (4.11).

The continuity of the selection intervals and the use of redundant adders
require that the interval overlaps satisfy the conditions

o = US - L? = D[j - 11 + 2 - ' - (a + b)2 " '' ; 2- 1+1

A1o = U!, - = D[j - 11 - 2- J- '  (a + b)2 - '- ' > 2'', (A.2)

where t is the precision of the assimilated remainder/R
Since z > 2-2 (from the sum of squares), the smallest possible value of

d = 2-'. Therefore, for a = 6 and b = 0 (as produced by the sum of squares),
we get

A0,min = 2' - 3.2 - P > 2 -' Ajomin = 2' - 2- ' - 3. 2- ' > 2 - .

(A.3)

Since d > 1, the first negative digit cannot happen forj < 3. Therefore, the
positive overlaps imply p ;o 4 and t > 3.

We now determine the selection function for p = 4, a = 6, b = 0, and
t = 3. The overlap region for the selection of 0 or I is bounded by

LT(max) = b2 - '- ' - 0

U8(min) = D[j - 11 + 2- J- ' - a2- P- ' > 2 - ' - 6 2 -  (A.4)

Similarly, the overlap region for choosing between 0 and - I is

/.(max) = -Dj- 11 + 2- - ' + b2- P 1 4 -2-' + 2- - ' + 2- = -

U! (min) - -a2 - P- ' - -[. (A.5)
Since the error of the estimate is always positive (because of the use of

carry-save adders and 2's complement representation) and can be at most
2- , we get the selection function

if A*[j- 1! > 0

dj = dsel(l*[j- 1)) 1 0 if R*j I1 = -

-1 If A/j*- II1 -1.

APPENDIX B: QUOTIENT SELECTION FUNCTION

We determine here the selection function qsel for the quotient digit sj. This

selection function is such that the remainder is inside the required bounds.
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First we calculate the actual bounds on PIj) and then the intervals of Wlji
for which a selection of s, = k can be made.

From the recurrence, since ISijjJ 1 2- P, we get

Lk - 2- P - kDlji 4 P(j 4 Uk + 2- P - kD(j],

where |Lk, Uk] is the interval of 2Pjj - II for which it is possible to select
sj= k.

The containment of the remainder requires that

L-1 U,_,= -.- PUjJ = c,.

Consequently,

U, = 2D[j] - 2- '", L, = -2DIj] + 2- P+'

and
cl = -c-, = c D(j] - 2-'. (8.1)

The selection is based on W[jl defined by

W(j] = 2P(j - l - S[j - lid = Pij] + D(jlsj. (B.2)

We now determine the selection intervals [Ak, Bk] of Wijl such that
s= = k can be selected. From (B. I) and (B.2) we get

Ak = -c + kDj 4 Wj 4 c + kDj = Bk (B.3)

and replacing c, Ak = (k - l)DjjJ + 2- P and Bk = (k + l)DjjI - 2- P.
The value of p is determined to ensure sufficient overlap between the in-

tervals. Since we want to perform the computation of Wijl using carry-save
addition, and base the selection on an estimate Ik produced with an assimi-
lation over t fractional bits, the overlap must be at least 2 -''. Consequently,

A(k, k - I) = Bk-, - Ak = D[j] - 2- "+ ' >, 2'' (B.4)

so that

2- P 4 D[j] - 2-' (.5)
2

For Dij] >I we get 2- P (I - 2-1+2)/4. A possible solution to this inequality
is p = 3 and I = 3.

Using these values we determine the selection intervals and the selection
function:
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Si 'Pijl

-I i-2Dijl + 2- 3, -2 - 3)

0 [-DIJl + 2- ', D[j] - 2- ')

I 12- ', 2D[j] - 2-')

To have a selection that is independent of the value of DjjJ we look at the

values of Djll that produce the smallest intervals. This occurs in all cases for

DiJi = j. The resulting intervals are

Sj w 1jl

-i [- , -1)
o [-j, +j)

Since the use of carry-save addition and 2's complement representation
produce I" = W - e with 0 4 # 4 2- 1+', we get as selection function

I if wlj]j,

s= = qse(WljJ) - 0 If -14 wlji 4

-I if Wlj] -< -I.

APPENDIX C: APPENDING OPERATION FOR SQUARE ROOT ALGORITHM

The operand produced by the selection/appending module APPEND* in

the square root scheme is

q - -(2dD[i - II + d'2-').

Consider the three possible values of d,.

(i) For d, = I, q = -(2D(i - II + 2- ') which, as a string of bits, is

-ID, 0, It, 0, 0, 0 * ", 01 (11 to indicate ith position).

So, the 2's complement is

1o, 1,1, ,..., I

I
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where fD is the bit complement of D. That is, in this case we concatenate 1
with I I

00i For di 1 , q = 2D~i - 11 - 2-' which as a weighted string can be
writtenl as

Since DO = D - I because of the conversion algorithm, we obtain

That is, in this case we concatenate D* with 11.
(iii) For d, = 0, q = 0.
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Abstract

We propose to develop a general and systematic methodology for the design of
matrix solvers, based on the dependence graph of the algorithms. A fully-parallel graph
is transformed to incorporate issues such as data broadcasting and synchronization,

interconnection structure, I/O bandwidth, number and utilization of PEs. throughput.
delay, and the capability to solve problems larger than the size of the array. The
objective is to devise a methodology which handles and relates features of the algorithm
and the implementation, in a unified manner. rhis methodology assists a designer in
selecting transformations to an algorithm from a .- of feasible ones, and in evaluating
the resulting implementations.

This research is motivated by the lack of an adequate design methodology for matrix
computations. Standard structures (systolic arrays) have been used for these implemen-
tations. but they might be non-optimal for a particular algorithm. Reported systems
have used ad-hoc design approaches. Some design methodologies have been proposed,
but they do not address many important issues.

A preliminary version of the proposed methodology has been applied to algorithms
for matrix multiplication and LU-decomposition. The approach produces structures
which correspond to proposed systolic arrays for these computations, as well as struc-
tures which exhibit better efficiency than those arrays. The results show that different
transformations on a graph may lead to entirely different computing structures. The
selection of an adequate transformation is thus directed by the specific restrictions and
performance objectives imposed on the implementation. The designer can ideatify and
manipulate the parameters that are more relevant to a given application.



1 Introduction

Matrix computations are the basis for many applications in science and engineering. Examples
exist in image and signal processing, pattern recognition, control systems, among others. The
evolution in VLSI technology is making possible the cost-effective implementation of many matrix
algorithms as a collection of regularly connected processing elements (PEa).

An important problem in the design of arrays of PEa for a given algorithm is the methodology
used to derive the structure and interconnection of those arrays. Standard structures (systolic
arrays [1]) have been used for these implementations, but they might be non-optimal for a particular
algorithm. Ad-hoc design approaches have been applied in the systems that have been reported.
Some transformational methodologies have been proposed [21, which either restrict the form of
the algorithm (i.e., a recurrence equation), or are unable to incorporate certain implementation
restrictions such as number of I/O pads, limited data broadcasting, or lower bound on efficiency.

We have previously devised an algorithmic model and a methodology to evaluate the effec-
tiveness of replication, pipelining and local parallelism in the implementation of multiple-instance
algorithms [3] . Such method was used to analyze the Singular Value Decomposition computation.
resulting in implementations with significant improvement in efficiency with respect to the linear
systolic arrays proposed for it (4].

In this research, we propose to develop a general and systematic design methodology for matrix
algorithms, with the capability to handle and relate features of the algorithm and the implemen-
tation in a unified manner. This methodology should provide mechanisms to deal with issues such
as data broadcasting, data synchronization, interconnection structure, I/O bandwidth, number of
PEs, throughput, delay, and utilization of PEs.

The existence of such methodology would allow the designer to identify and manipulate the
parameters that are more relevant to a given application. For example, if I/O bandwidth is critical
in a certain implementation, the methodology should make it possible to take such requirement into
account. In the same way, the methodology should not' be restricted to use a particular architecture
or interconnection structure.

We propose a methodology based on the dependence graph of algorithms. Starting from a
fully-parallel graph. in which nodes represent the operations and edges correspond to data com-
munications, we apply transformations to the graph to incorporate the issues indicated above. The
specific transformations depend on the particular parameters of interest. The proposed method-
ology addresses multi-instance and single-instance computations. To achieve these objectives.
some transformations exploit pipelining of data to enhance concurrency and reduce communication
requirements, while other transformations are oriented to reduce the computation time.

We suggest to use a fully-parallel dependence graph as the description tool because such no-
tation exhibits the intrinsic features of an algorithm. These graphs are characterized by having
all inputs and outputs available in parallel, and no loops (i.e., loops are unfolded). From such
dependence graph it is possible to derive an implementation by assigning each node of the graph to
a different processing element (PE), and by adding delay registers to synchronize the arrival of data
to the PEs. The resulting structure exhibits minimum delay (determined by the longest path in
the graph) and optimal throughput (for multi-instance computations), but may require complex or
expensive interconnection structure and I/0 bandwidth. and large number of units. The suggested



methodology deals with these problems, while still attempting to preserve the features inherent in
the dependence graph.

We have applied a preliminary version of this methodology to the algorithms for matrix multi-
plication and LU-decomposition. We use transformations which incorporate a subset of the design
issues listed above. Although some of these transformations seem to be of general application. oth-
ers seem appropriate only for specific cases. The proposed research is oriented towards identifying
and providing a formal definition of a general set of transformations.

In the next section, we define the specific problem that this proposed research addresses. In
section 3, we review previously proposed methodologies for the design of arrays, pointing out their
major benefits and disadvantages. Section 4 describes the basic transformations in a preliminary
version of our systematic methodology, and illustrate the use of these transformations by applying
them to the algorithms for matrix multiplication and LU-decomposition.

2 Scope of the Proposed Research

The problem of devising a systematic design methodology for arrays of processing elements has
been studied by several researchers, but it remains unsolved in many aspects (2]. As the problem is
quite large and complex, it is necessary to focus on a subset of important issues, and address those
issues specifically. We indicate now the scope of the proposed research.

21 Areas of Application of the Methodology and Admissible Algorithms

In a review of parallel processing algorithms and architectures for real-time signal processing,
Speiser and Whitehouse [5] have shown that the major computational requirements for many im-
portant real-time signal processing tasks can be reduced to a common set of basic matrix oper-
ations. For example, critical signal processing tasks include adaptive filtering, data compression.
beamforming, and cross-ambiguity calculation. For these applications, the basic set of required
matrix algorithms includes matrix-vector multiplication. matrix-matrix multiplication and addi-
tion, matrix inversion, solution of linear systems, eigensystems solution, matrix decompositions
(LU-decomposition, QR-decomposition, singular value decomposition). Since these matrix opera-
tions provide a large portion of the burden for real-time signal processing, such burden has limited
the adoption or even the comprehensive evaluation of new signal-processing algorithms, permitting
them to be applied only to small problems in off-line computations, or to limited data sets [5].

Thus, this research is oriented to fulfill needs in the area of high-speed implementations of
matrix computations. for fields such as signal and image processing, pattern recognition, and control
systems.

The objective of this research is to devise a systematic design methodology for arrays of PEs
for matrix computations. We have selected matrix algorithms for the following reasons:

i) 'Matrix algorithms are compute-bound, requiring concurrent implementations to achieve high
computation rates.
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ii) Matrix algorithms can be decomposed into regular subcomputations, thus they are suitable
for implementation as a collection of regularly connected PEa.

iii) Matrix algorithms scale regularly, so that implementations can be devised for small matrices
and the results extended to larger ones.

iv) Real-time implementation of matrix algorithms are highly desirable, as discussed in sec-
tion 2.1.

2.2 Design Methodology Based on Graph Transformations

In the proposed methodology, the original representation of the algorithm (a graph) is transformed
into a form suitable for implementation (the properties of the graph are discussed later). Thus, our
methodology follows a transformational approach, the same as other previously proposed schemes.
Transformations are guided by implementation restrictions which render the original graph not
feasible as an implementation. The objective is to provide a unified treatment of algorithm features
and implementation restrictions.

Our method deals explicitly with the restrictions existing for a given implementation. Those
restrictions include I/O bandwidth, utilization of PEs, limited data broadcasting, interconnection
and communication structure, number of operation units. The designer must select from such
restrictions those which are relevant for a particular implementation, resulting in different alterna-
tives depending on the restrictions selected and the order in which those restrictions are taken into
account. This is in contrast to other proposals, where emphasis is placed mostly on interconnection
regularity and strictly nearest-neighbor communications. The remaining implementation issues are
largely ignored during the application of those methodologies, although for a given algorithm such
issues might be as important as the ones considered.

2.3 Number of Instances of the Computation

An important parameter that influences a suitable implementation is the number of times that an
algorithm is executed on independent data. Pipelined implementations are effective only in cases
where this number is large with respect to the number of stages in the system. On the other hand.
if the algorithm is computed just once, only parallelism is effective to reduce the computation time.
Thus, we must distinguish between implementations for multi-instance and for single-instance
algorithms, and deal with them differently.

The proposed methodology addresses multi-instance and single-instance computations. Some
of the transformations exploit pipelining of input data and of intermediate results, to enhance
concurrency and reduce communication requirements. In these cases, the objective is to increase
throughput. Thus, the target of those transformations are multi-instance algorithms, or computa-
tions which can be decomposed into multiple instances of basic algorithms. Other transformations
are oriented to reduce the computation time of the algorithm. and are appropriate for a single
evaluation of the computation. The selection of suitable transformations depends on this degree of

multiplicity.
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2.4 Degree of Automation in the Design Process

For a transformational methodology, an important issue is the degree of automation desired in the
process. Many methodologies proposed in the literature state as their goal to completely automate
the design process. However, selecting a good transformation at any step in the process is not an
obvious task. unless the number of choices is small and they can be evaluated exhaustively. Straight-
forward transformations may fail, so that the synthesis procedure usually requires creativity from
the designer.

The proposed design methodology is oriented towards assisting the human designer, providing
him/her with a flexible tool able to incorporate the design requirements. The design process is an
iterative, perhaps interactive, procedure in which the designer selects a transformation from a set of
feasible ones, applies it, and evaluates the result according to some performance and cost measures
defined for the implementation. In this way, the design becomes a search in the space of solutions
available through the transformations. for the alternative which offers the best cost-performance
trade-offs. This search is assisted by the methodology.

2.5 Model of Computation for the Implementation

Our methodology uses a synchronous model of computation for the implementation, that is, all cells
in the array operate synchronously, and all data transfers are performed simultaneously. There are
no pre-defined restrictions regarding interconnection and communication structure, or I/O data
bandwidth. Thus, the methodology is not restricted to a particular architecture.

2.6 Criteria for Optimality and Evaluation of Implementations

Criteria for optimality and evaluation of implementations are controversial, since the definition of
optimality may not be the same for every implementation. The design of VLSI circuits has used
A, T, AT and AT 2 as measurements of efficiency (where A is area and T is time) [6],[7]. These
measures have been used as -lower bounds to solve problems in the VLSI domain" [6].

If an array of processing elements was to be fabricated as a single VLSI device, then the use
of these measures would have the same value as for any other VLSI design. However, it is usually
the case that implementations of arrays with current technology do not fit into a single VLSI
circuit for most practical examples. Instead, these implementations are arrays of devices, with one
or several components per PE [8], [91, [101. In this context, area-time tradeoffs are no longer as
meaningful as in the VLSI domain. Furthermore, area might be a complex function of the number
of PEs, number of buffers, interconnection pattern, etc. [111. Instead, significant parameters may
be number of devices (or PEs), throughput, I/O bandwidth, or others. In spite of these facts, the
measures mentioned above have been used to evaluate systolic structures (11], [121, where area has
been computed as number of PEs. Note, though, that the advent of wafer scale integration (WSI)
may bring the former measures back into adequate use.

We suggest to avoid pre-defined criteria for optimality. Our approach to this issue is to provide

in the methodology enough flexibility so the designer can choose the measures of interest for the
implementation, and evaluate such implementation according to those measures. In this manner.
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the methodology exhibits adaptability for different technologies as they evolve in time.

Thus, we propose to devise a methodology in which measures of efficiency and optimality in
the design are selected by the designer, from a predefined set, tailoring these parameters to the
implementation at hand. This set of measures includes delay (i.e., computation time), throughput.
number and utilization of operation units, speed-up, efficiency (i.e.. speed-up over number of units).
The methodology should provide a mechanism to define such measures, and procedures to evaluate
with respect to those measures different designs resulting from the methodology.

2.7 Description of the Algorithms

The description of an algorithm is very important, since the outcome of the methodology depends
on it. Possible description tools are mathematical expressions, program with loops, program in a
parallel high-level language, graphical description (we discuss later the impact of the description
of the algorithm on the methodologies proposed in the literature). Our approach uses a graphical
description of the algorithm. as indicated below.

Fully-Parallel Graph as Description Tool

We have selected a fully-parallel dependence graph to describe the algorithms. In such graph, nodes
represent the operations and edges correspond to data communications. All inputs are assumed
available simultaneously, and all outputs are available as socn as they are computed. Loops are
unfolded completely, and branches are expressed explicitly.

The graph doesn't include synchronization of the arrival of data to the nodes. Thus, nodes fire
when their operands become available, same as data-flow graphs. The major difference between
data-flow graphs and fully-parallel graphs is the absence of "tokens" in the latter. These tokens
are not needed, since the model of computation we use for implementation is synchronous, and
the arrival of data to the nodes is synchronized as the result of graph transformations during the
application of the methodology.

We select to use a fully-parallel dependence graph to describe the algorithms, because such
notation exhibits the intrinsic features of an algorithm. From the dependence graph it is possible
to derive an implementation by assigning each node of the graph to a different processing element
(PE), and by adding delay registers to synchronize the arrival of data to the PEs. Figure I shows
an example of this approach. The resulting structure, which is a pipelined implementation of the
graph, has the following features:

* minimum delay (determined by the longest path in the graph)
* it provides a new result every cycle (throughput T = 1[evals/clycle])
e optimal utilization of PEs when computing multiple instances of the algorithm

However, the pipelined implementation of the graph may require complex or expensive ir'tercon-
nection structure and/or I/0 bandwidth, and large number of units. The proposed methodology
deals with these problems, while still attempting to preserve the features inherent in the dependence
graph.
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Figure 1: A dependence graph and its pipelined implementation

2.8 Mapping of Problems Larger than Array Size

Computational arrays are usually characterized by the size of the array, which defines the size of
the problems that can be solved in such arrays. Many applications often require the processing of
large matrices, but it is not feasible to build an array as large as the dimension of such matrices.
A similar situation arises when the same array is used to solve problems of different size. In these
cases, it becomes necessary to decompose the problem into subproblems, so that the subproblems
fit into the target array. This is known as the partitioning problem.

We expect to include the partitioning problem in our methodology, since we envision partitioning

as an integral part of it. The dependence graph of an algorithm is drawn for the size of the problem,
not for the size of the target array. In this way, all data dependences are available to the designer
to manipulate them in the most convenient manner.

2.9 Formal Definition of Transformations

Since the proposed methodology is a transformational one, it is necessary to identify a general
set of transformations. In addition, it is extremely important that the transformations are proven
correct, since the methodology relies on them to achieve its objectives. Thus, it must be proved
that for any algorithm the application of a transformation on a dependence graph preserves the
function which is expressed by such graph. If such proof exists, the implementations resulting from
the application of the methodology will not need to be verified. An implementation is obtained as
the result of applying correctness-preserving transformations, and the sequence of transformations
itself serves as a constructive proof of correctness of the implementation.

As a consequence, a formal definition and proof of correctness of each transformation is nec-
essary. We expect to achieve this formalism using some symbolic representation of the transfor-
mations. so that the same symbolism may be used to prove correctness. Methodologies which use
mathematical expressions as the description tool have this property already included. Those that
follow other transformational approaches have also had to deal with this issue. Note that we advo-
cate the use of the formalism only to prove the correctness of the transformation, and not as part
of the methodology.
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In (13], Sheeran uses graphical descriptions to illustrate some transformations formally defined
in uFP, an algebraic VLSI design language based on functional programming, We envision an
approach in the opposite direction, namely each transformation on the graph has an algebraic
counterpart that proves it correct.

We have presented the scope of our proposed research, indicating our approach to face the
problem. In the next section, we review previously proposed methodologies for the design of arrays
of PEs, and look into how those proposals relate with our approach to the problem.

3 Previously Proposed Methodologies for the Design of Arrays

The development of a systematic methodology for the design of arrays has been actively pursued
recently. In [2], Fortes et al. review seventeen different methods for the design of algorithmically
specified systolic arrays, and new ones have been suggested since then. Fortes et al. conclude that
the most common characteristic of the proposed methods is the use of a transformational approach.
i.e.. "systolic architectures are derived by transforming the original algorithm descriptions that are
unsuitable for direct implementation." In other words, the proposed systematic design methods
consist of transformations of a high-level specification of a problem into a form better suited for
implementation.

Although the proposed approaches can be useful to accomplish certain design tasks, they have
limitations. The methods are, in general, unable to incorporate implementation restrictions such
as number of I/O pads, lower-bound on the utilization of processing elements, or limited data
broadcasting. Furthermore. the success in achieving their goal is not convincing as suggested by
Fortes et al., who state that "from a global point of view, it is clearly indicated that the two largest
limitations in the state of the art of existing transformational systems are the non-existence of
powerful systematic semantic transformations and the inability to systematically achieve optimality
in the resulting designs" [2].

In this section, we review previously proposed methodologies for the design of arrays. First, we
discuss some classifications of those methodologies, and later look into the impact of the algorithm
description in the resulting implementations.

3.1 Classifications of Methodologies

There are several alternatives to classify methodologies for the design of arrays of PEs. Fortes et
al. [2] characterize existing transformational approaches as follows:

i) How algorithms are specified. that is, what mechanism or tool is used to present the algorithm
to the transformational methodology. This can be a high-level language description, pseudo-
code, mathematical expressions, or even a natural language description.

ii) What formal models are used, that is, what representation is used to abstract the relevant
features of an algorithm. This model can be based on the functional semantics of an algorithm
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(i.e., algebraic expressions), on the structure of an algorithm (i.e., a graph), or a geometric

description of the algorithm.

iii) How systolic architectures are specified, that is, what hardware model or level of design is
used to describe the array.

iv) What types of transformations are used on and between the representations. That is, whether

transformations are systematic or ad-hoc, and whether they are used to go from one type of

representation to another, or to the same type of representation but at a different level.

Emphasizing on how and at which level the proposed transformations are applied, Li and
Wah [11] classify the methodologies as follows:

1. Transformations performed at algorithm representation level, and direct mapping made from

this level to architecture.

2. Transformations performed at algorithm-model level (i.e., at the level corresponding to item
(ii) above), with procedures for deriving the model from the algorithm representation and for

mapping the model into hardware.

3. Transformations performed on a previously designed architecture to obtain a new architecture.

4. Transformations performed to map a systolic architecture into the function implemented, and
to prove the correctness of the design.

From these classifications, we can recognize the importance of the description of an algorithm.
Description tools being used are:

* mathematical expressions
* graphical descriptions
e loops and begin-end blocks

* programs in high level language

We look now into how these description mechanisms have been used on the different method-

ologies. We can anticipate tht although some transformations available with those descriptions

may be powerful, the resulting schemes are suitable only for the classes of algorithms which have

representations as required by the corresponding methodology (i.e., uniform recurrence equations.

canonical algebraic expressions, recursion equations. program with loops). Furthermore, it is not

always clear whether adequate transformations can always be found with those descriptions, and

the target architectures may be restricted as a result of those tools.

3.2 Algorithm Descriptions

We focus our discussion on the impact that the description of the algorithm has on the results

obtained with the proposed methodologies. In most cases, the objectives pursued by the transfor-

mations are the same, namely to eliminate data broadcasting, and enhance local communications
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and regulaxityo Only the form of the transformations is different, since the representations are
different.

Our methodology is not too distinct in this respect, since we also apply transformations to a
description of an algorithm (a graph), with similar objectives. Consequently, some of the underlying
ideas in the methodologies discussed here are suitable to our approach. The main difference relies in
our attempt to incorporate most implementation restrictions, if not all, as part of the design process.
This is in contrast to the other schemes, where implementation issues such as I/O bandwidth, for
instance, are a result of the application of the methodology, with no control over it.

Methodologies that require the algorithms to be described in a particular manner are limited
to those algorithms that have such a description. That is the case, for instance, of those schemes
which use recurrent expressions. Since our approach is more general than that, requiring only to
draw the dependence graph of the algorithm, it might be the case that for certain specific classes
of algorithms other methodologies are more convenient. We have no definite answer regarding this
issue yet. Thus, our discussion below about previously proposed methodologies doesn't address
this topic.

Mathematical Expressions

The manipulation of mathematical expressions to derive arrays of PEs allows to apply powerful
algebraic transformations to an algorithm. These transformations attempt to enhance pipelining
and local communications by index transformations, that is adding indices to existing variables.
renaming variables, or introducing new variables. The resulting expressions are in some "canonical"
form, which corresponds to structured sets of computations written as recurrence relations or nested
loops [14].

Kung and Lin, for example, have proposed an algebra for systolic computation [15]. Algebraic
transformations are applied to the algebraic representation of an algorithm to obtain an algebraic
representation of a systolic design. They use this algebra to derive designs which have what they
call the "systolic property," that is, designs where broadcasting has been replaced by distributing
common data to different destinations at different times. Such design is represented as a Z-graph.
where there is an edge for each variable and a node for each computation. Edges have labels of
the form z - k , where k denotes the delay between nodes. The Z-graph representation is readily
mappable to hardware.

Guerra and Melhem [14] address the design of systolic systems with non-uniform data flow.
based on a subset of the data dependences extracted from the original problem specification. Their
approach identifies chains of dependent computations which are converted into recurrence equations,
and then maps the new specification into hardware.

Li and Wah [11] formulate the design as an optimization problem, where the search space is
polynomial on the problem size. They propose a methodology for the design of optimal pure planar
systolic arrays for algorithms that are representable as linear recurrence processes. using completion
time T or area-time AT 2 as figures of merit for the design. Their systolic designs are characterized
by three parameters, namely velocities of data flows, spatial distribution of data, and periods of
computation. They express completion time and hardware complexity in terms of these parameters.
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Quinton (161 uses a set of uniform recurrent equations over a convex set D of cartesian coordi-
nates as the description of the algorithm. The proposed methodology first finds a timing function
compatible with the dependences of the equations, and then maps the domain D into another
finite set of coordinates. However, it is not clear how the mapping is systematically performed.
Furthermore, the method is limited to cases where one of the data streams is dependent on other
data streams [17].

Weiser and Davis [181 propose a method for treating sets of data as wavefronts entities, and
apply transformations to the wavefronts. The problem is presented as operations on sets of data,
using a KM function on such data. Thus, wavefronts, KM functions and the transformations need
to be identified. The method is best applicable to algorithms that can be described by relatively
simple and concise mathematical expressions [2].

The nature of the mathematical expressions used in these methods may lead to inadequate
conclusions regarding the features of an algorithm. A significant example of this situation is found
in the pioneering work of Kung [19), where he concluded that "LU-decompositiou, transitive clo-
sure, and matrix multiplication are all defined by recurrences of the "same" type. Thus, it is not
coincidental that they can be solved by similar algorithms using hexagonal arrays." A similar state-
ment is found in (20]. However, matrix multiplication and LU-decomposition have quite different
dependence structures, so that they are not mapped efficiently into similar arrays [21].

Furthermore, schemes using mathematical expressions are suitable only for the classes of al-
gorithms which have representations as required by the corresponding methodology (i.e., uniform
recurrence equations. canonical algebraic representations, recursion equations).

Loops

Program with loops as the starting point of a methodology have been used in [201 and [22]. In [201,
Moldovan first "transforms the algorithm with loops into a highly-parallel form suitable for VLSI.
and then transform the resulting algorithm into a systolic array." The idea is that the data depen-
dences of the new structure can be selected in the transformation process. Unfortunately, this work
does not describe a systematic way to find the transformation [16]. Moreover, it is suited only to
the class of algorithms which can be described by programs with loops (or recurrence equations) [2].

Miranker and Winkler's work [22] is similar to Moldovan's approach. Extensions are the rewrit-
ing of expressions by using properties of the operators in an ad-hoc manner, and the use of graph
embeddings based on the longest path of a computation graph when such graph is too irregular.
Theoretically, this approach applies to any algorithm, although systematic design seems possible
only for those algorithms described by programs with loops (21.

Moldovan's work brings up an important issue which has also been recognized as such by other
researchers: the data dependences are the clues to potential transformations [17]. Moldovan's
approach uses this fact to perform linear transformations on those dependences, with the main
goal of eliminating data broadcasting and global communications. Our approach also uses the data
dependences, although we do not require the algorithm to be described in terms of loops.
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Graphical Descriptions

Since data dependences in an algorithm contain relevant information required for ;tn implementa-
tion, it seems appropriate to use those dependences as the description of the algorithm, and the
starting point of a design methodology. We discuss now some approaches in this direction.

Ramakrishnan et al. (23] proposed a formal model for a linear array of processing elements,
and graph representations of programs suitable for execution on such a model. These graphs were
defined as homogeneous graphs, which are a more limited class of program graphs than general
data-flow graphs. In particular, homogeneous graphs have the same number of edges into and out
of every node, excepting those nodes representing sources or sinks of data (i.e., inputs or outputs,
respectively). The proposed methodology first partitions the graph into sets of vertices that are
mapped into the same processing element. In a second step, a syntactically correct mapping
is used to map computation vertices onto processors and time steps, and labels and edges to
communication delays and interconnections [2). This methodology applies only to homogeneous
graphs with connected subgraphs satisfying certain properties. Moreover, the method can only be
used to generate linear arrays (2].

Another graphical approach has been pursued by Barnwell and Schwartz [24]. This method
starts with an algorithm described as a fully-specified flow graph, that is, a directed graph in
which nodes represent operations and edges represent signal paths. Nodes are also used to represent
delays explicitly, when those delays are part of the algorithm (e.g., digital filters). This description
tool seems to be almost the same as the fully-parallel graph we use in our approach. The major
differences are the requirement on the nodes to be fundamental operations performed by the cells in
the implementation, and the fact that this approach is oriented to implementations with identical
cells. The latter characteristic arises as a result of targeting the methodology to implementations
in multiprocessors.

Barnwell and Schwartz use two different models of computation: a synchronous model, which
they associate with systolic arrays, and a "skewed single instruction multiple data" model (SSIMD),
where the same program is executed in each cell in the array, and that program realizes exactly
one time-iteration of the flow-graph. In other words, they exploit the multi-instance property of
algorithms to allocate a separate processor to each instance of the computation. We have provided
a more formal characterization of this situation when comparing implementations using replication
and pipelining for multiple-instance algorithms [3].

Barnwell and Schwartz claim that since systolic arrays are characterized by synchronous data
transfers, flow-graphs are constrained to have every output from a cell terminated by a delay
node (or pipeline register). Hence, "the generation of systolic solutions for flow-graphs reduces
to the distribution of delays nodes throughout the flow-graph." Their methodology consists of
systematic manipulation of the flow-graphs into systolic forms, using theorems from graph theory.
Although their assertion is true, the methodology is not as general as we claim necessary since it
doesn't deal explicitly with other important issues such as input/output bandwidth, limited data
broadcasting, or lower bound on efficiency. Furthermore, their transformations are ad-hoc instead
of systematic [2].

Jover and Kailath [25] proposed a pseudo-graphical approach. They introduced the concept
of lines of computation LOCs, which are useful to determine whether a given topology is suitable
for systolic computations. LOCs are a summary of an architecture in time or space, and some
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properties of the architecture can be inferred from such LOC. Jover and Kailath's work includes
the definition of systolic-type arrays, a generalization of systolic arrays where there may be different
cells not only at the boundary of the array, but also inside. This idea deserves to be considered,

since implementations may benefit from not being restricted to identical cells. However, LOCs are

not general since they require the computation of the algorithm to be distributed through the array
(i.e., they do not allow a result to be "accumulated" locally in a cell). Moreover. LOCs are not
really a design methodology.

Approaches Using High-Level Languages

General purpose high-level languages have also been used as the starting point of design method-
ologies. Lam and Mostow (261 use a high-level algorithm description language, and model the
design process as a series of transformations on this description. They rely on the human designer
to decide which transformation to apply, instead of aiming towards a fully automated approach.
A computer-aided transformational tool is used to assist the designer in the process. The design
process first performs software transformations on the description of the algorithm to prepare it for
systolic implementation. This initial transformation converts the algorithm into a representation
composed of highly repetitive computations, expressed in terms of nested-loops and begin-end
blocks. This step includes the annotation of the algorithm description with statements to indi-
cate how subfunctions should be evaluated, such as "in parallel" or "in place" (i.e.. sequentially
within the same unit). The automated software tool knows how to map such constructs onto hard-
ware. Then, a sequence of hardware allocation, scheduling and optimization phases are applied
iteratively. The optimization phase is guided by the user, who selects the transformations to ap-
ply (261. The method can only process algorithms with simple loops and begin-end blocks, simple
unnested function calls, scalar and array variables. It cannot deal with other high-level software
constructs (2].

The underlying approach and some of the transformations used in Lam and Mostow's work is
quite similar to what we propose for our research. The main difference is due to the representation
of the algorithm. Lam and Mostow claim that "approaches that abstract a computation in terms of
its data dependencies assume that the computation has already been decomposed into operations
corresponding to the behavior of individual cells. This assumption is impractical for complex
computations where the design process may depend on details of internal cell behavior." While
this may be true for some of the methodologies proposed in the literature. we believe that exploiting
those dependencies through a methodology which exhibits them clearly provides more elements to
face the design task and achieve suitable implementations.

Chen [17] uses a general purpose parallel programming language as the description tool. An
algorithm specified in such language is improved by transformations that remove broadcasting
and limit the number of fan-ins and fan-outs. Another phase of transformations incorporates
pipelining and attempts to fully utilize the hardware resources. These transformations are algebraic
manipulations on the expressions in the parallel programming language. so that the language must
be amenable to algebraic modifications. Thus, the approach is highly mathematical and therefore
subject to the same limitations as described before for schemes based on mathematical expressions.
Furthermore, it incorporates only the implementation issues indicated above.

Chapman et al. [271 use the OCCAM programming language for algorithm description, sim-
ulation and eventually implementation. Although the proposed approach yields programs which
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could be used on an array of Transputers (the INMOS processor), the objective of this work is the
utilization of the OCCAM algebra to aid in the design. Chapman et al. claim that an OCCAM
program can be interpreted as an algebraic description of a regular army architecture that imple-
ments a given algorithm. The OCCAM program can be transformed and. as long as the algebraic
rules are adhered to, the designer can assume that the program will implement the same algorithm.
However, there is no systematic way to perform those modifications, neither a mechanism to enforce
only valid transformations.

3.3 The Partitioning Problem

The methodologies proposed in the literature have not explicitly considered mapping of problems
larger than the size of the array. This problem has been studied extensively in other contexts, and
ad-hoc solutions have been suggested in a manner similar to the design of arrays (28], [29], [30], [31].
These schemes basically assume the existence of an array, and partition the problem to map it into
such an array. In the process, they may resort to transformations of the original problem so that
it fits in the array (e.g., transforming a full matrix into a band matrix). These approaches require
extra computational work to first decompose the problem, and then to combine the results from
the component parts since they may overlap. Alternatively, such schemes may require different
types of arrays to implement the sub-algorithms that compose the original problem. Our approach
to the partitioning problem is different, since we intent to incorporate it as part of the design
methodology.

3.4 Criteria of Optimality

Most proposed methodologies do not deal explicitly with optimality. They address some implemen-
tation issues, in particular nearest-neighbor communications and regular structure, without further
evaluation of the results. In general, the methods are unable to systematically achieve optimality
in the resulting design [2].

However, a few papers have addressed the topic of optimality in the design (11], [12]. For
example, Li and Wah [11] proposed a methodology which measures the merit of a design in terms
of the computation time (T), or the product of the VLSI area and the computation time (AT). or
the product of the VLSI area and the square of the computation time (AT 2 ). The effectiveness of
these measures has been discussed in section 2.6.

Ramakrishnan and Varman [12] present a family of linear-array matrix multiplication algo-
rithms on a pipelined linear array. These algorithms exhibit a tradeoff between the number of
processing cells and the local storage in a cell. However, the total time and storage requirements
remain invariant in this tradeoff. This work provides different schemes to multiply matrices in
linear arrays, all with the same area (defined as the product of the number of cells and the storage
per cell), and the same computation time. However, it doesn't address the issue of optimality for
other implementations of matrix multiplication, neither of other algorithms.
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3.5 Basic Limitations in Previously Proposed Methodologies

From this review of previously proposed methods for the design of arrays of processing elements,
we can conclude that the goal of devising a systematic methodology for this type of structures is
far from being achieved. Some limitations of proposed methodologies are easily identified. Among
them, we can mention the following ones:

i) Most of the proposed methodologies are oriented towards the design of standard structures
(i.e., systolic arrays). However, such structures might be non-optimal for a particular algo-
rithm.

ii) Proposed methodologies do not take into account certain implementation restrictions such
as I/O bandwidth, lower bound on utilization of PEs, limited data broadcasting capabilities.
They deal mainly with interconnection structure of the resulting arrays, and removal of data
broadcasting.

iii) Proposed methodologies are too restrictive regarding the form and the implementation of the
algorithms. That is:

" they are suitable only for algorithms which can be expressed in a given form
" they have strict implementation requirements regarding classes of PEs, fan-in/fan-out

characteristics, data broadcasting
iv) Description tools used may not convey all the information about an algorithm, leading to

inadequate conclusions.

v) Proposed methodologies do not have well defined criterias for optimality in the design.

vi) There is no systematic evaluation of implementation parameters.

In the next section, we present the basic features of a preliminary version of our methodology,
which attempts to solve some of the current problems in this field.

4 A Graph-Oriented Design Methodology for Arrays of PEs

We present now the basic features of a preliminary version of a systematic design methodology
for arrays of PEs. This is a transformational methodology, which uses a fully-parallel dependence
graph as the description of the algorithm. In such graph, nodes represent the operations and edges
correspond to data communications. Transformations are applied on the graph to incorporate
implementation restrictions. The specific transformations depend on the particular parameters
of interest at a given time. The graph used in this approach is called fully-parallel, because all
inputs are assumed available simultaneously, and all outputs are available as soon as they are
computed. The graph doesn't include synchronization of the arrival of data to the nodes. since
such synchronization is accomplished as a result of the methodology.

We have applied this preliminary version of the methodology to the algorithms for matrix
multiplication and LU--decomposition. We have used transformations which incorporate a subset
of the issues arising in a design. Although some of these transformations seem to be of general
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application, others seem appropriate only for specific cases. The proposed research is oriented
towards identifying and providing a formal definition of a general set of transformations.

We first describe some transformations to dependence graphs, under certain constrains of in-
terest. Later, we will apply such transformations to specific algorithms.

4.1 Restricting I/O bandwidth

Let's assume that the I/O bandwidth of an implementation is limited, so that it is not feasible
to provide the bandwidth needed by the fully-parallel dependence graph. In such case, the en-
tire parallelism available in the algorithm can't be exploited, due to lack of data. Under these
circumstances, the implementation of the graph is data-bound.

To take the I/O restriction into account, we modify the dependence graph by introducing
additional nodes to represent the input/output pads. Since these pads are shared by different edges
of the graph, we need to modify the graph so that no contention resulting from the use of the
shared resource arises. To achieve this for output pads, we add delay nodes to some of the edges of
the graph. For input pads, the data is delayed because it is brought into the computing structure
serially through the pads. In this way, we modify the fully parallel-graph by introducing time-
multiplexing of the shared resource (i.e., the pads). The application of this transformation has the
following characteristics:

" The I/O restriction is applied either to input or output pads first.

As a consequence of restricting the input pads. the requirements for output pads may decrease
since all results may not be available at once. A similar situation is true for input pads if
output pads are restricted.

" The assignment of edges of the graph to input/output pads is performed using the length of
the paths in the graph as the selection criteria. For simplicity, we describe the methodology
for output pads only. This is accomplished as follows:

" edges belonging to shorter paths are assigned to the output pads first, expecting that
longer paths can use those pads at a later time.

" when paths have identical length, we use the knowledge about the algorithm to carry
out the assignment.

Figure 2 shows this class of transformation for the output portion of a given algorithm. In
this example, k groups of n outputs each have been multiplexed into a single set of n outputs.
Delay nodes have been added to the edges of the graph to avoid contention for the output pads. as
indicated above.

Restricting output pads implies that more than one cycle is needed to read results out of the
processing array. Similarly, the restriction in input pads forces to use more than one cycle to load
the data into the processing structure. Thus, throughput T = l[eval/cycle] is no longer possible.
Therefore, a pipelined implementation of the modified graph will not result in optimal utilization
of operation units. Additional transformations to increase such utilization will be described later.
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Figure 2: Restricting I/0 bandwidth: output pads and delays added to matrix multiplication

4.2 Removing Data Broadcasting

We describe now a transformation to eliminate data broadcasting by replacing it with data pipelin-
ing. We apply the following methodology:

" For each broadcasted data element, identify all paths in the graph from the broadcast point
to the outputs. Compute the length of each of such paths to the corresponding outputs. Add

a new node to the dependence graph, representing a delay element, with its input connected
to the broadcasted data. Connect all paths of broadcasted data, excepting the longest one,
to the new node. Repeat this process if broadcasted signals remain present in the graph.

Figure 3a shows this transformation. In this case, two iterations adding delay nodes were

required because the topmost broadcasted signal reaches three nodes.

" After all broadcasting has been removed, synchronize the arrival of data to the nodes by
adding delay nodes in the shorter paths. This can be achieved by adding the delay nodes
using breadth-first search starting from the nodes associated with the data inputs. Figure 3b
shows this new transformation.

" Combine computation nodes and delay nodes wherever possible. Replace delay nodes at the

input by delaying the input of data itself. Figure 3c depicts this modification.

If a broadcasted data element has equally long paths through the graph. placing the delay nodes

would require exhaustive search to identify which paths should not be delayed. Such selection has
to be evaluated in terms of the design parameters. To reduce this problem, it is possible to perform

the selection taking advantage of knowledge about the algorithm. Such a situation is illustrated in

section 4.5, where this kind of transformation is applied to specific algorithms.

4.3 Utilization of PEs

As pointed out in section 4.1. a graph which has been modified by a transformation such as

restricting I/O bandwidth might not have throughput T = i(eval/cyclel. In such a case, a pipelined

implementation of the dependence graph yields suboptimal utilization of units. It is possible to

improve that utilization by assigning several nodes of the graph to each PE. To do so, we modify
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Figure 4: Utilization of PEs: collapsing identical paths

the graph by collapsing groups of nodes into a single node, and assigning the resulting node to a
PE.

Our methodology carries out this transformation as follows:

9 Annotate each node with the time at which it is used. This information is obtained by
traversing the graph from input to output. We assume the same computation time for all
nodes.

e Collapse identical paths in the graph which have different utilization time.
e Serialize onto the resulting input path the data used for the different paths which have been

collapsed.
9 Assign each of the collapsed nodes to a different PE.

Figure 4 shows an example of this approach. The utilization time annotated in the nodes
suggest that these two paths can be collapsed as depicted.

To extend the capabilities of this transformation, we may move delays existing in the dependence
graph up or downstream. In this manner, we may manipulate the nodes of the graph so that
identical paths, suitable for collapsing, have different utilization times. Examples of this situation
are shown in section 4.5.

4.4 Removing Input Data Bottleneck

There is another approach towards solving the problems created by a restricted I/0 bandwidth.
If input pads do not provide enough capability to transfer all needed data at once, the data input
process becomes a bottleneck in the implementation. An identical situation is true for output data
and output pads. In such cases, it is possible to separate the computation from the transfer of
data into or out of the processing structure so that one instance of the algorithm may be under
computation, while data belonging to another one is being transferred to/from the system.

Figure 5 depicts this situation. In this figure, three data elements are used three times to
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Figure 5: Removing input data bottleneck

perform independent computations in three different units. For the fully-parallel implementation
three different input pads are needed, all of them carrying the same data but in a different order.
Consequently, the data can be input once, and circulated through a ring structure. If a single input
port exists, it can be used to input the data serially through a shift-register structure. After the
three elements have been loaded into the shift-register, they are transferred simultaneously to the
ring. While these elements are used for computation, a new set of data values is brought into the
structure.

The approach requires additional memory elements to store the data. but allows to achieve
the degree of parallelism permitted by the dependence graph under a restricted I/O bandwidth
situation. Those memory elements can be organized in such a way as to reduce the interconnection
requirements of the computation, as shown by the shift-register in Figure 5.

4.5 Application of the Transformations

In this section, we illustrate the application of the proposed methodology to matrix multiplication
and LU-decomposition. We show that the application of different transformations to the depen-
dence graph of an algorithm may lead to entirely different architectures. We present the dependence
graph of these widely used matrix computations, and use them as target for the application of the
methodology outlin' here.

4.5.1 Matrix Multiplication Algorithm

The algorithm for multiplication of square matrices is described by the dependence graph in Fig-
ure 6. It basically consists of a collection of n2 inner-product trees. From the graph, we can infer
the following properties of the algorithm:

@ each input data element is used in n inner-product trees. This indicates that broadcasting
of input data is required.

* inner-product trees are independent among themselves: they depend only on the input data.
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Figure 6: Matrix multiplication dependence graph

* a pipelined implementation of the graph has delay 0(logn) and throughput T = 1[eval/cycle].
Such implementation requires an I/O bandwidth 0(n 2 ), and broadcasting of the input data.

Several schemes have been proposed for matrix multiplication. Among the most popular im-
plementations, we can list the hexagonally connected mesh proposed by H.T. Kung [191, and the
quadratic array suggested by Speiser and Whitehouse [5]. Neither of these schemes has resulted
from a systematic evaluation of the various implementation parameters.

4.5.2 I/O and PE Utilization as Main Restrictions in Matrix Multiplication

We assume that the I/O bandwidth is restricted by the implementation to 0(n). For simplicity,
we consider this restriction as 3n : one row or column from each of the input matrices, and one
row of the result. In such case, it is not possible to exploit the entire parallelism available in
the matrix multiplication algorithm due to lack of data. The minimum computation time is now
0(n + (logn)), since the entire matrix has to be loaded in n cycles. The throughput is now 0(n).
The implementation of this graph is data-bound.

To take the I/O restriction into account, we modify the dependence graph by restricting output
pads first as indicated in section 4.1. We introduce additional nodes to represent the output pads
and delays to avoid conflicts, as shown in Figure 7 for a n = 3 square matrix. Since all paths
in the graph are identical, we use our knowledge about the algorithm and place the delays in
main-diagonal-wise fashion (column-wise or row-wise approaches are also possible).

A pipelined implementation of the modified graph has low utilization of units because. in spite of
the delays added, all nodes in the graph are evaluated simultaneously but only once every n cycles.
To improve the utilization, we move the delays upstream in the dependence graph, as shown in
Figure 8. The utilization times annotated in this graph indicate that now nodes are computed at
different times. We collapse identical paths with different utilization times and serialize their input
data, as proposed in section 4.3. The resulting graph, shown in Figure 9, illustrates the need to
replicate data since the same data elements are needed either in different places and/or at different
times.

Data duplication may be eliminated in this case in a simple manner, because the interconnection
pattern of the replicated data elements is simple. The elements of matrix B are replicated in time
so that a single copy of such data is needed, which is accessed repeatedly. The elements of matrix
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Figure 9: Modified matrix multiplication algorithm: nodes collapsed
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A. on the other hand, exhibit a circular-shifting behavior. Storing this data in registers with the
same interconnection characteristics allows to keep only one copy of the data. Figure 10 shows the
structure resulting after these issues have been considered.

The dependence graph in Figure 10 has input bandwidth O(n 2 ), but input pads are used only
once every n cycles. Reducing the input pads to n produces an input data bottleneck situation.
which can be eliminated as suggested in section 4.4; that is. by isolating the input data process
from the computation. The modified graph is shown in Figure 11.

A pipelined implementation of the resulting graph has input data bandwidth requirements
within the constrains stated, and maximum utilization of the PEs. The operation of the system
is as follows: a pair of matrices is loaded in n cycles. After such matrices are stored in the input
registers, they are transferred simultaneously to the inner-product trees registers where they are
used for the next n cycles. In the meantime, another pair of matrices is being loaded in the input
registers. We call this a Multiple Tree architecture for matrix multiplication.

4.5.3 Regularity as Main Restriction in Matrix Multiplication

In this example, we are concerned with regularity in the design, nearest-neighbor communications,
no data broadcasting, and identical computation units.
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Since data dependences in the matrix multiplication algorithm are defined by the two input
matrices, we first draw the algorithm as shown in Figure 12. This is exactly the same as Figure 6.
but drawn with a two-dimensional input data flow.

In this case. we first attempt to eliminate data broadcasting by replacing it with data pipelining,
as suggested in section 4.2. Since broadcasted data paths are of the same length, we take advantage
of the knowledge about the algorithm and place the delay nodes in row-wise and column-wise
ordering. Figure 13 shows the result of applying the method to the graph in Figure 12. An
implementation of this graph has input bandwidth O(n 2 ), computation time (2n - 1), optimal
efficiency, and throughput 0(l).

Let's assume now that the input bandwidth of the implementation is restricted to 2n. Applying
the methodology described in section 4.1, we introduce nodes for the input pads and serialize
the data input process. As a consequence, we have created an input data bottleneck, and nodes
have different utilization time. We choose to collapse identical paths in the inner-product trees.
as shown in Figure 14. (Alternatively, we could attempt to isolate the data input process from
the computation, as suggested in section 4.4.) Thus, the parallel-input inner-product trees are
transformed into serial-input trees. The resulting graph is shown in Figure 15; it has bandwidth
3n. computation time (3n - 2), optimal efficiency, and throughput n. It corresponds to Speiser and
Whitehouse's systolic array for matrix multiplication (5].

Thus, we have shown that a systematic transformation of the matrix multiplication dependence
graph allows to obtain implementations with different architectures and performance characteristics.

4.5.4 LU-Decomposition Algorithm

The LU-decomposition computation is described by the dependence graph shown in Figure 16. This
graph depicts a varying degree of parallelism at different steps in the computation. and broadcasting
of intermediate results. Input data, on the other hand, is used in only one specific place.

From the graph. we can infer that this algorithm has a dependence structure quite different
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Figure 16: LU-decomposition graph

from matrix multiplication. However, when expressed as recurrence equations, both matrix multi-
plication and LU-decomposition have similar expressions. This fact has led several researchers to
suggest similar arrays for both computations, highlighting their similarity [19], I2O]. However, due
to the differences, those proposed arrays have low utilization of the PEs.

4.5.5 Data Broadcasting and Utilization as Main Restrictions in LU-Decomposition

In this example, we are interested in the elimination of data broadcasting and in maximizing the
utilization of the PEs. We first solve the data broadcasting problem. applyi.ng the methodology
described in section 4.2. The graph resulting from the application of this transformation to a 5 by
5 matrix is shown in Figure 17, which also indicates the utilization time of the nodes. This graph
is characterized by sets of sequential computations (depicted as diagonals of nodes in the figure ,
which are interdependent. An attractive result of the transformation applied is that data arrives
to the nodes synchronously, without the need to add extra delay nodes. No broadcasting is left.
but input data is needed throughout the graph.

An implementation of this graph could allocate each set of sequential nodes to a different PE.
In such a case, the input matrix needs to be pre-loaded on the array before computation may start.
The same scheme was derived through a different methodology in (20]. However, the effciency
of such approach is low, since different processors have widely varying number of operations to
perform. For example, the top leftmost PE has only one operation to compute (i.e.. only one node
of the graph), wh~ile the lower rightmost PE has n operations.

From the utilization time for each node in Figure 17, we can see that in each row of the graph
only one node is in use at every cycle. Therefore, it is possible to share one PE among the nodes of a
row by combining all nodes in each row of the graph into a single one. This corresponds to collapsing
paths in the graph where nodes have different utilization times. The resulting graph is shown in
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Figure 17: LU-decomposition graph without data broadcasting

Figure 18. A implementation of this graph leads to a triangular array for LU-decomposition, with
utilzation 0.732, twice that of other square arrays proposed for such computation (191,420].

5 Conclusions

We have presented a research proposal for the development of a systematic methodology for the
design of arrays of PEs for matrix algorithms. The proposed methodology uses a fully-parallel
dependence graph of the algorithm as the description tool, because such notation exhibits the
optimal features of the algorithm regarding delay, utilization of operation units, and throughput.
The methodology consists of the systematic application of transformations on the graph, to fulfill
restrictions which render the fully-parallel graph inadequate as an implementation.

We have described the features of a few basic transformations. Their application has allowed
us to show that different transformations on a graph may lead to entirely different computing
structures for a given algorithm. The selection of an adequate transformation is thus directed by
the specific restrictions imposed on the implementation of the algorithm. Those restrictions include
issues such as I/O bandwidth, regularity in the interconnection among processing elements (PIEs),
utilization of those PEs, limited data broadcasting, local communications, data synchronization.

We have presented the application of a preliminary version of this methodology to two known
matrix algorithms, namely matrix multiplication and LU-decomposition. We have shown that the
approach produces structures which correspond to proposed systolic arrays for these computations.
as well as structures which exhibit better efficiency than those arrays. The methodology has been
shown as capable to handle and relate features of the algorithm and the implementation. in a
unified manner.

Aldthough some of the transformations applied seem of general use, they are not an ex'haustive
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collection for al matrix computations. In addition, it seems that there are cases where transfor-
mations specific to a given algorithm are needed. The objectives of the proposed research include

the identification and formal definition of a larger set of transformations, for a more varied class of
matrix algorithms than what has been presented here. Additional transformations are also needed
to include cases such as the computation of algorithms in arrays smaller than the dimensions of
the matrix. A mechanism to define measures of efficiency in the design, and to evaluate imple-

mentations according to those measures is also needed. The ultimate goal of the proposed research

is to provide the designer with a collection of transformations, which are systematically applied
to a target algorithm. In this way, the design process becomes a search, in the space of solutions

available through the transformations, for the alternative which offers the best cost-performance
trade-offs.
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ABSTRACT

We present the derivation of partitioned schemes for computing the Faddeev algorithm, using a
graph-based methodology. Such implementations are obtained by performing transformations on
the fully-parallel dependence graph of the algorithm. We derive linear and two-dimensional struc-
tures and evaluate them in terms of throughput, I/O bandwidth, utilization of PEs and overhead
due to partitioning. We also compare our partitioned implementations with schemes previously pro-
posed. We show that throughput of both linear and two-dimensional arrays derived here tends to
(3m)/(7n 3 ), where m is the number of cells, and utilization tends to 1. We derive a two-dimensional
scheme that is more efficient and has less overhead than others previously proposed. Moreover, we
show that, for partitioned implementations with the same number of cells, a linear array performs
better, its implementation is easier and it is better suited for fault-tolerant capabilities than a
two-dimensional one.

INTRODUCTION

The implementation of matrix algorithms as collections of regularly connected processing elements
(arrays of PEs) has been extensively studied lately. In many cases it is required to compute several
algorithms in the same structure and to process large or variable-size matrices using a small array.
One approach towards solving the first issue consists of using a general-purpose algorithm within
a class of problems. Such is the case of the Faddeev algorithm (1], which is capable of performing
a variety of matrix computations. This generality involves some overhead and cost, which in this
case consists of performing additional computations. The second issue mentioned above is usually
solved by decomposing the execution of the algorithm into sub-algorithms so that sub-algorithms
fit into a target array. This is known as partitioning (2,31.

Several arrays to compute the Faddeev algorithm have been discussed in the literature. Nash
and Hansen 14] have proposed a trapezoidal array for fixed-size problems and an implementation of
their scheme has been presented in (5). The same structure is used in (6] to partition the algorithm
to fit into small arrays. The Faddeev algorithm is also used in 171 for fixed-size and variable-size
problems, and in (8) for partitioned implementation in a two-dimensional array of transputers.

The implementations listed above exhibit low utilization of cells, and/or significant overhead
due to partitioning. In addition, they have not been derived using a methodology. In this paper.
we present the application to the Faddeev algorithm of a technique to partition the execution
of algorithms in arrays of PEs. This is a transformational approach, which uses a fully-parallel
dependence graph as the description of the algorithm. The graphical nature of this approach makes
it easier to use than other design techniques. We briefly present our method and use it to devise
arrays which implement the Faddeev algorithm in partitioned mode. (A complete description of
the method and its applications are given in (9,101.) We evaluate the arrays obtained in terms of
throughput, I/O bandwidth, utilization of PEa and overhead due to partitioning. We compare the

*J. Moreno ha. been supported by an IBM Computer Sciences Fellowship, This reseatrch has also been supported
in part by the Office of Naval Research, Contract N00014-83-K-0493 'Specifications and Design Methodologies for
High-Speed Fault-Tolerant Algorithms and Structures for VLSI"
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arrays derived here with those previously proposed and show that our structures are more efficient
and have less overhead. Moreover, we show that for partitioned implementations with the same
number of cells, a linear array has better characteristics than a two-dimensional one.

FADDEEV ALGORITHM

The Faddeev algorithm [il evaluates the expression CX + D subject to the condition AX = B,
where A, B, C, D are given matrices and X is a column vector. The algorithm can be expressed by

representing input data as the extended matrix ( B ) and performing linear combinations

on this extended matrix, with the objective of transforming C into a matrix of zeroes.

Representing the operations performed as (-C + WA) and (D + WB), the annulment of C
requires that W = CA'. Consequently, D + VB = D + CA B. Since X = A - B, the expression
D + WB becomes D + CX, which is the desired result.

We use the modified Faddeev algorithm proposed by Nash and Hansen (4], in which an orthogonal
factorization capability is added for numerical stability and to allow the coefficient matrix to be non-
square. Such algorithm is a two-step process: first it triangularizes matrix A by Givens' rotations
and also applies such rotations to matrix B, then it performs Gaussian elimination on C using the
diagonal elements of the rotated matrix A as pivots and applies the same transformation to D.

The dependence graph of the modified Faddeev algorithm for 4 by 4 matrices is shown in Fig-
ure 1, after replacing data broadcasting by pipelining [11,12]. Delay nodes have been added to
enhance communications regularity between nodes of the graph and to obtain nodes with at most
one external input. Operation nodes correspond to computing multiply/add, division, rotation angle
and rotations. For simplicity, we assume that all these nodes have the same computation time. The
validity of such an assumption is highly implementation-dependent, as suggested by studies about
the design of special-purpose cells (13,14].

We can distinguish four sections in Figure 1, namely those used to operate on the four different
matrices composing the algorithm. In the top-left section, diagonal elements of matrix A are used
to compute rotation angles. Such angles are broadcasted horizontally to the remaining elements
of A on the same row and to elements of B also on the same row. All these elements are rotated
according to such angles. Elements of the resulting triangular matrix Q and the rotated matrix B'
flow towards the lower sections of the graph. In the lower-left section, diagonal elements of Q are
used as pivots to perform Gaussian elimination on matrix C. Pivots are broadcasted horizontally
and used together with elements of B' to perform the same transformation on matrix D.

In the next section, we use the dependence graph described above to discuss the design of arrays
for partitioned execution of the Faddeev algorithm.

PARTITIONING THE FADDEEV ALGORITHM

For large size matrices, a dependence graph as the one shown in Figure I has too many nodes and
the communication requirements and 1/0 bandwidth are complex and expensive. As a consequence,
a pipelined implementation [11] of such graph is not feasible and the algorithm must be partitioned
for execution in a small array. We briefly describe here our approach towards partitioning and
present its application to the Faddeev algorithm. We refer the reader to (9] for further details on
the methodology used.

Partitioning procedure. Our approach to partitioning consists of applying the following three-
step procedure:
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Figure 3: Mapping G-graph into linear and two--dimensional arrays

Partitioning the Faddeev algorithm for linear arrays

We apply now the procedure outlined above to partition the execution of the Faddeev algorithm for
n by n matrices so that it fits in a linear structure with m cells, where mn < n. Since the graph in
Figure 1 doesn't have undesirable properties for implementation, we do not need to perform step 1
in the procedure above. To obtain the G-graph as indicated in step 2, we consider here the case of
collapsing each vertical path of the graph in Figure 1 into a G-node (collapsing horizovtal paths is
also an alternative). Grouping vertical paths leads to the trapezoidal graph shown in Figure 4. In
this graph, G-nodes of an horizontal path have the same computation time but such time decreases
for lower horizontal paths of the G-graph.

In the last step of our procedure, we map G-sets from the transformed graph onto a linear
array by selecting G-sets of m G-nodes in horizontal paths, as shown in Figure 5a. Scheduling of
such G-sets is discussed later. Intermediate results from G-sets are saved in external memories.
These intermediate results include rotation angles and pivots flowing horizontally, and rotated and
pivoted rows flowing vertically. Such data is available at the boundary of the set, so that saving it
in external memories is straight-forward. The structure resulting from this approach is shown in
Figure 5b. This array enjoys maximal utilization because all G-nodes executed concurrently have
the same computation time, except when executing boundary sets in some horizontal paths which
might not use all cells in the array. The number of connections to external memories is m + 1.

Partitioning the Faddeev algorithm for two-dimensional arrays

We apply now our partitioning procedure to obtain two-dimensional arrays for the Faddeev algo-
rithm. The first two steps of such procedure are the same as fcr linear arrays, so that we use the
G-graph obtained above which is shown in Figilre 4.
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Mapping the trapezoidal (3-graph for execution in a two-dimensional structure with m celhs

requires to simulate a triangular array and a square array, because those are the major components

of the G-graph. Both requirements can be fulfilled in a square array, with the proper control

signals. (3-sets are selected as square blocks of V/I-m by V~m nodes, excepting the leftmost sets

which are composed of triangular blocks of G-nodes, as shown in Figure 6a. As in the linea~r case,

intermediate results are saved in external memories. The structure resulting from this approach

is shown in Figure 6b. Utilization of this array is not maximal, because the computation time of

G-nodes is not the same for all nodes ini a G-set. The number of connections to external memories

i s 2..

(a) (b) memory

Figure 6: Two-dmensional partitioning of the Faddeev algorithm
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Scheduling and I/O bandwidth in partitioned Faddeev algorithm

We discuss now the scheduling of G-sets mapped onto linear and two-dimensional arrays. To
illustrate such scheduling, we use the G-graph shown in Figure 7 (this graph can be regarded as the
internal portion of a large-size C-graph). Nodes in Figure 7 have been tagged with their earliest
scheduling time relative to a reference time ti. For each horizontal path of this graph, tc is the
computation time of G-nodes in such path.

Scheduling of G-sets must take into account the dependences among sets. Because of the
pipeined nature of data flow within the array, a G-set can't be scheduled for computation un-
til the required data produced by predecessor G-sets is available. However, computation time of
nodes in a G--set is O(n) while the length of dependences through the array is 0(m) because there are
only m cells. Since m < n, data needed to schedule execution of the next G-set is available before
the G-set in execution completes. Consequently, scheduling needs to consider only the dependences
between G-sets.

Mapping onto a linear array was performed by composing a G-set with nodes in horizontal
paths, because such nodes have the same computation time. Scheduling of G-sets can be done
by horizontal (or vertical) paths, that is, by scheduling all G-sets in an horizontal (or vertical)
path before scheduling G-sets on another path. For I/O bandwidth reasons discussed below, we
choose to schedule G-sets by vertical paths as depicted in Figure 7a. This figure shows that G-
sets can be scheduled in pipelined mode in a simple manner. Scheduling G-sets for execution in a
two-dimensional array is similar to the linear array, as illustrated in Figure 7b.

A host feeding input data to the array needs to provide only the elements appearing as input to
nodes at the topmost horizontal path of the G-graph. Intermediate values are saved in and obtained
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from external memories attached to the array. To reduce the rate at which data has to be provided
to the array, nodes at the top of the G-graph should not be scheduled consecutively. In such a
case, the host needs to feed data to the array at a rate lower than one input per cell per cycle and
utilization of 1/0 connections can be increased by decoupling computation from data transfer, as
proposed in [11). Such approach leads to the I/O structure shown in Figure 8, where the host feeds
data to the array through a chain of registers (the R blocks in the figure). Each block R consists
of a register and memory. Data from the host flows in pipelined mode through the registers and is
stored in the memories. When a G-set from the top of the graph is scheduled for execution, data is
read from the memories into the PEs while new data is transferred from the host.

Since each node at the top of the G-graph receives 2n data elements from the host, 1/0 band.
width is given by

2nm 2rm 4 m
D11 -= ( t =--- [words/cycle]Vl/o(2n + 1)n - .(n + 1) 3 n.

where t,, is the computation time of G-nodes in the k-th row of the G-graph. Under the conditions

described above, linear and two-dimensional arrays have the same I/0 bandwidth from the host.

EVALUATING ARRAYS FOR PARTITIONED F.DDEEV ALGORITHM

We evaluate now the characteristics of the arrays presented in the previous section. Such evaluation

is based on information obtained from the dependence graphs of the algorithm, both the original
and the transformed graphs. We also compare those arrays with some schemes previously proposed.
We use throughput, input bandwidth, utilization, and overhead due to partitioning as performance
measures. We assume the same number of cells for the different arrays.

Utilization of the arrays is computed as number of nodes in the dependence graph divided by
m/T, where m is number of cells and T is throughput. We ignore delay nodes shown in Figure 1
because those nodes don't perform useful computation. The number of nodes N is given by

n-! 7 n
N = -(2n-i)(2n-i-1)=n3

i=0

The expression above is different from the one given by De Groot et al. in (81, because they count
as operations cycles when a cell is waiting to collect the first two operands before performing the
first operation in a group (i.e., delay nodes due to the single-input capacity of cells). Consequently,
their measure of complexity of the algorithm (i.e., 3n 3 + n2 operations) is greater than the actual
value.

Throughput is determined by the computation time of the busiest cell in the array. Such infor-

mation is obtained from mapping the G-graph onto the target array. In the following subsections,
we present the derivation of the corresponding expressions for the different arrays.
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Linear array. When scheduling the G-graph shown in Figure 4 for execution in a linear array with
m cells, the i.th horizontal path has length 2n - i + I and it is mapped in r(2n - i + 1)/mi sets
(we assume that n/m is an integer). Each G-node in such path consists of 2n - i + 1 operations.

Therefore, the array is used for

n-1 [I - il28n 3  9n -M1)
On - Z [ - k) j(2n - i- km)1 -n(

i=O '=O

and throughput is

1 2m feval]

ThI,' = 28n 3 - 9n 2(m - 1)

Utilization is given by

Enodes 28n 2 - 4

m/T 28n 2 - 9n(m - 1)

Therefore, for large n, utilization tends to I and throughput tends to '(m/n 3 ).

Square array. In the square array proposed here. G-sets are selected as square blocks of V by
V.M nodes. Therefore, G-sets are mapped by strips of V/i by V,/ blocks. The i-th horizontal strip
has (2n - (i - 1)vim)/Vm_ G-sets. The computation time of these sets is given by the computation
time of nodes in the first horizontal path of the set, which corresponds to (2n -(i- 1)V/m) operations.
Therefore, the array is used for

P-1 2 n- ivV~ 1
)(2n-iV. ) = -/ (2 ivr)2  [ops]

i=fO i--.O

where p = n/'m is the number of strips of /im by V4m sets of G-nodes needed to cover the entire
G-graph. Throughput is

Teqre = 3m Ievall'

and utilization is given by

_ nodes 7n3 - n
Usquare = m/T 7n 3

Therefore, for large n, utilization tends to 1 and throughput tends to 7(m/n')

Nash et al. array. Nash et al. (6] use a square array to map their model of the algorithm.
Such model consist of a bi-trapezoidal graph with corresponding nodes interconnected [10). They
map each of the trapezoidal sub-graphs independently, so that they require certain overhead in
unloading/loading and skewing/de-skewing data. The derivation of the corresponding performance
measures is given in [10]. Throughput of their implementation is

6 m [op 81_
TN.h = 14n + 9n2,/'i + nm + 6m(OVHD)

where OVHD is the ove,.ead in data transfers (such overhead has not been reported quantitatively).
Utilization is given b,

E nodes 14n 2 - 2
- m/T 14n + 9n2Vi'm + nm + 6m(OVHD)

Consequently, Nash et al. implementation has the same throughput as the square array proposed

above if there was no overhead. In practice, such throughput and utilization of the array are lower.
In addition, their scheme exhibits complexity in the control required to perform those data transfers
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Table 1: Performance measures for partitioned implementations with m cells

Array Throughput I/O Utilization Overhead

[1/ops] BW
Linear 12m 4m 28n 1 -4 none

28nd9n',m-t) _ 28n 4"99nm-i) "- I _none

Square 3m. _,. 7 Inon

De Groot 4 (7n2 -1)(1-%24m+1+1 O( 2)

-- 7/9 storage

Nah' 4, + ovhd 14n 1 -2 loding,N 14ash+gn9,n/ nm+6m(ovhd) 3n-i 14M ++ +no+6miovhd)lo ,

skewing

into and out of the array. I/O bandwidth of Nash et al. scheme is higher than the square array
above, because of the loading/unloading of data.

De Groot et al. partitioned scheme. De Groot et al. [81 implementation is an hypercube with
transputers as nodes. They partition the algorithm by applying a technique known as coalescing (2)
and evaluate their scheme considering that data communication is ten times slower than performing
a single operation in a cell. The derivation of performance measures for their scheme is given in [101.
Throughput of their implementation is

TDeGrov =  12m - \24m+ 1 + 1 [opsf-'36n3

and utilization is given by
G =  nodes = 84n 2m - 12m + (7n 2 - 1)(1 - )

N/T 108 2 m

Therefore, for large n, utilization tends to 7/9 and throughput tends to I(m/n 3 ).

The results above are summarized in Table 1. We have not included I/O bandwidth for De
Groot et al. scheme, because they transfer all data before starting the computation. From this table
we infer that, for large n, both our linear and square arrays tend to the same throughput (3( m/n 3 ))
and utilization tends to 1. In addition, both exhibit the same I/O bandwidth from the host. These
linear and square arrays have better performance measures than the array proposed by De Groot
et al. and do not exhibit the overhead required in the scheme proposed by Nash et al.

In addition to the performance measures described above, a linear array is more advantageous
for the Faddeev algorithm than a two-dimensional one because:

" it is simpler to implement
* for ". finite value of n it has slightly higher utilization than the two-dimensional structure
* it is better suited to incorporate fault-tolerant capabilities (i.e., it's easier to skip a faulty cell

in a linear array than to reconfigure a two-dimensional structure)

Consequently, we conclude that for partitioned ezecution of the Faddeev algorithm, a linear array
offers better performance and implementation than a tto-dimensional array.
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CONCLUSIONS

We have presented the application of a graph-based methodology to derive partitioned implemen.
tations for the Faddeev algorithm. We have obtained linear and two-dimensional arrays for such
algorithm, and we have compared these structures to others previously proposed. We have shown
that the two-dimensional array derived here is more efficient and has less overhead than those other
schemes. Moreover, we have shown that linear and two-dimensional arrays exhibit the same I/O
bandwidth from the host, and utilization and throughput of both structures tend to the same val-
ues. We have concluded that, since performance measures of both arrays are identical, a linear array
is better than a two-dimensional one because it is simpler to implement and is more suitable to
incorporate fault-tolerant capabilities.

References

[1] D. Faddeev and V. Faddeeva, Computational Methods of Linear Algebra, pp. 150-158. W.H.
Freeman and Co., 1963.

[2] J. Navarro, J. Llaberia, and M. Valero, "Partitioning: an essential step in mapping algorithms
into systolic array processors," IEEE Computer, vol. 20, pp. 77-89, July 1987.

(31 D. Moldovan and J. Fortes, "Partitioning and mapping algorithms into fixed size systolic ar-
rays," IEEE Trunsactions on Computers, vol. C-35, pp. 1-12, Jan. 1986.

(41 J. Nash and S. Hansen, "Modified Faddeev algorithm for matrix manipulation," in SPIE Real-
Time Signal Processing VII, pp. 39-46, 1984.

[5] J. Nash. K. Przytula, and S. Hansen, "Systolic/cellular processor for linear algebraic opera-
tions," in VLSI Signal Processing II, (J. N. S.Y. Kung, R. Owen, ed.), pp. 306-315, IEEE
Press, 1986.

[61 J. Nash, S. Hansen, and K. Przytula, "Systolic partitioned and banded linear algebraic compu-
tations," in SPIE Real-Time Signal Processing IX, pp. 10-16, 1986.

[7] H. Chuang and G. He, "A versatile systolic array for matrix computations," in 12th Annual
Symposium on Computer Architecture, pp. 315-322, 1985.

(8] A. D. Groot, E. Johansson, and S. Parker, "Systolic array for efficient execution of the Faddeev
algorithm," in SPIE Real-Time Signal Processing X, pp. 86-93, 1987.

(9] J. Moreno and T. Lang, "Graph-based partitioning of matrix algorithms for systolic arrays,"
Technical Report CSD-880015, Computer Science Department, University of California Los
Angeles, March 1988.

[101 J. Moreno and T. Lang, "Designing arrays for the Faddeev algorithm," Technical Report CSD-
880013, Computer Science Department, University of California Los Angeles, March 1988.

[11] J. Moreno and T. Lang, "Design of special-purpose arrays for matrix computations: preliminary
results," in SPIE Real-Time Signal Processing X, pp. 53-65, 1987.

[12) J. Moreno and T. Lang, "Reducing the number of cells in arrays for matrix computations,"
Technical Report CSD-880014, Computer Science Department, University of California Los
Angeles, March 1988.

(13] M. Ercegovac and T. Lang, "On-line scheme for computing rotation factors," in 8th Symposium
on Computer Arithmetic, pp. 196-203, 1987.

(14] J. Cavallaro and F. Luk, "CORDIC arithmetic for an SVD processor," in 8th Symposium on
Computer Arithmetic, pp. 215-222, 1987.


