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values unfolded from swarm experiments (Hunter and Christophorou, 1984; Spyrou and Christophorou, 1985). We also made measurements of the total ionization cross section from threshold to 80 eV, and find it to be similar in general shape to Kurepa’s, but with typically half the magnitude. An overall ionization cross section with a threshold at 13.3 eV is recommended, based on threshold data from photoelectron spectroscopy and the present data between 14 and 80 eV. In order to establish the potential for photoenhancement of its dominant dissociative attachment process, involving F⁻ production, the temperature dependence of this cross section was studied in a different apparatus using a mass filter and ion pulse counting. At 730 K the peak cross section has increased by ∼60% and the threshold is lower by 1.1 eV.

This second type of measurement was used to study the predominant dissociative attachment process in C₂H₃Cl, involving Cl⁻ production. At 290 K this has a threshold at 0.85 eV and a peak at 1.15 eV of 3.2 x 10⁻¹⁷ cm², in agreement with the recent work of Stricklett et al. (1986). At 850 K the cross section at the peak is x2.6 larger, and lower in energy by 0.3 eV, while at 0 eV it has reached 6 x 10⁻¹⁸ cm². At higher temperatures effects ascribed to thermal dissociation of the C₂H₃Cl were observed.

The remaining two attaching gases, F₃C.CF₂Cl and (CF₃)₂CO, were chosen for further study because of their relatively strong absorption at wavelengths well matched to the CO₂ laser, although concern existed that they would exhibit excessive attachment at low electron energies. The present attachment cross section measurements established that this is indeed the case, and it was determined that they did not warrant further investigation in the present context.

Photoenhancement studies were made of both Cl⁻ production from C₂H₃Cl, and F⁻ production from C₃F₈. In this study measurements were also made of the photoenhancement of SF₅⁻ production from SF₆ to provide a reference against which to judge the observations. In the gases of present interest we were unable to observe any systematic changes in the attachment cross sections when the gases were irradiated under essentially the same conditions as used with SF₆.

Methane was chosen as the most suitable main gas for use in a diffuse discharge switch, and a series of swarm measurements to provide definitive data over a wide range of E/N were performed. The derived values of the net ionization coefficient (α−n) are in reasonable agreement with earlier work of Cookson et al. (1966) and Heylen (1975), but severe discrepancies exist with the recent results of Hunter et al. (1986). The present and earlier measurements of (α−n) at low E/N are incompatible with the available total attachment cross section measurements of Sharp and Dowell (1967), leading us to postulate that H⁻ suffers rapid detachment under the conditions of the swarm experiments.
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Fig. 3.1 Comparison of the shapes of the appearance curves for SF$_6^-$ from SF$_6$ and (CF$_3$)$_2$CO$^-$ from (CF$_3$)$_2$CO at zero energy, measured using the RPD technique. The two sets of data have been normalized to the same peak height.

Fig. 3.2 Dissociative attachment cross sections for producing the ions indicated from (CF$_3$)$_2$CO at room temperature. The F$^-$ peak at 6.6 eV was calibrated against O$^-$ production from N$_2$O and used to calibrate the remaining curves. See also Fig. 3.3.
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Fig. 3.4 The cross section for parent negative ion production in (CF$_3$)$_2$CO. The open points were measured in the same way as the data of Figs. 3.2 and 3.3, at room temperature. The filled points were obtained at 730 K and were normalized together with the fragment ion data to give a peak total cross section of 9 x 10^{-18} cm$^2$.

Fig. 3.5 The total attachment cross section of (CF$_3$)$_2$CO at room temperature (o) and at 730 K (*). The room temperature curve is obtained by summing the individual curves shown in Figs. 3.2, 3.3, and 3.4. The 730 K curve was obtained by summing the individual signals and normalizing to the room temperature peak at 6.2 eV.

Fig. 3.6 Showing the dissociative attachment cross sections measured in C$_2$F$_5$Cl at room temperature.
Fig. 3.7 The total attachment cross section for $C_2F_5Cl$ at room temperature obtained by summing the individual cross sections shown in Fig. 3.6. The data above 4.5 eV have been smoothed.
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Fig. 4.5 Electron retarding curve and its derivative measured in the presence of $SF_6$ and laser radiation at 10.63 $\mu$m. The energy scale has been adjusted to represent the most probable electron energy.

Fig. 4.6 $SF_5^-$ production from $SF_6$ measured with (•) and without (○) the laser beam (10.63 $\mu$m) at room temperature. The difference signal is shown by the filled squares.
Fig. 4.7  Cl⁻ production from C₂H₃Cl measured with (*) and without (o) the laser beam (10.63 μm) at room temperature. The difference signal is shown by the filled squares.

Fig. 4.8  Cl⁻ production from C₂H₃Cl measured with (*) and without (o) the laser beam (10.63 μm) at 700 K. The difference signal is shown by the filled squares.
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Fig. 4.10 F⁻ production from C₃F₈ measured with (*) and without (o) the laser beam (9.68 μm) at 700 K. The difference signal is shown by the filled squares.
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1. INTRODUCTION AND SUMMARY

1.1 STATEMENT OF THE PROBLEM AND APPROACH

Externally sustained diffuse discharge switches are potentially applicable in pulse power engineering as high-current interruption devices. The basic switch concept involves the use of a diffuse uniform plasma sustained by an external source of ionization. The latter is most likely to be a high-energy (~100 kV) large cross-section electron beam, injected into a gas at approximately one atmosphere pressure between plane parallel electrodes. The conductivity of the plasma is controlled by the e-beam intensity and depends on the balance of the volume electron production and loss processes in the gas. The electron kinetic processes involved in this balance depend significantly on the gases involved, and therefore the optimization of the gas or gas mixture is of major concern in the development of such a switch (Schoenbach et al., 1982). In order to maximize the conductivity of the switch during the "on" phase, it is clearly desirable to choose a gas or gas mixture having a high electron drift velocity, and low electron loss rates from electron-ion recombination and attachment.

It has long been known that certain gases or gas mixtures have anomalously high electron drift velocities over a restricted range of E/N, the density-reduced electric field, with the drift velocity being only weakly dependent on the field in this region, and in some cases decreasing with increasing field. This very desirable behavior is due to the presence of a Ramsauer minimum in the momentum transfer electron-scattering cross section, combined with a strong energy loss process starting at slightly higher energies. It follows that the desired
operating E/N of the switch should be such that the mean electron energy is at or close to the minimum in the scattering cross section, which is typically at a few tenths of an eV. Hence, in designing a suitable gas mixture one objective is to minimize the electron attachment rate at energies in the region of a few tenths of an eV.

When the switch is turned off, the volume ionization processes due to the e-beam are no longer present. For maximum switch efficiency it is desirable that the decay in conductivity be as rapid as possible. This decay is controlled by the volume recombination and attachment processes, with the effects of the latter being dominant below a certain level of ionization due to the quadratic nature of the former. A number of studies have shown that the presence of attachment during the switch recovery phase is essential if the switch is to have the desired fast turn-off (Kline, 1982). Hence, one is faced with the dilemma of designing a gas mixture which has little or no attachment during the "on" phase of the switch, but rapidly changes its behavior to being strongly attaching when the switch is turned "off".

A partial solution to the problem is available by choosing as one of the constituents a gas that has an attachment threshold which is above the operating mean energy of a few tenths of an eV, but within the range of the higher electron energies reached during the recovery phase, as higher circuit voltages develop across the increasing impedance of the switch. Hence, one is looking for a gas which has an attachment threshold above, say, 0.5 eV and with a rapidly increasing cross section above the threshold. A number of candidates has been identified having such attaching properties (Christophorou, 1982), and tests of related gas mixtures have been performed (Bletzinger, 1983).

The present work addresses the problem of designing a gas mixture which includes a gas meeting the above criteria regarding the "passive" attaching properties, but which also offers the possibility of further improving the switch performance by optically enhancing the attachment process during the switch recovery phase. Possible means of
achieving this are (i) by photodissociation causing formation of strongly attaching neutral fragments (Rossi et al., 1985; Kobayashi et al., 1987), (ii) by short wavelength optical excitation of higher energy electronic states having larger attachment cross sections (Christophorou et al., 1987), or (iii) by vibrational excitation of the attacher by tuned infrared irradiation (Chen and Chantry, 1979; Eisele, 1984; Schaefer et al., 1988). The work performed under this contract focussed exclusively on the third approach.

The overall approach taken was to first perform a literature survey of potentially suitable gases to establish a short list of candidates. The choice was based primarily on two criteria: (i) the absorption spectrum of the gas should provide adequate overlap with the available tuning range of high-power CO\textsubscript{2} lasers, and (ii) the attachment cross section of the unexcited gas should meet the requirements outlined in the discussion above. The next step in screening these candidates was to establish the sensitivity of their attachment cross sections to non-selective vibrational excitation, achieved by simply heating the gas. Finally, measurements were to be made on the most promising gas(es) to quantify the attachment cross sections and their sensitivity to CO\textsubscript{2} laser irradiation.

It was anticipated from the outset that the attaching gas(es) chosen by the above selection process would be used as a relatively low concentration additive to the main gas. In parallel with the above we also had the objective of choosing the main gas and defining its properties sufficiently well that the electron transport properties of the final mixture could be confidently predicted via a Boltzmann code analysis. To meet this objective we performed measurements of the relevant electron transport coefficients in the selected main gas to provide the data of sufficient accuracy for subsequent Boltzmann code analysis. Thus, these various components of the program were conceived to provide the necessary basic information required for properly optimizing the gas mixture and predicting its electron transport.
properties both in the "cold" state, and under conditions of laser excitation of the attaching additive.

1.2 SUMMARY OF RESULTS AND CONCLUSIONS

Based on a literature survey of available gases whose infrared absorption spectra overlap the output spectrum of efficient CO$_2$ lasers, we selected four gases for further experimental study in order to determine the viability of using them as optically controlled attaching additives in diffuse gas discharge switch applications. Two of the gases chosen, perfluoropropane (C$_3$F$_8$) and vinyl chloride (C$_2$H$_3$Cl), were known to have desirable attachment cross-section shapes, but their cross-section magnitudes were uncertain and their temperature sensitivity unknown. In the present work we have determined that the room temperature total attachment cross section of C$_3$F$_8$ peaks at 2.8 eV with a value of $1.75 \times 10^{-17}$ cm$^2$. This is 14 times smaller than the only other measurement of this type we are aware of (Kurepa, 1965). There is much better agreement with two more recently reported values unfolded from swarm experiments (Hunter and Christophorou, 1984; Spyrou and Christophorou, 1985).

In view of the very large discrepancy with Kurepa's work regarding the attachment cross section, we also made measurements of the total ionization cross section from threshold to 80 eV. We find it to be similar in general shape to Kurepa's, but with typically half the magnitude. The ionization threshold cannot be accurately derived from these measurements, due to severe upward curvature immediately above threshold. The positive ion signal rises above the background at 13.0 ± 0.1 eV, to be regarded as a lower limit to the true threshold. An overall ionization cross section with a threshold at 13.3 eV is recommended, based on threshold data from photo-electron spectroscopy and the present data between 14 and 80 eV. In order to establish the potential for photo-enhancement of its dominant dissociative attachment
process, involving $F^-$ production, the temperature dependence of this cross section was studied in a different apparatus using a mass filter and ion pulse counting. At 730 K the peak cross section has increased by ~60% and the threshold is lower by 1.1 eV.

This second type of measurement was used to study the predominant dissociative attachment process in $\text{C}_2\text{H}_3\text{Cl}$, involving $\text{Cl}^-$ production. At 290 K this has a threshold at 0.85 eV and a peak at 1.35 eV of $3.2 \times 10^{-17} \text{ cm}^2$, in good agreement with the recent work of Stricklett et al. (1986). At 850 K the cross section at the peak is 2.6 times larger and lower in energy by 0.3 eV, while at 0 eV it has reached $6 \times 10^{-18} \text{ cm}^2$. At higher temperatures effects ascribed to thermal dissociation of the $\text{C}_2\text{H}_3\text{Cl}$ were observed.

The remaining two attaching gases were chosen for further study because of their relatively strong absorption at wavelengths well matched to the $\text{CO}_2$ laser, although concern existed that they would exhibit excessive attachment at low electron energies. The present work established that this is indeed the case, and it was determined that they did not warrant further investigation in the present context.

The temperature dependence measurements suggested that both $\text{C}_3\text{F}_8$ and $\text{C}_2\text{H}_3\text{Cl}$ might be susceptible to photo-enhancement of their attachment cross sections. Of the two, $\text{C}_2\text{H}_3\text{Cl}$ was the more attractive in that its cross section is better situated in energy for the switch application, and the observed temperature sensitivity is greater. On the other hand, the effects of thermal decomposition observed in the present work indicate the possibility of similar chemical instability problems in the gas discharge environment.

Photo-enhancement studies were made of both $\text{Cl}^-$ production from $\text{C}_2\text{H}_3\text{Cl}$ and $F^-$ production from $\text{C}_3\text{F}_8$. In this study measurements were also made of the photo-enhancement of $\text{SF}_5^-$ production from $\text{SF}_6$ to provide a reference against which to judge the observations. The effects observed in $\text{SF}_6$ are consistent with our earlier study of this effect (Chen and Chantry, 1979) but are less well resolved due to the
lower energy resolution achieved in the present study. In the gases of present interest we were unable to observe any systematic changes in the attachment cross sections when the gases were irradiated under essentially the same conditions as used with SF₆. The absence of an observable effect may be due to the much smaller optical absorption cross sections of approximately $10^{-19}$ cm$^2$ for these gases, compared to approximately $10^{-17}$ cm$^2$ for SF₆.

Methane was chosen as the most suitable main gas for use in a diffuse discharge, based on existing analysis (Kline, 1982) and experiment (Bletzinger, 1983). In view of the known difficulties of reconciling the existing information on measured cross sections and measured electron transport coefficients, we performed a series of swarm measurements to provide definitive data over a wide range of E/N. The derived values of the net ionization coefficient $(\alpha-\eta)$ are in reasonably good agreement with earlier work of Cookson et al. (1966) and Heylen (1975), but severe discrepancies exist with the recent results of Hunter et al. (1986). The present and earlier measurements of $(\alpha-\eta)$ at low E/N are incompatible with the available total attachment cross-section measurements of Sharp and Dowell (1987), leading us to postulate that H$^-$ suffers rapid detachment under the conditions of the swarm experiments.
2. SELECTION OF GASES TO BE STUDIED

2.1 ATTACHING ADDITIVE CANDIDATES

Engineering feasibility of optically enhancing the electron attachment process by infrared excitation of the molecular vibrational modes requires that an efficient infrared source be available to supply the required fluence at the required wavelength. The requirement of wavelength tunability, and other issues regarding depositing the power uniformly in the active gas volume situated remotely from the optical source, can probably only be met by a laser. The decision was made to restrict the selection of gases to those whose absorption spectra have reasonable overlap with the output of efficient CO$_2$ lasers. These operate on either the 001-100 or the 001-020 vibrational transitions, each of which gives two branch series of rotationally spaced lines.

The power obtainable from such a laser is typically a maximum for the transitions in the vicinity of P20, at 10.6 $\mu$m, but use of a tuning element such as a reflecting grating at one end of the optical cavity allows the output to be tuned over the four branches, from below 9.2 $\mu$m to above 10.8 $\mu$m with gaps in the region of 9.4, 9.9, and 10.4 $\mu$m. Detailed tabulations of the usable laser wavelengths are readily available (Handbook of Lasers), but similarly fine detail is typically not available in the published absorption spectra. For the present purposes, information on the IR absorption properties of the gases of interest was usually available from the Matheson Gas Products Gas Data File, and was usually adequate in the form provided. This reference was also a useful source of important other information such as chemical
stability and toxicity, which were also of concern in the present screening process.

The only other criterion applied in selecting the gas concerns its electron attaching behavior. The desirable type of behavior is discussed in some detail in Section 1. Only in the case of SF₆ was information available on all aspects of the attachment behavior (Kline et al., 1979; Chen and Chantry, 1979), and this gas is necessarily disqualified for the present application because of its extremely strong attachment of low-energy electrons in both the "cold" and "hot" states. In a few instances information was available regarding the temperature dependence of the attachment, but many of these were disqualified for other reasons. These included N₂O, which in many respects is a very attractive candidate for this application. When cold it has an attachment threshold in the vicinity of 0.4 eV, and is known to have an attachment cross section which is extremely sensitive to vibrational excitation (Chantry, 1969a). Unfortunately, its absorption spectrum is inaccessible with the CO₂ laser, and for this reason it was not considered further in the present context.

In other cases the "room temperature" attachment information was reasonably complete, meaning that either the electron energy dependence of the attachment cross section had been measured, or the E/N dependence of the attachment coefficient. In those many instances where such data were not available, some inferences regarding the attaching behavior could be drawn from measurements of the relative dielectric strength of the gas. This particular information was useful primarily as a disqualifier, in that very good dielectrics almost invariably are strongly attaching over a wide range of electron energy, and have attachment coefficients which decrease with E/N, in contrast to the behavior required in the present context.

Based on their absorption spectra, consideration was given to the following gases:
Chlorotrifluorethylene ($F_2C:CFCl$) has an absorption peak at 9.5 μm, where the absorption cross section is approximately $5 \times 10^{-19}$ cm$^2$. This is well situated relative to the laser wavelengths. The gas was disqualified because of its reactivity and toxicity.

1.1-Difluorethylene ($H_2C:CF_2$) has an absorption peak at 9.4 μm, where the absorption cross section is approximately $2.5 \times 10^{-19}$ cm$^2$. The attachment threshold is at 1.6 eV, but the process is very weak. Main attachment process peaks at 7.3 eV (Thynne and MacNeil, 1971).

1.1-Difluoro-1-chloroethane ($H_3C.CCF_2Cl$) has an absorption peak of $3.3 \times 10^{-19}$ cm$^2$ at 10.3 μm. No information found on attachment.

Vinyl Fluoride ($H_2C:CHF$) has an absorption peak of $1.4 \times 10^{-19}$ cm$^2$ at 10.6 μm. Dissociative attachment is very weak and peaks at 2.2 eV with a threshold at 1.6 eV (Olthoff et al., 1985).

Nitrogen Trifluoride ($NF_3$) has an absorption peak of approximately $1 \times 10^{-19}$ cm$^2$ at 9.7 μm. Dissociative attachment is strong, peaking at 1.6 eV with a cross section of $1.2 \times 10^{-16}$ cm$^2$ (Chantry, 1982). Measured attachment rate coefficient is weakly dependent on temperature (Trainor and Jacob, 1979). Photo-enhancement of attachment attempted in a discharge, but no effect was observed (Eisele, 1984).

Chloropentafluorethylene (FC 115), ($F_3C.CF_2Cl$) has a strong absorption peak of approximately $5 \times 10^{-17}$ cm$^2$ at 10.2 μm. We found no detailed information on electron attachment, but this gas is known to have good electrical strength (Wootton et al., 1980).

Hexafluoroacetone ($F_3C.CO.CF_3$) has a reasonably strong absorption peak of approximately $5 \times 10^{-18}$ cm$^2$ at 10.3 μm. Electron attachment occurs predominantly by production of $CF_3^-$ and $F^-$ with thresholds in the region
of 3 eV (Harland and Thynne, 1970). Many other fragment ions are also formed, with thresholds in the same region or higher. The parent ion was also observed at zero energy, but anomalies were found in its intensity dependence in the presence of SF₆. The cross section for its formation was measured to be 60 times smaller than that for SF₆⁻ production from SF₆.

Perfluoropropane (C₃F₈) has an absorption peak of approximately 3 x 10⁻¹⁸ cm² at 9.9 μm, which unfortunately is in one of the gaps in the CO₂ laser spectrum. A secondary peak of approximately 7 x 10⁻²⁰ cm² is well situated at 9.7 μm. Available attachment data included a cross-section measurement (Kurepa, 1965), which indicates this is an interesting candidate from this aspect (Christophorou et al., 1982). Recovery tests of discharges containing this additive have been made (Bletzinger, 1983).

Vinyl Chloride (H₂C:CHCl) has an absorption peak of approximately 1.6 x 10⁻¹⁹ cm² at 10.7 μm. The first dissociative attachment measurements (Kauffel et al., 1984) showed Cl⁻ peaking at 1.2 eV, but later works give 1.35 eV with the threshold being at 0.8 eV. Recent attachment coefficient measurements (Rossi et al., 1985) show a steep dependence on E/N. Very recent unpublished data (Schaefer et al., 1988), on photo-induced impedance changes in gas discharges, show effects ascribed to photo-enhanced attachment.

Based on this information we chose to do exploratory measurements on the last four gases, starting with C₃F₈. The choice of this gas was primarily based on its desirable "cold" attachment behavior (Christophorou et al., 1982) and its established chemical stability. It was not so appealing on the basis of the IR absorption, but the hope existed that adequate absorption could be achieved by working at the long wavelength limit of the P branch of the 001-020 transition, in the region of 9.8 μm, or at the subsidiary absorption peak at 9.7 μm.
The decision to investigate $\text{F}_3\text{C.CF}_2\text{Cl}$ was based on its very strong absorption at a wavelength-matching well to the laser, despite misgivings regarding the high dielectric strength. The intention was to first document the energy dependence of the attachment cross section to establish how much of this strength involved low-energy processes, which in the present context are very undesirable.

Similar reasoning applied to the choice of $(\text{CF}_3)_2\text{CO}$, except that more information was already available regarding the energy dependence of the attachment. Inconsistencies present in the previous work needed to be resolved, and we therefore decided to make at least a preliminary investigation of this gas.

The decision to investigate $\text{C}_2\text{H}_3\text{Cl}$ came from a number of factors, including its attachment peak position which is better situated than that of $\text{C}_3\text{F}_8$. Its IR absorption is well matched to the laser, but relatively weak. However, in private discussions, Burrow pointed out that vibrational excitation of this molecule causing out-of-plane distortion of the Cl would be expected to increase the dissociative attachment cross section. Also, Schaefer et al. were obtaining evidence of photo-enhanced attachment in gas discharge impedance measurements in work which has subsequently been submitted for publication (Schaefer et al., 1988). With these inputs we decided to promote this molecule to the top of the short list of molecules to be investigated.

### 2.2 MAIN CARRIER GAS

The selection of the main gas was relatively straightforward, in that considerable work had been previously performed regarding the desired properties (Kline, 1982), and experiments had already demonstrated the adequacy $\text{CH}_4$ in this application (Bletzinger, 1983). However, there were known to be difficulties in reconciling published measurements of attachment cross sections (Sharp and Dowell, 1967) with measured net ionization coefficients. The establishment of a reliable
cross section set for this molecule required that this issue be resolved, and the decision was made to perform swarm measurements of the various electron transport coefficients in order to provide definitive data for subsequent analysis. These measurements involved entirely different equipment to the work on attaching additives and proceeded in parallel.
3. TEMPERATURE DEPENDENCE OF ATTACHMENT CROSS SECTIONS

3.1 EXPERIMENTAL PROCEDURES

A complete description of the experimental approach appears in Section 10.1, which is an Appendix consisting of a preprint of a paper describing these measurements in C₃F₈ and in C₂H₃Cl. Only a brief summary is given here.

Measurements were performed with two types of apparatus. The first apparatus permits measurements of the total ion current as a function of the absolute pressure in the collision chamber. Comparison of these signals with others obtained similarly using a gas for which the cross section is known, provides a measure of the absolute cross section. The second type of measurement employs a "high-temperature tube" having a heatable collision chamber which allows us to measure the dependence of the ion production processes on the gas temperature. In both cases the electron beam is produced by a directly heated filament and an electron gun employing the retarding potential difference (RPD) technique (Chantry, 1968b) to enhance the energy resolution. With either apparatus, mass-analyzed ion detection can be performed using a quadrupole mass filter employing ion-counting techniques. In the measurements reported here this feature was used exclusively with the high-temperature tube.
3.2 PEFLUOROPROPANE, $C_3F_8$

The cross-section measurements, and the study of their temperature sensitivity, are described in detail in Section 10.1. Only a brief summary is given here. When starting the present study we anticipated confirming the validity of the earlier measurement of the attachment cross section (Kurepa, 1965) and moving quickly to the study of the temperature sensitivity of the process. However, our initial cross-section measurements revealed a surprisingly large discrepancy, exceeding an order of magnitude, in the peak magnitude. Because of this we determined that a more extensive series of room temperature measurements was needed to provide more definitive cross-section data for both total attachment and total ionization.

Our total ionization cross section is similar in general shape to Kurepa's, but with typically half the magnitude. The ionization threshold cannot be accurately derived from our measurements, due to severe upward curvature of the cross section immediately above threshold. The positive ion signal rises above the background at $13.0 \pm 0.1$ eV, to be regarded as a lower limit to the true threshold. An overall ionization cross section with a threshold at 13.3 eV is recommended, based on threshold data from photo-electron spectroscopy (Dewar and Worley, 1969) and the present data between 14 and 80 eV. The present measurement of the room temperature total attachment cross section peaks at 2.8 eV with a value of $1.75 \times 10^{-17}$ cm$^2$. This is 14 times smaller than Kurepa's peak value.

There is much better agreement with two more recently reported peak attachment cross-section values unfolded from swarm experiments (Hunter and Christophorou, 1984; Spyrou and Christophorou, 1985), although discrepancies exist regarding the detailed shape. These discrepancies may be due in part to the difficulties in separating the contributions of non-dissociative and dissociative attachment to the swarm results.
The temperature dependence of the predominant dissociative attachment process, involving F⁻ production, was measured at a series of temperatures up to 730 K. At the highest temperature the peak cross section has increased by ~60% and the threshold is lower by 1.1 eV. This result is in reasonable agreement with that of Spyrou and Christophorou (1985), taken at 750 K, regarding the peak magnitude. Significant discrepancies are present regarding the shape, but these too may be related to the difficulty mentioned above regarding the separation of the two processes involved in the swarm measurement. There was no evidence of thermal dissociation detected in these measurements.

3.3 VINYL CHLORIDE, C₂H₃CL

Previous work (Kaufel et al., 1984) had established that Cl⁻ is the dominant ion formed by dissociative attachment to C₂H₃Cl. The measurements made to determine the cross section for this process at room temperature and higher are described in detail in Section 10.1. The results are summarized here. At 290 K F⁻ production has a threshold at 0.85 eV and a peak at 1.35 eV, having a FWHM of 0.6 eV and an amplitude of 3.2 x 10⁻¹⁷ cm². These results are in good agreement with recent work elsewhere (Olthoff et al., 1985; Dressler et al., 1985; Stricklett et al., 1986). At 850 K the cross section at the peak is 2.6 times larger and lower in energy by 0.3 eV, while at 0 eV it has reached 6 x 10⁻¹⁸ cm². At temperatures above 850 K the signal measured for production of the parent positive ion decreased significantly faster than normal. This effect was ascribed to thermal dissociation of the C₂H₃Cl at these higher temperatures.

3.4 HEXAFLUOROACETONE, (CF₃)₂CO

The available attachment data on this gas (Harland and Thynne, 1970) were not encouraging, in that there was definite evidence for parent ion production at very low energies. There were, however, reasons to question the validity of the cross section, which had been
measured relative to that of SF₆, in that unexplained anomalies were observed in the mixture experiments. The main objective of the present measurements was to confirm the presence of the low-energy process and its magnitude relative to the higher energy processes. This would establish whether or not this gas deserved further consideration in the present context.

Most of the data were taken at nominally room temperature, which in this case means the gas is close to 300 K. Throughout the measurements on this gas we experienced difficulties with the operation of the electron gun. The electron emission from the filament was quite severely depressed by this gas, which precluded the use of transmitted "retarded" currents larger than 10⁻⁷ A. The behavior of the gun suggested that the filament was not emitting efficiently over the relevant area, i.e., there is a "hot spot" of emission not aligned well with the gun axis. Consequently, the performance of the electron gun was adequate but below par for this particular series of measurements.

The shape of the low-energy parent ion peak was measured using the RPD technique, and the results are compared in Fig. 3.1 with the shape of the equivalent peak measured similarly in SF₆. The two measurements have been normalized to the same peak height to facilitate this comparison of the shapes. In contrast to the work of Harland and Thynne, we find that the peaks are significantly different, with that for (CF₃)₂CO⁻ production being measurably broader in energy than that for SF₆⁻. The electron energy scale for this plot was obtained by adding 0.05 to the measured accelerating voltage scale so that the peak ion signals appear at a small (<0.05 eV) positive energy. The resulting scale, representing the "most probable energy" of the distribution, is essentially identical to that obtained from the steepest part of the "difference" current-retarding curves taken with this data.

The magnitude of the zero-energy parent ion peak was estimated approximately from the known magnitude of the SF₆⁻ peak by comparing
Figure 3.1 — Comparison of the shapes of the appearance curves for SF\textsuperscript{-} from SF\textsubscript{6} and \((\text{CF}_3)_2\text{CO}^-\) from \((\text{CF}_3)_2\text{CO}\) at zero energy, measured using RPD technique. The two sets of data have been normalized to the same peak height.
these signals measured separately as a function of pressure. In recording this data, care was taken to use the same retarded electron current ($5 \times 10^{-10} \text{ A}$) obtained from the same unretarded current ($15 \times 10^{-10} \text{ A}$). This procedure was adopted to ensure that the electron energy distributions used for the two sets of measurements were as nearly the same as possible. The ratio of the measured peak signals would then give a true measure of the ratio of the cross sections, if they have the same shape. In the present case the latter is only approximately so, the $(\text{CF}_3)_2\text{CO}^-$ cross section having a measurable high-energy tail, as shown in Fig. 3.1. It follows that the peak cross section of $(\text{CF}_3)_2\text{CO}^-$ is likely to be overestimated relative to that of $\text{SF}_6^-$, and the conclusion from these particular data is that the $\text{SF}_6^-$ cross section exceeds that for $(\text{CF}_3)_2\text{CO}^-$ by at least a factor of 30. Using a previously measured (Kline et al., 1979) value of $(5.5\pm2.0) \times 10^{-14} \text{ cm}^2$ for $\text{SF}_6^-$, we conclude that the $(\text{CF}_3)_2\text{CO}^-$ production cross section is less than $(1.8\pm0.7) \times 10^{-15} \text{ cm}^2$.

In order to determine the total dissociative attachment cross section, it was necessary to measure the individual cross sections for the various fragment ions formed in this gas. Because of the difficulties of operating the gun mentioned above, and to avoid spending an excessive time acquiring appearance curves for the many ions involved, most curves were measured without using the RPD technique. This has no significant effect on the accuracy of the cross-section measurements for the fragment ions, whose appearance curves in general have structure substantially larger than the effective energy spread of the "retarded" distribution used. This is approximately 0.4 eV FWHM, judging from the electron beam-retarding curves and the $\text{SF}_6^-$ appearance curve obtained under these conditions.

The room temperature results are summarized in Figs. 3.2 and 3.3. The cross-section magnitudes have been obtained by measuring the peak $\text{F}^-$ signal at 6.6 eV as a function of pressure and comparing it with similar measurements of the $0^-$ signal from $\text{N}_2\text{O}$. The peak $\text{F}^-$ cross
Figure 3.2 — Dissociative attachment cross sections for producing the ions indicated from \((\text{CF}_3)_n\text{CO}\) at room temperature. The \(F^-\) peak at 8.8 eV was calibrated against \(O^-\) production from \(N_2O\) and used to calibrate the remaining curves. See also Fig. 3.3.
Figure 3.3 — Dissociative attachment cross sections for producing the ions indicated from (CF$_3$)$_2$CO at room temperature, calibrated against the F$^-$ peak at 6.6 eV shown in Fig. 3.2.
section determined in this way, $6 \times 10^{-18} \text{ cm}^2$, was then used as a secondary standard to calibrate the other fragment ion signals at their respective peaks. When this same approach was used to measure the cross section for production of the parent ion, we obtained the data shown in Fig. 3.4. The signal detected at energies greater than 2 eV must be interpreted with caution since it may arise from the capture of inelastically scattered electrons (Chantry, 1971).

The peak cross section of $7.5 \times 10^{-16} \text{ cm}^2$ given in Fig. 3.4 is almost certainly an underestimate due to the inadequate energy resolution in this case, the data having been taken without use of the RPD technique. Hence, we can place upper and lower limits of $1.8 \times 10^{-15}$ and $7.5 \times 10^{-16} \text{ cm}^2$ for the cross section for production of $(\text{CF}_3)_2\text{CO}^-$ at zero energy at room temperature. In Figs. 3.2 and 3.3 the electron energy scale was obtained from a set of measurements performed with a mixture of $\text{N}_2\text{O}$ and $(\text{CF}_3)\text{CO}$, using the known position of the $0^-/\text{N}_2\text{O}$ peak at 2.25 eV. The resulting scale is consistent within 0.05 eV with that obtained from the retarding curve.

Having measured the individual cross sections, we can obtain the total attachment cross section by summing the individual contributions. The result is shown in Fig. 3.5. Here and in Fig. 3.4 we show the results of measurements made at room temperature and at 730 K. The changes due to the increased temperature were not measured in absolute terms. We have chosen to normalize the measurements at both temperatures to the same peak value of the total cross section of $9 \times 10^{-18} \text{ cm}^2$ at 6.2 eV. We see from Fig. 3.5 that the direction of the effect of increasing temperature on the total cross section depends on the electron energy. This reflects very complicated behavior of the individual cross sections. The dissociative cross sections tend to increase with temperature, with the exception of $(\text{CF}_3)_2\text{C}^-$, while parent ion production decreases dramatically by a factor of at least 20 at zero energy. At the higher temperature a number of the fragment ions
Figure 3.4 — The cross section for parent negative ion production in \((\text{CF}_3)_2\text{CO}\). The open points were measured in the same way as the data of Figs. 3.2 and 3.3, at room temperature. The filled points were obtained at 730 K and were normalized together with the fragment ion data to give a peak total cross section of \(9 \times 10^{-16}\, \text{cm}^2\).
Figure 3.5 — The total attachment cross section of (CF$_3$)$_2$CO at room temperature (o) and at 730°K (•). The room temperature curve is obtained by summing the individual curves shown in Figs. 3.2, 3.3, and 3.4. The 730 K curve was obtained by summing the individual signals and normalizing to the room temperature peak at 6.2 eV.
are produced at zero energy with cross sections in the region of
\[1 \times 10^{-17} \text{ cm}^2.\]

The presence of a large attachment cross section at essentially
zero energy, confirmed in the present work, precludes the use of this
gas as a constituent of a diffuse discharge switch.

3.5 CHLOROPENTAFLUORETHANE, \(C_2F_5Cl\)

As discussed in Section 2.1, the issue to be resolved with this
molecule concerned the energy dependence of the total attachment cross
section. In particular we are interested in the extent to which the
relatively high dielectric strength involves low-energy attachment,
which is highly undesirable in the presence context. Measurements were
performed at room temperature following the same procedure as was used
for \((CF_3)_2CO\), and the results are summarized in Figs. 3.6. The total
attachment cross section obtained by simply summing the data in this
figure is shown in Fig. 3.7, where the data have been smoothed above 4.5
eV. We note that below 2 eV, the cross section for \(Cl^-\) dominates and
remains large down to zero energy. This observation effectively
disqualifies this molecule from further consideration, and for this
reason no attempt was made to investigate the temperature sensitivity of
its cross sections.

3.6 CONCLUSIONS FROM THE TEMPERATURE DEPENDENCE MEASUREMENTS

Overall, the measurements described in this section were
discouraging. The molecule having the strongest IR absorption, \(C_2F_5Cl\),
was disqualified due to its unsuitable "cold" attachment behavior, as
was \((CF_3)_2CO\), which has the next strongest absorption. Of the remaining
two candidates, \(C_2H_3Cl\) appears the more promising, in that it showed a
stronger temperature dependence for the low-energy attachment cross
section than did \(C_3F_8\), has a better situated attachment threshold and
Figure 3.6 — Showing the dissociative attachment cross sections measured in $\text{C}_2\text{F}_5\text{Cl}$ at room temperature.
Figure 3.7 — The total attachment cross section for $\text{CF}_3\text{CF}_2\text{Cl}$ at room temperature obtained by summing the individual cross sections shown in Fig. 3.6. The data above 4.5 eV have been smoothed.
peak position, and is more strongly absorbing at wavelengths accessible to the CO$_2$ laser. Against this must be weighed the concern that it might be chemically unstable in a discharge environment, particularly since evidence was found in the present work for thermal dissociation at temperatures above 850 K. The decision was made to investigate laser enhancement of the attachment processes in both C$_3$F$_8$ and in C$_2$H$_3$Cl. The results of those measurements are reported in the next section.
4. PHOTO-ENHANCED ATTACHMENT MEASUREMENTS

4.1 EXPERIMENTAL PROCEDURES

The principle of the experiment is shown in Fig. 4.1. In the regions immediately before and after the collision chamber, the electron beam passes through crossed electric and magnetic fields which serve to deflect the beam. In this way optical access is provided for irradiation of the molecular beam in a region collinear with the electron beam. This arrangement successfully overcomes a severe problem caused by the laser beam interacting with the electron gun filament, experienced in earlier measurements of this type (Chen and Chantry, 1979). A scale diagram of the electrode structure used to control the electron beam, and the extraction of the product ions, is shown in Fig. 4.2. The numbered items in this figure are listed in Table 4.1. The general layout of the whole system is shown approximately to scale in Fig. 4.3. The liquid nitrogen-cooled beam trap was not used in the present study. The gas or gas mixture under study is admitted to the collision region as a crudely collimated molecular beam, generated by passing the gas through a cluster of platinum capillary tubes. Details are shown in Fig. 4.4. By situating the capillary cluster in the end of a directly joule heated platinum furnace, we are able to inject gas at either room temperature or a controllable higher temperature. A number of thermocouples are attached directly to the furnace to monitor its temperature. Tests with $N_2O$, involving the use of the appearance curve of $O^-$ as a gas thermometer (Chantry, 1969a), confirmed that the thermocouple situated at the exit end of the furnace gave an acceptable measurement of the gas temperature. The coaxial furnace design
Figure 4.1 — Showing the general principle of the trochoidal electron gun chosen to avoid interaction of the laser beam with the electron gun filament, and the interaction geometry of the collinear electron-laser beams with the neutral molecular beam.
Figure 4.2 — Detailed horizontal section of the electrode structure of the electron gun and beam deflector electrodes, keyed to table 4.1.
<table>
<thead>
<tr>
<th>Part No.</th>
<th>Description of Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Molybdenum Block - defines collision region</td>
</tr>
<tr>
<td>2</td>
<td>&quot;Hat&quot; Compressing Deflector Electrodes</td>
</tr>
<tr>
<td>3</td>
<td>&quot;Hat&quot; Compressing Electron Gun Electrodes</td>
</tr>
<tr>
<td>4</td>
<td>Filament</td>
</tr>
<tr>
<td>5</td>
<td>Filament Support (1 of 2)</td>
</tr>
<tr>
<td>6</td>
<td>Monochromator Electric Field Electrode (1 of 2)</td>
</tr>
<tr>
<td>7</td>
<td>Compression Plate for Attractor Electrode and Extraction Electrodes</td>
</tr>
<tr>
<td>8</td>
<td>Cross-Field Extraction Electrode (1 of 2)</td>
</tr>
<tr>
<td>9</td>
<td>Attractor Electrode</td>
</tr>
<tr>
<td>10</td>
<td>Insulating Ring</td>
</tr>
<tr>
<td>11</td>
<td>Repeller Electrode</td>
</tr>
<tr>
<td>12</td>
<td>Compression Plate for Repeller Electrode</td>
</tr>
<tr>
<td>13-23</td>
<td>Electrode Discs to Define Electron and Laser Beams</td>
</tr>
<tr>
<td>24</td>
<td>Sapphire Insulator Balls</td>
</tr>
<tr>
<td>25</td>
<td>Filament Cover</td>
</tr>
<tr>
<td>26</td>
<td>Deflector Electric Field Electrode (1 of 2)</td>
</tr>
<tr>
<td>27</td>
<td>Compression Plate for Attractor Electrode and Extraction Electrodes</td>
</tr>
<tr>
<td>28</td>
<td>Cross-Field Extraction Electrode (1 of 2)</td>
</tr>
<tr>
<td>29</td>
<td>Attractor Electrode</td>
</tr>
<tr>
<td>30</td>
<td>Insulating Ring</td>
</tr>
<tr>
<td>31</td>
<td>Repeller Electrode</td>
</tr>
</tbody>
</table>
Figure 4.3 — General layout of the experimental system shown from the side, approximately to scale.
Figure 4.4 — Side view of the molecular beam source assembly. The insulated high-current feedthrough shown in the figure obscures an identical second one mounted beside it.
minimizes the magnetic field generated by the heating current in the region of the electron beam. Realignment of the magnetic field provided for control of the electron beams was not required when the furnace current of up to 18 A was turned on.

The CO$_2$ laser used in the present work is a modified version of a commercial laser, Molectron Model No. C250. It provides a grating tunable cw beam of typically 10 watts for the strongest lines at the entrance window of the vacuum system. The laser beam is focussed through the system using a simple ZnSe lens of focal length 19 cm mounted with X-Y control of its position adjacent to the BaF$_2$ inlet window of the vacuum system. The axial position of the lens was such that the beam waist should be situated approximately 1 cm beyond the center of the region of interaction between the three beams. Beam power and profile measurements have been performed external to the collision chamber using the same lens and window, together with apertures to simulate the effects of the electron gun electrodes through which the optical beam must pass in order to reach the collision region. These indicate that the entrance window transmits 0.84 of the beam, and the apertures 0.72, for an overall transmission of 0.60 to the collision chamber. We were unable to detect any absorption in the lens. Beam profile measurements taken at various axial points indicate that at the center of the collision chamber the beam has an e-folding radius of 0.024 cm, and an axial power density of 0.32 kW/cm$^2$/Incident Watt. At the strongest lines this gives 3.2 kW/cm$^2$ for the axial power density. Power measurements made on the exiting beam gave values of typically 2 watts for these same lines. Checks were performed with SF$_6$ to ensure that in focussing and aligning the beam to give maximum transmitted power we were indeed optimizing the interaction between the optical beam, the electron beam, and the molecular beam. Note that the laser beam monitor shown schematically in Fig. 4.1 is in practice situated outside the vacuum chamber, immediately beyond the exit window.
4.2 REFERENCE MEASUREMENTS IN SF$_6$

In order to establish that the system was operating properly, and to provide reference data against which to judge any observed photo-enhancement effects, we first performed a number of measurements in SF$_6$ with the objective of reproducing the behavior observed previously (Chen and Chantry, 1979). Examples of the electron-retarding curve and its derivative, obtained with SF$_6$ present, are shown in Fig. 4.5. Unfortunately, the electron energy resolution achieved with the present electron gun (0.2 eV) does not match that used in the previous work, and as a result the observed effect is less dramatic. Nevertheless, we were able to record the effect very reproducibly and show that it had the same type of wavelength dependence as was previously measured.

Examples of the SF$_5^-$ appearance curves recorded with and without the laser beam are shown in Fig. 4.6. In this case we used the P(24) line with the measured transmitted power of 1.6 watts. The measured peak heights are very close, and in the figure both measurements have been normalized by the same factor to give a peak height close to unity for both curves. The difference between the two signals is shown by the filled squares and shows an enhancement effect of 12% of the peak signal. As in the earlier work (Chen and Chantry, 1979), the effect occurs only at the zero energy peak of the SF$_5^-$ cross section, which in the present work is unresolved. Similar data were obtained at the P(26) line with an enhancement effect of 20%. In the subsequent search for similar effects in C$_2$H$_3$Cl and C$_3$F$_8$, curves of this type were routinely measured either immediately before or after the measurement on the gas under study in order to check that the absence of an observable effect was not due to some instrumental problem, such as optical beam misalignment. The data in Fig. 4.6 show one such measurement.
Figure 4.5 — Electron retarding curve and its derivative measured in the presence of SF$_6$ and laser radiation at 10.63 μm. The energy scale has been adjusted to represent the most probable electron energy.
Figure 4.6 — SF$_5^-$ production from SF$_6$ measured with (*) and without (o) the laser beam (10.63 μm) at room temperature. The difference signal is shown by the filled squares.
4.3 MEASUREMENTS IN C₂H₃Cl

The type of measurements described in the preceding subsection were repeated systematically in C₂H₃Cl over the full range of available laser wavelengths, and no effect of photo-enhancement was found. Particular attention was paid to the region of P(22) and P(24) where the strongest effects were found by Schaefer et al. (1988). Examples of data taken at room temperature with the P(24) line are shown in Fig. 4.7, and at 700 K in Fig. 4.8. In both cases the measured transmitted laser power was 1.4 W. In both cases the difference between the two curves, shown by the filled squares, is not significant. When it differed systematically from zero, the effect usually came from small differences in the electron beam intensity between the two runs and could be of either sign. We reluctantly reached the conclusion that we could not detect any evidence for photo-enhancement of Cl⁻ production from C₂H₃Cl at either temperature.

4.4 MEASUREMENTS IN C₃F₈

The same procedure was adopted in searching for photo-enhanced attachment as described above. Examples of data taken at room temperature with the P(32) line of the 001-020 transition (9.66 μm) are shown in Fig. 4.9, and similar data taken at the adjacent P(34) line (9.68 μm) at 700 K are shown in Fig. 4.10. Again, the differences between the signals recorded with and without the laser are not considered significant. Measurements of this type were performed at laser wavelengths extending from 9.66 μm to 10.59 μm, covering the regions where optimum overlap with the absorption spectrum was expected. In all cases we were unable to detect any significant effect on the F⁻ production cross section at either temperature.

The absence of an observable effect of photo-enhanced attachment in these two gases may be due to their much smaller optical absorption
cross sections, of approximately $10^{-19}$ cm$^2$, compared to approximately $10^{-17}$ cm$^2$ for our reference gas, SF$_6$. 
Figure 4.7 — Cl\(^-\) production from C\(_2\)H\(_3\)Cl measured with (*) and without (o) the laser beam (10.63 \(\mu\)m) at room temperature. The difference signal is shown by the filled squares.
Figure 4.8 — Cl\textsuperscript{-} production from C\textsubscript{2}H\textsubscript{3}Cl measured with (*) and without (o) the laser beam (10.63 μm) at 700 K. The difference signal is shown by the filled squares.
Figure 4.9 — $F^-$ production from $C_3F_8$ measured with (*) and without (o) the laser beam (9.66 $\mu$m) at room temperature. The difference signal is shown by the filled squares.
Figure 4.10 — \( F^- / C_3 F_8 \) production from \( C_3 F_8 \) measured with (*) and without (o) the laser beam (9.68 \( \mu \)m) at 700 K. The difference signal is shown by the filled squares.
5. SWARM MEASUREMENTS IN METHANE

A fuller description of the work performed under this contract to measure transport parameters in CH$_4$ appears in Appendix 10.2, a preprint of a paper which also includes an account of Monte Carlo simulations used to reconcile the measurements with a set of cross sections. The analysis work was not performed under this contract, but the results from it, namely a cross section set believed to be the best available at this time, would be applicable to computer modelling of a diffuse discharge switch medium employing CH$_4$ as the main carrier gas. In this section we give only a brief summary of the swarm measurements, further details being available in the Appendix.

The drift tube consists of a uniform-field region maintained between cathode and anode by a set of ten annular guard rings whose centers are spaced 0.5 cm apart. Measurements were performed over an E/N range from 10 to 1000 Td. Both anode and cathode are electrically shielded from the drift region by a highly transparent grid (87% optical transparency) located 0.1 cm from each electrode. The cathode contains a sapphire insert centered along the axis of the drift tube whose face adjacent to the drift region is coated with a thin gold film. The anode and its associated screen structure are coupled to the chamber envelope via a linear bellows drive, enabling the drift distance to be varied. The tube is designed so that either cathode or anode may be connected to high potential, enabling current transients to be measured at either one.

Research grade (Grade 4.2) methane, supplied by Airco with a minimum specified purity of 99.992%, has been used for the measurements. Back illumination of the semitransparent cathode by a pulse of uv
radiation from an externally mounted source releases a pulse of electrons into the drift region. The resulting time-resolved current collected at either the anode or the cathode is amplified and fed to a waveform digitizer and signal averager, and stored on nine-track tape. Waveforms are accumulated in the signal averager at a repetition rate $\sim 30-100 \text{ s}^{-1}$ until the signal/noise ratio has attained a satisfactory value; typically, this requires the summation of between $10^4$ and $10^5$ digitized current waveforms.

The currents measured at the electrically shielded cathode and anode collectors are associated with the motion of charge carriers between each collector and its adjacent screen. Thus, in the general case where a mixture of electrons, negative ions, and positive ions are present in the drift region as a result of electron-molecule collisions, all three components of the total current can be resolved directly. At the anode, the attenuated or amplified (depending on $E/N$) electron signal together with the negative-ion signal are recorded, while at the cathode the initial electron signal (produced as a result of the pulsed uv irradiation) and subsequent positive-ion signal are recorded.

The estimated uncertainties in our measured values of the electron drift velocity are $\pm 1\%$ for $E/N \leq 300 \text{ Td}$ and $\pm 2\%$ for $E/N > 300 \text{ Td}$. In regions of overlap, the present data are in closest agreement (to within the combined uncertainties) with those of Haddad (1985) and of Pollock (1968).

The positive-ion drift velocity is determined from the slope of a plot of the arrival time of the peak of the positive-ion component of the cathode current as a function of drift distance at each fixed value of $E/N$. The present data have an estimated uncertainty of $\pm 1\%$. The present ion mobility values refer to the slowest ion (the only clearly resolvable ion), and probably to the more massive of the two dominant product ions, $\text{C}_2\text{H}_5^+$. The anode current waveforms do not show any negative-ion component despite the fact that dissociative attachment has been
observed (Sharp and Dowell, 1967) under single collision conditions, leading to the formation of $H^-$ and $CH_2^-$ ions. The net ionization coefficient $(\alpha-\eta)$ has been determined from the electron and positive-ion charge waveforms collected at the cathode. Since we have been unable to detect significant attachment, these measurements give equivalently the ionization coefficient $\alpha/N$. The estimated uncertainties in these values are $\pm 3\%$ for $E/N \geq 100$ Td and $\pm 4\%$ for $E/N < 100$ Td.

There is generally good agreement among the various measurements of $(\alpha-\eta)$ over the range $150 \leq E/N \leq 600$ Td. For $E/N > 600$ Td, the present data lie up to 20% below previous values. However, of particular interest is the comparison of the data sets for $E/N < 150$ Td. In this region, Hunter et al. (1986) have recently reported significantly lower values of net ionization which they attribute to the occurrence of attachment. We have been unable to detect a significant negative-ion current for values of $E/N$ down to 80 Td, and for $E/N < 150$ Td our results are in good agreement with the only other previous measurements (Cookson et al., 1966; Heylen, 1975) in this range. Although the experimental methods were different, the analysis of the raw data which were used by both Cookson et al. and Heylen is similar to that used in the present study, and also gives unambiguous values of the net ionization coefficient. On the other hand, Hunter et al. have used a curve-fitting routine for extracting the coefficients $\alpha$ and $\eta$ directly from the raw data. It is our contention that the discrepancies between the values of the ionization and attachment coefficients deduced by Hunter et al. compared with the present and previous values are largely due to the methods of analysis of the raw data. It has been pointed out (Davies, 1988) that the coefficient which is most accurately determined from either spatial or temporal current growth measurements is the net ionization coefficient, i.e., the coefficient which appears in the exponent of the current growth expression, and that values of the individual coefficients are subject to much larger uncertainty,
particularly in the range of $E/N$ where the net coefficient becomes small.

From the present measurements we place an upper bound for $\eta/N = 5 \times 10^{-21}$ cm$^2$ at $E/N = 80$ Td, a factor of 21 less than that reported by Hunter et al. (1986). In fact, we note that for $E/N = 80$ Td, the value of the net ionization coefficient reported by Hunter et al. is negative (i.e., $a < \eta$), which is completely incompatible with our raw data and evidently with those of Cookson et al. and Heylen. Thus, we identify our measurements of the net ionization coefficient with the true ionization coefficient $a/N$. Over the range of $E/N$ from 80 to 600 Td, our values of $a/N$ are represented to within $\pm 4\%$ by the expression

$$a/N = 251 \exp[-624/(E/N)]$$

where $a/N$ is expressed in units of $10^{-18}$ cm$^2$ and $E/N$ is in Td.

The discrepancy between the measured $\eta/N$ upper bounds and the values predicted from the measured cross sections is largely accounted for if one postulates that H$^-$ suffers rapid collisional detachment under the conditions of the swarm measurements. The H$^-$ ions are particularly susceptible to detachment since they have a relatively low binding energy, are probably formed with appreciable kinetic energy, and can readily gain energy from the applied field.
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APPENDIX 10.1

IONIZATION AND TEMPERATURE DEPENDENT ATTACHMENT CROSS SECTION MEASUREMENTS IN C₃F₈ AND C₂H₃Cl

P. J. Chantry and C. L. Chen*
Westinghouse R&D Center
1310 Beulah Road
Pittsburgh, Pennsylvania 15235

ABSTRACT

Total ionization and attachment cross sections have been measured in C₃F₈ at 330°K using an electron beam and a total ion collection technique, calibrated by similar measurements on N₂O and Xe. Our total ionization cross section is similar in general shape to a previous measurement of this type, but with typically half the magnitude. The ionization threshold cannot be accurately derived from these measurements, due to severe upward curvature immediately above threshold. The positive-ion signal rises above the background at 13.0 ± 0.1 eV, to be regarded as a lower limit to the true threshold. An overall ionization cross section with a threshold at 13.3 eV is recommended, based on threshold data from photo-electron spectroscopy.

*Present address: Brookhaven National Laboratory
and the present data between 14 and 80 eV. The room temperature total attachment cross section peaks at 2.8 eV with a value of $1.75 \times 10^{-17}$ cm$^2$. This is 14 times smaller than the only other measurement of this type we are aware of. There is much better agreement with two more recently reported values unfolded from swarm experiments. The temperature dependence of the predominant dissociative attachment process, involving F$^-$ production, was studied in a different apparatus using a mass filter and ion pulse counting. At 730°K the peak cross section has increased by $\sim 60\%$ and the threshold is lower by 1.1 eV.

This second type of measurement was used to study the predominant dissociative attachment process in C$_2$H$_3$Cl, involving Cl$^-$ production. At 290°K this has a threshold at 0.85 eV and a peak at 1.35 eV of $3.2 \times 10^{-17}$ cm$^2$, in good agreement with recent work elsewhere. At 850°K the cross section at the peak is $2.6$ larger, and lower in energy by 0.3 eV, while at 0 eV it has reached $8 \times 10^{-18}$ cm$^2$. At higher temperatures effects ascribed to thermal dissociation of the C$_2$H$_3$Cl were observed. The implications of the present results regarding the use of these gases in diffuse discharge switches are discussed.
1. INTRODUCTION

The primary objective of the work reported here was to measure the attachment cross sections for the subject gases and establish their sensitivity to gas temperature. Our interest in these gases stems from their possible use as optically controlled attaching additives in an externally sustained diffuse gas discharge switch.\(^1\) In this application the switch medium is required to cause minimal electron loss rate when the switch is in the conducting phase, but to recover its insulating properties as rapidly as possible when the external source of ionization is turned off. During the recovery the electron density in the medium must decrease while the switch voltage, and consequently the electric field experienced by the electrons, is increasing. At the gas pressures employed the electrons remain essentially in equilibrium with the field during the switch recovery, and as a consequence their mean energy increases from typically a few tenths of an eV to a few eV. It is therefore desirable that the medium's net attachment rate be small for low electron energies, and increase rapidly with mean energy above a few tenths of an eV. With these and other considerations in mind, possible candidates can be identified\(^2\) for consideration and further testing\(^3\) as attaching additives.
Additional improvement in switch performance can in principle be realized by optically enhancing the attachment rate in the medium during the recovery phase. Possible means of achieving this are (i) by photodissociation causing formation of strongly attaching neutral fragments,\(^4\) (ii) by short-wavelength optical excitation of higher energy electronic states,\(^5\) or (iii) by vibrational excitation of the attacher by tuned infrared irradiation.\(^6,7\) In the present work we investigate two possible candidates for the third of these approaches. They were chosen on the basis of the existing knowledge regarding their attaching properties, such that they would be expected to have the type of passive attachment behavior described above, and from their infrared absorption spectra,\(^8\) which are such that one may plan to use a CO\(_2\) laser as an efficient source for the excitation. As a first step in screening these and other candidates, it is important to establish the sensitivity of their attachment cross sections to non-selective vibrational excitation, achieved by simply heating the gas. In addition, it is important to establish the shape and magnitude of the attachment cross section for the "cold" gas in order that the electron transport properties of the switch medium may be properly modeled by a Boltzmann or Monte-Carlo code analysis.

There is considerable prior literature on the attachment properties of C\(_3\)F\(_8\), including a total attachment cross-section measurement\(^9\) made by the classical Tate and Smith\(^10\) technique. When starting the present study we anticipated confirming the validity of that measurement, and moving quickly to the study of the temperature
sensitivity of the process. However, our initial cross-section measurements revealed a surprisingly large discrepancy, exceeding an order of magnitude, in the peak magnitude. Because of this we determined that a more extensive series of room temperature measurements was needed to provide more definitive cross-section data, for both total attachment and total ionization. The results of that study, and subsequent measurements conducted at elevated gas temperatures, are reported here. Since the initiation of this study, swarm experiments conducted elsewhere\(^1\)\(^1\)\(^1\)\(^2\)\(^2\)\(^3\) have yielded \(C_3F_8\) attachment cross-section data with which the present results may be compared.

The information available on \(C_2H_3Cl\) included a number of recent electron beam studies of both negative ion production\(^1\)\(^3\),\(^4\),\(^5\),\(^6\),\(^7\),\(^8\) and electron scattering.\(^9\),\(^10\) In the present context the paper of Stricklett et al.\(^1\)\(^6\) is particularly interesting in that it implicitly contains a measurement of the peak attachment cross section, relative to the known value for \(O^-\) production from \(CO_2\). Also, these authors argue, and proceed to demonstrate, that the process of dissociative attachment in the chloroethylenes should be enhanced by out-of-plane positioning of the Cl atom. By analogy, Burrow\(^1\)\(^8\) has suggested that excitation of internal vibrational modes causing such a distortion in \(C_2H_3Cl\) could lead to significant enhancement of its attachment cross section. Based on this information and the known IR absorption properties, this molecule was clearly of sufficient interest to be included in the study.

In Section 2 we describe the experimental techniques used for the present measurements, the results being presented in Section 3. The
relation of these results to other available data, and the implications regarding the possibilities of employing these gases as attaching additives, are discussed in Section 4. The results and conclusions drawn from this study are summarized in Section 5.
2. EXPERIMENT

In the present study measurements were performed with two types of apparatus. The first apparatus permits measurements of the total ion current as a function of the absolute pressure in the collision chamber. Comparison of these signals with others, obtained similarly using a gas for which the cross section is known, provides a measure of the absolute cross section. The second type of measurement employs a "high-temperature tube" having a heatable collision chamber which allows us to measure the dependence of the ion production processes on the gas temperature. In both cases the electron beam is produced by a directly heated filament and an electron gun employing the retarding potential difference (RPD) technique\textsuperscript{19,20} to enhance the energy resolution. With either apparatus mass-analyzed ion detection can be performed using a quadrupole mass filter employing ion-counting techniques. In the measurements reported here this feature was used exclusively with the high-temperature tube. These techniques are described here only briefly, details being given only of those aspects which have not been described in previous publications.
(i) Total Ion Collection Cross Section Measurements

We have used this approach in the past to measure attachment cross sections in various gases including CO$_{21}$, SF$_6^{22}$, F$_2$ and NF$_3^{23}$, and some of the details of the technique may be found in these references. The collision chamber and ion collection electrode geometry used for these measurements is shown to scale in Fig. 1, which represents a section perpendicular to the electron beam through the center of the collision chamber. The chamber is machined from a stainless steel block and is gold plated. All associated electrodes are supported directly from the block, including those constituting the electron gun and electron beam collector electrodes which are not shown in this view. The electron beam enters and leaves the chamber through ample apertures whose potentials are nominally identical to the chamber potential. Ions formed within the chamber by the electron beam experience a transverse extraction field applied by the parallel plate repeller and attractor electrodes. The dependence of the collected ion signal on the magnitude of this field is recorded for each process studied. Subsequent quantitative measurements of the ion current are made with the extraction field set at a value adequate for the signal to be only weakly dependent on the field. Care is also taken to adjust the repeller and attractor potentials relative to the chamber potential such that the electron beam has its minimum energy within the chamber. This ensures that we are able to operate the beam down to essentially zero electron energy, and that the electron-retarding curve will provide a
reliable zero energy scale calibration point. An externally controlled magnetic field of a few hundred gauss is imposed parallel to the electron beam. This serves to align the beam and constrain it to an essentially equipotential surface within the chamber. The magnetic field also serves the Wien velocity filter, but the latter was not used significantly in the present study.

Two holes in the top of the collision chamber match similar holes in the stainless steel base of a Dewer vessel to which it is connected in good thermal contact. There are two metal tube connections to the collision chamber. One allows gas to be fed to the chamber, while the other allows the chamber pressure to be measured using a Baratron capacitance manometer. The gas and collision chamber temperature can be controlled by use of appropriate fluids in the Dewer vessel.

(ii) Mass Resolved and Elevated Temperature Measurements

We have used this "high-temperature tube" in the past to measure both positive and negative fragment ion cross sections in various gases including \( \text{N}_2^0 \) and \( \text{SF}_6^2 \), and to study the temperature dependence of such reactions. Details of the technique may be found in Chantry,24 and reference may be made particularly to Fig. 3 therein. In this case the collision chamber consists of an iridium tube of length 5 cm. Gas admitted to the collision chamber escapes through two apertures used to pass the electron beam through the collision chamber, and a third slit
in the sidewall which allows a sample of the ions to escape perpendicularly to the electron beam.

The electron beam is aligned by an externally applied magnetic field of about 500G. The collision chamber is rigidly mounted to a glass plate and can be heated by passing a high (0-100A) direct current through the collision chamber. A platinum, platinum/rhodium thermocouple is spot welded to the outer surface of the collision chamber wall opposite the ion exit slit and is used to monitor the chamber temperature.

The electron gun and electron beam collection optics assemblies are mounted on a U-bracket which is placed around the collision chamber. The U-bracket independently maintains the alignment of the gun and collection optics, and provides a convenient means to align the electron gun system to the collision chamber.

The collision chamber is surrounded by a similar tube of larger dimension which acts as a radiation shield (RS). The radiation shield can be biased relative to the collision chamber to permit extraction of the proper polarity ions through an aperture in the side of the collision chamber. Two planar grids outside of the ion extraction aperture are situated so that an electric field, perpendicular to the magnetic field, can be produced to prevent deflection of the extracted ions by the fringing magnetic field used to align the electron beam. The extracted ion sample is subsequently focussed through a differential pumping aperture into a chamber housing the quadrupole mass filter. The mass-selected ions impinge on a channeltron multiplier used in a pulse-
counting mode. Care is taken to saturate the ion count rate by operating the channeltron at sufficient voltage, and the mass filter such that the ion signal strength is not significantly dependent on the mass resolution. With these measures the mass discrimination of the system is minimized.
3. RESULTS

(i) Perfluoropropane, $C_3F_8$, Measurements

An example of data obtained with $C_3F_8$ in the total collection tube is shown in Fig. 2. The three curves indicate "difference" signals of the transmitted electron beam, the negative-ion signal collected at the positively biased electrode, and the positive-ion signal collected at the opposing electrode, all measured under identical operating conditions of the tube. The energy scale, obtained in this case by setting zero at the steepest part of the electron beam-retarding curve, gives the expected threshold for $Xe^+$ production, 12.13 eV, to within the target accuracy of $\pm 0.1$ eV.

In order to place the total ion current measurements on a cross-section scale, calibration measurements of the type illustrated in Fig. 3 were performed. The peak attachment cross section in $C_3F_8$ is here calibrated against the known peak cross section for $0^{-}$ production from $N_20$. The two signals are measured under the same collision chamber conditions, with the extraction electrode potentials chosen as described above. The ratio of the slopes (2.03) is multiplied by $8.6 \times 10^{-18}$ cm$^2$, the known cross section for $0^{-}$ production from $N_20^{25}$, to give the value of the peak attachment cross section of $C_3F_8$, $1.75 \times 10^{-17}$ cm$^2$. 
Similar calibration measurements were performed for the positive ion signals, using Xe as the calibrant gas, together with the cross-section measurements of Rapp and Englander-Golden. In Fig. 4(a) the full curve shows the cross-section shape, measured by scanning the electron energy at a fixed pressure, and normalized to the points at 40, 60, and 80 eV obtained from pressure scans of the type shown in Fig. 3. Figure 4(b) shows a more-detailed view of the data recorded in the region immediately above threshold. The severe curvature makes a determination of the true threshold somewhat difficult. We obtain from our measurements a value of 13.0 ± 0.1 eV.

Our total negative ion measurements at T = 330°K give the calibrated attachment cross-section data for C$_3$F$_8$ shown on a linear plot in Fig. 5. This same result is plotted semilogarithmically as the full curve in Fig. 6, together with two recently published results.$^{11,12}$

Additional mass-resolved data were taken using the "high-temperature tube." With no direct heating the collision chamber has a normal operating temperature close to 290°K, with the electron gun operating. This is slightly below room temperature due to its location above a large liquid nitrogen-cooled trap. Under these "room temperature" conditions, measurements were made of the F$^-$ appearance curve and of the O$^-$ appearance curve using mixtures of C$_3$F$_8$ and N$_2$O in the collision chamber. The separation of these peaks confirmed the position of the F$^-$ peak at 2.8 eV.

The data on F$^-$ from C$_3$F$_8$ obtained at room temperature and at various elevated temperatures using the high-temperature tube are shown
in Fig. 7 as the family of full curves. These curves were placed on an absolute magnitude scale by setting the room temperature peak value equal to the value of $1.75 \times 10^{-17}$ cm$^2$ determined above. The relative magnitudes of the curves taken at different temperatures were determined by also measuring at each temperature the strength of the $CF_3^+$ signal produced by 97 eV electrons, and assuming that production of this ion from $C_3F_8$ is temperature insensitive at this energy.

(ii) Vinyl Chloride, $C_2H_2Cl$, Measurements

Measurements on vinyl chloride were performed only in the high-temperature tube. As reported previously by others, the only ion formed in significant amounts is $Cl^-$. The strength of the mass-resolved peak $Cl^-$signal was measured under "room temperature" conditions as a function of the gas pressure in the line supplying the collision chamber. Comparison of these measurements with similar measurements of the $O^-$ signal produced from $N_2O$ gave a value of $3.2 \times 10^{-17}$ cm$^2$. The position of the peak at 1.35 eV was determined relative to the steepest point of the electron-retarding curve. This energy calibration procedure could not be routinely relied on but was found to be satisfactory provided the collision chamber was cleaned by prior heating. The resulting cross-section curve is shown as a linear plot in Fig. 8. The peak has a FWHM of 0.60 eV.

The results of measurements performed at room temperature and at various elevated temperatures are summarized in the semilog plot in
Fig. 9. These curves were placed on a magnitude scale by setting the 290°K peak equal to the value of $3.2 \times 10^{-17}$ cm$^2$ determined above. The relative magnitudes of the curves taken at different temperatures were determined by also measuring at each temperature the strength of the parent positive-ion signal, produced by 38 eV electrons, and assuming that this ion production process is temperature insensitive. At temperatures above 850°K we found the reference $\text{C}_2\text{H}_3\text{Cl}^+$ signal decreased significantly, and tentatively ascribed this to thermal dissociation of the vinyl chloride. An instrumental effect, such as a temperature dependent bypass leak from the collision chamber, was ruled out by repeating the measurements with a fixed ratio mixture of $\text{C}_2\text{H}_3\text{Cl}$ and Ne flowing through the collision chamber, and monitoring both the $\text{C}_2\text{H}_3\text{Cl}^+$ and the Ne$^+$ signals as the temperature was raised. The anomalous drop in the $\text{C}_2\text{H}_3\text{Cl}^+$ signal was not present in the Ne$^+$ signal. Thus, we conclude that the highest temperature data, shown in Fig. 9 as a broken curve, is taken in the presence of thermal dissociation of the $\text{C}_2\text{H}_3\text{Cl}$. The direction of the additional uncertainty attached to this curve is not obvious, since we have no independent knowledge of the Cl$^-$ production processes from the thermal dissociation products. In the event that the products do not produce Cl$^-$ at these energies, the broken curve would represent a lower limit to the $\text{C}_2\text{H}_3\text{Cl}$ cross section at this temperature.
4. DISCUSSION

The determination of ion appearance potentials from ion appearance curves is in essence a deconvolution problem. Normally it is possible to adopt the simple approach of linearly extrapolating the curve measured immediately above threshold. For confidence to be placed in the extrapolated threshold determined in this way it is necessary that the range of the linear fit be at least a few times the energy resolution of the measurement, and that the residual curvature at the "toe" of the curve be consistent with the known energy resolution of the measurements. The appearance curve for positive ions from C₃F₈ measured in the present work does not meet these criteria, due to the severe upward curvature, and consequently it is difficult to place reasonable confidence limits on the determined value of 13.0 eV. This number corresponds to most probable electron beam energy at which the signal reached significantly above the background. Given the sensitivity of these measurements, and the possible presence of "hot-bands," it is reasonable to regard this value as a lower limit to the true value with the possible error being at least as large as the energy resolution, in this case 0.1 eV.

The difficulty of making this determination is inherent in the process and is no doubt partly responsible for the wide range of
previously measured values. Lifschitz and Grajower used a mass spectrometer to measure a threshold of 13.4 eV for the production of \( \text{CF}_3^+ \). These authors list prior values ranging to 14.65 eV, not including Kurepa's value of 14.7 eV, and calculate a value of 13.3 eV to be expected from known heats of formation. The value of 13.38 eV obtained by photo-electron spectroscopy appears to be the most reliable. For the purposes of computing ionization rates in a discharge environment, we would therefore recommend use of our determined cross section down to an electron energy of approximately 14 eV, and matching this curve to one going to zero at 13.3 eV.

The present room temperature cross sections for \( \text{C}_3\text{F}_8 \) determined by total ion current measurements may be compared with the results of Kurepa, who used the same general technique. His positive ionization cross-section data are not reported in sufficient detail to compare them with the present results in the threshold region. There is reasonably good agreement regarding the general shape up to 80 eV, which was the limit of the present measurements. However, Kurepa's cross section is approximately a factor of two larger than the present measurement. Discrepancies of this magnitude between measurements of this type are not normally encountered, and we can offer no explanation in this case.

Comparison with Kurepa's total attachment cross section is best made by plotting the data semilogarithmically, as in Fig. 6. To this end, Fig. 4 of Ref. 9 was replotted and overlayed on the present Fig. 6. The shapes of the two measured cross sections are found to be in excellent agreement over most of the main peak, but compared to the main
peak we find the amplitude of the second peak to be smaller by a factor of 39, while Kurepa's data indicate a factor of 22. More serious is the disagreement regarding the position and magnitude of the main attachment peak. Kurepa's data show this to have a magnitude of \(2.3 \times 10^{-16} \text{ cm}^2\) occurring at 3.3 eV, compared with the present values of \(1.75 \times 10^{-17} \text{ cm}^2\) and 2.8 eV. We are unable to explain these discrepancies.

In Fig. 6 the present data may be compared directly with the "swarm-unfolded" attachment cross sections derived from measurements\(^{12,11}\) of the attachment coefficient in dilute mixtures of \(\text{C}_3\text{F}_8\) in \(\text{N}_2\) or Ar. At the pressures used in both these studies there is a contribution to the measured attachment from the initial transient parent negative-ion species. This contribution is included in the data of Hunter and Christophorou,\(^{11}\) and for this reason their curve is expected to lie above the present data at the lower energies. At higher energies parent ion production is much less likely, and the differences seen above 4 eV may indicate a real discrepancy. Better overall agreement is found with the data of Spyrou and Christophorou.\(^{12}\) In this case the basic data also included a contribution to the measured attachment rate from the transient parent ion, and they similarly derived an unfolded cross section which included this contribution. In addition, on the basis of their temperature dependence measurements, these authors assigned relative contributions to the two processes and derived cross sections for the dissociative contribution at each of the temperatures studied. It is this cross section which is reproduced in Fig. 6. The agreement between these data and the present result is
already fairly good, and would clearly be improved for energies below 3 eV if a larger fraction of the measured total attachment coefficient was assigned to the dissociative process.

In Fig. 7 the cross section obtained in the present work at 730\(^{\circ}\)K may be compared with the data from Ref. 12 taken at 750\(^{\circ}\)K, where we have again plotted their derived cross section for the dissociative contribution to the measured attachment rate. The agreement in the peak magnitude is very good, considering the difficulties involved in both determinations, and as in the room temperature data the agreement could clearly be improved below 2 eV if a larger fraction of the measured total attachment rate was assigned to the dissociative process. It should perhaps be emphasized that the present type of measurement normally will measure the shape of the cross section with very high confidence levels, as evidenced by comparing results from various laboratories.

The room temperature measurements of Cl\(^-\) production from \(\text{C}_2\text{H}_3\text{Cl}\) may be compared directly with recent high-resolution electron beam measurements from a number of sources.\(^{15,13,14,16}\) These papers also provide comparisons of the dissociative attachment processes in a number of chemically related compounds and discuss the implications regarding the molecular states involved. Including the present work, all these measurements find the same peak energy for Cl\(^-\) production from \(\text{C}_2\text{H}_3\text{Cl}\) within the combined error bars, and all but one\(^{15}\) place it between 1.31 and 1.37 eV. Similar agreement exists regarding the peak FWHM (0.60 eV).
The present measurement of the peak cross-section magnitude, $3.2 \times 10^{-17} \text{ cm}^2$, is in excellent agreement with the value of $3.5 \times 10^{-17} \text{ cm}^2$ implicit in the results of Stricklett et al.\textsuperscript{16} We note that these authors performed a total ion collection measurement, in contrast with the present measurement performed with a mass filter. In general the latter type of measurement has significantly greater uncertainties due to the possible presence of mass or ion translational energy discrimination effects. In this case we note that Dressler et al. have shown that the Cl$^-$ fragment is formed with little translational energy, typically 0.1 eV, independent of the electron energy used. Olthoff et al. report a similar result. In these circumstances the discrimination effects associated with a mass filter are greatly reduced, and with care can be eliminated. Greater reliance can then be placed on cross-section measurements performed in this way.

It is clear from Figs. 7 and 9 that in both these gases the dissociative attachment process is significantly dependent on gas temperature, and thus both these gases are of interest regarding possible photo-enhancement of this process by IR absorption. Of the two, C$_2$H$_3$Cl has the stronger dependence on temperature and for this reason might be considered the better candidate. However, it must be kept in mind that in the application of present interest, discussed in the Introduction, the attaching species must be reasonably stable in the discharge. In the present work C$_3$F$_8$ demonstrated greater stability against thermal dissociation, and similar differences might well be found in the discharge environment. Thus, the present results do not
significantly favor one candidate over the other in choosing an attaching discharge additive. The results of experiments to determine the possibility of enhancing their attachment by irradiation at CO$_2$ laser wavelengths, as was achieved previously in SF$_6$, will be reported elsewhere.
5. SUMMARY AND CONCLUSIONS

The measurements reported above provide ionization and attachment cross sections for $C_3F_8$ which are much smaller than previously reported measurements$^9$ which used essentially the same technique. Based on the present measurements of the general shape and magnitude of the ionization cross section, and a more reliable threshold value determined by photo-electron spectroscopy,$^{29}$ we recommend an ionization cross section up to 80 eV which incorporates the best information available at this time.

There is relatively good agreement between the present measurements of the $C_3F_8$ attachment cross section at room temperature and at elevated temperatures, and the results obtained from swarm experiments.$^{12,11}$ The present results suggest that, in the interpretation of the swarm measurements, a smaller fraction of the overall attachment rate should be assigned to the parent ion process at the lower electron energies. The $C_3F_8$ attachment cross section is significantly dependent on gas temperature, but not dramatically so in the way that has been observed with some molecules.$^{24}$ There were no effects of thermal dissociation of the $C_3F_8$ apparent in the present study.
The present room temperature measurement of the cross section for Cl\(^-\) production from C\(_2\)H\(_3\)Cl gives a peak at 1.35 eV with a FWHM of 0.6 eV, and a peak value of 3.2 x 10\(^{-17}\) cm\(^2\). These numbers agree well with a number of recent determinations of the shape and position in energy of the peak, and also with a total attachment cross-section measurement\(^{16}\) which gave a value of 3.5 x 10\(^{-17}\) cm\(^2\).

The effects of increased temperature on the attachment cross section are significantly greater in the case of C\(_2\)H\(_3\)Cl than with C\(_3\)F\(_8\). At 850\(^\circ\)K the peak cross section has increased by a factor of 2.6 and occurs lower in energy by 0.3 eV. The threshold has moved from 0.85 eV to zero energy, where its value becomes 6 x 10\(^{-18}\) cm\(^2\). At higher temperatures the interpretation of the data becomes uncertain due to the presence of effects ascribed to thermal dissociation of the C\(_2\)H\(_3\)Cl.

The presently measured temperature sensitivities of the attachment processes in both these gases, and their known IR absorption spectra, make them interesting candidates for use as attaching additives in optically controlled discharges, but does not clearly identify the better choice. The effect of temperature is significantly greater for C\(_2\)H\(_3\)Cl, but the effects of thermal dissociation observed in the present work indicate the possibility of similar chemical stability problems in the gas discharge environment.
6. ACKNOWLEDGEMENTS

We wish to acknowledge the technical assistance of W. M. Uhlig
and L. D. Kurtz in the construction and maintenance of the apparatus,
and thank the authors of References 7 and 17 for communicating their
results to us prior to their publication. This work was supported in
part by the U. S. Army Research Office.
7. REFERENCES


8. Matheson Gas Data Book.


18. P. D. Burrow, private communication.


FIGURE CAPTIONS

Fig. 1. Collision chamber and related electrodes used for the room temperature measurements of the cross-section magnitudes. The electron beam (EB) is produced by an electron gun (not shown). The Repeller (Rep) and Attractor (Attr) electrodes form a parallel plate geometry for the total ion current measurements.

Fig. 2. An example of the total negative ion currents measured as a function of the collision chamber pressure in N2O and C3F8. In each case the electron beam energy is adjusted to the peak in the cross section. The ratio of the slopes gives the ratio of the peak cross sections.

Fig. 3. Composite figure showing the electron energy dependence of the negative-ion signal from C3F8, the positive-ion signal from Xe, and the RPD electron beam current. The relative positions of the three curves are given directly by the measurements. The position of the scale zero is adjusted to coincide with the steepest part of the retarding curve.

Fig. 4. The total ionization cross section of C3F8 measured relative to the known cross section of Xe. In (a) the full curve shows the shape of
the cross section measured at a fixed pressure, normalized to the points at 40, 60, and 80 eV determined by measurements over a range of pressure of the type shown in Fig. 2. In (b) we show details of the threshold region.

Fig. 5. The total attachment cross section of $\text{C}_3\text{F}_8$ measured at 330°K relative to the known cross section of $\text{N}_2\text{O}$.

Fig. 6. Comparison of the present measurement of the room temperature attachment cross section in $\text{C}_3\text{F}_8$ with data of Spyrou and Christophorou (SC, Ref. 12), and of Hunter and Christophorou (HC, Ref. 11).

Fig. 7. The cross section for $\text{F}^-$ production from $\text{C}_3\text{F}_8$ measured at the temperatures indicated, using the "High-Temperature Collision Chamber." The data of Spyrou and Christophorou (SC, ref. 12) is shown for comparison.

Fig. 8. The cross section for $\text{Cl}^-$ production from $\text{C}_2\text{H}_3\text{Cl}$ at room temperature (330°K).

Fig. 9. The cross section for $\text{Cl}^-$ production from $\text{C}_2\text{H}_3\text{Cl}$ measured at the temperatures indicated, using the "High-Temperature Collision Chamber." The highest temperature curve (970°K) is uncertain due to thermal dissociation effects.
Figure 1 — Collision chamber and related electrodes used for the room temperature measurements of the cross-section magnitudes. The electron beam (EB) is produced by an electron gun (not shown). The Repeller (Rep) and Attractor (Attr) electrodes form a parallel plate geometry for the total ion current measurements.
Figure 2 — An example of the total negative ion currents measured as a function of the collision chamber pressure in N₂O and C₃F₈. In each case the electron beam energy is adjusted to the peak in the cross section. The ratio of the slopes gives the ratio of the peak cross sections.
Figure 3 — Composite figure showing the electron energy dependence of the negative-ion signal from $\text{C}_2\text{F}_3$, the positive-ion signal from $\text{Xe}$, and the RPD electron beam current. The relative positions of the three curves are given directly by the measurements. The position of the scale zero is adjusted to coincide with the steepest part of the retarding curve.
Figure 4(a) — The total ionization cross section of C$_3$F$_8$ measured relative to the known cross section of Xe. In (a) the full curve shows the shape of the cross section measured at a fixed pressure, normalized to the points at 40, 60, and 80 eV determined by measurements over a range of pressure of the type shown in Fig. 2.
Figure 4(b) — The total ionization cross section of $\text{C}_3\text{F}_8$ measured relative to the known cross section of Xe. In (b) we show details of the threshold region.
Figure 5 — The total attachment cross section of $\text{C}_3\text{F}_8$ measured at 330°K relative to the known cross section of $\text{N}_2\text{O}$.
Figure 6 — Comparison of the present measurement of the room temperature attachment cross section in $\text{C}_3\text{F}_8$ with data of Spyrou and Christophorou (SC, Ref. 12), and of Hunter and Christophorou (HC, Ref. 11).
Figure 7 — The cross section for $F^{-}$ production from $C_3F_8$ measured at the temperatures indicated, using the "High-Temperature Collision Chamber." The data of Spyrou and Christophorou (SC, Ref. 12) is shown for comparison.
Figure 8 — The cross section for Cl\(^-\) production from C\(_2\)H\(_3\)Cl at room temperature (330°K).
Figure 9 — The cross section for Cl\(^-\) production from C\(_2\)H\(_3\)Cl measured at the temperature indicated, using the "High-Temperature Collision Chamber." The highest temperature curve (970\(^{\circ}\)K) is uncertain due to thermal dissociation effects.
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ABSTRACT

A pulsed drift tube has been used to measure the electron drift velocity in methane over the range of E/N from 10 to 1000 Td. In addition, measurements of the positive ion mobility and ionization coefficient have been made over the range of E/N from 80 to 1000 Td. Within the experimental sensitivity, no evidence of attachment has been observed in this range. A set of electron collision cross sections has been assembled and used in Monte Carlo simulations to predict values of swarm parameters. The cross section set includes a momentum transfer cross section which is based primarily on the present and previous drift velocity measurements, cross sections for vibrational excitation and ionization based on published experimental cross section measurements, and a cross section for dissociation into neutral products obtained by subtracting a measured dissociative ionization cross section from a measured total dissociation cross section. Isotropic scattering is assumed for all types of collisions in the Monte Carlo simulations. Good agreement between the predicted and measured values of swarm parameters is obtained without making any adjustments to these cross sections. A two-term Boltzmann equation method has also been used to predict swarm parameters using the same cross sections as input. The two-term results are in poor agreement with experiment and confirm the well-known inadequacy of two-term methods in the case of methane.

PACS numbers: 34.80, 52.20
I. INTRODUCTION

Recently, there has been renewed interest in methane for application in diffuse discharge electrical switching\(^1\) and in the thin-film, plasma-enhanced, chemical vapor deposition of hard carbon\(^2\) and diamond.\(^3\) In order to model the behavior of such systems, a knowledge of the electron collision cross sections is necessary. To provide some of this data base, measurements of electron and positive-ion mobilities together with ionization coefficients have been carried out over the range of \(E/N\) from 10 to 1000 Td using a pulsed drift tube. This range of \(E/N\) values is relevant to the opening mode of diffuse discharge switches and covers the lower end of the \(E/N\) range observed in deposition systems.

Methane has been used as a test gas by several authors\(^4-6\) in developing methods for calculating electron energy distributions. Methane is a good test gas because the cross sections for vibrational excitation are comparable in magnitude to the elastic cross section in the energy range near the Ramsauer minimum. This feature of the methane cross sections is inconsistent with the use of a two-term spherical harmonic expansion to represent the distribution function. Model cross sections for methane have been used in Refs. 4-6 as a test case for multi-term solutions of the Boltzmann equation and for Monte Carlo calculations in the low \(E/N\) region (< 10 Td) where the electron behavior is dominated by the features just described. Recently, Haddad\(^7\), in a study similar to the one described here, has used a more complete and accurate cross section set to study the low \(E/N\) region. In Haddad’s study, a multi-term method is used to solve the Boltzmann equation and predict swarm parameter values which are in good agreement with the measured values. Haddad has also shown that the use of the two-term approximation in solving the Boltzmann equation leads to large errors in predicted transport coefficient values for methane.

At high values of \(E/N\), the first theoretical analysis of electron transport in methane is that reported by Kline\(^8\) using a two-term expansion solution of the Boltzmann equation. The assumptions underlying the two-term spherical harmonic expansion solution of the Boltzmann equation are also violated at high \(E/N\) because
the cross section for elastic scattering becomes a small fraction of the total cross section at high electron energies. Thus, Monte Carlo or multi-term techniques provide more accurate results for methane at high E/N. Al-Amin et al.\textsuperscript{9} and Ohmori et al.\textsuperscript{10} have used Monte Carlo techniques to study methane at high E/N. However, the earlier study of Al-Amin et al. was hampered by a lack of experimental cross section data. The most complete set of cross sections used so far is the cross section set of Ohmori et al. They have obtained good agreement between predicted and available experimental swarm data.

The theoretical calculations reported here are motivated by (i) the availability of our new swarm data, taken in the same apparatus over a wide range of E/N values, (ii) uncertainty about the ionization and attachment behavior in methane near the ionization threshold, and (iii) the availability of additional experimental cross section data. The calculations described here use a cross section set similar to that used by Ohmori et al\textsuperscript{10}. The cross section set includes a momentum transfer cross section which is based primarily on the present and previous drift velocity measurements, cross sections for vibrational excitation and ionization based on published experimental cross section measurements, and a cross section for dissociation into neutral products (i.e., neutral dissociation) obtained by subtracting a measured dissociative ionization cross section from a measured total dissociation cross section. The neutral dissociation cross section is further divided into four components with thresholds at 9, 10, 11, and 12 eV, in order to give a better representation of the continuous electron energy loss spectrum in methane. Separate cross sections are used for CH\textsubscript{4}\textsuperscript{+} production and dissociative ionization. This more detailed representation of the neutral dissociation and ionization processes, compared with previous work, has been included for two reasons. First, these processes are the key processes in deposition discharges. Second, the shape of the cross sections for these processes near their thresholds affects the threshold behavior of the ionization coefficient.

Isotropic scattering has been assumed for all of the scattering processes in the Monte Carlo calculations. This assumption has been made in all of the previous Monte...
Carlo calculations for methane except for those of Al-Amin et al.\textsuperscript{9} The published experimental differential cross section data for methane, which are briefly described in Section IV, show that forward scattering predominates in methane. The assumption of isotropic scattering has been made in this work to simplify the Monte Carlo calculations and to limit the amount of data required to describe the collision cross sections. We have made additional calculations for methane which include a full treatment of anisotropic scattering. The results of these calculations will be described in a separate paper.

The present cross section set has been tested by comparing predicted electron swarm parameters (i.e., drift velocity and ionization coefficient) with measured values. The transport coefficient values have been predicted both from Monte Carlo simulations and from two-term expansion solutions of the Boltzmann transport equation. The swarm parameter values predicted by the Monte Carlo simulations are in good agreement with the measured values. This good agreement confirms the self-consistency and validity of the cross section set. The swarm parameter values predicted by the two-term expansion solutions of the Boltzmann transport equation are in poor agreement with the measured values, as expected for methane.

The remainder of this paper is organized as follows. The next section describes the experimental apparatus and procedures and the third section describes the experimental results. The fourth section briefly describes the theoretical methods and discusses the cross section data which have been derived. The fifth section presents the theoretical results and compares the measured and predicted swarm data. The last section summarizes the results presented here.
II. EXPERIMENT

A. Apparatus

The drift tube together with the associated vacuum and gas-handling systems and complete experimental arrangement used for these measurements have been described in detail previously. Thus, only the salient features of the facility will be given here for continuity in discussing the present results. A schematic diagram of the drift-tube arrangement is shown in Figure 1.

A uniform-field drift region is maintained between cathode and anode by a set of ten annular guard rings whose centers are spaced 0.5 cm apart. A chain of precision resistors across a bipolar dc power supply is used to derive the potentials applied to the drift tube, and the potential difference between cathode and anode is measured to better than ±0.1% using a digital voltmeter. Both anode and cathode are electrically shielded from the drift region by a highly transparent grid (87% optical transparency) located 0.1 cm from each electrode. The cathode contains a sapphire insert centered along the axis of the drift tube whose face adjacent to the drift region is coated with a thin gold film. The anode and its associated screen structure are coupled to the chamber envelope via a linear bellows drive enabling the drift distance to be varied. The tube is designed so that either cathode or anode may be connected to high potential, enabling current transients to be measured at either one.

The drift tube forms part of a bakeable ultra-high vacuum and gas-handling system which has a base residual pressure of $10^{-9}$ Torr. Research grade (Grade 4.2) methane, supplied by Airco, has been used for the measurements. The gas has a minimum specified purity of 99.992%, the major impurity constituents (in ppm) being nitrogen: 20, hydrogen: 10, carbon monoxide and carbon dioxide: 10, ethane: 10, and oxygen: 4. The gas pressure in the drift tube is measured using two Baratron gauges having a combined specified accuracy of ±0.1% over the range from 0.1 to 1000 Torr.

Back illumination of the semi-transparent cathode by a pulse of uv radiation from an externally mounted source releases a pulse of electrons into the drift region. The resulting time-resolved current collected at either the anode (using the arrangement
shown in Figure 1) or the cathode (connecting the measurement circuitry to the cathode and the anode to high potential) is amplified and fed to a waveform digitizer (Biomation Model 6500) and signal averager (Nicolet Model 1070) and stored on 9-track tape (Kennedy Model 9700). Data are accumulated in the signal averager at a repetition rate \( \sim 30 - 100 \, \text{s}^{-1} \) until the signal/noise ratio has attained a satisfactory value; typically, this requires the summation of between \( 10^4 \) and \( 10^5 \) digitized current waveforms.

Two different pulsed uv sources have been used in the present study. For the measurements of electron drift velocity, a spark source operating in air (Xenon Corp. Model 437A/N-789B) is used. The uv output from this source has a risetime of 10 ns and a halfwidth of 20 ns and liberates \( \sim 10^5 \) photoelectrons/pulse from the cathode. For the measurements of ion mobility, attachment, and ionization, a pulsed xenon lamp is used which produces a uv pulse having a risetime of 65 ns, a halfwidth of 145 ns, giving a cathode photoemission \( \sim 10^6 \) electrons/pulse. A photomultiplier which views a fraction of the output from the uv source is used to derive a trigger signal for the waveform digitizer. The residual systematic noise, which is coupled (despite careful shielding) into the measuring circuitry from the pulsed light source, is significantly reduced by arranging the transfer of data from the digitizer to the signal averager so that alternate pulses are added to and subtracted from the data already stored in the averager. A synchronized shutter between the pulsed light source and the drift tube is arranged so that during the add cycle the light pulse is allowed into the drift tube while during the subtract cycle it is blocked.

The currents measured at the electrically-shielded cathode and anode collectors are associated with the motion of charge carriers between each collector and its adjacent screen. Thus, in the general case where a mixture of electrons, negative ions, and positive ions are present in the drift region as a result of electron-molecule collisions, all three components of the total current can be resolved directly. At the anode, the attenuated or amplified (depending on \( E/N \)) electron signal together with the negative-ion signal are recorded while at the cathode the initial electron signal (produced as a result of the pulsed uv irradiation) and subsequent positive-ion signal
are recorded. Analysis of the recorded waveforms is simplified by making differential measurements at constant increments of drift distance. By making the incremental position of the collector screen coplanar with the center of a guard ring, distortions of the electric field are minimized. Thus, the drift distance is varied in increments of 0.5 cm from 0.7 cm to 5.2 cm.

B. Determination of swarm parameters

1. **Anode electron current waveforms**

The electron drift velocity is determined from the arrival time $\tau_e$ of the peak of the electron component of the total anode current as a function of drift distance $d$. From the solution of the continuity equation for electrons, the time $\tau_e$ is given to first order by\(^{12,13}\)

$$\tau_e \equiv (d/w_e) \left[ 1 - D_L/w_e d + 2D_L(\alpha - \eta)/w_e \right]. \quad (1)$$

where $D_L$, $\alpha$, $\eta$ are the longitudinal diffusion, ionization, and attachment coefficients, respectively. By making measurements of $\tau_e$ as a function of $d$, errors due to the finite width of the cathode electron pulse, end effects, and (to first order) diffusion effects are eliminated. However, effects due to attachment and ionization are not removed so that the reciprocal of the slope of the linear plot of $\tau_e$ versus $d$ is given by

$$w_e' = w_e/[1 + 2D_L(\alpha - \eta)/w_e]. \quad (2)$$

The values of electron drift velocity which we present in Section III correspond to the uncorrected $w_e'$ values.

2. **Ion current waveforms**

The negative-ion drift velocity $w_-$ is given directly by the reciprocal of the slope of the arrival time of the peak of the negative-ion component of the total anode current as a function of drift distance. Similarly, the positive-ion drift velocity $w_+$ is given directly by the reciprocal of the slope of the arrival time of the peak of the positive-ion
component of the total cathode current as a function of drift distance. The ion reduced mobilities $\mu_-$ and $\mu_+$ are then determined from the corresponding drift velocities by

$$\mu_\pm = \frac{w_\pm}{(E/N)N_0},$$

where $N_0 (=2.688 \times 10^{19}$ cm$^{-3}$) is the gas number density corresponding to 760 Torr at 273 K.

3. **Charge waveforms**

For complex molecules, the ion current spectra usually contain more than one ion specie. Under these conditions, the attachment and net ionization coefficients are more conveniently determined from the charge (or time-integrated current) waveforms. In the analysis of the charge waveforms it is necessary to take into account the different transparencies of the grids to electrons and ions. Then, writing $y(A)_d$ and $y(A)_{d+\Delta d}$ for the ratio of the total charge to the electron charge collected by the anode at the drift distances $d$ and $d+\Delta d$, respectively, it may be shown$^{11}$ that

$$y(A)_{d+\Delta d} = y(A)_d \exp - (\alpha - \eta) \Delta d + \{1 + (f_2/f_1)[\eta/(\alpha - \eta)]\} [1 - \exp -(\alpha - \eta)\Delta d],$$

(4)

where $f_1$ and $f_2$ are the fractions of electrons and ions, respectively, transmitted by each grid. Similarly, the ratio $y(C)_{d+\Delta d}$ of the total charge to the electron charge collected at the cathode at a drift distance $d+\Delta d$ may be expressed as

$$y(C)_{d+\Delta d} = y(C)_d \exp (\alpha - \eta) \Delta d + \{1 - f_1 f_2 \alpha/(\alpha - \eta)\} [1 - \exp (\alpha - \eta)\Delta d].$$

(5)

In either case, the net ionization coefficient $(\alpha - \eta)$ is given from the slope of a linear plot of $y_{d+\Delta d}$ versus $y_d$. For perfectly transmitting grids, i.e., for $f_1 = f_2 = 1$, Equations (4) and (5) reduce to the well-known form describing spatial current growth between planar electrodes under steady-state conditions. Such a method of analysis has been shown$^{14}$ to give unambiguous values of the net ionization coefficient even when electron detachment is occurring. In practice, it is more convenient to use the anode waveforms [Equation (4)] at values of $E/N$ below the limiting value (i.e., the value at which $\alpha = \eta$) and the cathode waveforms [Equation (5)] above this limiting value.
ratio $\alpha/\eta$ is given directly by the ratio of the positive ion charge collected at the cathode to the negative ion charge collected at the anode normalized to the same initial electron charge leaving the cathode.\textsuperscript{11} Thus, knowing both ($\alpha - \eta$) and $\alpha/\eta$, both of the individual coefficients $\alpha$ and $\eta$ are determined.
III. EXPERIMENTAL RESULTS

A. Electron drift velocity

The electron drift velocity is determined from the slope of a plot of the arrival time of the peak of the electron component of the anode current as a function of drift distance at each fixed value of E/N. For every plot analysed, the experimental points differ from a linear regression fit by less than 1%. We present our data uncorrected for ionization and attachment effects and identify our values with the quantity \( w' \) given by Equation (2). However, for values of E/N < 300 Td the correction is less than the experimental uncertainty and we identify the values with the true drift velocity. A summary of the values of \( w' \) are shown in Table I and also in Figure 2 where they are compared with previously published data.\(^7,9,15,19\) The estimated uncertainties in our measured values are \( \pm 1\% \) for E/N \( \leq 300 \) Td and \( \pm 2\% \) for E/N > 300 Td. In regions of overlap, the present data are in closest agreement (to within the combined uncertainties) with those of Haddad\(^7\) and of Pollock\(^18\). Also shown in Figure 2 are the predicted values (solid line) from Monte Carlo simulations using the set of electron collision cross sections discussed in Section IV.

B. Ion mobility

The positive-ion drift velocity is determined from the slope of a plot of the arrival time of the peak of the positive-ion component of the cathode current as a function of drift distance at each fixed value of E/N. For every plot analysed, the experimental points differ from a linear regression fit by less than \( \pm 0.5\% \). The present data, which have been converted to mobility values according to Equation (3), have an estimated uncertainty of \( \pm 1\% \), and are given in Table I and Figure 3 where they are compared with previous measurements.\(^17,20\)

The positive-ion waveforms do not exhibit a simple exponential time dependence indicating the presence of more than one ion specie or the occurrence of ion conversion reactions. It is known\(^21\) that the ions CH\(_4^+\), CH\(_3^+\), CH\(_2^+\), CH\(^+\), C\(^+\), H\(^+\), and H\(_2^+\) are all formed by single electron impact on methane, although the first two comprise more than 85% of the total ionization for electron energies up to 100 eV.
Further, these primary ions can undergo ion-molecule reactions with methane at thermal reaction rates\(^{22}\) in excess of \(10^{-9}\) cm\(^3\)/s; in the case of the ions \(\text{CH}_4^+\) and \(\text{CH}_3^+\), the product ions are \(\text{CH}_5^+\) and \(\text{C}_2\text{H}_5^+\), respectively. Under our experimental conditions, the majority of the primary ions are expected to be converted to product ions before reaching the cathode. The present ion mobility values refer to the slowest ion (the only clearly resolvable ion), and probably to the more massive of the two dominant product ions, \(\text{C}_2\text{H}_5^+\). The discrepancy between the present mobility values and those of previous investigations may be due to the fact that they refer to different ions.

The anode current waveforms do not show any negative-ion component despite the fact that dissociative attachment has been observed\(^{23}\) under single collision conditions leading to the formation of \(\text{H}^-\) and \(\text{CH}_2^-\) ions. We shall discuss the absence of significant attachment further in Sections III C and IV.

C. Net ionization coefficient

The net ionization coefficient \((\alpha - \eta)\) has been determined from the electron and positive-ion charge waveforms collected at the cathode. A summary of the present values of \((\alpha - \eta)/N\) are given in Table I. Since we have been unable to detect significant attachment, we have labelled these values as the ionization coefficient \(\alpha/N\) in Table I. The estimated uncertainties in these values are \(\pm 3\%\) for \(E/N \geq 100\) Td and \(\pm 4\%\) for \(E/N < 100\) Td. Our values are also plotted as a function of \(E/N\) in Figure 4 and of \(N/E\) in Figure 5 to more conveniently compare the data with previous measurements\(^{19, 24-27}\) at high and low \(E/N\), respectively. In order to make this comparison meaningful, we have compared the net ionization coefficient of Hunter et al.\(^{19}\) with the values of \(\alpha/N\) determined by other studies which, along with the present study, have not reported significant attachment but yet, strictly speaking, determine the net coefficient. Thus, we have labelled the ordinates of Figures 4 and 5 accordingly as \((\alpha - \eta)/N\). In Figure 4, we also show (by the solid line) the predictions of \(\alpha/N\) from the Monte Carlo simulations using the set of electron collision cross sections discussed in
Section IV.

There is generally good agreement among the various measurements over the range $150 \leq \frac{E}{N} \leq 600$ Td. For $\frac{E}{N} > 600$ Td the present data lie up to 20% below previous values. However, of particular interest is the comparison of the data sets for $\frac{E}{N} < 150$ Td. In this region, Hunter et al.\(^{19}\) have recently reported significantly lower values of net ionization which they attribute to the occurrence of attachment. As noted in the previous section, we have been unable to detect a significant negative-ion current for values of $\frac{E}{N}$ down to 80 Td, and for $\frac{E}{N} < 150$ Td our results are in good agreement with the only other previous\(^{26,27}\) measurements in this range.

It is of interest to note that these latter measurements of Cookson et al.\(^{26}\) and Heylen\(^{27}\) have been determined using the spatial current growth technique, i.e., a different technique to that used in the present study, and these authors\(^{26,27}\) have identified their derived coefficients as true ionization coefficients. However, although the experimental methods have been different, the analysis of the raw data which has been used by both Cookson et al. and Heylen is similar to that used in the present study, and also gives unambiguous values of the net ionization coefficient. On the other hand, Hunter et al. have used a curve fitting routine for extracting the coefficients $\alpha$ and $\eta$ directly from the raw data. It is our contention that the discrepancies between the values of the ionization and attachment coefficients deduced by Hunter et al. compared with the present and previous\(^{26,27}\) values are largely due to the methods of analysis of the raw data. It has been pointed out previously\(^{11}\) that the coefficient which is most accurately determined from either spatial or temporal current growth is the net ionization coefficient, i.e., the coefficient which appears in the exponent of the current growth expression, and that values of the individual coefficients are subject to much larger uncertainty, particularly in the range of $\frac{E}{N}$ where the net coefficient becomes small.

From the present measurements of cathode and anode waveforms, which give the ratio of ionization to attachment coefficients directly, we place a conservative lower bound of 20 on the ratio $\alpha/\eta$. This bound is the basis for the upper limit placed on the
attachment coefficient as a function of E/N shown in Figure 11 and corresponds, for example, to an upper bound for $\eta/N = 5 \times 10^{-21}$ cm$^2$ at E/N = 80 Td, a factor of 21 less than that reported by Hunter et al.\textsuperscript{19} In fact, we note that, for E/N = 80 Td, the value of the net ionization coefficient reported by Hunter et al. is negative (i.e., $\alpha < \eta$), which is completely incompatible with our raw data and evidently with those of Cookson et al. and Heylen. Thus, we identify our measurements of the net ionization coefficient with the true ionization coefficient $\alpha/N$. In Figure 4, the predictions of the Monte Carlo simulations (shown by the solid line), using the set of electron collision cross sections discussed in Section IV, refer to the ionization coefficient.

Over the range of E/N from 80 to 600 Td, our values of $\alpha/N$ are represented to within ±4% by the expression

$$\alpha/N = 251 \exp[-624/(E/N)],$$

(6)

where $\alpha/N$ is expressed in units of $10^{-18}$ cm$^2$ and E/N is in Td.
IV. THEORY

The theoretical calculations carried out in this study use electron collision cross sections as input data and calculate the steady state electron energy distribution and the corresponding swarm (electron transport) parameter values. As discussed in Section I, two methods have been used to calculate electron energy distributions and predict swarm parameter values: (i) Monte Carlo simulations, and (ii) two-term spherical harmonic expansion solutions of the Boltzmann transport equation.

A. Monte Carlo simulation

The Monte Carlo simulations use the null-collision method.\textsuperscript{28-30} The Monte Carlo computer code is an extensively revised version of the code developed by Reid\textsuperscript{31} and has been corrected for the errors found by Reid\textsuperscript{32}. The code has been modified to account for the loss of electrons in attachment and the production of secondary electrons in processes involving ionization. Isotropic scattering has been assumed for all collisional processes. The electron energy distribution function is obtained by sampling just before each electron-molecule collision. With the null-event method which uses a constant collision frequency, the distribution function, \( f'(\varepsilon) \), found in this way is identical to the actual distribution function, \( f(\varepsilon) \).\textsuperscript{29,33}

The collision frequencies (and associated rate coefficients) are calculated by folding the cross section for each specific process with the electron distribution function, \( f(\varepsilon) \), according to the relation

\[
\nu_j/N = \sum \sigma_j(\varepsilon) v(\varepsilon) f(\varepsilon),
\]

where \( \nu_j \) is the frequency per electron for the \( j \)-th process, \( N \) is the gas number density, \( \sigma_j(\varepsilon) \) is the energy-dependent cross section for the \( j \)-th process, \( v(\varepsilon) \) is the electron velocity, and \( f(\varepsilon) \) is the electron energy distribution. The sum is taken over discrete energy bins in which the distribution function is accumulated during the course of the Monte Carlo simulation. The advantage of this approach compared with estimation by
direct counting lies in its ability to return good estimates of collisional frequencies for low-probability processes. We find empirically that the values of the rate coefficients for high-probability processes (e.g., vibrational and dissociation) derived in this manner from the Monte Carlo distribution function agree with those found by direct counting of collisions.

We now discuss the definitions of the transport coefficients used in the Monte Carlo simulation. Two estimates of the electron drift velocity have been calculated. The first, $w_z$, is the average velocity of the centroid of the electron swarm. Differential values of $w_z$ for successive time bins are given by

$$w_z = \frac{\Delta <z>}{\Delta t},$$

where the notation $<z>$ indicates an average over all of the simulation particles. The final value of $w_z$ is computed by performing a linear regression over all of the time bins. The sampling is started at a time far enough into the simulation to allow any initial transients to settle down. The second estimate of the electron drift velocity, $w_{\Delta z}$, is

$$w_{\Delta z} = <\Delta z>/\tau,$$

where $\Delta z$ is the average of the change in $z$ between each collision and $\tau$ is the mean time between collisions. The two estimates of drift velocity agree for $E/N < 150 \text{ Td}$, where the number of electrons is conserved. However, at high $E/N$, where ionization is the dominant collisional process, the center-of-mass drift velocity, $w_z$, exceeds $w_{\Delta z}$. This occurs because the spatial distribution of the electron swarm becomes skewed towards the forward direction as a result of the faster ionization rate due to the more energetic electrons at the front of the swarm. The $w_z$ values correspond approximately to the experimental drift velocity values. Therefore, the $w_z$ values are used in the theory-experiment comparisons reported in this paper.

The transverse ($D_T$) and longitudinal ($D_L$) diffusion coefficients have been determined from the expressions
\[ D_T = \langle r^2 \rangle / 4 \Delta t = \langle x^2 + y^2 \rangle / 4 \Delta t, \quad (10) \]
\[ D_L = \langle (z - <z>)^2 \rangle / 4 \Delta t. \quad (11) \]

Again, the quantities \( \langle r^2 \rangle \) and \( \langle (z - <z>)^2 \rangle \) are recorded in time bins during the course of the Monte Carlo calculation, starting at a time far enough into the simulation to allow any initial transients to have settled down. When the simulation is completed, a linear least-squares fit is used to obtain the transverse and longitudinal diffusion coefficients.

**B. Boltzmann equation solutions**

In order to quantify the errors due to the use of the two-term spherical harmonic expansion we have also calculated distribution functions and transport coefficients using two different methods which are based on the two-term spherical harmonic expansion. The formulations which we have used are: (i) a backward integration method described by Frost and Phelps\(^35\), and (ii) a relaxation method described by Rockwood\(^36\).

In both formulations, the collision frequencies and rate coefficients are calculated by folding the cross section for each process with the electron distribution function, \( f(E) \), according to Equation (7) where the summation in these cases is taken over the discrete energy mesh used. The formulations used to calculate the drift velocity and transverse diffusion coefficient in both of the Boltzmann equation methods are those described previously.\(^{35,36}\) The formulation used to calculate the longitudinal diffusion coefficient in the backward integration method is that described by Parker and Lowke.\(^{37}\)

**C. Collision cross section data**

We now discuss the set of electron collision cross sections for CH\(_4\) which we have employed in the theoretical calculations. All of the cross sections used here are given in Tables II, III, and IV. Isotropic scattering has been assumed for all of the scattering processes in the Monte Carlo calculations. The published experimental differential cross section data given by Vuskovic and Trajmar\(^38\) show that forward
scattering predominates in methane. The assumption of isotropic scattering has been made in this work to simplify the Monte Carlo calculations and to limit the amount of data required to describe the collision cross sections.

The total scattering cross section given in Table II is similar to the total cross section of Ohmori et al.\textsuperscript{10} except that we have increased their cross section at energies above 20 eV in order to obtain better agreement between our measured and predicted drift velocities. This cross section is assumed to be the momentum transfer cross section in the Boltzmann calculations which implicitly include the effects of isotropic scattering via the \((1 - \cos \theta)\) weighting in the momentum transfer cross section. However, it should be noted that the two-term representation of the electron energy distribution in the Boltzmann calculations reported here is unable to accurately represent the electron energy distribution in methane where forward scattering predominates.

The vibrational excitation cross sections given in Table III are those of Ohmori et al.\textsuperscript{10} These cross sections have been obtained from the limited experimental data which is available as described in Ref. 10.

There are no known bound electronic states of \(\text{CH}_4\). All electronic excitation leads to dissociation where two or more fragments are produced. We have estimated the cross section for neutral dissociation, i.e. dissociation of \(\text{CH}_4\) into neutral fragments, by subtracting the total dissociative ionization cross section of Chatham et al.\textsuperscript{21} from the total dissociation cross section of Winters.\textsuperscript{39} The threshold for neutral dissociation has been set to 9 eV based on the electron energy-loss spectra for \(\text{CH}_4\) reported by Vuskovic and Trajmar\textsuperscript{38} and Dillon et al.\textsuperscript{40} The neutral dissociation cross section obtained in this way is much larger than the individual measured cross sections\textsuperscript{41} for dissociation processes where one of the neutral fragments is in a radiating excited state or a metastable excited state. Furthermore, the number of possible dissociation processes is very large. Thus, estimation of the total neutral dissociation cross section by adding the cross sections for all possible channels is impractical. The total dissociation cross section has been approximated by a straight line starting at the 9 eV
threshold and increasing to $2 \times 10^{-15}$ cm$^2$ at 20 eV. This approximation agrees well with the measured values of Winters for $14 < \epsilon < 20$ eV and is somewhat higher for lower energies. As an approximation of the continuous energy loss spectrum in CH$_4$, we have divided the total neutral dissociation cross section into four partial cross sections with thresholds at 9, 10, 11, and 12 eV. These four cross sections, which are shown in Figure 6, are chosen so that their sum is equal to the total neutral dissociation cross section described above. The predicted values of the ionization coefficient for $E/N < 150$ Td are very sensitive to the assumed ionization and dissociation cross sections near threshold, as discussed below. Thus, the threshold shape of the total neutral dissociation cross section can be determined by comparing predicted and measured ionization coefficients if we accept the measured ionization cross section shape.

We have used the ionization cross section values of Chatham et al.$^{21}$ for energies above 14.3 eV and those of Rapp and Englander-Golden$^{42}$ for energies between 12.6 and 14.3 eV. We have found that taking account of the upcurving of the ionization cross section shape measured by Rapp and Englander-Golden in this energy range has a large effect on the predicted ionization coefficient, as discussed in Section V.

The total dissociative attachment cross section which we have used is that measured by Sharp and Dowell.$^{23}$ The total cross section comprises two components corresponding to formation of H$^-$ and CH$_2^-$, which are not completely resolved in the measurements. In order to estimate the contributions of each process to the total attachment coefficient we have estimated the individual H$^-$ and CH$_2^-$ cross sections as follows. From the total cross section for dissociative attachment of Sharp and Dowell$^{23}$ which represents the sum of the H$^-$ and CH$_2^-$ contributions, we subtract an estimate for the H$^-$ cross section based on the shape of the D$^-$ (from CD$_4$) cross section of Sharp and Dowell$^{23}$, yielding the H$^-$ and CH$_2^-$ cross sections shown in Figure 7. The H$^-$ cross section rises to a flattened peak of $7.6 \times 10^{-20}$ cm$^2$ from 9 eV to 10 eV, whereas
the CH$_2^-$ cross section has a peak of $4.3 \times 10^{-20}$ cm$^2$ at 10.8 eV. The effect of our model of attachment is to favor the production of H$^-$ over CH$_2^-$. However, we note that the total cross section for attachment in CH$_4$ is sufficiently small that it has little influence on the electron energy distribution function.
V. SIMULATION RESULTS

A. Electron drift velocity

We present our theoretical results for drift velocity in Figure 8 where we have plotted the ratio of the various theoretical values to our measured values in order to show the small differences between theory and experiment more clearly. The experimental determination of drift velocity is based on the arrival time of the peak of the electron component of the total anode current; it corresponds, approximately, to the calculated \( w_z \) in the Monte Carlo calculations. Agreement between experimental and Monte Carlo values is within 15% over the entire range of \( E/N \) and is much closer for most of the \( E/N \) range. Without modification of the momentum transfer cross section of Ohmori et al.,\textsuperscript{10} the disagreement between predicted and measured values would be as large as 20% at high \( E/N \). The values of \( w_z \) and \( w_{\Delta z} \) predicted from the Monte Carlo calculations agree to within 1% for \( E/N < 150 \text{ Td} \), where ionization is negligible. The \( w_{\Delta z} \) values are smaller at higher values of \( E/N \) as shown in Figure 9. The drift velocity values calculated by numerically solving the Boltzmann equation correspond to \( w_{\Delta z} \). However, the Boltzmann drift velocity values differ from the experimental and Monte Carlo values because the two-term expansion is not an adequate representation of the distribution function, especially at high \( E/N \), as shown in Figure 8. The backward integration results are also in error at high \( E/N \) because the secondary electrons produced in ionizing collisions are not taken into account in the backward integration computer code.

B. Ionization and attachment coefficients

Our theoretical results for the ionization coefficient are shown in Figure 10. We have again plotted the ratio of the various theoretical values to the measured values reported above because the differences between theory and experiment are again small. The Monte Carlo values are within 12% of the experimental values over the entire range of \( E/N \) where the dynamic range of the \( \alpha/N \) values is more than three
orders of magnitude. The $\alpha/N$ values predicted from the Boltzmann code are well above the experimental and Monte Carlo values over the entire $E/N$ range as shown in Figure 10. This large disagreement is again an indication of the inability of the two-term expansion to represent the distribution function in $\text{CH}_4$. The backward integration Boltzmann results are much larger than the relaxation Boltzmann results at high $E/N$ because secondary electrons are neglected in the backward integration computer code.

As noted in Section IIIC, we have been unable to detect any evidence of attachment in our experimental measurements and estimate an experimental upper bound on $\eta/N = 5 \times 10^{-21}$ cm$^2$ at $E/N = 80$ Td, the lowest $E/N$ where we are able to make accurate measurements of the net ionization coefficient. Figure 11 shows the attachment coefficient values which we predict using the $\text{H}^-$ and $\text{CH}_2^-$ cross sections shown in Figure 7. Note that the predicted $\eta/N$ values due to $\text{CH}_2^-$ alone are below our experimentally estimated upper bound except near the threshold region where the predicted values of $\eta/N$ lie above the experimental detection threshold. However, the predicted values of $\eta/N$ due to $\text{H}^-$ are larger than our upper bound for values of $E/N < 150$ Td. If the attachment cross section is assumed to be accurate, the only plausible explanation for the absence of an observable negative-ion current in the drift-tube measurements is that the negative ions suffer collisional detachment in a swarm environment. Collisional detachment is more likely to occur in the case of $\text{H}^-$ species since they can readily gain energy from the applied field and are likely to be produced with appreciable kinetic energy. In fact, if the $\text{H}^-$ ions are assumed to suffer collisional detachment reactions, then the Monte Carlo predictions are consistent with the experimental data, except near the onset region of the $\eta(\text{CH}_2^-)/N$ curve, where the corresponding threshold region in the interpolated $\text{CH}_2^-$ cross section is subject to the largest uncertainty.
C. Electron diffusion/mobility ratio

The available experimentally measured values of the transverse and longitudinal diffusion coefficients divided by mobility, $\frac{D_T}{\mu}$ and $\frac{D_L}{\mu}$, are compared with our calculated values in Figures 12 and 13. There is considerable scatter in the experimental values as shown by the experimental data in these figures. There is also considerably larger scatter in the Monte Carlo results for the diffusion coefficients as shown by the Monte Carlo values in the figures. However, the Monte Carlo $\frac{D_T}{\mu}$ values are in generally good agreement with the experimental values of Hunter et al. at low $E/N$ and Al-Amin et al. at high $E/N$. The $\frac{D_T}{\mu}$ values from the backward integration and relaxation Boltzmann calculations agree well with each other but are well above the measured and Monte Carlo values over the entire range of $E/N$ as shown in Figure 12. The scatter in the experimental $\frac{D_L}{\mu}$ values is very large as shown in Figure 13. The calculated Monte Carlo and backward integration Boltzmann $\frac{D_L}{\mu}$ values agree well except at high $E/N$. The calculated Monte Carlo $\frac{D_L}{\mu}$ values are also in good to reasonable agreement with the experimental values of Al-Amin et al. over the entire range of $E/N$ examined here.

The comparison between theory and experiment shown in Figures 12 and 13 suggests that both the theoretical calculation and experimental measurement of $\frac{D}{\mu}$ should be improved. One approach to this problem would be to compare the actual measured and calculated transverse and longitudinal distributions of electrons vs. position at different times. This approach would have the advantage of eliminating the relatively involved procedures which are used to estimate diffusion coefficient values from the experimental data.
VI. SUMMARY

In this paper, we have presented measurements of the electron drift velocity, positive-ion mobility, and ionization coefficient over a wide range of E/N, carried out in the same pulsed drift tube apparatus. The values of electron drift velocity are in generally good agreement with previously reported values. Our values of the ionization coefficient are in reasonably good agreement with those of Cookson et al.\textsuperscript{26} and of Heylen\textsuperscript{27} but differ significantly from the recent net ionization coefficient data of Hunter et al.\textsuperscript{19} in the threshold region of E/N. Further, in keeping with the earlier studies of Cookson et al. and Heylen and in contrast to the results reported by Hunter et al., we have not detected the presence of significant attachment in methane.

Numerical calculations of the electron drift velocity and ionization coefficient have been carried out for methane using a Monte Carlo simulation method and two different approaches to the solution of the Boltzmann transport equation both of which utilise a two-term expansion of the electron energy distribution function. The input data for these calculations is a set of electron collision cross sections. The cross section set includes a total momentum transfer cross section which is based primarily on the present and previous drift velocity measurements. The total momentum transfer cross section is interpreted as the total cross section in the Monte Carlo calculations since isotropic scattering is assumed in the Monte Carlo calculations. The remaining cross sections are cross sections for vibrational excitation and ionization based on published experimental cross section measurements, and a cross section for dissociation into neutral products obtained by subtracting a measured dissociative ionization cross section from a measured total dissociation cross section. This total neutral dissociation cross section has been sub-divided into four partial cross sections in order to approximately represent the continuous electron energy loss spectrum which is observed experimentally in CH\textsubscript{4}. We think that our derived cross section set is the most realistic one proposed to date since it reflects available experimental data and also yields predicted values of electron drift velocity and ionization coefficient from Monte Carlo simulations which agree with our measured values to within 15%. On the other hand, predicted values of the swarm parameters from numerical solutions of the
Boltzmann equation using this same cross section set are in poor agreement with experimental values. We conclude, in agreement with previous authors that, in the case of methane, the two-term expansion is not an adequate description of the electron energy distribution function for the reasons discussed in Section V.

As far as the attachment situation is concerned, the values of the total attachment coefficient predicted from the Monte Carlo simulations are significantly larger than the upper limit set by our measurements. At present, the only plausible explanation for this disagreement is that most of the negative ions formed suffer collisional detachment in a swarm environment. From our interpolation of the measurements of Sharp and Dowell,\textsuperscript{23} it appears that the cross section for H\textsuperscript{-} formation is larger and the threshold energy lower than that for CH\textsubscript{2}\textsuperscript{-} formation. Thus, the predicted contribution of H\textsuperscript{-} formation to the total attachment coefficient is larger than that of CH\textsubscript{2}\textsuperscript{-} by more than a factor of four for E/N < 150 Td. If it is assumed that only the H\textsuperscript{-} ions suffer detachment then our predicted and measured attachment coefficients are self consistent except near the threshold region where the predicted values may be subject to large uncertainty as a result of our interpolation. The H\textsuperscript{-} ions are particularly susceptible to detachment since they have a relatively low binding energy, are probably formed with appreciable kinetic energy, and can readily gain energy from the applied field. Further mass and fragment-energy resolved measurements of the attachment cross section would be desirable to clarify this question.

The small discrepancy remaining between predicted and measured swarm parameters could be reduced by further fine adjustment of the cross sections. However, we do not feel that additional effort in this direction is justified in view of our assumption of isotropic scattering in the numerical simulations. In fact, it is known that with the notable exception of vibrational excitation, other elastic and inelastic scattering collisions in methane are anisotropic. We have performed additional calculations to study the influence of anisotropic angular scattering in methane on the predicted electron energy distribution and the predicted swarm parameters. The results of these calculations will be reported in a separate paper.
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TABLE I. Summary of the experimental (Expt.) values and Monte Carlo (MC) predictions of swarm parameters in methane.

<table>
<thead>
<tr>
<th>E/N $10^{-17}$V cm$^2$</th>
<th>$w_e$, $10^6$cm/s</th>
<th>$\mu_e$ cm$^2$/V s</th>
<th>$\alpha/N$, $10^{-18}$cm$^2$</th>
<th>$\eta/N$, $10^{-18}$cm$^2$</th>
<th>$D_T/\mu$, V</th>
<th>$D_L/\mu$, V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expt. w'</td>
<td>MC w$_z$</td>
<td>MC w$_{\Delta z}$</td>
<td>Expt.</td>
<td>MC</td>
<td>CH$_4$</td>
</tr>
<tr>
<td>10.00</td>
<td>7.92</td>
<td>7.42</td>
<td>7.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.50</td>
<td>6.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.00</td>
<td>6.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17.50</td>
<td>5.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.00</td>
<td>5.49</td>
<td>5.56</td>
<td>5.46</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.00</td>
<td>5.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30.00</td>
<td>5.27</td>
<td>5.23</td>
<td>5.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.00</td>
<td>5.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.0</td>
<td>5.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>5.38</td>
<td>5.34</td>
<td>5.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60.0</td>
<td>5.45</td>
<td>5.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70.0</td>
<td>5.81</td>
<td>6.02</td>
<td>5.73</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80.0</td>
<td>6.40</td>
<td>6.53</td>
<td>6.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90.0</td>
<td>6.83</td>
<td>7.12</td>
<td>6.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>7.40</td>
<td>7.61</td>
<td>7.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>112.5</td>
<td>8.14</td>
<td>8.39</td>
<td>8.09</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>125.0</td>
<td>8.86</td>
<td>9.07</td>
<td>8.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150.0</td>
<td>10.2</td>
<td>10.6</td>
<td>10.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>175.0</td>
<td>11.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200.0</td>
<td>13.2</td>
<td>13.8</td>
<td>13.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250.0</td>
<td>16.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300.0</td>
<td>19.9</td>
<td>19.6</td>
<td>18.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>26.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>33.1</td>
<td>32.7</td>
<td>27.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>40.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>46.3</td>
<td>46.9</td>
<td>36.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>52.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>58.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>66.2</td>
<td>67.5</td>
<td>50.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE II. Values of the momentum transfer cross section, $Q_m$, in units of $10^{-16}$ cm$^2$ as a function of electron energy, $\varepsilon$, in eV used in the numerical simulations.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$Q_m$</th>
<th>$\varepsilon$</th>
<th>$Q_m$</th>
<th>$\varepsilon$</th>
<th>$Q_m$</th>
<th>$\varepsilon$</th>
<th>$Q_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>50.0</td>
<td>0.200</td>
<td>0.700</td>
<td>6.00</td>
<td>14.7</td>
<td>150</td>
<td>1.07</td>
</tr>
<tr>
<td>0.010</td>
<td>40.0</td>
<td>0.300</td>
<td>0.560</td>
<td>8.00</td>
<td>16.1</td>
<td>200</td>
<td>0.900</td>
</tr>
<tr>
<td>0.015</td>
<td>24.4</td>
<td>0.400</td>
<td>0.650</td>
<td>10.00</td>
<td>15.5</td>
<td>300</td>
<td>0.714</td>
</tr>
<tr>
<td>0.020</td>
<td>17.0</td>
<td>0.600</td>
<td>0.953</td>
<td>15.0</td>
<td>12.6</td>
<td>400</td>
<td>0.612</td>
</tr>
<tr>
<td>0.030</td>
<td>10.2</td>
<td>0.800</td>
<td>1.40</td>
<td>20.0</td>
<td>8.80</td>
<td>600</td>
<td>0.496</td>
</tr>
<tr>
<td>0.040</td>
<td>7.30</td>
<td>1.00</td>
<td>1.90</td>
<td>30.0</td>
<td>4.76</td>
<td>800</td>
<td>0.430</td>
</tr>
<tr>
<td>0.060</td>
<td>4.60</td>
<td>1.50</td>
<td>3.10</td>
<td>40.0</td>
<td>3.26</td>
<td>1000</td>
<td>0.384</td>
</tr>
<tr>
<td>0.080</td>
<td>2.90</td>
<td>2.00</td>
<td>4.40</td>
<td>60.0</td>
<td>2.13</td>
<td>3000</td>
<td>0.120</td>
</tr>
<tr>
<td>0.100</td>
<td>2.00</td>
<td>3.00</td>
<td>7.20</td>
<td>80.0</td>
<td>1.67</td>
<td>10000</td>
<td>0.0360</td>
</tr>
</tbody>
</table>
TABLE III. Values of the inelastic cross section, in units of $10^{-16}$ cm$^2$, for vibrational excitation, $Q_v$, as a function of electron energy, $\varepsilon$, in eV used in the numerical simulations. The energy losses assigned to the 2-4 and 1-3 cross sections are 0.162 eV and 0.361 eV, respectively.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$Q_v$</th>
<th>$\varepsilon$</th>
<th>$Q_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-4</td>
<td>1-3</td>
<td>2-4</td>
</tr>
<tr>
<td>0.16</td>
<td>0.000</td>
<td>2.50</td>
<td>0.257</td>
</tr>
<tr>
<td>0.20</td>
<td>0.130</td>
<td>3.00</td>
<td>0.302</td>
</tr>
<tr>
<td>0.25</td>
<td>0.553</td>
<td>4.00</td>
<td>0.416</td>
</tr>
<tr>
<td>0.30</td>
<td>0.689</td>
<td>5.00</td>
<td>0.585</td>
</tr>
<tr>
<td>0.36</td>
<td>0.000</td>
<td>6.00</td>
<td>0.793</td>
</tr>
<tr>
<td>0.40</td>
<td>0.754</td>
<td>6.50</td>
<td>0.923</td>
</tr>
<tr>
<td>0.45</td>
<td>0.130</td>
<td>7.00</td>
<td>1.080</td>
</tr>
<tr>
<td>0.50</td>
<td>0.702</td>
<td>0.208</td>
<td>7.50</td>
</tr>
<tr>
<td>0.60</td>
<td>0.604</td>
<td>0.299</td>
<td>8.00</td>
</tr>
<tr>
<td>0.66</td>
<td>0.312</td>
<td>0.299</td>
<td>9.00</td>
</tr>
<tr>
<td>0.75</td>
<td>0.436</td>
<td>0.299</td>
<td>10.0</td>
</tr>
<tr>
<td>0.80</td>
<td>0.436</td>
<td>0.299</td>
<td>15.0</td>
</tr>
<tr>
<td>0.84</td>
<td>0.260</td>
<td>0.299</td>
<td>20.0</td>
</tr>
<tr>
<td>0.90</td>
<td>0.238</td>
<td>0.299</td>
<td>40.0</td>
</tr>
<tr>
<td>1.00</td>
<td>0.312</td>
<td>0.208</td>
<td>70.0</td>
</tr>
<tr>
<td>1.20</td>
<td>0.247</td>
<td>0.175</td>
<td>100</td>
</tr>
<tr>
<td>1.50</td>
<td>0.221</td>
<td>0.153</td>
<td>150</td>
</tr>
<tr>
<td>1.80</td>
<td>0.143</td>
<td>0.147</td>
<td>200</td>
</tr>
<tr>
<td>2.00</td>
<td>0.225</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE IV. Values of the inelastic cross sections, in units of $10^{-16}$ cm$^2$, for attachment, $Q_-$, dissociation, $Q_d$, and ionization, $Q_i$, as a function of electron energy, $\epsilon$, in eV used in the numerical simulations. The energy corresponding to the first entry in each cross section column is the energy loss assigned to that process.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$Q_-$</th>
<th>$Q_d$</th>
<th>$Q_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$H^-$</td>
<td>$\text{CH}_2^-$</td>
<td>1</td>
</tr>
<tr>
<td>7.70</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.00</td>
</tr>
<tr>
<td>9.00</td>
<td>0.0008</td>
<td>0.0000</td>
<td>0.30</td>
</tr>
<tr>
<td>10.0</td>
<td>0.0008</td>
<td>0.0000</td>
<td>0.30</td>
</tr>
<tr>
<td>12.6</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.30</td>
</tr>
<tr>
<td>13.2</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.30</td>
</tr>
<tr>
<td>15.0</td>
<td>0.400</td>
<td>0.400</td>
<td>0.40</td>
</tr>
<tr>
<td>20.0</td>
<td>0.540</td>
<td>0.540</td>
<td>0.54</td>
</tr>
<tr>
<td>25.0</td>
<td>0.540</td>
<td>0.540</td>
<td>0.54</td>
</tr>
<tr>
<td>30.0</td>
<td>1.260</td>
<td>1.260</td>
<td>1.26</td>
</tr>
<tr>
<td>50.0</td>
<td>1.690</td>
<td>1.690</td>
<td>1.69</td>
</tr>
<tr>
<td>70.0</td>
<td>1.780</td>
<td>1.780</td>
<td>1.78</td>
</tr>
<tr>
<td>100</td>
<td>0.540</td>
<td>0.540</td>
<td>0.54</td>
</tr>
<tr>
<td>150</td>
<td>0.485</td>
<td>0.485</td>
<td>0.48</td>
</tr>
<tr>
<td>200</td>
<td>0.450</td>
<td>0.450</td>
<td>0.45</td>
</tr>
<tr>
<td>300</td>
<td>0.400</td>
<td>0.400</td>
<td>0.40</td>
</tr>
<tr>
<td>400</td>
<td>0.375</td>
<td>0.375</td>
<td>0.37</td>
</tr>
<tr>
<td>500</td>
<td>0.350</td>
<td>0.350</td>
<td>0.35</td>
</tr>
<tr>
<td>1000</td>
<td>0.150</td>
<td>0.150</td>
<td>0.15</td>
</tr>
<tr>
<td>2000</td>
<td>0.075</td>
<td>0.075</td>
<td>0.07</td>
</tr>
<tr>
<td>5000</td>
<td>0.030</td>
<td>0.030</td>
<td>0.03</td>
</tr>
<tr>
<td>10000</td>
<td>0.015</td>
<td>0.015</td>
<td>0.01</td>
</tr>
</tbody>
</table>
FIGURE CAPTIONS

Figure 1. Schematic diagram of the experimental arrangement.

Figure 2. Comparison of the present experimental values of electron drift velocity as a function of E/N in methane with previous measurements and with the Monte Carlo predictions.

Figure 3. Comparison of the present measurements of positive-ion mobility as a function of E/N with previous values.

Figure 4. Comparison of the present values of the net ionization coefficient as a function of E/N with previous measurements and with the predictions of the Monte Carlo simulations. As discussed in the text, these values are to be identified with the true ionization coefficient \( \alpha/N \), with the exception of those of Ref. 19.

Figure 5. Comparison of the present values of the net ionization coefficient as a function of N/E with previous measurements. As discussed in the text, these values are to be identified with the true ionization coefficient \( \alpha/N \), with the exception of those of Ref. 19. The line denotes the fit to the data by the expression \( \alpha/N = 2.51 \times 10^{-16} \exp[-624/(E/N)] \).

Figure 6. The dissociation cross sections assumed for the numerical simulations.

Figure 7. Dissociative attachment cross sections for H\(^-\) and CH\(_2^\)\(^-\) formation from CH\(_4\) deduced from the measurements of Sharp and Dowell for use in the numerical simulations.

Figure 8. Ratio of the Monte Carlo and Boltzmann numerical predictions of electron drift velocity as a function of E/N to the present measurements. ■ Monte Carlo; ◆ Boltzmann, method of Ref. 35; ▲ Boltzmann, method of Ref. 36.

Figure 9. Comparison of the center of mass (■) and average (◆) electron drift velocity as a function of E/N predicted from the Monte Carlo simulations.

Figure 10. Ratio of the Monte Carlo and Boltzmann numerical predictions of the ionization coefficient as a function of E/N to the present measurements. The symbols are the same as in Figure 8.
Figure 11. Comparison of the Monte Carlo numerical predictions of attachment coefficient for H\(^-\) (⋆), CH\(_2\)\(^-\) (▲), and total (■) as a function of E/N with the estimated upper limit of the present measurements (■) and the previous data of Hunter et al. (▲).

Figure 12. Comparison of the Monte Carlo (■) and Boltzmann (▲) numerical predictions of the ratio D\(_T\)/\(\mu\) as a function of E/N with the previous measurements of Ref. 43 (×), Ref. 9 (+), and Ref. 44 (▲). The data of Ref. 45 agree with those of Ref. 44 to within a few percent.

Figure 13. Comparison of the Monte Carlo (■) and Boltzmann (▲) numerical predictions of the ratio D\(_L\)/\(\mu\) as a function of E/N with the previous measurements of Ref. 9 (+), Ref. 46 (▲), Ref. 47 (×), and Ref. 48 (□).
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Figure 2. Comparison of the present experimental values of electron drift velocity as a function of E/N in methane with previous measurements and with the Monte Carlo predictions.
Figure 3. Comparison of the present measurements of positive-ion mobility as a function of $E/N$ with previous values.
Figure 4. Comparison of the present values of the net ionization coefficient as a function of $E/N$ with previous measurements and with the predictions of the Monte Carlo simulations. As discussed in the text, these values are to be identified with the true ionization coefficient $\alpha/N$, with the exception of those of Ref. 19.
Figure 5. Comparison of the present values of the net ionization coefficient as a function of N/E with previous measurements. As discussed in the text, these values are to be identified with the true ionization coefficient \( \alpha/N \), with the exception of those of Ref. 19. The line denotes the fit to the data by the expression \( \alpha/N = 2.51 \times 10^{-16} \exp[-624/(E/N \, \text{Td})] \).
Figure 6. The dissociation cross sections assumed for the numerical simulations.
Figure 7. Dissociative attachment cross sections for H⁻ and CH₂⁻ formation from CH₄ deduced from the measurements of Sharp and Dowell for use in the numerical simulations.
Figure 8. Ratio of the Monte Carlo and Boltzmann numerical predictions of electron drift velocity as a function of E/N to the present measurements. ■ Monte Carlo; ◆ Boltzmann, method of Ref. 35; ▲ Boltzmann, method of Ref. 36.
Figure 9. Comparison of the center of mass (■) and average (○) electron drift velocity as a function of E/N predicted from the Monte Carlo simulations.
Figure 10. Ratio of the Monte Carlo and Boltzmann numerical predictions of the ionization coefficient as a function of E/N to the present measurements. The symbols are the same as in Figure 8.
Figure 11. Comparison of the Monte Carlo numerical predictions of attachment coefficient for H\(^-\) (○), CH\(_2\)\(^-\) (△), and total (■) as a function of E/N with the estimated upper limit of the present measurements (□) and the previous data of Hunter et al. (△).
Figure 12. Comparison of the Monte Carlo (■) and Boltzmann (▲) numerical predictions of the ratio $D_T/\mu$ as a function of $E/N$ with the previous measurements of Ref. 43 (×), Ref. 9 (+), and Ref. 44 (△). The data of Ref. 45 agree with those of Ref. 44 to within a few percent.
Figure 13. Comparison of the Monte Carlo (■) and Boltzmann (▲) numerical predictions of the ratio $D_L/\mu$ as a function of $E/N$ with the previous measurements of Ref. 9 (+), Ref. 46 (△), Ref. 47 (×), and Ref. 48 (●).