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Research has been carried out in the areas of (1) laser spectroscopic line shapes, (2) coherent transients including collisional effects, (3) laser-assisted collisions, (4) collision-induced resonant structures in laser spectroscopy (5) collision kernels and transport coefficients, and (6) interactions with broadband noise.

1. Laser Spectroscopic Line Shapes (M. Gorlicki, P. Berman)

A collaboration with Duncan Steel (Univ. of Michigan) was initiated to develop the mutual exchange of theoretical and experimental information regarding high resolution laser spectroscopy. The initial problem which was studied involved the four-wave mixing signals generated in Na vapor using lasers having various polarizations. It was theoretically predicted and experimentally verified that, for polarizations in which magnetic state alignment or orientation was not conserved, narrow resonances (characterized by the ground state width) can be observed. Such resonances could serve as the basis for an optical filter or be used to lock two laser frequencies together. The theory of these resonances involves a calculation of the creation and spontaneous decay of polarization gratings. It has recently been suggested to us that these processes may be important in the cooling of trapped atoms below the Doppler limit.

In a related calculation, we showed that velocity-changing collisions can also lead to narrow resonances in four-wave mixing. If the ground and excited state collision rates for a two-level atom differ, collisions result in non-conservation of population for a given velocity class of atoms. This lack of population conservation again results in resonances characterized by the ground state width. Recently, Steel was able to use a modified version of our theory to explain experimental results that he has recently obtained.

It might also be mentioned that a theory of collisionally-induced Rayleigh gain which we had developed has received a great deal of experimental interest. This gain is used to generate new fields in multiwave mixing in both linear and ring configurations.

* An asterisk indicates that a reprint or preprint of this article has been forwarded to the Scientific Officer with this report. Reprints of articles have been furnished to DTIC with this report. Preprints or reprints of articles are available on request to anyone receiving this report.
2. **Coherent Transients Including Collisional Effects (R. Sung, P. Berman)**

We have finished an analysis of an extended-pulse echo experiment carried out by Mossberg's group several years ago. In their qualitative analysis of the problem, they argued that the strong field in the second excitation pulse could quench collisional effects. We have shown that this interpretation is questionable.  A detailed analytical and numerical solution of the problem of a strong transient field interacting with an ensemble of atoms also subjected to velocity-changing collisions has been carried out. Using this solution, we have analyzed a two-photon echo experiment in which the second pulse's duration is comparable to an atomic decay time. It was found that, even for weak excitation fields, a long second excitation pulse can "quench" collisional effects. This phenomenon is conveniently explained in terms of a set of equivalent stimulated photon echo excitation schemes. For strong fields, the overall explanation of the "quenching" process is not changed significantly, implying that our interpretation of the quenching differs from that of Mossberg's group. The agreement between theory and experiment is good. The techniques that were developed for this problem can be applied to other transient problems involving collisions. A previous article on the transient probe spectrum for a driven two-level atom has appeared.

3. **Laser-Assisted Collisions (P. Berman)**

Our modified theory of Laser-Induced Collisional Excitation Transfer (LICET) gives good agreement with most of the LICET experiments carried out to date. The theory, which includes the contribution of a nearly-resonant intermediate state, has cleared up a long-standing mystery on the detuning dependence of the quasistatic tail of the LICET profile. Work on the model is continuing, in collaboration with A. Bambini (Florence).

In another LICET calculation [in collaboration with F. Schuller (Univ. of Paris - XIII)], we have calculated the magnetic state polarization produced in the quasistatic wing of the LICET profile. The calculation possesses interesting differences from that of collisional redistribution. We are preparing a manuscript in which the various physical mechanisms giving rise to the final state polarization are examined.
4. Collision-induced Resonances in Laser Spectroscopy (P. Berman)

In collaboration with G. Grymberg (Univ. of Paris), we have developed a unified interpretation of pressure-induced resonances. Both collisionally-aided radiative excitation (CARE) and pressure-induced extra resonances in four-wave mixing (PIER4) are explained on the basis of conservation of energy arguments.\(^{16}\) The theory is formulated using both bare- and dressed-state approaches, and some new aspects relating to the quantum statistics of the fields are described. Moreover, we have predicted new classes of experiments, such as fluorescence beats and two-photon ionization, in which collision induced resonant structures should be observed. Duncan Steel has indicated that he might try to carry out the experiments to test the theory.

5. Collision Kernels and Transport Coefficients (G. Rogers, P. Berman)

Our previous work on the relationship between collision kernels and transport coefficients\(^{17,18}\) has proven to be useful in analyzing an experiment on Na - rare gas velocity-changing collisions.\(^{19}\) Using a theory including the effects of fine-structure changing collisions, we were able to fit all the data with only one free parameter. These results have implications for a successful modeling of the optical piston.\(^{20}\) We are trying to extend some of this work to relate the coefficients of thermal conductivity and viscosity to the collision kernels encountered in laser spectroscopy.

6. Interactions with Broadband Noise (V. Finkelstein)

Recently, it has been appreciated that broadband noise can be used as a source of femtosecond time resolution.\(^{21}\) The theory of such processes is complicated owing to the fact that the four-wave mixing interaction used to generate the signals involves the use of a noise pulse and its time-delayed image. The correlations between the pulse and its time-delayed replica create an effective interaction which is non-Markovian. We are working on the theory of this problem in the limit of intense pulses. Eventually, we hope to compare our theoretical results with the experimental ones of the groups of Hartmann\(^{22}\) and LeGouët.\(^{23}\)
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The early work of Bloembergen and co-workers on pressure induced extra resonances (PIER-4) verified earlier predictions that resonances in nonlinear spectroscopy can result from incomplete cancellation of quantum mechanical amplitudes in the presence of collisions. This work was followed by a demonstration of collision induced narrow resonances in backward nearly degenerate four-wave mixing (NDFWM) which have a similar physical origin.

In the current work, we demonstrate that such resonances can be observed in collisionless systems due to spontaneous emission. In a two level Doppler broadened system, the NDFWM response is characterized by two resonances as a function of the pump-probe detuning. The first resonance, at δ=0, has a linewidth determined by the relaxation of the ground state and excited state. The second resonance, at δ equal to twice the pump-resonance detuning, has a width determined by the decay rate of the dipole coherence. In this work, we are concerned with the first resonance only.

If the system is closed (i.e., the excited state can decay only to the ground state) then the population difference decays at the spontaneous emission rate, and the linewidth of the δ=0 resonance is given by r_s. However, if the system is "open" (for example, the upper state can radiatively decay to a long lived state other than the initial state such as a different transition.)

![Figure 1a](image1.png)
**Fig. 1a** NDFWM spectra on the S_{1/2}(F=2) to P_{3/2}(F=2) transition.

![Figure 1b](image2.png)
**Fig. 1b** Calculation normalized to r_{sp}. The dashed line accounts for Doppler broadening.
hyperfine or Zeeman sublevel of the ground state), then the population difference decays with two components that have decay rates determined by the inverse upper and lower state lifetimes. These effects are observed in HDFS measurements of atomic sodium. Fig. 1a shows the HDFS spectrum recorded on the $S_{12}(F=2)$ to $P_{12}(F=2)$ transition. In the absence of the $P_{12}(F=2)$ decay to the F=1 ground state, the system would be closed and both of the resonances would have the same width, 20 MHz. However, the observed linewidth of the $S_{12}$ resonance is 7 MHz. This width is in excellent agreement with the analysis including Doppler broadening. The resonances show a long-lived component in the population difference with a width determined by the transit time and residual Doppler effects. (Note, unlike a coherent Raman effect, all three input beams are nearly resonant with the $S_{12}(F=2)$ to $P_{12}(F=2)$ transition.)

Fig. 2a shows the HDFS spectrum recorded on the $S_{12}(F=2)$ to $P_{12}(F=3)$ transition. The data shows a new feature which is a dip in the first resonance. To understand this, we note that earlier descriptions have ignored the effects of alignment and orientation which contribute to the response in a system with magnetic substate degeneracies. For the $F=2$ to $F=3$ transition, the population is conserved and the system is closed for population. However, since the field can transfer net orientation or alignment to the atom, one can show the system is not closed. The resulting ground state alignment and orientation lead to a nonvanishing amplitude for the narrow component which manifests itself as a dip in the resonant structure centered at $\delta=0$. The width of this dip is again determined by the inverse transit time and residual Doppler effects. For this transition, the sign of the ground state component is opposite to the sign of the upper state component, producing the dip. Agreement with theory is excellent, as shown (for the first resonance) in Fig. 2b.

- Fig. 2a: HDFS spectrum of the $S_{12}(F=2)$ to $P_{12}(F=3)$ transition.
- Fig. 2b: Calculation of the first resonance, normalized to $I_{pp}$. 
In summary, these data and analysis show the effects of decay of the excited state to a state other than the initial state of excitation. We anticipate that this understanding will be important in understanding frequency or time domain measurements in other materials such as the spectroscopy of resonant systems in solids.
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A connection is made between classical transport theory and the usual description of collisional processes in laser spectroscopy. In classical transport theory, collisional processes are described in terms of either transport coefficients or collision integrals. In analyzing the influence of collisions on laser spectroscopic line shapes, collisions are often described in terms of collision kernels. Two sets of equations are obtained relating the collision integrals to the collision kernels. While these two sets of equations are equivalent for any physically realistic kernel, they need not be equivalent if one carries out calculations using phenomenological kernels. If the two methods give similar collision integrals for a phenomenological collision kernel, it may serve as a justification for the use of that kernel. It is shown that the two methods do give very similar results for the Keilson-Storer kernel but give dramatically different results for a "difference" kernel (a kernel that is a function of the difference between the initial and final velocity). The calculations, carried out for a low-density binary gas mixture, provide a link between classical transport theory and the collision kernels commonly used in analyzing experiments in laser spectroscopy. Implications of the results to experimental situations of current interest are explored.

The research described in this report was carried out during my visit to Huygens Laboratory in November, 1985. The work represents a collaborative effort between Drs. Haverkort, Woerdman, and myself. I was fortunate to be able to be a visitor at the University of Leiden, an institution that has in the past, and continues to be, an important center for research in kinetic theory. In this environment, it was possible to combine some of the results I had obtained in analyzing the effects of collisions on laser spectroscopic line shapes with concepts originating in the
transport theory of gases. What emerged from this study was a method for relating the collision integrals and transport coefficients of transport theory to the collision kernels commonly used in spectroscopic line shape analysis.

It is the aim of this report to recall some of the results of that study and to suggest possible paths for continued research in this subject area. Details of the calculations can be found in Reference [1], which is hereafter referred to as I; "Transport Theory" will be abbreviated as "TT", while "the study of collisional processes using laser spectroscopy" will be referred to as "CLS".

Fundamental to both TT and CLS is a knowledge of the intermolecular potential. Armed with expressions for the intermolecular potential, one can proceed, in principle, to calculate the scattering amplitudes and differential scattering cross sections which characterize collisions in a vapor. From the differential scattering cross sections, it is possible to arrive at expressions for the transport coefficients of TT or the collision kernels of CLS. Although TT and CLS share a common language at the level of the differential scattering cross section, there has not been much dialogue between researchers working in these two areas. Undoubtedly, this is due to the different techniques and vocabulary employed in TT and CLS, as well as the different types of physical processes which are probed in both approaches. This lack of "crosstalk" between the two disciplines is unfortunate, since several of the results achieved in TT (CLS) can be used to complement those of CLS (TT).

## TT

Owing to density, temperature or velocity gradients within a vapor, physical observables such as momentum and energy are transported from one part of the vapor to another. Such transport processes can be characterized by coefficients of diffusion, thermal conductivity and viscosity. These coefficients can be measured experimentally and can be calculated assuming a specific form for the intermolecular potential. Although the values for the transport coefficients reflect the nature of the intermolecular potential, they are essentially moments of a distribution function and, as such, provide considerably less information than the distribution function itself. In other words, the transport coefficients characterize the non-uniform state of a vapor, but cannot be used to map out the intermolecular potential. This situation is somewhat reminiscent to that encountered in the impact limit of the pressure.
broadening of spectral line shapes - the collision-induced line width and shift are sufficient to characterize the line shapes, but, as quantities representing an average over collision parameters, they shed limited light on the intermolecular potential.

In order to calculate the transport coefficients in a systematic manner, one can follow an approximation scheme developed by Chapman and Enskog [2]. For a vapor in thermal equilibrium having a Maxwellian velocity distribution, there is no average transport of momentum, energy, etc., across a given plane in the vapor. Transport results from deviations of the distribution function from Maxwellian. In Chapman-Eskog theory, it is assumed that the distribution function remains close to Maxwellian so that an expansion of the distribution function about a Maxwellian is permissible. This procedure allows one to linearize the Boltzmann equation and to obtain an approximation scheme for calculating both the distribution function and the transport coefficients to arbitrary degrees of accuracy for a given intermolecular potential. For moderate temperature, density and velocity gradients in the vapor, the deviation of the distribution function from Maxwellian is not excessive and the expansion converges rapidly. The transport coefficients are expressed in terms of a few "square bracket integrals" [3] or "effective cross sections" [4] which give the appropriate transport characteristics of the vapor. Moreover, for a well-defined intermolecular potential, the square bracket integrals or effective cross sections can be related to the so-called collision integrals (to be defined below), which represent an integral over a given function of the collision scattering angle. Thus the objective of TT is to obtain expressions for the collision integrals from the intermolecular potentials and then obtain the transport coefficients from the collision integrals.

CLS

In "traditional" line shape studies, collisions are found to broaden and shift absorption and emission profiles. As mentioned above, the broadening and shift parameters can be viewed as somewhat analogous to the transport coefficients. With the advent of laser spectroscopy, additional information about collisions occurring within a vapor can now be derived from line shape studies. In a typical laser spectroscopy experiment, one excites a specific velocity class of atoms using a nearly monochromatic laser source. As a result of collisions within the vapor the velocities of the selected atoms relax back towards a Maxwellian distri-
bution. For experiments done in the time domain, one monitors this relaxation as a function of time [5]. In steady-state experiments, relaxation occurs on a time scale determined by an effective lifetime of the velocity-selected atoms, and one measures a velocity distribution corresponding to relaxation over this time interval [6]. Since the total velocity profile is monitored, considerably more information about collisions is available than from simple line width and shift measurements.

The physical quantity of interest in CLS experiments is the collision kernel \( K(\vec{v}' - \vec{v}) \), giving the probability density (in velocity space) per unit time that collisions change the velocity of an atom or molecule from \( \vec{v}' \) to \( \vec{v} \). There have been several experiments in which the collision kernel has been determined [5], [6]. For theoretical evaluations of the kernel, it is invariably assumed that the velocity-tagged molecule undergoes a collision with perturbers whose velocity distribution is Maxwellian. Since the perturber distribution is assumed to be Maxwellian, one arrives at a linear transport equation for the "active-atom" distribution function. The collision kernel can be expressed as a single integral over the collision scattering angle [7]. Calculations of kernels assuming either classical or quantum-mechanical scattering have been carried out for a number of intermolecular potentials [6], [7].

**Relationship between TT and CLS**

In lowest order approximation, the coefficient of diffusion \( D_{12}^{(0)} \) for a two-component gas is given by

\[
D_{12}^{(0)} = \frac{k_B T}{m} \frac{1}{N u_r \sigma_{12}^{(10)}} = \frac{3 k_B T}{2 m} \frac{1}{N [C_1, C_1]_{12}}
\]

\[
= \frac{3 k_B T}{16 \mu} \frac{1}{N \omega_{12}^{(1,1)}}
\]

where \( k_B \) is Boltzmann's constant, \( m \) is the active-atom mass, \( N \) is the total molecular density, \( u_r \) is the most probable active-atom - perturber relative speed, \( T \) is the absolute temperature \( \sigma_{12}^{(10)} \) is an effective cross section defined by Eggermont et al [4], \( [C_1, C_1]_{12} \) is a square-bracket integral defined by Chapman and Cowling [3], \( \mu \) is the active-atom - perturber reduced mass and \( \omega_{12}^{(1,1)} \) is a collision integral defined by [3].
\[ \Omega_{12}(t,s) = \frac{k_B T}{2\pi \mu} \int_0^\infty dy \int_0^{2\pi} db \]
\[ \times e^{-y^2} y^2 s^3 [1 - \cos^2 \chi(b,y)], \]  
(2)
where \( t \) and \( s \) are integers, \( \chi(b,y) \) is the scattering angle in the center-of-mass frame, and \( b \) is the collision impact parameter.

It is important to note that Eq. (1b) follows from Eq. (1a) when explicit use is made of the relationship
\[ \frac{d\sigma}{d\Omega} = \frac{b}{\sin \chi} \frac{db}{d\chi}, \]  
(3)
where \( d\sigma/d\Omega \) is the differential scattering cross section for active-atom-perturber scattering. If one were to use a phenomenological differential scattering cross section (not derivable from an intermolecular potential), then Eq. (1b) would no longer be valid. Of course, the difference between Eqs. (1a) and (1b), in that case, would be a measure of the suitability of the phenomenological cross section which was assumed. I shall return to this point below.

Using the definition of the effective cross sections and the collision kernel, the following relationship between \( \sigma_{10}^{10} \) and the collision kernel \( K(\vec{v}', \vec{v}) \) was derived in I:
\[ N_{p} \sigma_{10}^{10} = -\frac{2}{3u u_{r}} \int d\vec{v}' \ W(\vec{v}') K(\vec{v}', \vec{v}) \ [\vec{v}' \cdot (\vec{v} - \vec{v}')] \]  
(4)
Similar equations relating other \( \sigma_{ij}^{ij} \) to integrals of \( K(\vec{v}', \vec{v}) \) are given in I. Equations (1) and (4) imply that any fit of laser line shapes using a specific kernel should be constrained by available (experimental or theoretical) diffusion data. In this way the number of free parameters used in fitting the lines can be reduced to a minimum [6].

Equation (4) can be evaluated for a number of collision kernels \( K(\vec{v}', \vec{v}) \). For a hard-sphere kernel (derivable from a hard sphere intermolecular potential), one finds \( N_{p} \sigma_{10}^{10} = (4/3)(m/\mu) \Gamma_{HS} \), where \( \Gamma_{HS} \) is the collision rate and \( N_{p} \) is the perturber density. For the phenomenological Keilson-Storer kernel [9], given by
\[ K_{KS}(\vec{v}', \vec{v}) = \frac{\Gamma_{KS}}{(\pi \omega^2)^{3/2}} e^{-\left(\vec{v}' - \vec{v}\right)^2 / \omega^2} \]  
(5)
with
\[ \omega^2 = (1 - \alpha^2) u_{r}^2, \]  
(6)
where \( 0 \leq \alpha < 1 \) and \( u \) is the most probable active-atom speed, one finds
\[
N^P_r \sigma^{(10)}_{10/12} = \gamma_{KS}(1 - \alpha).
\]
Finally for a "difference-kernel" defined by
\[
K_d(v^+ - v^-) = \frac{\gamma}{\pi (\delta u)^2} e^{-(v^+ - v^-)^2/(\delta u)^2}
\]
on one finds \( \sigma^{(10)}_{10/12} = 0 \). The fact that \( \sigma^{(10)}_{10/12} = 0 \) for a difference kernel reflects the fact that \( \langle v \rangle = 0 \) for distribution functions governed by such a kernel (detailed balance is violated).

A method for providing a consistency check for phenomenological collision kernels was given in I. A second method for relating the collision kernels to the collision integrals was derived. Since this method involves the collision integrals rather than the effective cross sections, it is strictly valid for kernels derivable from an intermolecular potential. By calculating the collision integrals using both methods, one has an implicit test of the validity of the chosen kernel. For collision kernels derivable from an intermolecular potential, the collision integrals evaluated by both methods must be identical. Differences between the collision integrals which arise when the two methods are applied to a phenomenological kernel can serve as a test of the validity of the use of such a kernel.

The two methods give the same value for \( \Omega_{12}^{(1,1)} \) for any kernel that satisfies detailed balance. Since the Keilson-Storer kernel does satisfy detailed balance, this result serves as a justification for using it to describe diffusion. For the Keilson-Storer kernel, the two methods give the same rather complicated functional form for \( \Omega_{12}^{(2,2)} \), but with an amplitude that differs by about 10%. I do not understand the implications, if any, of this result. For the Keilson-Storer kernel, the two methods lead to a different functional form for \( \Omega_{12}^{(1,2)} \); however, the two expressions differ by only 6% to 20% when the value of \( \alpha \) in Eq. (6) is suitably chosen. For the difference kernel, the collision integrals vanish by the first method and are non-vanishing (but small) by the second. This result indicates the fundamental problems which can arise when kernels are chosen which do not obey detailed balance.

**Viscosity and Thermal Conductivity**

The coefficients of viscosity and thermal conductivity for a gas mixture are rather complicated [2]. For a one-component gas, the lowest order approximation to the viscosity \( \eta(0) \) and thermal conductivity are given
by [2]
\[ \eta^{(0)} = \frac{k_B T}{u_r} \frac{1}{\sigma^{(0)}(z,0)} = \frac{5}{2} \frac{k_B T}{u_r} \frac{1}{[C_1^0, C_1^0]^2} \]  \hfill (8a)

\[ = \frac{5}{8} \frac{k_B T}{\sigma_1^{(2,2)}} ; \hfill (8b) \]

\[ \lambda^{(0)} = \frac{5}{2} \frac{k_B^2 T}{m u_r^2} \frac{1}{\sigma^{(11)}} = \frac{75}{8} \frac{k_B^2 T}{m u_r} \frac{1}{[S^{(1)}(C_1^0)^2] C_1^0, S^{(1)}(C_1^0)^2 C_1^0]} \]  \hfill (9a)

\[ = \frac{75}{32} \frac{k_B^2 T}{m} \frac{1}{\sigma_1^{(2,2)}} . \hfill (9b) \]

The lack of subscripts on \( \sigma \) and \([\cdots]\) imply that these quantities are evaluated for a one-component gas.

The relations derived in I are not sufficient for an evaluation of these equations. What is needed is an analogous set of relations for a transfer kernel, in which one measures the probability density that a collision transfers the velocity of an active atom \( \vec{v}' \) to a final perturber velocity \( \vec{v} \). Such terms are related to square bracket integrals \([3]\) of the form \([f(C_1^0), f(C_2^0)]_{12}\), where \( f \) is some arbitrary function. If this analogous set of equations is derived and added to the first set, then a comparison with Eqs. (8) and (9) can be made.

Paths for Continued Research

Since limited research has been dedicated to the specific goal of uniting laser spectroscopy and transport theory, it would seem to me that the choices for continued research in this area are virtually unlimited. Along the lines of I, one could complete the transfer-kernel calculation described above. It is also possible to introduce transport coefficients for atomic electronic-state coherence, state-changing collisions, magnetic-state coherence, etc. One could then develop a series of relations between these somewhat unconventional transport coefficients and the corresponding collision kernels. From the experimental side, one could use lasers to create localized deviations from equilibrium and then probe the relaxation back to equilibrium. In particular, one could produce a \( \langle \vec{v} \rangle \neq 0 \) for a sample and see if there are deviations from an exponential decay law for \( \langle \vec{v}(t) \rangle \). The use of lasers to significantly mobilize atoms and give them some net mass flow has already been elegantly demonstrated in the "optical piston [10]."
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We report on an experimental investigation of the collision kernels governing the effects of velocity-changing collisions, fine-structure-changing collisions, and their interplay, for Na–noble-gas pairs. The velocity distributions in the two Na excited-state fine-structure levels and in the Na ground-state hyperfine levels have been measured in the presence of a pump laser which produces velocity-selective excitation. For interpretation of these experiments we use a rate-equation model developed in the context of light-induced drift: the velocity-changing collisions are accounted for by a composite Keilson-Storer kernel describing large-angle and small-angle collisions and the fine-structure-changing collisions are treated in the sudden limit. The model is valid for arbitrarily high pump laser intensities and uses only a single adjustable parameter characterizing the small-angle scattering. It is found that the theory describes the experimental velocity distributions in all four Na levels over a wide range of experimental parameters for each Na–noble-gas pair. The relevance of the collision kernels deduced in the present work is discussed in the context of light-induced drift.

I. INTRODUCTION

Recent experiments on light-induced drift (LID) have necessitated a closer study of collision kernels of Na–noble-gas systems. The phenomenon of LID can be described in terms of the level-dependent collisional interaction between optically active atoms and a buffer gas. Specifically, the difference between the active atom ground-state and excited-state collisional interaction with the buffer-gas atoms is the source for LID. A description of LID for Na in a noble-gas background requires knowledge about the collision kernels associated with all relevant energy levels of the Na atom. When the pump laser is tuned to the $3s \rightarrow 3p$ transition, the two ground-state hyperfine levels ($3s^2 P_{1/2}^1, F = 1, 2$) and the two excited-state fine-structure levels ($3p^2 P_{1/2}^1, 3p^2 P_{3/2}^1$) are populated by the combined action of the pump laser, spontaneous decay, and fine-structure-changing collisions. Therefore, in this paper we obtain the kernels for velocity-changing collisions (VCC) and fine-structure-changing collisions (FSC) of Na–noble-gas pairs.

We have directly measured the pump-laser-induced deformations of the velocity distributions in these four Na levels. Normally, in LID, one measures only transport effects related to the deformation of the total distribution function. By measuring the velocity distributions in all four relevant levels, we obtain information about the ground-state and the excited-state collision kernels which, in turn, can serve as input for a calculation of the drift velocity in LID. We have measured the single-level distribution functions by means of a separate probe laser, tuned near the Na $3p \rightarrow 4d$ transition for excited-state measurements and tuned near the Na $3s \rightarrow 3p$ transition for ground-state measurements.

Previous work on collision kernels for Na–noble-gas mixtures has not been done in the context of LID and has focused on the collision kernel in a single level. The ground-state collision kernel for Na-Ne has been measured by Aminoff et al., but ground-state data for other Na-noble-gas mixtures are lacking. Liao et al. have measured the kernel for velocity-changing collisions in a single excited-state fine-structure level for all Na–noble-gas mixtures, neglecting, however, the effect of fine-structure-changing collisions.

A large body of experimental and theoretical work has been devoted to the study of fine-structure-mixing collisions. Historically, these fine-structure-changing collisions have first been observed as a sensitized fluorescence signal when one of the fine-structure states of an alkali-metal atom was excited. Since then, the experimental work can be subdivided into gas-cell and molecular-beam experiments.

Most gas-cell experiments yield velocity-averaged cross sections for (i) transfer of population, orientation, and alignment between the two fine-structure states of an alkali-metal atom and (ii) decay of orientation or alignment within one such state. As an exception, Apt et al. obtained the precollision velocity dependence of such mixing cross sections in the gas phase by measuring the transfer fluorescence as a function of laser detuning; however, the information that could be obtained was rather restricted since only one component of the alkali atom velocity distribution before the collision could be Doppler selected and the velocity distribution after the collision could not be analyzed.
Molecular-beam experiments are intrinsically more suitable to determine velocity-dependent data. The differential scattering cross section for excited alkali–noble-gas collisions has been measured by many groups. 21–25 In these experiments, the velocity and the fine-structure level before the collision are selected but the final fine-structure state is usually not resolved, resulting in a final-state-averaged differential scattering cross section. As an exception, Phillips et al. 26 were able to analyze also the fine-structure state after the collision. Finally, the initial velocity dependence of the total mixing cross section has been determined in a molecular-beam experiment; however, the final-state velocity distribution or scattering angle was not analyzed.

In the experiments which are discussed in this work, we measure elastic and inelastic collision kernels for atomic state populations. For the Na–noble-gas system under investigation, such kernels can be defined as the probability per unit time that an alkali-metal atom is scattered from v to v while undergoing a transition from state $|J',m_J|$ to $|J,m_J|$ as a result of collisions with buffer-gas atoms which are assumed to be in thermal equilibrium. We consider, as usual in laser spectroscopy, a one-dimensional kernel corresponding to the probability that the component of the atomic velocity along the laser beam is changed. Furthermore, in this work, only the total population of a $J$ level will be considered, averaging out the $m_J$ dependence of the kernel. The collision kernel is thus a quantity which is, in a sense, intermediate between the velocity-averaged transfer cross section and the final-state resolved differential scattering cross section.

We emphasize that the main objective of our work is to obtain a complete set of collision kernels for all Na–noble-gas pairs, the Na atom being in the 3s ground state or in the 3p excited state, for experiments in LID theory. Therefore, we have chosen relatively simple Keilson-Storer model kernels with only a few free parameters 8,26 the latter will be fixed by the experiments reported in this paper. In principle, for most Na–noble-gas pairs one could obtain better agreement between the calculated and the measured velocity distributions reported in this work by using more elaborate model kernels (i.e., more free parameters) or by using numerical instead of analytical kernels. Such refinement is of limited use in the context of LID and has therefore not been pursued; however, our experimental data are presented in such a way that a more refined analysis remains possible.

The structure of this work is as follows. In Sec. II, we present the experimental setup for measuring the velocity distributions in all four relevant Na levels, and some typical experimental results are shown. In Sec. III we briefly review the four-level rate-equation model previously developed and extend it to five levels in order to be able to calculate the experimental probe spectra. Model kernels for velocity and fine-structure-changing collisions are specified in Sec. IV. In Sec. V a comparison is made between the experimental probe spectra and theoretical spectra; the latter have been obtained using the rate-equation model of Sec. III with the kernels of Sec. IV. In Sec. VI we give conclusions also as to the relevance of the present work for LID.

II. EXPERIMENTAL SETUP AND RESULTS

In this section the experimental setup for the measurement of the velocity distributions in all four relevant Na levels is described and some typical results are presented. As mentioned above, we will consider the five-level scheme shown in Fig. 1(a), in which levels 1 and 2 are the $2S_{1/2}$, $F = 1$ and $F = 2$ ground levels, respectively, and levels 0 and 3 are the two $3p$ fine-structure levels $2P_{1/2}$ and $2P_{3/2}$. Level 0 is defined as the level which is directly populated by the pump laser and level 3 is the nonresonant fine-structure level; in our notation, levels $2P_{1/2}$ and $2P_{3/2}$ are labeled "0" and "3," respectively, for $D_1$ excitation; the labels are interchanged for $D_2$ excitation. The $4d^2D_{3/2}$ level is used as the upper level of the probe laser transition and is denoted as level 4. The pump laser, which is responsible for LID, is always
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(a) shows the five-level approximation of the actual Na level scheme. We take into account both ground-state hyperfine levels, both fine-structure levels of the 3p excited state (neglecting the 3p hyperfine structure), and the 4d level. The 3s ground-state hyperfine splitting is 1.77 GHz and the 3p fine-structure splitting is 510 GHz. (b), (c), and (d) show the pump and probe laser frequencies for measurements of the velocity distributions of the resonant fine-structure level, the nonresonant fine-structure level, and the ground-state levels, respectively. Note that the level numbering is chosen in such a way that level 0 is always the resonant 3p level.
tuned into the red wing of the Doppler-broadened 2 → 0 transition, about 1 GHz below line center, but it should be noted that it also weakly excites atoms in the Lorentz tail of the 1 → 0 transition; in fact, this weak excitation turns out to be of prime importance for LID.

The velocity distribution in the resonant fine-structure level, level 0, is recorded [Fig. 1(b)] by means of a probe laser which is tuned to the 0 → 4 transition, whereas the velocity distribution in the nonresonant fine-structure level, level 3, can be recorded when the probe laser is tuned to the 3 → 4 transition [Fig. 1(c)]. We always use the $3p^2P_{1/2}$ as the lower level for the probe laser transition, because, in this case, complications due to the 4d fine-structure splitting are absent since the $2P_{1/2} → 2D_{3/2}$ transition is forbidden. Consequently, when we want to switch from resonant to nonresonant fine-structure-level measurements [see Figs. 1(b) and 1(c)], we tune the pump laser from the $D_1$ to the $D_2$ level, while keeping the probe laser frequency near the $3p^2P_{1/2} → 4d^2D_{3/2}$ transition. In the scheme shown in Fig. 1(b) the two laser-driven transitions share a common level; the resulting complications in interpreting the probe laser spectra are accounted for in Sec. III.

We have also measured the velocity distributions in the two ground-state levels using a probe laser on the $3s → 3p$ transition [Fig. 1(d)]. In this case, in order to avoid the complications associated with two laser-driven transitions sharing a common level, we have chosen to tune the pump laser to the $D_2$ line and the probe laser to the $D_1$ line.

A sketch of the spatial overlap of pump and probe beams is shown in Fig. 2. A pump laser with beam diameter $d$, much smaller than the diameter $D$ of the cell, induces LID. The relevant velocity distributions can be recorded by means of a probe laser with diameter $d'$ which is running either copropagating, for ground-state measurements, or counterpropagating, for excited-state measurements, with respect to the pump laser beam ($d' < d$). Since $D \gg d$, wall interactions which tend to complicate the transport experiments of LID (Refs. 3 and 4) are absent.

The experimental setup in which the ground-state spectra and excited-state spectra have been measured is shown in Figs. 3 and 4, respectively. We use two Rhodamine 6G dye lasers. The pump laser is a single-frequency ring dye laser (Spectra Physics 380D) which is tuned near 589.0 nm for $D_1$ excitation and near 589.6 nm for $D_2$ excitation. The probe laser is a single-frequency standing-wave dye laser (Coherent CR-599-21), tuned near 589.6 nm for ground-state measurements, and near 568.2 nm for excited-state measurements. The intensity of the probe laser beam is actively stabilized using an electro-optic modulator. Both lasers are frequency stabilized and have a linewidth of $\approx 1$ MHz. The probe spectra have been digitized using 50 frequency points for excited-state measurements and 200 frequency points for ground-state measurements. The beam profiles inside the Na vapor cell are approximately Gaussian [$d \approx 0.22$ cm, $d' \approx 0.15$ cm full width at half maximum (FWHM)]; they are defined by means of spa-
The ground-state spectra are measured by using a fixed pump laser frequency and scanning the probe laser frequency over the ground-state velocity distributions. The transmitted probe laser beam is separated from the strong pump laser beam by using an analyzer in combination with a monochromator and is detected by a photodiode. By chopping the pump laser beam, the pump laser-induced deviation from the ground-state equilibrium distributions is obtained. Not shown are two separate Lamb-dip setups which are used to calibrate the pump and the probe laser frequencies.

The Na–noble-gas mixture is contained in a cylindrical Pyrex cell with an inner diameter of \( D = 1 \) cm and a length of 3 cm (Fig. 2). The cell is connected to a second Pyrex reservoir containing liquid Na. The Na reservoir is connected, via a ball valve, with a larger reservoir at room temperature containing the buffer gas. By controlling the temperature of the Na reservoir, the Na density in the cell is kept at \( 10^{10} \) atoms/cm\(^3\), resulting in a maximum light absorption of \( \approx 30\% \) at the center of the 2–0 \( (D_2) \) transition. At this Na density, the effects of Na-Na collisions were negligible as compared to the effects of Na–noble-gas collisions. The cell is heated by a quartz tube coated with a transparent semiconducting tin-oxide layer which surrounds the cell and acts as an oven. The noble-gas pressure is monitored by means of a Barocell capacitance manometer.

The experimental setup for the excited-state measurements is shown in Fig. 3. We use a reference setup (Fig. 3) in order to calibrate the probe laser frequency. For the excited-state measurements, the probe laser frequency is monitored by measuring \( 3s \rightarrow 3p \rightarrow 4d \) two-step excitation spectra. In contrast to the main setup, where only counterpropagating beams are used, both the copropagating and counterpropagating geometries are used in the reference setup. By adding a little amount of buffer gas in the latter frequency calibration cell, the nonresonant fine-structure level is populated by fine-structure-changing collisions. Consequently, both the resonant and the nonresonant excited-state calibration spectra could be measured. During the ground-state measurements, the probe laser frequency was monitored by recording a Lamb-dip spectrum in the reference setup, simultaneously with each ground-state spectrum in the main setup.

The excited-state spectra are recorded by keeping the pump laser frequency fixed and by scanning the probe laser through the velocity distribution of the level under study, using the transitions shown in Figs. 1(b) and 1(c) and monitoring the ultraviolet \( 4p \rightarrow 3s \) fluorescence (330 nm).

The experimental setup for the ground-state measurements is shown in Fig. 4. The ground-state spectra are recorded by scanning the probe laser frequency over the velocity distribution of the hyperfine level under study, using the 1–3 or 2–3 transition, while keeping the pump laser frequency fixed. When the probe laser is tuned to the 1–3 transition, the copropagating and counterpropagating spectra are equivalent. For experimental convenience, we used the copropagating geometry. We measured the probe laser absorption instead of the probe laser-induced fluorescence, which, in this case, cannot be easily separated from the strong pump laser-induced fluorescence. By choosing mutually orthogonal laser polarizations, the probe beam could be conveniently separated from the much stronger pump beam by means of an analyzer in combination with a monochromator with an instrumental width of 0.2 nm, tunable to the 1–3 transition [see Fig. 1(d)]. By modulating the pump laser intensity and demodulating the probe absorption synchronously, we obtain a spectrum proportional to the deviation of the ground-state distribution function from equilibrium. We refer to such a spectrum as a ground-state spectrum. In recording these ground-state spectra, we had to avoid the spurious effect of incomplete hyperfine relaxation at the cell wall; this has the same effect as strong velocity-changing collisions. In the present case, this spurious contribution could be suppressed, by choosing the pump beam diameter much smaller than the cell diameter \( D \).

In Fig. 5(a), as an example, the counterpropagating excited-state spectrum for the resonant fine-structure level is presented for a buffer-gas pressure of 6 Torr of Ne (peak 1). In recording the resonant excited-state spectrum, complications due to the \( 3p \) hyperfine structure could be eliminated by probing the \( \text{^2P}_{3/2} (F=1,2) \rightarrow \text{^2D}_{3/2} \) transition and by using counterpropagating beams.
Lamb-dip absorption spectrum has been added (dashed curve), velocity-selective excitation rates at a pump laser intensity of 0.2 mW/cm² at a pump laser intensity of 0.2 mW/cm². For frequency calibration, a 3s→3p Lamb-dip absorption spectrum has been added (dashed curve).

Figure 5(b) shows a similar excited-state spectrum for the nonresonant fine-structure level. The features 2 and 3 in the frequency calibration trace are again due to counterpropagating and copropagating beams, respectively. The full curve in the nonresonant excited-state spectrum at a buffer-gas pressure of 60-mTorr He; this corresponds to the same experimental conditions as the full curve in Fig. 5(a). By comparing the resonant and the nonresonant spectra, it follows that in this case fine-structure-changing collisions appreciably thermalize the velocity distributions.

We present two typical ground-state spectra in Figs. 6(a) and 6(b), which correspond to a buffer-gas pressure of 0- and 50-mTorr He, respectively. The two dips labeled as 1, correspond to the Bennett hole in the F=2 ground state. The two peaks, labeled by 2, correspond to the “Bennett peak” in the F=1 ground level which is due to optical hyperfine pumping from levels 2 to 1. In these copropagating spectra, the 3P₁/₂ hyperfine splitting (Δν = 192 MHz) is resolved but the 3P₃/₂ hyperfine splittings (Δν = 15, 34, 60 MHz) are not resolved.

III. CALCULATION OF THE PROBE SPECTRA

In this section we calculate the two-step excitation spectra produced by an arbitrarily strong fixed-frequency pump laser tuned to the 3s→3p transition and a weak probe laser tuned across the 3p→4d transition for excited-state measurements or the 3s→3p transition for ground-state measurements. We extend the four-level model (levels 0–3) discussed in the context of LID (Ref. 8) by taking into account a fifth level (level 4, see Fig. 1). The probe transition to this fifth level allows one to monitor the velocity distributions of the excited-state levels 0 and 3. The specification of the collision terms which are introduced in the model to describe velocity-changing and fine-structure-changing collisions will be deferred to Sec. IV. In Sec. V we compare the calculated spectra with our experimental spectra.

Following the perturbation approach introduced by Berman et al., 35 we first calculate the velocity distributions in levels 0–3 in the presence of the strong pump laser, the weak probe laser beam being absent. We generalize the approach of Berman et al. 35 in the sense that we allow for the Na ground-state hyperfine structure and that we take into account an improved description of the fine-structure-changing collisions (see Sec. IV). The velocity distributions fᵢ(ν) in levels 0–3 are governed by a set of rate equations which is valid for arbitrarily high pump laser intensity. This set of rate equations reads

\[
\frac{\partial f_i}{\partial t} = -A_{i0} f_0 + \sum_j L_{ij} f_j + \sum_j L'_{ij} f_j + \Gamma_f \left[ n_0^{(i)} W(\nu) - f_i \right],
\]

where \(n_0^{(i)}\) is the Bose-Einstein occupation of the ground state. The two peaks, labeled by 2, correspond to the Bennett hole in the F=2 ground state. The two peaks, labeled by 2, correspond to the “Bennett peak” in the F=1 ground level which is due to optical hyperfine pumping from levels 2 to 1. In these copropagating spectra, the 3P₁/₂ hyperfine splitting (Δν = 192 MHz) is resolved but the 3P₃/₂ hyperfine splittings (Δν = 15, 34, 60 MHz) are not resolved.

Here \(A_{i0}\) is the spontaneous decay rate from level \(i\), \(g_i\) is the degeneracy factor of level \(i\), \(\alpha_j\) is the branching ratio from level \(i\)→\(j\), \(L_{ij}\) is a collision operator for velocity-changing collisions within level \(i\), \(L'_{ij}\), \(L''_{ij}\) are operators describing gain and loss (i→j) occurring in fine-structure-changing collisions. The transition relaxation rate \(\Gamma_f\) couples the volume within the laser beam with an infinite bath of Na atoms having equilibrium level populations \(n_0^{(i)}\) and equilibrium Maxwellian velocity distributions \(W(\nu)\). Explicitly \(\Gamma_f\) is given by

\[
\Gamma_f = \frac{(2.405^2 D_F) R}{1 + 6.8 \frac{\nu}{R}},
\]

where \(D\) is the diffusion coefficient, \(\nu\) is the mean-free path and \(R\) is the radius of the laser beam. The velocity-selective excitation rates \(R_{i0}\) are defined as

FIG. 6. The ground-state spectra without buffer gas (a) and with 50-mTorr helium (b) as a function of probe laser detuning, at a pump laser intensity of 26 mW/cm² and a probe laser intensity of 0.2 mW/cm². For frequency calibration, a 3s→3p Lamb-dip absorption spectrum has been added (dashed curve).
Here \( \Gamma_{io} \) is the homogeneous linewidth, \( \Delta_{io} \) is the detuning from line center, \( I_s \) is the saturating intensity for a two-level system without velocity-changing collisions and \( \sigma_s \) is the homogeneous absorption cross section. The solution of the set of rate equations has been calculated numerically\(^8\) and is denoted as \( f^{(i)}_i(v_{i}) \). The two-step fluorescence excitation spectrum can be calculated from the solution \( f^{(i)}_i(v_{i}) \) of the set of rate equations. It consists of three contributions: a "stepwise" (SW) contribution proportional to the population in level 0 and two "two-quantum" (TQ) contributions proportional to the population in level 0 and 2-0 coherences, respectively.\(^{35}\) The total spectrum is

\[
I = I_{SW} + I_{TQ} = I_{TQ} + I_{SW},
\]

\[
I_{SW} = \frac{2(\Omega')^2}{A_4 + \Gamma_T} \text{Re} \int dv f^{(i)}_0(v_{i}) L_{40}(v_{i}),
\]

\[
I_{TQ} = \frac{2(\Omega')^2}{A_4 + \Gamma_T} \text{Re} \int dv [f^{(i)}_1(v_{i}) - f^{(i)}_0(v_{i})] \times L_{10}(v_{i}) L_{40}(v_{i}) L_{41}(v_{i}),
\]

\[
I_{TQ} = \frac{2(\Omega')^2}{A_4 + \Gamma_T} \text{Re} \int dv [f^{(i)}_2(v_{i}) - f^{(i)}_0(v_{i})] \times L_{20}(v_{i}) L_{40}(v_{i}) L_{42}(v_{i}),
\]

where \( \Omega, \Omega' \) are the Rabi frequencies corresponding to the pump laser and the probe laser fields, respectively. The Lorentzians \( L_{10}(v_{i}), L_{41}(v_{i}) \) and the somewhat more complex line-shape function \( L_{40}(v_{i}) \) are defined as

\[
L_{10}(v_{i}) = \frac{\Gamma_{10} + i\delta_{10}}{\Gamma_{10} + i\delta_{10}},
\]

\[
L_{41}(v_{i}) = \frac{\Gamma_{41} - i\delta_{41}}{\Gamma_{41} + i\delta_{41}},
\]

\[
L_{40}(v_{i}) = \frac{\Gamma_{41} + i\delta_{41}}{(\Gamma_{40} + i\delta_{40})(\Gamma_{41} + i\delta_{41}) + (1 + \alpha)(\Omega')^2},
\]

\[
\delta_{10} = \omega_{pump} - (\omega_0 - \delta_{40}) - kv_{i},
\]

\[
\delta_{41} = \omega_{pump} + \omega_{probe} - (\omega_0 - \omega_1) - (k + \epsilon k')v_{i},
\]

\[
\delta_{40} = \omega_{probe} - (\omega_0 - \omega_1) - \epsilon k'v_{i},
\]

\[
\alpha = \frac{\Gamma_{41} + i\delta_{41}}{\Gamma_{42} + i\delta_{42}}.
\]

The Lorentzians \( L_{20}(v_{i}) \) and \( L_{42}(v_{i}) \) have the same functional form as \( L_{10}(v_{i}) \) and \( L_{41}(v_{i}) \) with \( \delta_{10}, \delta_{41} \) replaced by \( \delta_{20}, \delta_{42} \). Equations (3.4) and (3.5) are a generalization of the results obtained by Berman et al.\(^{31}\) in the sense that we allow for the hyperfine splitting in the ground state. Moreover, Berman et al. only took into account velocity-changing collisions with velocity changes larger than those corresponding to the width of a Bennett hole. This additional assumption, which was necessary in order to obtain analytical results, is not required in our numerical approach.

The nonresonant excited-state spectra involve probe transitions which start from the nonresonant fine-structure level and consequently do not involve any two-quantum contributions since the two transitions do not share a common level. In this case, the probe spectra are simply convolutions of a Lorentzian with the appropriate velocity distributions,

\[
I_{3,4} = \frac{2(\Omega')^2}{A_4 + \Gamma_T} \int dv f^{(i)}_3(v_{i}) \frac{\Gamma_{44}}{\Gamma_{44} + (\Delta_{34} - kv_{i})^2}.
\]

Next, we address the ground-state probe spectra. The copropagating spectrum in which the \( F = 2 \) ground level is common to pump and probe transitions again contains two-quantum contributions \( (V \text{ configuration})^5 \). Since the ground-state spectra associated with the \( F = 1 \) and \( F = 2 \) levels essentially contain the same information about the ground-state collision kernel, we decided to analyze only the probe spectrum associated with the \( F = 1 \) level, the pump transition always starting from the \( F = 2 \) level. The probe spectrum associated with this nonresonant ground-state velocity distribution is

\[
I_{1,3} = \frac{2(\Omega')^2}{A_3 + \Gamma_T} \int dv f^{(i)}_1(v_{i}) \frac{\Gamma_{13}}{\Gamma_{13} + (\Delta_{13} - kv_{i})^2}.
\]

Finally, in order to compare the theory with experimental spectra, the effects of the \( ^1P_{1/2} \) and \( ^1P_{3/2} \) hyperfine structure must be accounted for in the nonresonant excited-state spectra and in the ground-state spectra; for the resonant excited-state spectrum with counterpropagating beams, such effects are minimal due to Doppler cancellation. The probe spectra calculated from Eqs. (3.6) and (3.7) are ad hoc convolved with the hyperfine splitting of the \( 3p \) level in order to obtain the final theoretical expression for comparison with experiment.

IV. KERNELS FOR FINE-STRUCTURE-CHANGING COLLISIONS

In this section kernels which describe both the effects of fine-structure-changing collisions and velocity-changing collisions are presented. We start with a collision model for an active atom with degenerate levels, described by an orbital angular momentum \( L \neq 0 \) only, the so called \( L \)-base model. During a collision of a Na atom with a noble-gas atom, only the angular momentum \( L \) of the Na atom is affected, while the electron spin \( S \) and the nuclear spin \( I \) can be considered as frozen, provided that the collisions occur at a short enough time scale so that \( I \) and \( S \) cannot couple with \( L \).\(^{36,37}\) In this
limit, the so-called "sudden limit," all physics is contained in the $L$-base collision model. Subsequently, we consider collisions in the $J$ base in which the levels are split due to the spin-orbit interaction. Assuming that the collisions are sudden, the collisional evolution in the $J$ base can be related to the collisional evolution in the $L$ base. The kernels for fine-structure-changing collisions directly follow from this collision model. Finally, the validity of the sudden approximation is discussed briefly.

In the $L$-base description, collisions affect not only the velocity of an atom, but also its magnetic quantum number $m_J$. Both effects can be incorporated in a quantum-mechanical version of the Boltzmann equation\(^{38 - 40}\) which describes the collisional evolution of the density-matrix elements $p_{mn}(r,v,t)$ of the active atoms due to collisions with buffer-gas atoms. In general, one has to specify $(2L+1)^4$ collision kernels in order to describe the collisional decay and transfer of populations and coherences within such a level. In order to simplify the discussion, an isotropic distribution of the relative velocities of Na atoms and perturbers is assumed.\(^{31}\) In this case, the collision operator becomes isotropic and only couples multipole elements of equal rank $k$. The collision operator in the $L$ base can be written as

$$\frac{\partial}{\partial t} \rho_k^L = \sum_{J,K,J',K'} (2m+1)(2K+1)(2J+1)(2J'+1) \begin{vmatrix} L & L & K & J & J & K \\ S & m & J & S & m & J' \\ & & & & & \\ m & S & L & & & \\ & & & & & \\ & & & & & \\ & & & & & \end{vmatrix} \times \begin{vmatrix} J' & J' & k \\ m & S & L \\ & & \end{vmatrix} - \Gamma^{(K)J,J'} \rho_k^L(v) + \int d\nu' K^{(K)}(\nu'\rightarrow\nu) \rho_k^L(v')dv', \tag{4.2}$$

where $|\rangle$ are 6-J symbols.\(^{33}\) In deriving Eq. (4.2) we neglected coherences between the two fine-structure states since these states are not connected by any field.

Using Eq. (4.2), one can obtain rate equations governing the collisional evolution of the velocity distributions in the $^2P_{1/2}$ and $^2P_{3/2}$ excited states of Na. For instance, for population transfer ($k=q=0$, $L=1$, $S=\frac{1}{2}$) we find

$$\frac{\partial}{\partial t} J_{1/2} = L \left( f_{1/2} + \frac{1}{2} (L_0 - L_1) (f_{1/2} + f_{3/2}) \right), \tag{4.3a}$$

$$\frac{\partial}{\partial t} J_{3/2} = L \left( f_{3/2} + \frac{1}{2} (L_0 - L_1) (f_{1/2} + f_{3/2}) \right), \tag{4.3b}$$

where $f_J$ is the velocity distribution function for level-$J$ population [$f_J = (2J+1)^{1/2} J_0$] and $L_0$, $L_1$ are the collision operators in the $L$ base for total population and orientation, respectively. The operator $L_2$ for alignment in the $L$ base does not appear in these equations, indicating that $L_2$ only influences the individual $m_J$ distributions, but not the total $J$-level population distributions. Equations (4.3) also show that the difference $(L_0 - L_1)$, which depends on the difference between the population and the orientation collision kernel, is responsible for the fine-structure mixing.

The collision operators $L_0$ and $L_1$ can be split into two parts: (i) an elastic collision rate $\Gamma^el$, giving the rate at which atoms are scattered out of a certain interval $\nu, \nu + dv$ and (ii) a gain term characterized by a kernel which describes the transfer from the full velocity space back into the same interval,

$$L_0 = -\Gamma^el + \int d\nu' K^{el}(\nu'\rightarrow\nu), \tag{4.4a}$$

$$L_1 = -\Gamma^el + \int d\nu' K^{el}(\nu'\rightarrow\nu), \tag{4.4b}$$

in which $\Gamma^el$ is given by

$$\Gamma^el = \int d\nu' K^{el}(\nu - \nu') \int d\nu K^{el}(\nu - \nu'). \tag{4.5}$$

The equality in Eq. (4.5) represents the conservation of total population in the $L=1$ level. As indicated by the inequality in that equation, the velocity-integrated orientation kernel is not conserved. Consequently, the total (velocity-integrated) orientation decays to zero, a result that is not surprising given the fact that, in general, collisions destroy Zeeman coherence.

At this point the kernels $K^{el}$ and $K^{el}$ should be specified in order to obtain expressions for the transfer kernel and the relaxation kernel in the $J$ base. We will follow the common practice\(^ {3, 4, 40}\) by more or less arbitrarily subdividing the collisions into different categories, depending on the range of the collisional interaction.
These categories can be linked to the shape of the one-
dimensional collision kernel which reflects the change of the component of the velocity along the laser axis. As shown by Gorlicki\textsuperscript{44} in a numerical calculation of the Ne*-Ne collision kernel based on a realistic potential, the kernel consists of a strong narrow peak arising from small-angle scattering owing to the long-range part of the potential, that is, symmetric around the initial velocity component, and a broad tail arising from large-angle scattering owing to short-range interactions. Also, Ho and Chu,\textsuperscript{46} who combined a semiclassical differential cross section for small-angle scattering with a classical Lennard-Jones differential cross section to describe large-angle scattering, found excellent agreement with a full quantum-mechanical calculation of the differential scattering cross section, showing that a subdivision into large-angle and small-angle scattering can be successful.

In addition to classical scattering as described above, there will be a quantum-mechanical diffractive contribution to the scattering. However, since the diffractive scattering does not contribute to magnetic state reorientation in the L basis, as discussed by Keller and Le Gouët\textsuperscript{40} (and, consequently, provides no contribution to fine-structure-changing collisions) and since diffractive scattering for level populations corresponds to velocity changes that are undetectable in our experiment, all effects of diffractive scattering have been neglected in the present work.

Here, the subdivision of the collisions into several categories will be exploited to connect the different parts of the kernel with different regimes of fine-structure mixing. For small impact parameters, large-angle scattering (LAS) occurs which mixes the fine-structure populations completely; the large-angle scattering is described by a Keilson-Storer kernel\textsuperscript{8,29,47} $K^{(0)}_{\text{LAS}}(v'\rightarrow v)$ with a corresponding rate $\Gamma^{\text{LAS}}_{\text{LAS}}(v')$. For larger values of the impact parameter, small-angle scattering (SAS) occurs, also described by a Keilson-Storer kernel $K^{\text{SAS}}(v'\rightarrow v)$ and rate $\Gamma^{\text{SAS}}_{\text{SAS}}(v')$. Since calculations based on van der Waals interaction have shown that all collisions corresponding to classical scattering lead to nearly complete depolarization in the L basis,\textsuperscript{40,42} orientation cannot be preserved for these LAS and SAS collisions. Consequently, we assume that the orientation kernel vanishes. The resulting L-base model has kernels and rates given by

$$K^{(0)} = K^{\text{LAS}} + K^{\text{SAS}},$$  \hspace{1cm} (4.6a)

$$K^{(1)} = 0 ,$$  \hspace{1cm} (4.6b)

$$\Gamma^d = \Gamma^{\text{LAS}} + \Gamma^{\text{SAS}},$$  \hspace{1cm} (4.6c)

$$\Gamma^{\text{LAS}} = \int dv' K^{\text{LAS}}(v'\rightarrow v), \quad \Gamma^{\text{SAS}} = \int dv' K^{\text{SAS}}(v'\rightarrow v).$$  \hspace{1cm} (4.6d)

It follows from Eqs. (4.3) that the difference between $K^{(1)}(v'\rightarrow v)$ and $K^{(0)}(v'\rightarrow v)$ is responsible for fine-structure mixing. Consequently, according to Eqs. (4.6a) and (4.6b), all collisions corresponding to classical scattering angles contribute to fine-structure mixing.

When Eqs. (4.5) and (4.6) are inserted into Eqs. (4.4), we find

$$\frac{\partial}{\partial t} f_{1/2} = - (\Gamma^{\text{LAS}} + \Gamma^{\text{SAS}}) f_{1/2}$$

$$+ \frac{1}{2} \int dv' K^{\text{LAS}}(v'\rightarrow v) [f_{1/2}(v') + f_{3/2}(v')]$$

$$+ \frac{1}{2} \int dv' K^{\text{SAS}}(v'\rightarrow v) [f_{1/2}(v') + f_{3/2}(v')] ,$$  \hspace{1cm} (4.7a)

$$\frac{\partial}{\partial t} f_{3/2} = - (\Gamma^{\text{LAS}} + \Gamma^{\text{SAS}}) f_{3/2}$$

$$+ \frac{1}{2} \int dv' K^{\text{LAS}}(v'\rightarrow v) [f_{1/2}(v') + f_{3/2}(v')]$$

$$+ \frac{1}{2} \int dv' K^{\text{SAS}}(v'\rightarrow v) [f_{1/2}(v') + f_{3/2}(v')] .$$  \hspace{1cm} (4.7b)

At this point, the validity of the sudden approximation has to be discussed. Using the experimental values of transfer and relaxation rates of the eight different multipoles of Na in the $3p^2 P$ multiplet, which have been measured by Gay and Schneider,\textsuperscript{48} we can compare our L-base model with experiment. Assuming that the sudden approximation is valid and using vector coupling algebra, the multipole transfer and relaxation rates in the $J$ base can be related to the orientation relaxation rate $\Gamma^{(11)}$ and the alignment relaxation rate $\Gamma^{(21)}$ in the $L$ base.\textsuperscript{48,50} Using a van der Waals potential to describe the long-range part of the intermolecular potential, these latter two rates are related through $\Gamma^{(11)}/\Gamma^{(21)} = 1.12, 42, 51$ Using this relation, all eight multipole rates can be expressed in terms of the orientation relaxation rate $\Gamma^{(11)}$. For Na-He, the experimental multipole transfer and relaxation rates\textsuperscript{48} can indeed be described by a single parameter $\Gamma^{(11)}$ within 10%, showing that the sudden approximation is valid for this case\textsuperscript{8a}. However, when the noble gas is changed from He to Xe the deviations due to the sudden approximation increase monotonically.\textsuperscript{8a} For Na-Xe, the sudden approximation clearly breaks down since the experimental transfer and relaxation rates and the theoretical ones based on $\Gamma^{(11)}$ differ by a factor of 2. Thus, our analysis of the Na-Xe results should be considered as less reliable.

The last point to be addressed is how to relate the four adjustable parameters, the collision rates $\Gamma^{\text{LAS}}, \Gamma^{\text{SAS}}$, and the Keilson-Storer strength parameter $\alpha^{\text{LAS}}, \alpha^{\text{SAS}}$ to the interaction potentials. By using the hard-sphere value for $\alpha^{\text{LAS}}$, which depends on the mass ratio of active atom and perturber atom only,\textsuperscript{32} and experimental data for $\Gamma^d, \Gamma^o$ two adjustable parameters can be readily eliminated. A third adjustable parameter can be eliminated by using the known value of the diffusion coefficient as is discussed below. The only remaining adjustable parameter $\alpha^{\text{SAS}}$ will be fit to the excited-state spectra in Sec. V.

For a composite kernel, the relation between the diffusion coefficient and the collision rates and strength parameters can be obtained by slightly generalizing our previous results for a single kernel.\textsuperscript{8a,53}
where \( m \) is the Na mass. The left member of Eq. (4.8) represents the diffusional collision rate. The question remains as to how to relate the diffusion coefficient \( D^{[0]} \) in each fine-structure level to the diffusion coefficients which can be calculated for the three excited-state Na–noble-gas interatomic potentials, namely, the \( A^{2} \Pi_{3/2} \), \( A^{2} \Pi_{1/2} \), and \( B^{2} \Sigma_{1/2} \) potentials. Assuming that the sudden limit is valid, the diffusion coefficient is equal for both fine-structure levels and can be expressed as

\[
D^{[0]}_p = \frac{1}{2} D^{[0]}_2 + \frac{1}{2} D^{[0]}_1,
\]

where the diffusion coefficients \( D^{[0]}_2 \) and \( D^{[0]}_1 \) corresponding to the \( A^{2} \Pi \) and \( B^{2} \Sigma \) potentials have been calculated previously. In this case the validity of the sudden limit is warranted, even in the case of a heavy noble gas as collision partner, if we restrict ourselves to large-angle collisions which determine the diffusion coefficient. This can be deduced by comparison with the quantum calculations of Pascale and Olson for Na-Kr and Na-Xe.

V. COMPARISON OF EXPERIMENT WITH THEORY

A. Excited-state measurements

Experimental excited-state probe spectra for both fine-structure levels have been recorded for all noble gases and for various noble-gas pressures and pump laser intensities. In Figs. 7–11 these experimental spectra are presented together with calculated spectra. We have

![Figure 7](image1.png)

**FIG. 7.** Resonant (a) and nonresonant (b) excited-state spectra as a function of probe laser detuning \( \epsilon = \Delta \omega / k \) with respect to the \( 0 \rightarrow 4 \) or \( 3 \rightarrow 4 \) transition) for 3.1-Torr helium. Both spectra have been scaled to the same peak height. The solid curve is the experimental spectrum and the dashed curve represents the model calculation. Parameters are as follows: \( \sigma^{SAS} = 0.99 \); pump laser intensity 280 mW/cm\(^2\); pump laser detuning 0.8 GHz below line center of the \( 3s, F = 2 \rightarrow 3p \) transition; pump laser beam diameter 2.2 mm; probe laser intensity 0.2 mW/cm\(^2\); probe laser beam diameter 1.5 mm; temperature 393 K; and Na density \( 10^{10} \) cm\(^{-3}\).
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**FIG. 8.** Resonant (a) and nonresonant (b) excited-state spectra for Na-Ne for \( \sigma^{SAS} = 0.975 \), 2.6-Torr neon, and pump intensity 4.77 mW/cm\(^2\). All other parameters are identical to Fig. 7. The peak height of the resonant spectrum has been scaled to be a factor 8.79 larger than the peak height of the nonresonant spectrum.
chosen to present the spectra as a function of the velocity component of the resonant atoms along the laser beam \( v_z \). The resonant velocity is related to the probe laser detuning by
\[
\nu_z = \Delta \nu / k,
\]
where \( \Delta \nu \) denotes the detuning from resonance on the \( 0 \rightarrow 4 \) transition. The calculated spectra have been obtained by introducing the excited-state kernels (Eqs. 4.7) into the set of rate equations (Eqs. 3.1). By solving these rate equations numerically, one can obtain the excited-state spectra. As discussed in Sec. IV, the resulting excited-state spectra contain a single adjustable parameter, the Keilson-Storer strength parameter \( \alpha_{\text{SAS}} \) characterizing small-angle collisions.

An example of the sensitivity of the spectrum to the precise value of \( \alpha_{\text{SAS}} \) is presented in Fig. 12. The calculated nonresonant spectrum is shown here at 0.5-Torr krypton and a pump laser intensity of 36 mW/cm\(^2\) for \( \alpha_{\text{SAS}} = 0.95, 0.975, \) and 1.0. It can be seen that the widths of the two peaks (which are due to the \( ^2P_{1/2} \) hyperfine splitting) around \( v_z = 500 \) m/s are very sensitive to small changes in \( \alpha_{\text{SAS}} \). When \( \alpha_{\text{SAS}} = 1 \), the small-angle kernel only mixes the two fine-structure levels, but does not affect the velocities. When \( \alpha_{\text{SAS}} \) is slightly different from unity, the small-angle kernel significantly broadens the Lorentzian peaks. In Fig. 12(b), the calculated spectrum for \( \alpha_{\text{SAS}} = 0.975 \) is compared with the experimental spectrum, showing that \( \alpha_{\text{SAS}} = 0.975 \) yields approximately the experimentally observed amount of broadening for a pressure of 0.5-Torr krypton. By comparing Fig. 12 with Fig. 10(b), it is obvious that the choice \( \alpha_{\text{SAS}} = 1 \), which would correspond to neglecting the small-angle kernel, does not describe the experimental data. From fitting procedures as described above, we find that the best value of \( \alpha_{\text{SAS}} \) for all Na-noble-gas mixtures is 0.975 (±0.01), except for Na-He where it is 0.99 (±0.005). Although both values are close to unity, the average velocity change per small-angle collision, \( \Delta \nu = \nu \left[ 1 - (\alpha_{\text{SAS}})^2 \right]^{1/2} \), is still appreciable. We find \( \Delta \nu = 0.22 \) and \( \Delta \nu = 0.14 \) for \( \alpha_{\text{SAS}} = 0.975 \) and \( \alpha_{\text{SAS}} = 0.99 \), respectively, which at 1 Torr buffer-gas pressure corresponds to a Doppler-frequency shift of approximately three times the homogeneous linewidth of the stepwise contribution to the spectrum. This is a theoretical confirmation that the small-angle kernel can-
FIG. 12. Theoretical nonresonant excited-state spectra for $a^{SAS}=0.95$, 0.975, and 1.0 (weak collision limit), respectively, showing that small-angle scattering has a considerable influence. The spectra have been calculated for a pressure of 0.5-Torr krypton, $a^{LAS}=0$, a pump laser intensity of 36 mW/cm$^2$, and a detuning of 0.8 GHz below line center of the $2\rightarrow 0$ transition. The velocity $v_\perp$ is defined by $v_\perp = \Delta \omega / k$ with respect to the $3\rightarrow 4$ transition.

not be neglected, at least not at low buffer-gas pressures. Note that the data was consistent with our assumption that diffractive scattering does not contribute to fine-structure mixing; otherwise, one would have observed narrow peaks in the nonresonant spectrum of order of the homogeneous width.

By comparing the experimental resonant and nonresonant excited-state spectra with the theoretical fits (see Figs. 7–11), we observe an excellent agreement. The theoretical model describes both the resonant and the nonresonant spectra between 0.5 and 10 Torr at various laser intensities, independent of the buffer-gas pressure or the laser intensity. Furthermore, it should be emphasized that no effort has been undertaken to optimize the precise shape of the collision kernel beyond the composite Keilson-Storer kernel. Values for the various parameters $a^{LAS}$, $a^{SAS}$, $\Gamma^{LAS}$, and $\Gamma^{SAS}$ are given in Table I.

At this point, we should like to make a comparison with the results of Liao et al. These authors measured the resonant excited-state spectra in a setup similar to ours, but they did not measure nonresonant spectra. Their analysis differs from ours in three respects.

(i) They did not include optical hyperfine pumping into their model. Therefore, the relative hyperfine population in the resonant ground-state hyperfine level acted as an additional free parameter in their treatment.

(ii) They did not relate the rate for velocity-changing collisions to the diffusion coefficient, which resulted in still another free parameter.

(iii) The most important difference between their analysis and ours is that they included the fine-structure-changing collisions in an erroneous way, leading to a pressure-dependent cross section for velocity-changing collisions. In their model, the fine-structure-mixing collisions were taken to be independent of the velocity-changing collisions; this choice was motivated by a single measurement of the nonresonant excited-state spectrum from which they (wrongly) concluded that the resonant and nonresonant excited-state spectra have similar shapes. In the $L$ base, their choice is equivalent to the assumption that the population and orientation kernels for velocity-changing collisions ($LAS + SAS$) are identical. It seems much more realistic to take the orientation kernel identically equal to zero (as we do in this work), since collisions tend to destroy any magnetic state coherence. Based on this unrealistic assumption, they obtain a theoretical rate for velocity-changing collisions within the $^{2}P_{1/2}$ level which is three times larger than in our rate-equation model (Eq. (3.1)), where only $\frac{1}{3}$ of all velocity-changing collisions starting in the $^{2}P_{1/2}$ ends up in the same level and $\frac{1}{3}$ of those collisions are accompanied by a fine-structure change. When analyzing the experimental resonant fine-structure spectrum using their model, one expects to find a cross section for...
velocity-changing collisions which is a factor 3 too low for low buffer-gas pressures, when the fine-structure populations are not in equilibrium, and which approaches the correct value for high pressures, when the fine-structure populations are in equilibrium. They indeed observed such an artificial increase of the cross section for velocity-changing collisions with pressure.\textsuperscript{14}

B. Ground-state measurements

In Fig. 13 we present experimental ground-state probe spectra and compare them with theoretical ones. We have recorded ground-state spectra for all noble gases keeping the pump laser frequency fixed in the red wing of the 3$^2S_{1/2}$, $F = 2 \rightarrow 3P_{3/2}$ transition, about 1 GHz below line center, while scanning the probe laser over the 3$^2S_{1/2}$, $F = 1 \rightarrow 3P_{1/2}$ transition, probing the velocity distribution in the F = 1 ground-state level. As compared with Fig. 6 where we showed the complete ground-state spectra, in Fig. 13 we show only the parts belonging to the F = 1 ground-state level. The spectra are presented as a function of the Doppler-selected velocity component $v_z$ along the laser beam, referring to the transition starting from the F = 1 level. The spectra were recorded at a buffer-gas pressure of 50 mTorr and at pump laser intensities between 4 and 26 mW/cm$^2$. The two peaks (with amplitudes 1:5) around $v_z = -500$ m/s represent the "Bennett peak" in the F = 1 ground state; these peaks arise due to optical pumping from the F = 2 to the F = 1 level. The splitting of this Bennett peak is due to the $^2P_{1/2}$ hyperfine splitting ($\Delta \nu_{\text{FFS}} = 192$ MHz); the $^2P_{1/2}$ hyperfine splitting is not resolved in these spectra. The ratio 1:5 of the peak amplitudes reflects the transition probabilities of the 3$^2S_{1/2}$, $F = 1 \rightarrow 3P_{1/2}$, $F = 1, 2$ transitions. The pedestals around $v_z = 0$ are due to velocity-changing collisions in the F = 1 level.

In principle, the theoretical ground-state spectra again contain four free parameters: $\Gamma_{\text{LAS}}^1$, $\Gamma_{\text{SAS}}$, $\alpha_{\text{LAS}}^1$, $\alpha_{\text{SAS}}$. For Na ground-state (L = 0) collisions there are no orientation or alignment kernels and rates. Two of the remaining free parameters can be eliminated by using (i) the diffusion coefficient (Eq. 4.8) and (ii) the hard-sphere value for $\alpha_{\text{LAS}}^1$. For the ground-state case experimental data for $\Gamma^{1\text{d}}$ are not available. However, since there is evidence\textsuperscript{5} that very weak velocity-changing collisions can be characterized by an effective rate $\Gamma_{\text{SAS}} = \Gamma_{\text{SAS}}(1 - \alpha_{\text{SAS}})$, we attempted to fit the data using $\Gamma_{\text{SAS}}$ as a single free parameter. The theoretical spectra are scaled to yield the same maximum peak value as the experimental spectra. Good agreement between theory and experiment was obtained (see Fig. 13) for the values of $\Gamma_{\text{SAS}}$ given in Table I.

We stress that it would go beyond the object of this work to optimize the shape of the collision kernel (that is, going beyond a sum of two Keilson-Storer kernels). However, even without such optimization, the fit between experiment and theory is quite adequate. Since we scaled the experimental spectra to give the same peak height as the experimental ones, our spectra are quite sensitive to the small-angle scattering. Therefore, the deviation of $\Gamma_{\text{eff}}$ from zero, which we deduce from our experiments, is certainly significant.

Our ground-state measurements are closely related to the work of Aminoff et al.,\textsuperscript{13} who measured Na ground-state orientation relaxation ($\Delta m_f$) due to Na-Ne collisions. Due to the fact that $|F|\text{-changing and F-}$reorientation collisions of Na ground-state atoms in a noble gas do not occur, orientation relaxation is only caused by velocity-changing collisions and their orientation relaxation measurements yield information equivalent to our population relaxation measurements. From an experimental point of view, the major difference between their measurements and ours is that we could use separate dye lasers as pump laser and probe laser. Consequently, we were able to monitor collisions changing the velocity from $v_{\text{pump}}$ to $v_{\text{probe}}$, where $v_{\text{probe}}$ could be scanned over the entire velocity distribution, keeping $v_{\text{pump}}$ constant. Such a scan immediately yields the ground-state velocity distribution. Aminoff et al.\textsuperscript{13} could only monitor collisions changing the velocity from $-v_{\text{pump}}$ to $+v_{\text{pump}}$, yielding a signal proportional to the product of the (frequency-dependent) Maxwellian pump absorption and the ground-state velocity distribution. Moreover, they had to perform a laborious correction due to a backward reflection of the pump beam which resulted in a second, unintentional pump beam, running through the cell, nearly copropagating with the probe beam. In our data, a contribution due to such a pump laser reflection is also present, but this spurious signal appears spectrally separated from the true pump laser signal and does not interfere with the proper signal, even at high pump laser intensi-
ties. Aminoff et al. have fitted their data with a composite kernel being the sum of a Keilson-Storer kernel and a difference kernel. They used five adjustable parameters to fit theory to their experimental data and obtained, for the case of Na-Ne, a rate of velocity-changing collisions which, when transformed into a diffusion coefficient, is a factor of 2 smaller than its accepted value. By using the relation between the collision rates for velocity-changing collisions and the well-known diffusion coefficient, our theoretical spectra are intrinsically consistent with the diffusion coefficients.

VI. DISCUSSION AND CONCLUSIONS

We have shown that for all Na–noble-gas pairs, the experimental spectra for both the Na ground state and the Na excited state are adequately described by a straightforward rate equation model for a wide range of experimental parameters. It has been found that the spectra could be fit with a composite Keilson-Storer kernel consisting of a large-angle and a small-angle Keilson-Storer kernel using only the strength of the small-angle collisions as a free parameter. In particular, the nonresonant excited-state spectra are surprisingly sensitive to the small-angle kernel. Given the nature of the approximations made in formulating the theory, the agreement between theory and experiment is remarkably good. In particular, the reduction of the actual level scheme to an effective five-level scheme with the consequent averaging over the magnetic substates and excited-state hyperfine structure is an assumption that warrants additional investigation. Also, the sudden approximation is somewhat marginal, especially for the heavier noble gases. On the other hand, the experimental data seem to be consistent with the assumptions that classical scattering leads to depolarization of the \( L = 1 \) state and that diffractive scattering does not lead to depolarization.

Unlike most previous experiments which focused on the description of velocity-changing collisions within a single level, we have measured the velocity distributions in all levels which are populated in the presence of a pump laser tuned to the \( 3s \rightarrow 3p \) transition. The light-induced drift velocity, which is a consequence of the difference in collisional interaction between the ground-state and the excited-state collisional interaction, can be expressed as a suitably weighted average of all these velocity distributions,

\[
\nu_{\text{drift}} = \sum_{i=0}^{3} \int dv_{z} \nu_{i} f_{i}(v_{z}) .
\]  

(6.1)

Using the strength parameters for the Keilson-Storer kernel obtained in this work, the drift velocity can be calculated employing collision kernels for velocity-changing and fine-structure-changing collisions which have been proven successful at the spectroscopic level of detail in the present work. As can be seen from Eq. (6.1), the drift velocity is a much cruder quantity than the spectra presented in this work since the calculation of the drift velocity involves a lot of averaging. Consequently, we expect that the model will certainly give a satisfactory description of a transport effect such as light-induced drift; the first quantitative experimental information on the drift velocity indeed yields excellent agreement with the rate-equation model. The consequences of the collision model established in this paper for the phenomenon of light-induced drift, such as the sensitivity of the drift velocity for the shape of the col-

![FIG. 13. Ground-state spectra as a function of probe detuning for various buffer gases. In this figure \( v_{z} \) denotes the velocity component along the axis of the laser beam for resonant atoms in the \( F = 1 \) ground-state level. The heavy curves are the model calculations and the thin curves represent the experimental spectra. In the model calculations the only free parameter used is \( f_{23}^{\text{SS}} \) (see text); the optimum fits presented here have been obtained with values of \( f_{23}^{\text{SS}} \) given in Table I. (a) Results for 0.050-Torr He as a buffer gas. Parameters are as follows: pump laser intensity 26 mW/cm\(^2\); pump laser beam diameter 2.2 mm; probe laser beam diameter 1.5 mm; temperature 393 K; and Na density \( 10^{10} \) cm\(^{-3}\). (b) Same as (a) for 0.050-Torr Ne at a pump intensity of 7.4 mW/cm\(^2\). (c) Same as (a) for 0.050-Torr Ar at a pump intensity of 7.4 mW/cm\(^2\). (d) Same as (a) for 0.048-Torr Kr at a pump intensity of 7.9 mW/cm\(^2\). (e) Same as (a) for 0.053-Torr Xe at a pump intensity of 7.4 mW/cm\(^2\).]
lision kernel and the influence of the fine-structure-changing collision on light-induced drift will be discussed in a subsequent paper.\(^{6(b)}\)
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We present experimental and theoretical results describing the presence of radiative-decay-induced narrow resonances in systems which do not conserve population, alignment, or orientation. We show how spectroscopic line-shape analysis of the nonlinear response can be used to determine all of the relaxation parameters characterizing a two-level atom.

In this paper we demonstrate how spectroscopic line-shape analysis can be used to determine all of the relaxation parameters characterizing a "two-level" atom. This problem is investigated in the context of a simple gas-phase collisionless system, but has important implications for interpretation of nonlinear-spectroscopy data in more complicated systems such as solids or liquids. This work also demonstrates the observation of linewidths smaller than the radiative linewidth associated with the two-level transition. The narrow resonances which are observed may serve as the basis for constructing a narrow-band tunable optical filter or for locking two laser frequencies together.

Consider one or more radiation fields driving a transition between atomic levels 1 and 2 (Fig. 1). A simple relaxation scheme has been assumed in which, owing to interactions with a reservoir (such as perturber atoms or spontaneous emission), levels 1 and 2 decay with rates $\gamma_1$ and $\gamma_2$, respectively, and the 1-2 dipole coherence decays with rate $\gamma_{12}$. As a result of spontaneous emission (or some other interaction), level 2 populates level 1 at a rate $\gamma_{21}$.

It is often of interest to obtain values for each of the relaxation constants $\gamma_1$, $\gamma_2$, and $\gamma_{12}$. We restrict the discussion to a spectroscopic determination of these parameters and recognize that $\gamma_1$ represents a general decay to the reservoir which could be due to collisions, radiation, phonons (in a solid), etc., $\gamma_{12}$ represents the total decay rate of the dipole coherence which has contributions from $\gamma_1$ and $\gamma_2$, along with contributions arising from other processes (e.g., collisions).

In standard linear spectroscopy, the absorption line shape can be used to obtain $\gamma_{12}$ only. Increasing the field strength modifies the linewidth parameter so that it depends on all three decay parameters (as well as the field strength). Hence, in principle, strong-field studies could be used to obtain information about $\gamma_1$. However, to arrive at spectral line shapes with components whose widths give a direct measure of $\gamma_1$, $\gamma_2$, and $\gamma_{12}$, it is necessary to use at least two fields and examine the nonlinear response as a function of frequency.

A general scheme for obtaining such profiles is shown in Fig. 2, in which three fields propagate in an atomic vapor (or other material) and produce a signal via nearly degenerate four-wave mixing (NDFWM). Laser fields 1 and 2 are detuned from the resonant transition frequency by $\Delta$ and laser field 3 is detuned by $\Delta + \delta$. As $\delta$ is varied, the (nearly) phase-conjugate signal generated in the direction $-k_3$ is monitored. In general, for Doppler-broadened materials and detunings $|\Delta| < \delta$, the Doppler width associated with the 1-2 transition, the signal intensity as a function of $\delta$ exhibits a spectrum con-
The existence of the narrow resonance due to nonconservation of population is demonstrated on the 2S_{1/2}(F=2)\rightarrow 2P_{1/2}(F=2) transition in sodium. Population is not conserved because the excited state can radiatively decay to another hyperfine level in the ground state (optical pumping). The analogous resonance resulting from nonconservation of total orientation or alignment is seen on the 2S_{1/2}(F=2)\rightarrow 2P_{3/2}(F=3) transition (a transition which does conserve total population.)

These resonances may be compared with the so-called pressure-induced extra resonances (PIER4) predicted and observed by Bloembergen and co-workers, as well as a number of related effects. In most of these situations one deals with either atoms subjected to homogeneous broadening only or to inhomogeneously broadened systems with atom-field detunings \( |\Delta| \) much greater than the Doppler width. In those limits, as has been discussed in detail elsewhere, both resonances centered at \( \delta=0 \) (having widths \( 2\gamma_1 \) and \( 2\gamma_2 \), respectively) vanish under suitable conditions. The relationship of our work on inhomogeneously broadened systems to that on PIER4 and related resonances will be noted. In particular, it appears that a destructive interference argument used to describe PIER4 is somewhat artificial when applied to an ensemble-averaged inhomogeneously broadened system.

It should be noted that experiments on inhomogeneously broadened systems with \( |\delta| \) less than the Doppler width have been performed previously, but with an emphasis which differs considerably from that presented herein.

1. THEORY

The geometry of the experiment is shown in Fig. 2. Beams 1, 2, and 3 propagate in the cell with wave vectors \( \mathbf{k}_1, \mathbf{k}_2 = -\mathbf{k}_1 \), and \( \mathbf{k}_0 \), respectively. The third beam makes a small angle \( \theta \) with the first. As we note below, the fact that \( \theta \) is nonvanishingly small is important in systems inhomogeneously broadened by Doppler motion. The frequency of the laser fields are \( \Omega_1 = \Omega_2 = \Omega \) and \( \Omega_1 = \Omega - \delta \). One observes the phase-conjugate signal emerging in the forward pump beam (field \( \mathbf{k}_1 \)) which are characterized by the dipole-coherence decay rate. Additional contributions to the resonances are not observed because they are washed out by thermal averaging.

We note that \( \gamma_1 - \gamma_2 \) is the decay rate of level 2 to the reservoir. In the limit that levels 1 and 2 decay to the reservoir at the same rate, i.e.,

\[
\gamma_1 = \gamma_2 - \gamma_{2,1}
\]

(as in the case of a gas-phase atom where \( \gamma_1 \) is determined by the inverse transit time, denoted by \( \gamma_1 \), the resonance having width \( 2\gamma_1 \) does not occur. The width of the observed resonance is \( 2\gamma_2 \) where \( \gamma_2 = \gamma_{2,1} + \gamma_2 \). In other words, the resonance having width \( 2\gamma_2 \) is absent whenever the total population \( \rho_{11} + \rho_{22} \) is conserved, except for an overall decay owing to \( \gamma_1 \) (\( \rho_{11} \) is a matrix element of the population density matrix operator). The purpose of this paper is to show both theoretically and experimentally that a narrow resonance having width \( 2\gamma_1 \) can be observed whenever Eq. (1) is violated for either atomic state populations or total magnetic state orientation or alignment associated with levels 1 and 2. (This principle can be generalized to account for degeneracies arising from other than rotational symmetries.)
density matrix element \( \langle \rho_{F_1,0,0} | -\mathbf{k}_3, \mathbf{v} \rangle \), where \( F_1 \) and \( F_2 \) refer to the angular momenta of the ground and excited states, respectively, and the average is over the atomic velocity distribution (assumed to be Maxwellian with most probable speed \( u \)). The argument \(-\mathbf{k}_3\) signifies that we are concerned only with the component of \( \rho_{F_1,F_2} \) varying as \( e^{i(\mathbf{k}_3 \cdot \mathbf{r} + \Omega \cdot \mathbf{v} - \delta t)} \), which corresponds to the signal propagating in the \(-\mathbf{k}_3\) direction.

Consider first the \( F_1 = 0 \rightarrow F_2 = 1 \) level scheme. Using perturbation theory to lowest order in the product of the field amplitudes and neglecting transit-time effects, one can solve the transport equation for the population density matrix operator and obtain the result [see Eqs. (A1) and (A21) of the Appendix and Ref. 5]

\[
\rho_{00,10}(-\mathbf{k}_3, \mathbf{v}) = \frac{N_o}{3\sqrt{3}} \frac{1}{k_3} \left( \frac{2\sqrt{\pi}}{k_1 u} \right)^2 \left[ \frac{2\sqrt{\pi}}{k_1 u} \right] \frac{1}{\left[ 2\gamma_{12} - i(2\Delta - \delta) \right]} \frac{1}{\left[ \gamma_{2} - i\delta \right]} \left[ \frac{1}{2} \right] 
\]

where \( N_o \) is the ground-state density, \( \Delta = \Omega - \omega \) is the atomic transition frequency, \( \omega = \omega_2 E_i / 2 \hbar \) is a Rabi frequency (\( E_i \) is the laser field amplitude and \( \omega_2 \) is an atomic-dipole-moment reduced matrix element.)

The \( \varepsilon = 1 \) term in the sum in Eq. (2) can be viewed as the scattering of field 2 from the "coarse" (spacings approximately equal to \( 1 / (k_1 - k_3) \)) population grating formed by fields 1 and 3. It is common to combine the terms in the second set of curly brackets in Eq. (2) to demonstrate that the resonant denominator \( (\gamma_{21} - i(2\Delta + (k_1 - k_3) \cdot \mathbf{v})) \) disappears when \( \gamma_{12} = \gamma_{21} / 2 \) but not when \( \gamma_{12} \neq \gamma_{21} / 2 \), as would occur if collisions were present (PIER4 resonance). A typical interpretation of this effect is based on the fact that the two terms in the second set of curly brackets are associated with two different calculational perturbation sequences of the nonlinear response of the atoms to the applied fields. The different sequences are distinguished by the order in which fields 1 and 3 act. Combining these terms appears to give rise to an interference effect which cancels the \( \gamma_{2} \) resonance. This feature of the line shape is especially relevant for stationary atoms \( (\varepsilon = 0) \) or for large detunings \( (\Delta \gg ku) \) when both terms in the second set of curly brackets in Eq. (2) contribute to provide the interference effect. However, for detunings \( |\Delta| \ll ku \) and decay rates \( \gamma_{12} < ku \) ("Doppler limit"), the situation is changed. When Eq. (2) is integrated over velocity in the Doppler limit, only the \( (\gamma_{12} + i(2\Delta - k_3 \cdot \mathbf{v})) \) component of the \( \varepsilon = 1 \) term survives the velocity averaging (for all the other terms, the poles all lie in the same half plane, giving a null contribution when a contour integration is carried out). Since one of the pathways in Eq. (2) no longer contributes, an interpretation of the disappearance of PIER4 effects as a destructive interference of two pathways in a perturbation chain seems somewhat artificial for the velocity-averaged atomic ensemble.

Equation (2) is averaged with a Maxwellian \( W(\mathbf{v}) = (\pi u^2)^{-3/2} \exp[-(v/u)^2] \). Assuming that \( (k_1 u \Omega)^2 \ll |\gamma_{21}|^2 \) one finds

\[
|\langle \rho_{00,10}(-\mathbf{k}_3, \mathbf{v}) \rangle| = \frac{N_o}{3\sqrt{3}} \left( \frac{1}{k_3} \right) \left( \frac{2\sqrt{\pi}}{k_1 u} \right)^2 \left[ \frac{2\sqrt{\pi}}{k_1 u} \right] \frac{1}{\left[ 2\gamma_{12} - i(2\Delta - \delta) \right]} \frac{1}{\left[ \gamma_{2} - i\delta \right]} \left[ \frac{1}{2} \right] 
\]

There is a resonance at \( \delta = 2\Delta \) having a width (FWHM) \( 4\gamma_{12} \) and a resonance at \( \delta = 0 \) having a width \( 2\gamma_{12} \). The line shape changes dramatically if one considers the \( F_1 = 1 \) to \( F_2 = 0 \) transition. In that case [see Eqs. (A1) and (A21)]

\[
|\langle \rho_{10,10}(-\mathbf{k}_3, \mathbf{v}) \rangle| = \frac{N_o}{27\sqrt{3}} \left( \frac{1}{k_3} \right) \left( \frac{2\sqrt{\pi}}{k_1 u} \right)^2 \left[ \frac{1}{2\gamma_{12} - i(2\Delta - \delta)} \right] \frac{1}{\left[ \gamma_{2} - i\delta \right]} \left[ \frac{r}{\gamma_{2} - i\delta} \right] \left[ \frac{1}{\gamma_{2} - i\delta} \right] \left[ \frac{1}{\gamma_{12} - i(2\Delta - \delta)} \right] \left[ \frac{1}{\gamma_{2} - i\delta} \right] \left[ \frac{1}{\gamma_{2} - i\delta} \right] 
\]

where \( r = \frac{1}{2} \) and \( \gamma_{1} \) is the ground-state decay rate (determined, for example by transit-time effects), which is assumed to be much smaller than \( \gamma_{2} \). The average in Eq. (4) is over the transverse velocity distribution and leads to a residual Doppler broadening (width approximately equal to \( k_1 u \Omega \)) for the narrow resonance centered at \( \delta = 0 \). The fact that the two-level system under consideration is not closed (in the sense that \( \rho_{00,10} + \rho_{10,10} \text{ const} \)) leads to a new resonance of width \( 2\gamma_{1} \) (plus any residual Doppler broadening). Since \( \gamma_{1} \) is usually much smaller than \( \gamma_{2} \) we observe a narrow spike associated with the resonance.

Although the population of the two-level subsystem is not conserved, the total population of the upper and ground levels is conserved, with population transferred to the \( m_F = \pm 1 \) ground-state levels. In a somewhat more general picture of this problem, one can say that population is conserved, but the total magnetic state alignment of the system is not. The process of field absorption plus spontaneous emission leads to a net gain of alignment. In
general, one can expect narrow (ground-state) resonances when either total (excited plus ground state) population, orientation, or alignment is not conserved. When the more general theory is applied to allow for arbitrary \( F_1 \) and \( F_2 \) as well as optical hyperfine pumping, the final result still takes the form of Eq. (4), but with a different value of \( r \). Moreover, in one of the transitions studied below, the value of \( r \) can be negative, producing a narrow dip in the spectral profile.

In an effort to provide additional physical insight into the origin of the above results, we consider a time-domain description of the interaction, which is justified since the state populations are modulated at frequency \( \delta \). In the first case where the total population of the two states involved in the transition is conserved, the applied field creates a population in the excited state and decreases the population in the ground state. This perturbation in the excited state decays by spontaneous emission at rate \( \gamma_2 \). Similarly, the perturbation in the ground state also decays at rate \( \gamma_2 \) due to spontaneous emission from the excited state. However, in the second example, while the excited state decay is still determined by \( \gamma_2 \), the perturbation in the \( m=0 \) ground state no longer decays at the excited-state decay rate. This is because some of \( m=0 \) ground-state population, which is excited to the upper state, now decays to the \( m=\pm 1 \) ground states. Hence, a "residual" perturbation remains in the \( m=0 \) ground state, which decays at rate \( \gamma_1 \).

II. DISCUSSION OF RESULTS

Two transitions in atomic sodium were chosen to test the ideas discussed above: the \( 3s^2S_{1/2}(F = 2) \rightarrow 3p^2P_{3/2}(F = 3) \) transition of the \( D2 \) line at 589 nm (designated transition \( A \)) and the \( 3s^2S_{1/2}(F = 2) \rightarrow 3p^2P_{1/2}(F = 2) \) transition of the \( D1 \) line at 589.6 nm (designated transition \( B \)). The experimental configuration is similar to that described earlier and is shown schematically in Fig. 2. A frequency-stabilized tunable cw dye laser (Coherent 699-21) was tuned to frequency \( \Omega \) near the resonant frequency of the specific transition to provide the two counterpropagating pump beams (the forward pump at \( k_1 \) and the backward pump at \( k_2 = -k_1 \), respectively). The probe beam (at \( k_3 \)) is at frequency \( \Omega + \delta \) and was provided by a second frequency-stabilized tunable cw dye laser.

The two counterpropagating pump beams were aligned interferometrically to be exactly counterpropagating, while the angle between the forward pump and probe was adjusted to be less than 2 mrad (measured in the plane of incidence) and less than 0.4 mrad (measured out of the plane of incidence). Such care was required in order to avoid having the measurements dominated by residual Doppler broadening which characterized the earlier measurements on the effects of collisions (see Lam, Steel, and McFarlane, 1982 and 1986, in Ref. 2). In order to minimize optical-pumping problems, pump intensities were kept below 2 mW/cm\(^2\) and the probe beam was a factor of 2 weaker than the pump beams. (Even at these power levels, it is still not possible to avoid saturation effects in alignment and orientation as we discuss below.)

The forward pump was chopped at approximately 300 Hz and phase-sensitive detection of the signal was accomplished using a lock-in amplifier. The amplifier output was then further processed using a real-time signal averager.

The experiments on transition \( A \) were performed with the pump beams detuned 51 MHz above the \( 3s^2S_{1/2}(F = 2) \rightarrow 3p^2P_{3/2}(F = 3) \) transition. This was to reduce hyperfine optical-pumping problems associated with transitions to the adjacent \( F = 2 \) and \( F = 1 \) excited states. Using linearly polarized input beams with the probe-beam polarization orthogonal to the pump beams we observed the line shape shown in Fig. 3(a) (the detector polarization was parallel to the probe polarization.) In this configuration the line shape is sensitive only to alignment and orientation effects. As anticipated above, we observe two peaks: one peak with a central dip at \( \delta = 0 \) and a second peak at \( \delta = 2 \Delta \) with a width given by \( 4\gamma_2 \). In the balance of this discussion we will concentrate on understanding the details of the first peak.

![FIG. 3. NDFWM spectrum of the 3s2S1/2(F = 2) \rightarrow 3p2P1/2(F = 3) transition. The optical beams are linearly polarized and the probe beam polarization is orthogonal to the pump beams. (a) Experiment. (b) Theory. The detuning is normalized to \( \gamma_2, (\gamma_2, /2\pi = 10 \text{ MHz}) \) and \( \Delta/2\pi = 51 \text{ MHz} \).]
Because of the presence of the magnetic substates, we expect a spectral structure of the form indicated in Eq. (4). This is a direct result of the fact that a given \( m \) level in the excited state (excited from a specific \( m' \) level in the ground state) can decay to an \( m'' \) level in the ground state. However, unlike the simple situation described by a \( F=1 \rightarrow F=0 \) transition, each magnetic ground-state level is coupled to the excited state by the field. The four-wave-mixing signal has a contribution from the alignment and orientation decay of both the ground state and excited states. Since spontaneous decay results in a total ground-state plus excited-state orientation and alignment which is negative, the value of \( r \) in Eq. (4) becomes negative. Specifically, the polarization may be calculated using perturbation theory as [see Eq. (A35)—it is always assumed that \( (k_1 u)^2 \ll (\gamma_1)^2 \)]

\[
|P| = \left| \frac{\sqrt{2} N_2 (\chi^{(2)}_{12} (\chi^{(2)}_{12} \gamma^{(1)}_{12} p_{12} + 5 \frac{2\sqrt{\pi}}{k_1 u} \frac{1}{2\gamma_1 + i (2\Delta - \delta)}})}{720 \frac{1}{1050} \frac{47.6}{\gamma_2 - i \delta} \left( \frac{5.0}{\gamma_1 - i (\delta - \Delta k \cdot v)} \right)} \right|
\]

\[
|P| = \left| \frac{\sqrt{2} N_2 (\chi^{(2)}_{12} (\chi^{(2)}_{12} \gamma^{(1)}_{12} p_{12} + 5 \frac{2\sqrt{\pi}}{k_1 u} \frac{1}{2\gamma_1 + i (2\Delta - \delta)}})}{720 \frac{1}{1050} \frac{47.6}{\gamma_2 - i \delta} \left( \frac{5.0}{\gamma_1 - i (\delta - \Delta k \cdot v)} \right)} \right|
\]

where \( \Delta k = k_3 - k_1 \). The notation \( \chi^{(i)}_{2i} \) corresponds to the previously defined Rabi flopping frequency for field "i" between the excited state \( e \) and the ground state \( g \), the angular brackets again indicate a velocity average, and \( N_2 \) denotes the \( F=2 \) ground-state density. For comparison with the experiment, however, we have included in the theory contributions from the \( F=2 \) to \( F=2 \) transition along with "crossover" terms that also add to the signal. For weak fields, the measured response is proportional to the modulus squared of the polarization. In arbitrary alignment and orientation saturation effects which are depends sensitively on the intensities of the input optical beams. We currently believe this is due to the onset of Doppler broadening and laser jitter. (The relative intensities, though not the widths, of the two resonances depends sensitively on the intensities of the input optical beams. We currently believe this is due to the onset of alignment and orientation saturation effects which are currently not included in the theoretical analysis.)

An analysis similar to that above indicates that an analogous behavior should be observed when all the input beams are copolarized, except the strength of the dip should be weaker because the nonlinear response is dominated by population terms. Namely, the polarization produced on the \( F=2 \rightarrow F=3 \) transition is given by [see Eq. (A36)]

\[
|P| = \left| \frac{\sqrt{2} N_2 (\chi^{(2)}_{12} (\chi^{(2)}_{12} \gamma^{(1)}_{12} p_{12} + 5 \frac{2\sqrt{\pi}}{k_1 u} \frac{1}{2\gamma_1 + i (2\Delta - \delta)}})}{720 \frac{1}{1050} \frac{47.6}{\gamma_2 - i \delta} \left( \frac{5.0}{\gamma_1 - i (\delta - \Delta k \cdot v)} \right)} \right|
\]

As we see from the qualitative agreement between the data and the theory, the resultant ground-state alignment and orientation produced by decay of the excited state results in a destructive-type contribution to the spectral response [i.e., \( r < 0 \) in Eq. (4) above] producing the observed dip. The width of the dip is determined by residual Doppler broadening and laser jitter. (The relative intensities, though not the widths, of the two resonances depends sensitively on the intensities of the input optical beams. We currently believe this is due to the onset of alignment and orientation saturation effects which are currently not included in the theoretical analysis.)
EFFECTS OF RADIATIVE DECAY IN FOUR-WAVE-MIXING

FIG. 4. NDFWM spectrum of the $3s^2S_{1/2}(F=2) \rightarrow 3p^2P_{1/2}(F=1)$ transition. The optical beams are linearly polarized and the probe beam polarization is parallel to the pump beams. (a) Experiment. (b) Theory. The detuning is normalized to $\gamma_{\perp}/2\pi = 10$ MHz and $\Delta/2\pi = 73$ MHz.

and is plotted in Fig. 5(b). In contrast to the earlier measurements above, this transition does not conserve population, and population terms dominate the alignment terms, resulting in a spike.

In summary, we have shown that systems which do not conserve population, alignment, or orientation are characterized by a narrow resonance which can either constructively or destructively contribute to the spectral response in four-wave mixing. Based on this work, we see that in principle, it is possible to obtain all three of the decay rates which characterize the transition.
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APPENDIX

In this appendix we outline a method for calculating the polarization responsible for phase-conjugate emission. The techniques used to arrive at the results are fairly standard, and details of the method can be found in a number of references.9 We consider a transition between two manifolds of levels. The quantum numbers which characterize the lower manifold of levels are $L_G$ (total orbital angular momentum), $S_G$ (total spin angular momentum), $J_G$ (coupling of $L_G$ and $S_G$), $I$ (total nuclear angular momentum), and $G$ (total angular momentum — coupling of $J_G$ and $I$). The corresponding quantum numbers for the excited manifold of levels are $L_H$, $S_H$, $J_H$, $I$, and $H$. Transitions occur between hyperfine levels $G$ of the lower manifold and $H$ of the upper manifold. The labels $L_G$, $S_G$, $I$, and $J_G$ are suppressed in the formulas except when
needed explicitly. The summation convention (all repeated indices appearing on the right-hand side of an equation are summed over, except those which also appear on the left-hand side of the equation) is used throughout. The labels \( F, F' \), etc. are hyperfine angular momenta quantum numbers that can refer to either the lower or upper state manifolds of levels.

The atomic state density matrix elements are expanded in an irreducible tensor basis as

\[
\rho^K_\Omega(F,F') = (-1)^{F - m_F} \langle F, m_F; F', -m_{F'} | K, Q \rangle \times \rho(F, m_F; F', -m_{F'}) ,
\]

where \( \langle F_1, m_1; F_2, m_2 | F, m \rangle \) is a Clebsch-Gordon coefficient. The electric field vector for the applied laser fields is taken as

\[
E(R, t) = \sum_{ij} E_{ij}(R) e^{i(k_j R - \omega_j t)} + \text{c.c.}
\]

The atomic state density matrix elements evolve as

\[
\dot{\rho}^{K_\Omega}(F,F') = \frac{i(-1)^{F - m_F}}{2\hbar \sqrt{3}} \left[ e^{-i\omega_{F'} t} \rho^{K_\Omega}(F', F) \right]^{K_\Omega -} - \gamma_{JJ'} \rho^{K_\Omega}(F,F') \left[ (K_{\Omega} - 1) \right]^{K_\Omega -},
\]

where \( \gamma(J_j) \) is the decay rate for each of the hyperfine levels within a state of given \( J \). It is assumed that this \( (F) \) independent \( \gamma \) results from both spontaneous emission and the finite lifetime the atoms spend in the laser beams.

The applied field is a sum of fields, each with complex amplitude \( \hat{E}^{(i)} \), complex polarization \( \hat{\mathbf{e}}^{(i)} \), propagation vector \( \mathbf{k}_j \), and frequency \( \Omega_j \). The atom-field interaction energy may be written as

\[
V(R, t) = (-1)^{F} p_q E_{-q}(R, t),
\]

where

\[
\rho_{\pm 1} = \frac{1}{\sqrt{2}} (\rho_+ \pm i \rho_-), \quad \rho_0 = \rho_+, \quad E_0 = E_+, \quad \rho_{\pm 2} = \rho_+, \quad E_0 = E_+,
\]

and \( \rho_+, \rho_-, \rho_0 \) are components of the atomic-dipole-moment operator. Note that \( \rho_0 \) is a component of an irreducible tensor operator of rank 1.

Introducing the standard interaction representation by

\[
\rho^K_\Omega(F,F') = \rho^K_\Omega(F,F') e^{-i\omega_{F'} t}
\]

one finds that, owing to the atom-field interaction, density matrix elements evolve as

\[
\dot{\rho}^{K_\Omega}(F,F') = \frac{i(-1)^{F - m_F}}{2\hbar \sqrt{3}} \left[ e^{i\omega_{F'} t} \rho^{K_\Omega}(F', F) \right]^{K_\Omega -} - \gamma_{JJ'} \rho^{K_\Omega}(F,F') \left[ (K_{\Omega} - 1) \right]^{K_\Omega -},
\]

where \( \gamma(J_j) \) is the decay rate for each of the hyperfine levels within a state of given \( J \). It is assumed that this \( (F) \) independent \( \gamma \) results from both spontaneous emission and the finite lifetime the atoms spend in the laser beams.

For the specific problem under investigation, Eq. (A6) is modified as follows.

(1) Incoherent pumping terms

\[
\lambda^K_\Omega(F,F') = \lambda^K_\Omega(F) \delta_{F,F} \delta_K \delta_{Q,0} \frac{\lambda(F)}{(2F + 1)^{1/2}} \delta_{F,F} \delta_K \delta_{Q,0}
\]

are added to the rhs of Eq. (A6). The quantity \( \lambda(F) \) is the rate density (in phase space) at which hyperfine level \( F \) is incoherently pumped by sources other than the laser fields.

(2) Decay terms (no sum)

\[
-\gamma_{JJ'} \rho^K_\Omega(F,F')
\]

are added to the rhs of Eq. (A6). The decay rate \( \gamma_{JJ'} \) is defined by

\[
\gamma_{JJ'} = \frac{1}{2} \left[ \gamma(J_F) + \gamma(J_{F'}) \right],
\]
\[ \dot{\rho}_{Q}^{K}(G,G') = -\gamma_{GH} \rho_{Q}^{K}(G,G') + \gamma_{GH}^{K}(H,H';G,G') \rho_{Q}^{K}(H,H') \]

\[ + i \chi_{HG}^{(1)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{-i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(H,G,G') \rho_{Q}^{K}(G,H) \]

\[ - i \chi_{HG}^{(2)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(H,G,G') \rho_{Q}^{K}(G,H) \]

\[ + (2G + 1)^{-1/2} \lambda(G) \delta_{G,G'} \delta_{K,K'} \delta_{Q,Q'} \cdot \] (A15a)

\[ \dot{\rho}_{Q}^{K}(H,H') = -\gamma_{GH} \rho_{Q}^{K}(H,H') + i \chi_{HG}^{(1)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{-i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(G,H,H') \rho_{Q}^{K}(H,H') \]

\[ - i \chi_{HG}^{(2)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(G,H,H') \rho_{Q}^{K}(H,H') \]

\[ + (2H + 1)^{-1/2} \lambda(H) \delta_{H,H'} \delta_{K,K'} \delta_{Q,Q'} \cdot \] (A15b)

\[ \dot{\rho}_{Q}^{K}(G,H) = -\gamma_{GH} \rho_{Q}^{K}(G,H) + i \chi_{HG}^{(1)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{-i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(G',H,G) \rho_{Q}^{K}(G,G') \]

\[ - i \chi_{HG}^{(2)}(-1)G + G'e^{-ik_{j}R} e^{-i(\Omega - \omega_{HG} \delta)t} (-1)e^{i \phi}^{(p)} \Lambda_{qq'q''q}^{KK'}(G',H,G) \rho_{Q}^{K}(G,G') \]

\[ + (2G + 1)^{-1/2} \lambda(G) \delta_{G,G'} \delta_{K,K'} \delta_{Q,Q'} \cdot \] (A15c)

\[ \dot{\rho}_{Q}^{K}(F',F) = -(1)^{F'-F} \mathcal{O}_{Q}^{K}(F,F') \cdot \] (A15d)

where the polarization components are defined by

\[ \epsilon_{i}^{(1)} = \frac{1}{\sqrt{2}} (\epsilon_{i}^{p} \pm \epsilon_{i}^{q}) \]

\[ \epsilon_{i}^{(2)} = \epsilon_{i}^{p} \cdot \] (A16)

and the Rabi frequency \( \chi_{HG}^{(1)} \) by

\[ \chi_{HG}^{(1)} = \rho_{HG} G^{(1)} / 2 \hbar \cdot \] (A17)

It is to be noted that the time derivative is to be interpreted as a total derivative, i.e.,

\[ \frac{d}{dt} = \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \cdot \] (A18)

where \( \mathbf{v} \) is the atomic velocity.

Equations (A6) and (A15) are quite general and can be used as the starting point for many calculations in nonlinear optics. To calculate the phase-conjugate signal we must solve Eqs. (A15) to third order in the fields. The macroscopic polarization of the sample is given by

\[ p_{Q}^{K}(G,H; -k_{j},v) = i \upsilon \sqrt{3} (1 - \upsilon)^{3} G^{(1)}(\epsilon_{i}^{(2)}(\epsilon_{i}^{(2)})^{*} \exp [i \mathbf{k}_{j} \cdot \mathbf{R} + (\Omega - \delta) t]) \]

\[ \times \prod_{j=1}^{3} (1 - \delta_{j})(\mathbf{Q} ; 1 ; -q'' | K', Q') (1, q'' ; 1, -q | K', Q')[\gamma_{GH} + i(\Delta_{HG} - \delta + k_{y} \cdot \mathbf{v})]^{-1} \]

\[ \times \left[ \begin{array}{ccc} \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} \\ \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} \\ \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} & \alpha(1) \chi_{HG}^{(1)} \chi_{HG}^{(1)}(1) \chi_{HG}^{(1)} \end{array} \right] \]

\[ \left[ \begin{array}{ccc} K' & 1 & 1 \\ G & H' & H \\ G' & H' & H \end{array} \right] \]

\[ + \left[ \begin{array}{ccc} K' & 1 & 1 \\ G & H' & G \\ H' & G & G \end{array} \right] \]

\[ + \left[ \begin{array}{ccc} K' & 1 & 1 \\ G & H' & G \\ G'' & H'' & H' \end{array} \right] \]

\[ \times \gamma^{K}(H', H'' ; G', G) [\gamma_{HH'} - i(\delta - \omega_{HH'} - k_{x} \cdot \mathbf{v})] \cdot \] (A21)
where
\[ k_{ij} = k_j - k_i, \]
\[ \Delta_{HG} = \Omega - \omega_{HG}, \] (A22)
and
\[ [\mu_{ij}(G,H;G',H';\lambda(G),\lambda(G'))]^{-1} = \delta_{ij} \delta_k (2G + 1)^{-1} \lambda(G) [(\gamma_G + i(\Delta_{HG} + k_i - k_j \cdot v))]^{-1} / (\gamma_J) \]
\[ + \delta_{ij} \delta_k (2G' + 1)^{-1} \lambda(G') [(\gamma_{G'} - i(\Delta_{HG} + \delta - k_j \cdot v))]^{-1} / (\gamma_{J'}). \] (A24)

For simplicity, we have set \( \lambda(H) = 0. \)

The polarization is calculated from Eqs. (A19) and (A21). The incoherent pump rate density is assumed to be of the form
\[ \lambda(G) = N_G \gamma(J_G) W(v), \] (A25)
where \( N_G \) is the \( G \)-state density and \( W(v) \) is the equilibrium velocity distribution (in the absence of any applied fields) given by
\[ W(v) = (\pi u^2)^{-1/2} \exp(-v^2/2u^2), \] (A26)
where \( u \) is the most probable atomic speed. We evaluate the polarization corresponding to our experimental conditions, namely: (1) The dominant transition amplitude is between a single hyperfine ground-state level \( G \) and the \( H \) hyperfine levels of either the \( J = 1/2 \) or the \( J = 3/2 \) excited state; (2) \( |\Delta_{HG}| / k_i u << 1 \) and \( \gamma_{HG}/k_i u << 1 \), implying that only the \( j = 1, j' = 3 \) term in the summation in Eq. (A21) contributes when the velocity integration is carried out; (3) \( (k_3 - k_1) \cdot v = k_1 \theta v, \) where \( k_1 = k_1^2 \) and \( k_3 = k_3^2 + \theta \), with \( \theta << 1; \) (4) \( (k_1 u \theta)^3 << (\gamma_2)^{10} \). In these limits, using the relationship
\[ \langle J_H | H || J_G \rangle = (1)^{G+J_H+1} [(2G + 1)(2H + 1)]^{1/2} \times \left| \begin{array}{cc} J_G & J_H \\ H & G \end{array} \right| \langle J_H || J_G \rangle \] (A27)
to rewrite all reduced matrix elements in the \( J \) basis and the fact that \( |\omega_{HG}/\omega_{HG}| << 1, \) one finds a polarization

\[ P(R,t) = i \exp \left[ i \sum_{i,j} (J_H \cdot R - (\Omega - \delta) t) \hat{E}_G(2\sqrt{\pi/k_i} u) [N_G/(2G + 1)] \langle Y_J || J_G \rangle \right] \]
\[ \times \left( 2H + 1)(2H' + 1)(2G + 1) \right)^{1/2} \left| \begin{array}{cc} J_H & J_G \\ G & I,H \end{array} \right| \left| \begin{array}{cc} J_H & J_G \\ G & I,H' \end{array} \right| \]
\[ \times (-1)^{I+G} \left[ \begin{array}{cc} K' & 1 \\ G & H \end{array} \right] \left[ \begin{array}{cc} 2G_{GH} + i(2\Delta_{HG} - \delta) \end{array} \right]^{-1} \left[ \begin{array}{cc} \gamma(J_H) - i(\delta - \omega_{HG}) \end{array} \right]^{-1} \]
\[ \times \left( 2H + 1)(2H' + 1)(2G + 1) \right)^{1/2} \left| \begin{array}{cc} K' & 1 \\ H & G \end{array} \right| \left| \begin{array}{cc} K' & 1 \\ H' & G \end{array} \right| \left[ \begin{array}{cc} 2G_{GH} + i(\Delta_{HG} + \Delta_{HG} - \delta) \end{array} \right]^{-1} \]
\[ \times \left( 2H + 1)(2H' + 1)(2G + 1) \right)^{1/2} \left[ \begin{array}{cc} \gamma(J_H) - i(\delta - \omega_{HG}) \end{array} \right]^{-1} \]
\[ \times \left[ \begin{array}{cc} \gamma(J_H) - i(\delta - k_i \theta v) \end{array} \right]^{-1} \left| 1 - \alpha_{H,H'}^G \gamma(J_H - J_G) \left[ \gamma(J_H - J_G) - \gamma(J_G) \right] + \text{c.c.} \right| + \text{c.c.} \] (A28)

where
\[ \langle J_H || J_G \rangle G^{(j)} / 2 \hbar, \] (A29)
\[ \alpha_{H,H'}^G = (-1)^{I+G} G(H + 2H' + 1)(2G + 1)(2J_H + 1) \]
\[ \times \left| \begin{array}{cc} J_H & 1 \\ G & I,H \end{array} \right| \left| \begin{array}{cc} K' & 1 \\ G & H \end{array} \right| \left| \begin{array}{cc} K' & 1 \\ H' & G \end{array} \right| \] (A30)

and
\[ \gamma(J_H - J_G) = \frac{4}{3 \hbar} \left| \begin{array}{cc} \omega_{J_G} \rangle \end{array} \right| \left( 2J_H + 1 \right)^{-1} \times \left| \begin{array}{cc} \left( J_G || J_H \right) \end{array} \right| \right|^2 \] (A31)

The remaining average over \( v \) is easily expressed in terms of the plasma dispersion function as
(\[\gamma - i(\delta - k \theta \nu)\] )^{-1} = \frac{-i}{k u \theta} Z \left[ \frac{\nu + \delta}{k u \theta} \right], \quad (A32)

where \( Z \) is defined by

\[
Z(\mu) = -\frac{1}{V \pi} \int \frac{x e^{-x^2}}{\mu + x}, \quad \text{Im}(\mu) > 0 \quad (A33)
\]

with limiting values

\[
Z(\mu) \sim i \sqrt{\pi} e^{-\nu^2}, \quad |\mu| \ll 1, \quad Z(\mu) \sim -\nu^{-1}, \quad |\mu| \gg 1.
\]

For our experiment in sodium, \( I = \frac{1}{2}, \ G = 2, \ H = 1, 2, 3 (J_H = \frac{1}{2}) \) or \( H = 1, 2 (J_H = \frac{1}{2}) \). For the copolarized case all beams are polarized in the \( z \) direction and \( e^{(i)} = \delta_{q,0} \) \( (i = 1, 2, 3) \). For the cross-polarized case, beams 1 and 2 are polarized in the \( z \) direction \( e^{(i)} = e_{q,0} \) \( (i = 1, 2, 3) \) and beam 3 in the \( x \) direction \( e^{(3)} = (1/\sqrt{2})(\delta_{q,1} - \delta_{q,0}) \).

It is now a straightforward matter to evaluate Eq. (A28) for our experimental conditions. The polarization exhibits resonances at various values of \( \delta \). The "direct" resonance at \( \delta = 2 \Delta_{HG} \) arises from the interaction of fields 1 and 2 with the same pair of transition levels, excited state \( H \) and lower state \( G \). The resonance at \( \delta = (\Delta_{HG} + \Delta_{HG}) (H' \neq H) \) is a "crossover" resonance involving the interaction of field 1 with the \( G-H \) transition and field 2 with the \( G-H' \) transition. Both these resonances have widths characterized by the dipole decay rate \( \gamma_{GH} \). In addition, there are resonances at \( \delta = \omega_{HH} \), having widths characterized by atomic state population decay rates. For \( H = H' \), these are Rayleigh-type resonances involving the interaction of fields 1 and 3 with a single pair of transition levels \( G-H \). For \( H = H' \), they are Raman-type resonances involving the interaction of fields 1 and 3 with two coupled transitions, \( G-H \) and \( G-H' \), respectively.

For the level scheme of our experiment and for the detunings and frequency range under investigation, the Raman terms do not contribute significantly to the line shape and can be neglected without much error. Moreover, for the experimental detunings chosen, it turns out that the \((G = 2) \rightarrow (H = 1)\) contribution to the \( D_2 \) resonance and the \((G = 2) \rightarrow (H = 1)\) contribution to the \( D_1 \) resonance are negligibly small. With the neglect of the above terms, the calculated polarizations are as follows.

(1) For cross polarized beams on the \( D_2 \) transition \([J = \frac{1}{2}(G = 2) \rightarrow J = \frac{1}{2}(H = 2, 3)]\), the polarization is

\[
P(R,t) = i \tilde{N}_3 \exp[i(k_1\cdot R + (\Omega - \delta)t)] \times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_1^{-1} - 0.0365\gamma_1^{-1} + 0.138(2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_2^{-1} + 0.432\gamma_2^{-1}]
\]

\[
\quad \times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_2^{-1} + 0.649\gamma_2^{-1}] + \text{c.c.}, \quad (A35)
\]

where

\[
\gamma_1 = \gamma(3\Delta P) - i\delta, \quad \gamma_2 = \gamma(3\Delta P) - i\delta,
\]

and

\[
\gamma = \gamma(3\Delta P) + \gamma(3\Delta P).
\]

The first two terms in (A35) are the "direct" resonances on the 2-3 and 2-2 transitions, respectively, while the third term is the crossover signal involving both the 2-3 and 2-2 transitions.

(2) For copolarized beams on the \( D_2 \) transition \([J = \frac{1}{2}(G = 2) \rightarrow J = \frac{1}{2}(H = 2, 3)]\), the polarization is

\[
P(R,t) = i \tilde{N}_3 \exp[i(k_1\cdot R + (\Omega - \delta)t)] \times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_1^{-1} - 0.0365\gamma_1^{-1} + 0.138(2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_2^{-1} + 0.432\gamma_2^{-1}]
\]

\[
\quad \times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_2^{-1} + 0.649\gamma_2^{-1}] + \text{c.c.}, \quad (A36)
\]

Note that it is possible for the crossover contribution to change the narrow resonance at \( \delta = 0 \) from a dip, predicted by the "direct" terms alone, to a peak. This is, in fact, the case for the detunings in our experiment, \( \Delta_{32}/2\pi = 73 \text{ MHz}, \Delta_{32}/2\pi = 73 \text{ MHz} \).

(3) For copolarized beams on the \( D_1 \) transition \([J = \frac{1}{2}(G = 2) \rightarrow J = \frac{1}{2}(H = 2)]\), there is a direct contribution only to the polarization given by

\[
P(R,t) = i \tilde{N}_3 \exp[i(k_1\cdot R + (\Omega - \delta)t)] \times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_1^{-1} + 0.432\gamma_1^{-1} + \text{c.c.}, \quad (A37)
\]

\[
\times [2 \gamma + i(2\Delta_{32} - 6)]^{-1} [\gamma_2^{-1} + 0.649\gamma_2^{-1}] + \text{c.c.}, \quad (A36)
\]
*Present address: Optical Sciences Center, University of Arizona, Tucson, AZ.


7Laser jitter is accounted for in a purely phenomenological manner by setting $\gamma_1 \to 2/\pi \gamma_1', \gamma_2 \to 2/\pi \gamma_2', \gamma_{12} \to 2/\pi \gamma_{12}'$ in Eq. (15). The primed quantities, which represent the noise contribution, are taken as $\gamma_1'/2\pi = 2.0 \text{ MHz}$; $\gamma_2'/2\pi = 1.3 \text{ MHz}$. This treatment of noise may be justified on the basis of detailed calculations involving uncorrelated pump and probe fields [G. S. Agarwal and J. Cooper, Phys. Rev. A 26, 2761 (1982)]. To properly account for laser jitter, one must average the instantaneous dipole moment density over velocity, multiply it by its conjugate, and then average over the laser noise [see, for example, G. S. Agarwal, C. V. Kunasz, and J. Cooper, Phys. Rev. A 36, 143 (1987), and references therein; Y. Prior, I. Schek, and J. Jortner, ibid. 31, 3775 (1985)].


10If the assumption $(k_1 u_0)^2 \ll (\gamma_2)^2$ is not made, the expression for the polarization takes on a more complicated form. The transverse velocity $v_x$ appears in resonance denominators involving both $\gamma_{GH}$ and $\gamma(J_0)$, as well as those involving $\gamma(J_0)$. The polarization then involves a sum of terms of the form

$$
\left\{ [2Y_{GH} + i(i\Delta - \delta + k_1 \theta v_x)]^{-1} [Y_a - i(\delta - k_1 \theta v_x)]^{-1} \right\},
$$

where $\Delta = [H_G + \Delta_{HG}]$; $H' = H$ or $H' \neq H$. This may be rewritten as

$$
\left\{ Y_a - 2Y_{GH} - i\Delta \right\}^{-1} \left\{ [2Y_{GH} + i(i\Delta - \delta + k_1 \theta v_x)]^{-1} \right. \\
- \left. \{ Y_a - i(\delta - k_1 \theta v_x)]^{-1} \right\},
$$

The resultant average over $v_x$ can be expressed in terms of the plasma dispersion function, as described in the text [Eq. (A28)], giving a term which varies as

$$
\frac{2Y_{GH} - (\Delta - \delta)}{k_1 u_0},
$$

Under the actual experimental conditions, $k_1 u_0 / \gamma_2 \sim 0.25$. This value is sufficiently small to ensure that the residual Doppler width does not contribute significantly to the $\gamma_2$ (or $2\gamma_{12}$) resonances. Of course, it is an easy matter to use the exact expressions for improved accuracy. One simply replaces any products of the form

$$
[2Y_{GH} + i(i\Delta - \delta)]^{-1} \left\{ [Y(J_0) - i(\delta - k_1 \theta v_x)]^{-1} \right\}
$$

or

$$
[2Y_{GH} + i(i\Delta - \delta)]^{-1} \left\{ [Y(J_0) - i(\delta - k_1 \theta v_x)]^{-1} \right\}
$$

appearing in Eq. (A28) by the corresponding expression given above involving the plasma dispersion functions.
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A theory of four-wave mixing including effects of velocity-changing collisions is presented. Three fields with frequencies \(\omega_1, \omega_2,\) and \(\omega_3\) are incident on a vapor of “two-level” atoms having upper state \(b\) and lower state \(a\). Two of the fields are counterpropagating and the third (of frequency \(\omega_3\)) makes a small angle with one of the others. The frequency \(\omega_3\) is a nearly resonant (inside the Doppler width) with the \(a-b\) transition frequency. The phase-conjugate signal emitted at frequency \(\omega - \delta\) is calculated as a function of \(\delta\). Using a simple collision model in which collisions are phase interrupting in their effect on atomic coherence and velocity-changing in their effect on level populations, we discuss the conditions under which resonances characterized by the upper or lower radiative and collision rates can be observed. Assuming that the total \((a+b)\) state population is conserved in the absence of collisions, it is shown that velocity-changing collisions can “open” the system and lead to a resonance characterized by the lower-state width (convoluted with the residual Doppler width). With increasing pressure, the width of this induced resonance structure decreases monotonically. For sufficiently high pressure, the collisional redistribution of velocity classes is complete—the system “recloses” and the narrow resonance disappears. The interplay of the collision-induced opening, line narrowing, and reclosing of the system is discussed, as is the relationship of these narrow resonances to the so-called pressure-induced extra resonances of Bloembergen and co-workers [Indian J. Pure Appl. Phys. 16, 151 (1978); Phys. Rev. Lett. 46, 111 (1981)].

I. INTRODUCTION

The phenomenon of pressure-induced extra resonances observed via four-wave mixing is a subject area that has received a great deal of attention following its prediction and experimental verification by Bloembergen and co-workers. Both theoretical and experimental developments in pressure-induced resonances have been reviewed recently. Pressure-induced resonances refer to resonant structures that appear only in the presence of collisions. They can be observed under a wide variety of experimental configurations. To observe pressure-induced resonances via four-wave mixing in a “two-level” atom, three laser fields having frequencies \(\omega_1, \omega_2,\) and \(\omega_3\) may be used. As the detuning \(\delta\) is varied, the pressure-induced resonances appear as structures centered at \(\delta = 0\) with linewidths characterized by the spontaneous decay rates of the two levels. When one of the transition levels is the ground state, it is possible to observe very narrow resonances, whose widths are limited by transit time or residual Doppler broadening.

Most theoretical treatments of the problem have been restricted to homogeneously broadened atomic samples or to situations in which the atom-field detunings are much larger than the Doppler width. Many of the experiments were carried out for this range of detunings. In this limit atoms in all velocity subclasses essentially contribute equally to line-shape formation. If the atom-field detunings are less than the Doppler width, atoms which are Doppler shifted into resonance with the field are preferentially excited. The physical interpretation of the four-wave mixing signals differs significantly for nearly resonant fields (detuning less than the Doppler width) than for the large-detuning case.

There have been a number of experiments carried out with nearly resonant fields. A theoretical analysis of these experiments, including effects of velocity-changing collisions and residual Doppler broadening (owing to a slight angle between two of the beams), has not been carried out to our knowledge. Lam et al. did discuss the effect of velocity-changing collisions but did not include the residual Doppler broadening. Rothberg and Bloembergen discussed the collisional narrowing of the residual Doppler broadening of the resonances (for the highly detuned case), giving the expected dependence of the resonances’s width and amplitude on perturber pressure. Most other theoretical approaches neglect the residual Doppler broadening and treat collisions solely by the introduction of a number of collision rates.

It is the purpose of this paper to analyze collision-induced features that may appear in four-wave-mixing line shapes. We consider a two-level atom subjected to three fields having frequencies \(\omega_1, \omega_2,\) and \(\omega_3\) and calculate the signal emitted by the sample at frequency \(\omega - \delta\) as a function of \(\delta\). The atom-field detuning \(\Delta = \omega - \omega_0\) (\(\omega_0\) is the atomic transition frequency) is less than the Doppler width associated with the transition.

In particular, we examine in detail the conditions under which one can observe resonances characterized by the natural widths \(\gamma_a\) and \(\gamma_b\), associated with the lower and upper transition levels, respectively. In the limit that \(a\) is the ground state, it will be seen that a resonance with width \(\gamma_a\) can be observed only when the system is “open” (population not conserved). Velocity-changing collisions provide a mechanism for opening the system. The total
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population of each atomic velocity class need no longer remain "closed" when collisions are present, even if the total (velocity-integrated) population does remain closed. Thus, velocity-changing collisions contribute directly to the resonance having width $\gamma_a$. The resonance having width $\gamma_b$ occurs for open or closed systems, with or without collisions, for nearly resonant tuning.

Velocity-changing collisions not only lead to the appearance of the $\gamma_a$ resonance, but are also responsible for the narrowing of the residual Doppler broadening. The way in which velocity-changing collisions result in opening, collisional narrowing, and the ultimate closing of the system is explored.

The calculations are carried out in lowest-order perturbation theory, using a highly simplified collision model ("strong" velocity-changing collisions for populations; homogeneous collisional decay for atomic coherence). A preliminary version of this work has appeared. In the first part of the paper we carry out a straightforward calculation of the four-wave-mixing signal, after having introduced our definitions of open and closed systems. In the second half of the paper we analyze the results, emphasizing the dependence of the $\gamma_a$ resonance on the opening, narrowing, and ultimate closing produced by velocity-changing collisions.

II. CALCULATION OF THE SIGNAL

The system we consider in this paper is a collection of two-level atoms, interacting in a classical four-wave-mixing geometry with three laser beams, whose electric fields are labeled by $E_f$ (forward) $E_b$ (backward), and $E_p$ (probe), as shown in Fig. 1. Fields $E_f$ and $E_b$ have the same frequency $\omega$ and are counterpropagating (wave vectors $k_0$ and $-k_0$, respectively), while field $E_p$ has frequency $\omega + \delta$ and has a wave vector $k$ which is directed along an axis at angle $\theta$ to $k_0$. The $|a\rangle$ (lower) and $|b\rangle$ states are separated in energy by $\hbar \omega_0$. Both of them may be excited levels, although the interesting case, with which we are mainly concerned, is a closed system in which $|a\rangle$ is a ground state and $|b\rangle$ an excited state that can decay radiatively only via spontaneous emission to state $|a\rangle$. For reasons that will become clear in Sec. III, we adopt a slightly modified definition of a closed system. If $\gamma_a$ and $\gamma_b$ are, respectively, the radiative lifetimes of $|a\rangle$ and $|b\rangle$, and $\gamma_{ba}$ is the radiative transfer rate from $|b\rangle$ to $|a\rangle$, the system is said to be closed if

$$\gamma_b = \gamma_{ba} + \gamma_a.$$  

(1)

Condition (1) implies that there is only one decay rate (which can be zero) for the sum of the populations of states $|a\rangle$ and $|b\rangle$. In other words, the total population is not conserved within an overall decay constant $\gamma_a$ which may differ from zero. If, for example, states $|a\rangle$ and $|b\rangle$ have the same transit time in the laser beams, condition (1) could hold with $\gamma_a$ equal to the inverse transit time. The motivation behind this definition of a closed system is discussed in Sec. III.

The atoms form a gas with a classical velocity distribution, and the internal state of a group of atoms having the velocity $v$ is described by the density operator $\rho(v)$. In the absence of interaction with the lasers, the variation of $\rho(v)$ as a function of $v$ is proportional to the Gaussian thermal distribution

$$W(v) = \frac{1}{(\sqrt{\pi} u^3)^{1/2}} e^{-v^2/u^2},$$  

(2)

where $u$ is the most probable atomic speed.

These atoms are immersed in a buffer gas of foreign atoms with no active structure. The active-atom density is assumed to be sufficiently low that one need consider only active-atom–foreign-gas-atom collisions. To easily account for these collisions, we make the classical set of assumptions which defines the so-called collisional and radiative impact regime. The validity conditions for the impact approximation can be stated as

$$\tau_c \ll \Omega_0^{-1}, |\omega - \omega_0|^{-1}, |\omega + \delta - \omega_0|^{-1},$$

$$\tau_c \ll \Gamma^{-1} \gamma_b^{-1} \gamma_a^{-1},$$  

(3)

where $\tau_c$ is the duration of a typical collision, $\Omega_0$ is any relevant Rabi frequency, and $\Gamma$ is a macroscopic collisional rate. In this framework the evolutions under collisional and radiative interactions are decoupled and the collisions can be simply described by an additional time derivative in every equation governing a matrix element $\rho_{ab}(v)$ ($a = a, b; \beta = a, b$) given by

$$\rho_{ab}(v) \propto [\rho_{ab}(0) + \left(\omega + \delta\right) \rho_{ab}(0)] e^{i(\omega + \delta)v}.$$  

FIG. 1. (a) Level scheme for the system under consideration. For the laser frequencies $\omega$ and $(\omega + \delta)$ shown, the detuning $\Delta = (\omega - \omega_0)$ is within the Doppler width of the transition. (b) The geometry of the three input laser beams ($E_f, E_b, E_p$). The phase-conjugate signal, $E_c(-k, \omega - \delta)$, is shown as a dashed arrow.
\[ \frac{\partial}{\partial t} \rho_{ab}(v) \bigg|_{\text{coll}} = -\Gamma_{\text{ab}}^b(v) \rho_{ab}(v) \delta_{ab} \delta_{vb} + \delta_{vb} \delta_{ab} \] 

\[ + \int A_{\text{ab}}(v' \rightarrow v) \rho_{ab}(v') d^3 v', \tag{4} \]

where \( A_{\text{ab}}(v' \rightarrow v) \) is a collision kernel, \( \Gamma_{\text{ab}}^b(v) = \int A_{\text{ab}}(v \rightarrow v') d^3 v' \) is a collision rate, and \( \Gamma_{\text{ab}}^b \) is a (complex) decay rate associated with impact pressure broadening theories involving phase-interrupting collisions. \( \gamma \) This expression, which accounts for the velocity changes of atoms during collisions, yields a coupling between different velocity classes through the collision kernel \( A_{\text{ab}}(v' \rightarrow v) \). The kernel, which is directly related to integrals of quantum-mechanical scattering amplitudes, has no general analytical form.

The resulting equations of motion for \( \rho_{ab}(v) \) cannot be solved analytically unless we model the kernels in a way that permits such a solution. To carry out the illustrative calculations in this paper, we choose simple forms for the kernels as follows:

1. For the off-diagonal element \( \rho_{ab} \), we neglect the contributions from the second and third terms of Eq. (4). This is a very common approximation, justified when the interaction potentials are somewhat different for the two levels, which is common of atomic optical transitions. \( \gamma \)

We keep only a rate of destruction of \( \rho_{ab} \),

\[ \frac{\partial}{\partial t} \rho_{ab}(v) \bigg|_{\text{coll}} = -\Gamma_{\text{ab}}^b \rho_{ab}(v), \] \tag{5}

and we furthermore assume that \( \Gamma_{\text{ab}}^b \) is real and does not depend upon \( v \).

2. For the populations \( \rho_a \), we adopt the so-called strong collision model in which the velocity \( v \) of an atom is thermalized, on average, after one collision, regardless of the initial velocity \( v' \). The collision kernel is given by

\[ A_a(v' \rightarrow v) = \Gamma_a W(v), \quad a = a, b \tag{6} \]

with \( \Gamma_a \) independent of \( v \).

The equations of motion (in the interaction representation) for the atomic-density matrix elements, including the atom-field and collisional interactions, are

\[ \frac{\partial}{\partial t} \rho_{ab}(v) \bigg|_{\text{coll}} + v \cdot \nabla \rho_{ab}(v) = \rho_{ab}(v) \]

\[ = \lambda_b W(v) + \left[ i\rho_{ab}(v) \sum_v \frac{\Omega_v}{2} e^{-i\delta_v} + \text{c.c.} \right] + \Gamma_b W(v) \rho_{ab}(v), \]

\[ + \left[ \frac{\partial}{\partial t} + v \cdot \nabla + \frac{\partial}{\partial \rho_{ab}(v)} \right] \rho_{ab}(v) \]

\[ = \lambda_a W(v) + \gamma_{a,b} \rho_{ab}(v) - \left[ i\rho_{ab} \sum_v \frac{\Omega_v}{2} e^{-i\delta_v} + \text{c.c.} \right] \]

\[ + \Gamma_a W(v) \rho_{ab}(v), \] \tag{7}

\[ \frac{\partial}{\partial t} + v \cdot \nabla + \frac{\partial}{\partial \rho_{ab}(v)} \right] \rho_{ab}(v) \]

\[ = i\rho_{ab}(v) - \rho_{ab}(v) \sum_v \frac{\Omega_v}{2} e^{-i\delta_v}, \]

where the summation of \( v \) applies to the three laser beams, \( \phi_a = \omega_t - k_0 \cdot R \), \( \Omega_a = \mu_a E_a / \hbar \) (Rabi frequency), and \( \lambda_a, \gamma_{a,b} \) account for a possible external incoherent pumping of populations (for a closed system: \( \lambda_a, \lambda_a \approx 0 \) with \( \lambda_a / \gamma_a \approx n_a \), unperturbed population of \( |a \rangle \)). In Eqs. (7) we have defined

\[ \rho_a = \gamma_a + \Gamma_a, \quad a = a, b, \tag{8a} \]

\[ \rho_{ab} = \frac{1}{2} \left[ \gamma_a + \gamma_b - \Gamma^b \right], \tag{8b} \]

\[ \rho_{ab} = \int d^3 v \rho_{ab}(v), \quad a = a, b. \tag{8c} \]

Equations (7) are solved using a perturbative expansion up to third order in the field amplitudes. Among the 27 contributions to \( \rho_{ab}^{(3)} \), two correspond to emission of an electromagnetic wave counterpropagating along the probe direction, with a frequency \( \omega - \delta \) and a wave vector \( -k \) (the so-called phase-conjugated emission). The phase-conjugate contribution to \( \rho_{ab}^{(3)} \), obtained from a perturbative solution of Eqs. (7), is

\[ \rho_{ab}^{(3), \text{PC}} = \sigma_{ab} e^{i[(\omega - \delta) + k \cdot R]}, \tag{9a} \]

with
For the sake of compactness, we have introduced in Eqs. (9) the notations
\[ R = \frac{\gamma_{ba}}{\bar{\gamma}_{b} - \bar{\gamma}_{a}} , \quad (10a) \]
\[ \bar{\Gamma}_{a} = \frac{\Gamma_{a}}{1 - \Gamma_{a} \int \frac{W(v) d^3 \mathbf{v}}{\bar{\gamma}_{a} - \Delta - i \mathbf{k} - \mathbf{k}_{0}) \cdot \mathbf{v}} , \quad (10b) \]
\[ \bar{\sigma}_{a} = \int \frac{W(v) d^3 \mathbf{v}}{\bar{\Gamma}_{a} - \Delta - i \mathbf{k} - \mathbf{k}_{0}) \cdot \mathbf{v}} \left[ \frac{1}{\bar{\gamma}_{ab} + i(\Delta - \mathbf{k} \cdot \mathbf{v})} \right] , \quad (10c) \]
\[ n = \frac{\lambda_{b}}{\gamma_{b}} - \frac{\lambda_{a}}{\gamma_{a}} \left( \frac{\gamma_{b} \lambda_{b}}{\gamma_{a}} + \gamma_{a} \lambda_{a} \right) , \quad (10d) \]
\[ \bar{\sigma}_{ab} = \int \sigma_{ab} (v) d^3 \mathbf{v} . \]

The integration is carried out within the so-called Doppler limit defined by
\[ \bar{\sigma}_{ab} = \int \sigma_{ab} (v) d^3 \mathbf{v} . \]
\[ |\Delta|, |\delta| << k_{u}, k_{0} u . \quad (11a) \]
\[ |\Delta|, |\delta| << k_{u}, k_{0} u . \quad (11b) \]

Condition (11a) is satisfied for pressures \( \leq 100 \) Torr. Condition (11b) is satisfied for the nearly resonant atom-field interaction of this problem—it would be violated for the large detunings \( |\Delta| \gg k_{u} \) appropriate to many experiments in pressure-induced resonances. As a result of inequalities (11), one can neglect in (9) both the part of the first term varying as \( [\bar{\gamma}_{ab} - i(\Delta + \delta - \mathbf{k} \cdot \mathbf{v})]^{-1} \) and the entire \( (\mathbf{k}_{0} \rightarrow - \mathbf{k}_{0}) \) term, since, after integration, these terms are smaller by a factor \( \bar{\gamma}_{ab}/k_{u} \) than the other contributing terms.

To achieve the three-dimensional integration over \( \mathbf{v} \) we choose the coordinate system shown in Fig. 2 with
\[ \theta << 1 . \quad (12) \]

\[ \omega_{ab}^{L} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / k_{u} , \quad \omega_{ab}^{T} = \omega \left( -2\Delta + 2i \bar{\gamma}_{ab} \right) / \left( k_{u} \theta \right) , \quad (15a) \]
\[ \omega_{ab}^{TM} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / k_{u} , \quad \omega_{ab}^{T} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / \left( k_{u} \theta \right) , \quad (15b) \]
\[ \omega_{ab}^{P} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / k_{u} , \quad \omega_{ab}^{T} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / \left( k_{u} \theta \right) , \quad (15c) \]

\[ \omega_{ab}^{TM} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / k_{u} , \quad \omega_{ab}^{T} = \omega \left( -\Delta + i \bar{\gamma}_{ab} \right) / \left( k_{u} \theta \right) , \quad (15d) \]

For the range of detunings \( \delta \) under consideration, we can set \( |k| = |k_{0}| = K \) so that
\[ \mathbf{k} \cdot \mathbf{v} = K_{v_{x}} + K \theta v_{x} , \quad (13a) \]
\[ \mathbf{k}_{0} \cdot \mathbf{v} = K_{v_{x}} - K \theta v_{x} , \quad (13b) \]
\[ (\mathbf{k} - \mathbf{k}_{0}) \cdot \mathbf{v} = K \theta v_{x} . \quad (13c) \]

Using condition (12), an analytical integration over both \( v_{x} \) and \( v_{z} \) can be easily carried out with the result given by
\[ \bar{\sigma}_{ab}^{out} = \frac{\sqrt{\pi}}{K_{u}} \left( \omega_{ab}^{L} + \omega_{ab}^{TM} \right) \left( k_{u} \theta \right) \left[ \sqrt{\pi} \right] \]
\[ \times \left[ 1 + R \right] \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) , \quad (14a) \]
\[ \bar{\sigma}_{ab}^{in} = \frac{\sqrt{\pi}}{K_{u}} \left( \omega_{ab}^{L} + \omega_{ab}^{TM} \right) \left( k_{u} \theta \right) \left[ \sqrt{\pi} \right] \]
\[ \times \left[ 1 + R \right] \left( \omega_{ab}^{L} + \omega_{ab}^{T} \right) \left( \omega_{ab}^{L} + \omega_{ab}^{T} \right) \left( 1 + R \right) \left( k_{u} \theta \right) \left[ \sqrt{\pi} \right] \]
\[ \times \left[ 1 + R \right] \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) , \quad (14b) \]

\[ \bar{\sigma}_{ab}^{TM} = \frac{\sqrt{\pi}}{K_{u}} \left( \omega_{ab}^{L} + \omega_{ab}^{TM} \right) \left( k_{u} \theta \right) \left[ \sqrt{\pi} \right] \]
\[ \times \left[ 1 + R \right] \left( \omega_{ab}^{L} + \omega_{ab}^{T} \right) \left( \omega_{ab}^{L} + \omega_{ab}^{T} \right) \left( 1 + R \right) \left( k_{u} \theta \right) \left[ \sqrt{\pi} \right] \]
\[ \times \left[ 1 + R \right] \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) \left( \omega_{ab}^{L} - \omega_{ab}^{T} \right) , \quad (14c) \]
and the function \(\omega(\xi)\) is defined by\(^{10}\)
\[
\omega(\xi) = e^{-\xi^2} \left[ 1 - \text{erf}(-i\xi) \right], \quad \xi \text{ arbitrary}
\]
\[
= \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{\xi - t} \, dt \quad \text{only when } \text{Im}(\xi) > 0,
\]
where \(\text{erf}(\xi)\) is the complex error function.

III. LINE-SHAPE ANALYSIS

The line shape (Eq. 14) may appear to have a rather complicated structure, but it simply reflects the various physical processes simultaneously occurring in the vapor. There is some question as to the best method for analyzing Eq. (14). We chose to use four (related) aspects of the problem and hope that an overall picture emerges from these components. (A) First, we consider the line shape as composed of two contributions—one from atoms that have not undergone velocity-changing collisions and one from atoms that have. The former category dominates at low pressure and the latter at high pressure. In this subsection the resonance positions and widths are discussed. (b) Second, we examine the conditions under which resonances having a width characterized by the lower-state spontaneous and collision widths can be observed. It is shown that the existence of such resonances depends critically on the departure of the sum density
\[
S(v) = \rho_s(v) + \rho_b(v)
\]
from its equilibrium value. In this subsection a natural definition of a closed system emerges. Moreover, it is seen how the system opens and recloses with increasing perturber pressure, and how the reclosing is linked to the collisional narrowing of the lower-state resonance. (C) Third, we examine briefly the dependence of the resonance characterized by the upper-state spontaneous and collisional decay processes. (D) Finally, we summarize the various line-shape features and give several examples of typical line shapes at various pressures. In Sec. IV the relationship of these line shapes to the pressure-induced extra resonance of Bloembergen and co-workers\(^{15}\) is noted.

A. Line-shape resonances and widths

In the context of the strong collision model, the line shape naturally appears as composed of two terms: \(\sigma_{\text{out}}^{\text{ab}}\) associated with atoms that have not undergone velocity-changing collisions, and \(\sigma_{\text{in}}^{\text{ab}}\) associated with atoms that have.

1. Atoms not having undergone velocity-changing collisions

The contribution from such atoms is dominant at low pressure when collisions are relatively infrequent (in this case \(\sigma_{\text{in}}^{\text{ab}} / \sigma_{\text{out}}^{\text{ab}}\) is of order \(\Gamma_\text{u}/Ku\)). For these atoms, the line shape results from the integration over velocity of a component \(\sigma_{\text{out}}^{\text{ab}}(v)\) which consists of the product of three factors as follows:

\[
\sigma_{\text{out}}^{\text{ab}}(v) \sim \frac{1}{\overline{p}_{\text{ab}} + i(\Delta - \delta) + ikv} \times \frac{1}{\overline{p}_{\text{ab}} + i\Delta - ikv},
\]

where \(v\) and \(v\) are uncorrelated. The factor \(\sigma_{\text{G}}(\delta, \alpha, v)\)

The third factor represents a single-photon absorption of the forward pump beam; the second factor reflects the evolution within state \(|\alpha\rangle\), that is, the probability that the grating formed by the forward pump and probe beams is not affected by velocity-changing collisions; and the first factor represents a "three-photon" process involving the absorption of one forward and one backward pump photon and the emission of a probe photon.

When integrated over velocity, the first and third factors give rise to a resonance centered at \(\delta = 2\Delta\) with width \(\text{FWHM} / 2 \Gamma_{\text{ab}}\). This resonance results from a velocity-selective process in which the same velocity classes of atoms are used in both the one-photon and three-photon absorption factors. The second factor in (18) gives rise to "grating resonances" centered at \(\delta = 0\) with widths that we write symbolically as

\[
\Gamma_{\text{G}}(\alpha) = (2\overline{p}_\alpha) * (Ku\theta)
\]

representing the convolution of a Lorentzian having width \(2\overline{p}_\alpha\) with a Gaussian having a characteristic residual width \((Ku\theta)\) (the FWHM of the Gaussian is 1.66 \(Ku\theta\)). For illustrative purposes, we may consider the case in which

\[
\gamma_a << Ku\theta, \quad Ku\theta << \gamma_b
\]

implying that

\[
\Gamma_{\text{G}}(b) \sim 2\gamma_b = 2(\gamma_a + \Gamma_b),
\]

\[
\Gamma_{\text{G}}(a) \sim 2\gamma_a = 2(\gamma_a + \Gamma_a).
\]

The upper state grating has a width \(2(\gamma_a + \Gamma_a)\) while the lower-state grating has a width given by the convolution of \(2(\gamma_a + \Gamma_a)\) and \(Ku\theta\). At low pressure and for small residual Doppler broadening, the lower-state grating resonance can be much narrower than the upper-state one. These features are shown in Fig. 3.

2. Atoms having undergone velocity-changing collisions

Any atom having undergone a velocity-changing collision is thermalized. Consequently, any correlation between the velocity classes participating in the one-photon and three-photon absorption processes is lost. In analogy with Eq. (18), the contribution from atoms having undergone velocity-changing collisions arises from the velocity integration (over \(v\) and \(v\)) of a term that can be written as

\[
\sigma_{\text{in}}^{\text{ab}}(v) \sim \frac{1}{\overline{p}_{\text{ab}} + i(\Delta - \delta) + ikv} \times \frac{1}{\overline{p}_{\text{ab}} + i\Delta - ikv},
\]

\[
\sigma_{\text{G}}(\delta, \alpha, v)\]

where \(v\) and \(v\) are uncorrelated. The factor \(\sigma_{\text{G}}(\delta, \alpha, v)\)}
is a term that is responsible for a collisional or "Dicke" narrowing of the grating resonances. On averaging over velocity, the first and third factors give rise to very broad "resonant" structures, characterized by the full Doppler width. The grating resonance associated with state \( |a\rangle \) has a width which starts at \( \Gamma_a(\alpha) = (2\gamma_a) \) \( \times (K_u \theta) \) [Eq. (19)] at low pressure and monotonically decreases to a final width equal to \( 2\gamma_a \). The condition for collisional narrowing to this final width \( 2\gamma_a \) is

\[
\frac{\Gamma_a}{K_u \theta} \gg 1. 
\]

(23)

If \( \gamma_b \gg K_u \theta \), the excited-state grating width (for this contribution from atoms which have undergone velocity-changing collisions) is always equal to \( 2\gamma_b \). For the lower state, assuming \( \gamma_a \ll K_u \theta \), the grating width starts at \( 1.66 (K_u \theta) \) for low pressure and reduces to \( 2\gamma_a \) for pressures such that \( \Gamma_a / K_u \theta \gg 1 \).

These line-shape features are shown in Fig. 4. The contributions from atoms having undergone velocity-changing collisions become dominant at high pressure, where atoms undergo many collisions within their natural lifetimes. A quantitative condition for "high" pressure can be written

\[
\frac{\Gamma_a}{\gamma_a} > \frac{K_u}{\Gamma_{db}}, \quad \alpha = a, b 
\]

(24)

FIG. 3. Four-wave-mixing signal intensity (arbitrary units) as a function of pump-probe detuning \( \delta \). All frequencies are in units of \( \gamma_a \); for the figures shown, \( \Delta = 5.0 \), \( K_u \theta = 0.1 \), \( K_u = 100 \), \( \gamma_a = 0.01 \). The collision rates are taken as \( \Gamma_\alpha = \Gamma_{db} = 4\Gamma_a \). The scale has been normalized to the same terms, although the marked asymmetry of the \( P = 0.2 \) dip is due to the fact that \( \theta \gamma_a \) is beginning to make a non-negligible contribution to the line shape.

FIG. 4. Graphs of four-wave-mixing signal intensity (arbitrary units) as a function of pump-probe detuning \( \delta \). All frequencies are in units of \( \gamma_a \); for the figures shown, \( \Delta = 0.0 \), \( K_u \theta = 1.0 \), \( K_u = 100 \), and \( \Gamma_a = \Gamma_{db} = 4\Gamma_a \), with \( P = \Gamma_a / \gamma_a = 0.001, 0.05, 1.0, 3.0, 10 \) in Fig. 4(a) and \( P = (4, 10, 40, 80) \) in Fig. 5(b). These figures are intended to illustrate collisional narrowing and the "reclosing" of the system, which is why a somewhat larger value of \( Ku \theta = 1.0 \) \( \gamma_a \) was chosen. At zero pressure the linewidth is the convolution of a Lorentzian having width \( 2\gamma_a \) with a Gaussian having width \( 1.66 K_u \theta \). As the pressure increases, the system "opens" and the contribution from \( \theta \gamma_a \) becomes important, leading to a new narrow resonance characterized by the ground-state width \( 2\gamma_a \), which is dominant, although the marked asymmetry of the \( P = 0.2 \) dip is due to the fact that \( \theta \gamma_a \) is beginning to make a non-negligible contribution to the line shape.
which states that the number of collisions within a radiative lifetime is large enough to redistribute velocity selected atoms excited in a range \((Ku = \pm \mathcal{P}_{ab})\) over the entire Doppler width \(Ku\). The redistribution inequality (24) is linked to the reclosure of the system as is shown below. A schematic picture of the velocity redistribution is shown in Fig. 5.

B. Resonances characterized by lower-state radiative and collisional rates

In order to determine the conditions under which grat- ing resonances characterized by the lower-state width are seen, it is useful to recall Eq. (7c) in which one finds that

\[
\rho_{ab}(v) \propto \left[ \rho_b(v) - \rho_a(v) \right].
\]

(25)

In terms of the sum density

\[
S(v) = \rho_a(v) + \rho_b(v),
\]

expression (25) can be written

\[
\rho_{ab}(v) \propto \left[ 2\rho_b(v) - S(v) \right].
\]

(26)

Up to second order in the fields, \(\rho_b(v)\) depends only on the excited-state parameters. Thus, any contribution to \(\rho_{ab}\) in third order in the fields which depends on the
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**FIG. 5** Schematic representation of the opening and reclosing of the system in velocity space. The graphs shown in each of (a), (b), and (c) give the longitudinal velocity distribution for state \(a, \rho_a(v)\), for state \(b, \rho_b(v)\), and the deviation \(\delta S(v)\) of the sum density \([\rho_a(v) + \rho_b(v)]\) from its equilibrium value in the absence of applied fields. (a) At zero pressure, excitation and decay occurs within a given velocity class and \(\delta S(v) = 0\), assuming that the system is "closed," as defined in the text. (b) With increasing pressure, collisions redistribute some of the velocity-selected atoms over the entire thermal width. For different collision rates in the two states, the closed nature of the system is lost, as is evidenced by a nonvanishing \(\delta S(v)\). (c) At very high pressure, such that the redistribution in each level is complete, the system has "reclosed" and, as at zero pressure, once again finds \(\delta S(v) = 0\). In this limit, there is no longer any velocity selection and excitation and decay occurs over the entire thermal distribution. In each diagram, the dashed curve corresponds to the equilibrium distribution \(\rho_a(v)\) in the absence of the fields. The upward arrows represent excitation by the fields, the downward curly arrows represent radiative decay, and the sideways arrows represent velocity redistribution.
lower-state decay rates must come from a second-order nonvanishing contribution to $S(\nu)$. The sum density serves as a measure of resonances characterized by the lower-state decay rates.

To zeroth order in the fields, the sum density calculated from Eqs. (7) is

$$ S^{(0)}(\nu) = \lambda_a + \frac{\lambda_b}{\gamma_a} \gamma_{ba} + \frac{\lambda_b}{\gamma_a} . \quad (27) $$

To second order in the fields, the sum density contains contributions from all combinations of two of the fields. The part of $S^{(2)}(\nu)$ responsible for phase-conjugate emission may be written

$$ [S^{(2)}(\nu)]_{PC} = S^{(2)}_\gamma(\nu)e^{ik(k-k_0)\cdot R-b} + c.c. \quad (28) $$

When this is substituted into Eq. (7), one finds that $S^{(2)}_\gamma(\nu)$ satisfies

$$ S^{(2)}_\gamma(\nu) = -\gamma_d + \Gamma_d \rho^{(2)}_d - \int A_d(\nu' \rightarrow \nu) \rho^{(2)}_d(\nu') d^3v' + \int A_d(\nu' \rightarrow \nu) S^{(2)}(\nu') d^3v' \quad (29) $$

where

$$ \gamma_d = \gamma_a - \gamma_{ba} - \gamma_a, \quad (30) $$

$$ \Gamma_d = \gamma_a - \gamma_b, \quad (31) $$

$$ A_d(\nu' \rightarrow \nu) = A_d(\nu' \rightarrow -\nu) - A_d(\nu' \rightarrow -\nu), \quad (32) $$

and $\rho^{(2)}_d(\nu)$ is the second-order component of $\rho^{(2)}_d(\nu)$ which contributes to the phase-conjugated emission. If $S^{(2)}_\gamma(\nu)$ vanishes, the line shape to third order cannot depend on the lower-state decay rates. Thus, the existence of resonances characterized by $\gamma_\alpha$ or $\Gamma_\alpha$ depends on a nonvanishing $S^{(2)}_\gamma(\nu)$.

If there are no velocity-changing collisions [$\Gamma_\alpha = 0$, $A_\alpha(\nu' \rightarrow \nu) = 0$,] $S^{(2)}_\gamma(\nu)$ vanishes only if

$$ \gamma_d = \gamma_a - \gamma_{ba} - \gamma_a = 0. \quad (33) $$

Equation (33) is the condition (1) we adopted for a closed system, since it implies no deviation from the zeroth-order sum density. In the following discussion, we assume that (33) holds. In that case, $S^{(2)}_\gamma(\nu)$ satisfies

$$ [\gamma_d - i\delta + ik(k_{-b}) \cdot \nu] S^{(2)}(\nu) - \int A_d(\nu' \rightarrow \nu) S^{(2)}(\nu') d^3v' $$

$$ = -\Gamma_\alpha \rho^{(2)}_d + \int A_d(\nu' \rightarrow \nu) \rho^{(2)}_d(\nu') d^3v'. \quad (34) $$

It is seen that all inhomogeneous terms in Eq. (34) vanish if the collision kernels for the two states are identical. This result is independent of the specific form of the collision kernel, and is not restricted to the strong collision kernel used in this work. For identical collision kernels, $\Gamma_\alpha = 0$, $S^{(2)}_\gamma(\nu) = 0$, and there is no opening of the system. This result is easy to understand. For identical kernels, collisions redistribute atoms in all the velocity classes in the upper and lower levels in the same manner, on average. This implies that the total population of each velocity subclass is dynamically conserved and the system remains "closed." Thus, the existence of resonances characterized by ground-state decay rates necessarily depends on a difference between the upper- and lower-state kernels [assuming, as we do, that condition (33) or (1) holds]. This conclusion is illustrated in Fig. 6.

If $\Gamma_\alpha \neq 0$, at low pressure the system "opens" as a result of velocity-changing collisions and narrow resonances can be seen (if they are not masked by the residual Doppler broadening, that is, if $Ku_\alpha < \gamma_d$). As the pressure increases to the point when condition (24) is applicable, the velocity distributions in both ground and excited states are rerethermalized, $\rho_a(\nu) = W(\nu)$. In this limit, it is easily seen from Eq. (34) that $S^{(2)}_\gamma(\nu) = 0$, i.e., the system has reclosed. In going from low to high pressure, collisional narrowing of the lower-state grating resonance can be seen.

It can be shown from Eq. (34) and the second-order solution of Eq. (7) for $\rho^{(2)}_d(\nu)$ that the amplitude of that part of $S^{(2)}_\gamma(\nu)$ which contributes to the resonance having width equal to [2(\gamma_a + collisionally narrowed residual width)] is proportional to $(Ku_\theta)^2/\Gamma_\alpha \gamma_d$. This is precisely the same factor that determines the collisionally narrowed residual width (see below). Thus, the degree of reclosing of the system is interrelated with the collisional narrowing of the system.

C. Upper-state grating resonance

At low pressure, the upper-state grating resonance has width $\Gamma_G(b) = 2\gamma_\alpha b + (Ku_\theta)^2/\Gamma_\alpha \gamma_d$ if $Ku_\theta \ll \gamma_d$. This is the contribution from atoms which have not experienced velocity-changing collisions. As the pressure grows, eventually reaching the limit (24), the term arising from atoms having undergone velocity-changing collisions dominates the line shape. This term has width equal to $2\gamma_\alpha b$.

D. Line-shape summary

At low pressure, the line shape is determined by atoms that have not undergone any collision. There is a resonance of width $4\gamma_\alpha b$ centered at $\delta = 2\Delta$ and one of width

![FIG. 6. Graphs similar to those of Fig. 3, but with $\Gamma_d = \Gamma_a$. In this limit of equal collision rates for the two levels, the system never "opens" and the narrow resonance is not seen.](image)
(2\gamma_a)\cdot(Ku\theta) centered at \delta=0. If the system is "open," owing to \Gamma_d\neq 0, there is an additional narrow resonance centered at \delta=0, having width (2\gamma_\delta)\cdot(Ku\theta). These features are illustrated in Fig. 3. As the pressure grows, the no-collision terms \(\sigma_{bb}^{\text{out}}\) broaden and diminish in (relative) amplitude. The major contribution begins to come from atoms that have undergone velocity-changing collisions.

\[
\sigma_{ab} = -\frac{\Omega_a^*\Omega_b}{8} (\sigma_{ab}^{\text{out}} + \sigma_{ab}^{\text{in}}),
\]

where for convenience, we recall that \(\gamma_d\) and \(\Gamma_d\) are defined by

\[
\gamma_d = \gamma_b - \gamma_{b,a} - \gamma_a,
\]

\[
\Gamma_d = \Gamma_b - \Gamma_a.
\]

From Eq. (35) one easily verifies that the redistributed component \(\sigma_{ab}^{\text{in}}\) dominates as soon as

\[
\frac{(\gamma_{ab} + \Gamma_{ab})\Gamma_b}{Ku\gamma_b} >> 1,
\]

which is condition (24) arrived at in Sec. III A, using simple physical arguments. The narrowing of the line shape can be seen in \(\sigma_{ab}^{\text{in}}\), where the widths of the dominant terms are given by \[\gamma_a + (Ku\theta)^2/2\Gamma_a,\] \(\alpha=a,b\). Moreover, for a closed system as defined by condition (1) \((\gamma_d=0)\), the amplitude of the state \(|a\rangle\) (lower) resonance asymptotically approaches zero (for any finite \(\gamma_a\neq0\)) as \((Ku\theta)^2/2\Gamma_a\gamma_a\). This is the same factor that determines how the resonance width approaches its asymptotic value \(\gamma_a\). In other words, when the narrowing is complete, the system is also reclosed and the narrow resonance disappears.

It is interesting to note that as long as \((Ku\theta)^2/2\Gamma_a\gamma_a\), the narrow resonance keeps a constant amplitude with respect to the \(\gamma_a\) peak, as can be seen in \(\sigma_{ab}^{\text{in}}\) rewritten as

\[
\sigma_{ab}^{\text{in}} = \frac{1}{\gamma_b + (Ku\theta)^2/2\Gamma_b - i\delta} \left[ 2\gamma_a + (Ku\theta)^2/2\Gamma_a - i\delta \right].
\]

For \(\gamma_a << \gamma_b\), there is a wide range of pressures for which the ratio of the amplitudes of the resonances associated with states \(|a\rangle\) and \(|b\rangle\) remains constant. The ratio of amplitudes is governed by the ratio \(\Gamma_a/\Gamma_b\). These features are shown in Fig. 4.

\[\text{IV. DISCUSSION}\]

In this paper we have examined the phase-conjugate four-wave-mixing signal that is produced when three nearly resonant (detunings within the Doppler width of the atomic transition) fields having frequencies \(\omega, \omega_a, \omega + \delta\) are incident on an ensemble of two-level atoms. The two fields having frequency \(\omega\) are counterpropagating and the third field makes a small angle \(\theta\) with one of these fields. We have seen that for a system which is "closed" in the absence of collisions [i.e., \((\gamma_{b} - \gamma_{b,a} - \gamma_a) = 0\), see Fig. 1], velocity-changing collisions can play a critical role in determining the strength of the phase-conjugate emission as a function of \(\delta\). In particular, these collisions are responsible for the detailed structure of the "Rayleigh-type" resonances which appear, centered at \(\delta=0\). In the absence of collisions, the \(\delta=0\) resonance has a width equal to \(2\gamma_b\) (convoluted with the residual Doppler width \(Ku\theta\)). At low pressure this width is increased owing to velocity-changing collisions. Moreover, since velocity-changing collisions "open" the system for each velocity subclass, a new resonance centered at \(\delta=0\) having width \(2\gamma_a\) (convoluted with \(Ku\theta\)) appears. If \(\gamma_a << \gamma_b\), this new resonance can be much narrower than the resonance of width \(2\gamma_b\) in the absence of collisions. As the pressure increases, collisional narrowing of the residual Doppler width of the
resonances occurs and the resonance widths decrease monotonically towards their asymptotic values of \(2\gamma_b\) and \(2\gamma_a\), respectively. At the same time, the system is "reclosing" since collisions are redistributing the velocity-selected atoms over the entire Maxwellian velocity distribution. When the system is fully reclosed, the \(\gamma_a\) resonance disappears, just as in the absence of collisions.

It seems useful to emphasize that, although they occur simultaneously and are related to the same residual widths \((Ku\theta)^2/2\Gamma_a\), the collisional narrowing and the reclosing are two different phenomena. Collisional narrowing occurs only because there is a spatial phase factor which enters in the line-shape formation. In "traditional" collisional narrowing, the phase factor is associated with an atomic coherence (optical or otherwise) and the narrowing can occur when the collisions reduce this atomic mean-free path to the point where it is less than the wavelength needed to excite this atomic coherence. In the present case, however, the relevant phase is that of the population gratings created within a single level by the lasers. Line shapes which are collisionally narrowed have widths which asymptotically approach their homogeneous widths, with a residual component that decreases as \((\Delta\nu)^2/\Gamma\), where \(\Delta\nu\) is the relevant inhomogeneous broadening and \(\Gamma\) a collision rate. The population gratings discussed in this work are spatially modulated in the transverse direction. Consequently, the narrowing occurs relative to that direction, with a corresponding inhomogeneous width equal to \(Ku\theta\).

In contrast to the collisional narrowing, the reclosing of the system does not depend intrinsically on the existence of a spatial phase. The reclosing is simply related to the velocity distribution within each level. The radiation fields create a nonequilibrium velocity distribution in each level and collisions tend to restore the atoms to equilibrium. The system recloses when the collision rate is much larger than the radiative transfer rate [see condition (36)]. The reclosing occurs not only for the population gratings discussed above, but also for the nonmodulated parts of \(\rho_a\) and \(\rho_b\). Moreover, it occurs in the longitudinal as well as in the transverse directions. It is easily shown that the sum density \(S(v)\) which measures the degree of openness of the system, tends to zero with increasing pressure asymptotically as \(\Gamma_a\) for all its components, modulated or not. On the other hand, for the population gratings, there is a dependence of the reclosing on \(Ku\theta\) which is absent for the unmodulated component of the population. One may say that, at high pressure, there is an additional effective lifetime \((Ku\theta)^2/2\Gamma_a\) for the population grating associated with state \(\alpha\), so that condition (1) defining a closed system is replaced by

\[
G_a = \left| \gamma_b + \frac{(Ku\theta)^2}{2\Gamma_b} \right| - \gamma_{b,a} - \gamma_a + \frac{(Ku\theta)^2}{2\Gamma_a} = 0 .
\]

It is precisely this factor \(G_a\) which enters the expression for the amplitude of the narrow peak in \(\sigma^\text{ab}\). In summary, we see that although the amplitude of the narrow peak is determined by the factor \((Ku\theta)^2/2\Gamma_a\), and the residual width of the narrow peak is determined also by the same factor \((Ku\theta)^2/2\Gamma_a\), the origin of these two effects is different.

The collision-induced resonant structures discussed in this work differ somewhat from the pressure-induced extra resonances (PIER4) studied by Bloembergen and co-workers.\(^1\) In PIER4, the atom-field detunings were always outside the Doppler width of the transitions. As such, velocity-changing collisions played no role in the opening or closing of the system, as defined in this paper. Moreover, there is no velocity selection in the excitation process since all atoms are detuned well outside the Doppler width. As a consequence, there is no resonance centered at \(\delta=0\) in the absence of collisions for a closed system. A resonant structure centered at \(\delta=0\) having width \(2\gamma_b\) (convoluted with \(Ku\theta\)) appears and grows with increasing perturber pressure, but no resonant structure with width \(2\gamma_a\) (convoluted with \(Ku\theta\)) emerges, since the system remains closed for each velocity subclass (as there is no velocity selection in the excitation process). In contrast to these results, for nearly resonant tuning (detuning within the Doppler width), resonant structures centered at \(\delta=0\) always exist, even in the absence of collisions. The overall amplitude of these resonance structures decreases with increasing pressure, in contrast to PIER4. Moreover, again in contrast to PIER4, collisions lead to an additional resonance having width \(2\gamma_a\) (convoluted with \(Ku\theta\)), owing to the fact that velocity-changing collisions open the system for each velocity subclass. The differences between PIER4 and four-wave mixing using nearly resonant tuning can be traced to velocity-selective excitation which is present in the latter and absent in the former.

Finally, we should like to comment on the experimental implications of our work. Several studies of the role of velocity-changing collisions on four-wave-mixing line shapes for nearly resonant tuning have been carried out.\(^5\) Many of the features predicted in this work have been observed in those experiments (pressure-induced narrow resonant structures centered at \(\delta=0\), collisional narrowing), but a quantitative comparison with theory has not yet been attempted (the theory must be extended to include effects of magnetic degeneracy or the experiments will have to be done using an atom other than sodium\(^5\)). A systematic experimental study of the collisional modification of four-wave-mixing line shapes for nearly resonant tuning in Na is in progress,\(^1\) and it is hoped that this study will serve as a test for the theory.
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We calculate the two-level pump–probe absorption coefficient including both upper-to-lower-level decay and level decays to a still lower-lying reservoir level. The probe-absorption profile can have arbitrary ratios of the natural linewidth and detuning to the Doppler width. We observe and explain new line-shape features that occur when the two main levels decay to the reservoir level at different rates.

1. INTRODUCTION

Pump–probe spectroscopy is a technique that has been used in high-resolution spectroscopy to obtain information about physical properties of atomic systems. In a standard pump-probe experiment involving a single atomic transition, one measures the probe-absorption profile when an arbitrarily strong pump field drives the same transition. In the past, calculations of probe-absorption profiles have been performed by several groups.1–10

A detailed theoretical investigation of the probe-absorption line shape including coherent effects was undertaken by Baklanov and Chebotaev1 and by Haroche and Hartman.2 The probe-absorption line shape can be calculated by evaluating the probe-field-induced dipole moment using master equations in which the pump field is treated to all orders. Previous calculations have been performed for stationary atoms3–5 or for moving atoms in the so-called Doppler limit (Doppler ≫ decay rates).1–2

Absorption spectra for strongly driven stationary atoms exhibit the interesting phenomena of probe-field amplification7–9,8 at certain probe-field detunings from resonance. This negative absorption occurs with no population inversion and has been investigated by several authors.1–2,8–11 Doppler-limit calculations for unidirectional1 and opposed1,3 traveling waves and moving atoms have been carried out by Baklanov and Chebotaev (no probe amplification was predicted). Experimental curves obtained by Wu and co-workers8 using an atomic beam agree with the stationary-atom theory for both zero1,3 and nonzero1 pump detunings.

The present paper extends these calculations to allow for arbitrary ratios of natural linewidth and detuning to the Doppler width. This theory accounts for contributions from all velocity subclasses of atoms not only those that are Doppler shifted into resonance (Doppler limit). We also include both upper-to-lower-level decay and level decays to a reservoir level. By including them we are able to obtain new line-shape features when the reservoir decay constants differ. As in the references mentioned above, our treatment is semiclassical, that is, the fields are treated classically, and the atoms are treated quantum mechanically. The effects of one or two quantized probe waves and a possible Lorentz–ian broadening have been studied by Sargent et al.12 and Holm et al.13 Their coefficients reduce to the present semiclassical absorption coefficient for stationary atoms and for corunning waves in the Doppler limit.

Expanding the solution in powers of the pump-field intensity, one can predict the appearance of a narrow resonance (characterized by the lower-level width) for different combinations of level- and dipole-decay rates. This resonance is closely related to the pressure-induced extra resonance in four-wave mixing (PIER4) resonance predicted by Bloembergen et al.14,15 in four-wave mixing and studied by a number of groups.16–19,24

2. PROBE-WAVE ABSORPTION COEFFICIENT

We consider a medium subjected to a saturating wave of frequency ωs and study the transmission of a weak (nonsaturating) probe wave of frequency ωp as diagrammed in Fig. 1. We assume that the saturating-wave intensity is constant throughout the interaction region, and we ignore transverse variations. Our two-wave electric field has the form

\[ E(r, t) = \frac{1}{2} \sum_{n=1}^{2} \phi_n(r) \exp[i\mathbf{K}_n \cdot \mathbf{r} - \omega_n t] + \text{c.c.}, \]

where the mode amplitudes \( \phi_n(r) \) are in general complex and \( \mathbf{K}_n \) are the wave-propagation vectors. This field induces the complex polarization

\[ P(r, t) = \frac{1}{2} \sum_{n=1}^{2} \rho_n(r) \exp[i\mathbf{K}_n \cdot \mathbf{r} - \omega_n t] + \text{c.c.}, \]

where the mode amplitudes \( \rho_n(r) \) are in general complex.
V2 terms act as modulators (or like Raman shifters), putting sidebands onto the medium's response to the V2 mode. One of these sidebands falls precisely at V1, yielding a contribution to the probe-absorption coefficient. The other sideband would influence the absorption at the frequency V3.

In this section we derive the complete nonsaturating probe-absorption coefficient for the expanded two-level scheme depicted in Fig. 3. This scheme is sufficiently general to include the standard excited-state configuration used in typical laser media as well as the upper-to-ground-lower-level decay scheme often used in saturation spectroscopy. In particular it allows us to consider the effects of differing decays a*b, which lead to resonances analogous to the PIER resonances in the work of Bloembergen et al.14,15

The calculation is a semiclassical version of the corresponding two-mode quantized field case given in Refs. 12 and 13, here including possible Doppler shifts due to moving atoms. The polarization P(r, t) of Eq. (2) is given in terms of the population matrix by

\[ P(r, t) = \rho \int dv W(v) \rho_{ab}(r, v, t) + c.c. \]

where W(v) is the velocity-distribution function. The equations of motion for the population matrix are

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = -(i\omega + \gamma) \rho_{ab} + i\hbar^{-1}V_{ab}(\Gamma) - (\gamma_a + \Gamma) \rho_{aa} - R_{bb}, \]

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = \Lambda_a \rho_{ct} - (\gamma_a + \Gamma) \rho_{aa} - (i\hbar^{-1}V_{ab} + \rho_{aa} + c.c.), \]

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = \Lambda_b \rho_{ct} + \Gamma \rho_{bb} - (i\hbar^{-1}V_{ab} + \rho_{bb} + c.c.), \]

One might guess that this absorption coefficient is simply a probe Lorentzian multiplied by a population difference saturated by the saturator wave. However, an additional contribution enters because of population pulsations. Specifically, the nonlinear populations respond to the superposition of the modes to give pulsations at the beat frequency

\[ \Delta = v_2 - v_1. \]

Because we suppose the probe does not saturate, the pulsations occur only at ±Δ, a point proved below. These pulsations act as modulators (or like Raman shifters), putting sidebands onto the medium's response to the V2 mode. One of these sidebands falls precisely at V1, yielding a contribution to the probe-absorption coefficient. The other sideband would influence the absorption at the frequency V3.

In this section we derive the complete nonsaturating probe-absorption coefficient for the expanded two-level scheme depicted in Fig. 3. This scheme is sufficiently general to include the standard excited-state configuration used in typical laser media as well as the upper-to-ground-lower-level decay scheme often used in saturation spectroscopy. In particular it allows us to consider the effects of differing decays γa ≠ γb, which lead to resonances analogous to the PIER resonances in the work of Bloembergen et al.14,15

The calculation is a semiclassical version of the corresponding two-mode quantized field case given in Refs. 12 and 13, here including possible Doppler shifts due to moving atoms. The polarization P(r, t) of Eq. (2) is given in terms of the population matrix by

\[ P(r, t) = \rho \int dv W(v) \rho_{ab}(r, v, t) + c.c., \]

where W(v) is the velocity-distribution function. The equations of motion for the population matrix are

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = -(i\omega + \gamma) \rho_{ab} + i\hbar^{-1}V_{ab}(\Gamma) - (\gamma_a + \Gamma) \rho_{aa} - R_{bb}, \]

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = \Lambda_a \rho_{ct} - (\gamma_a + \Gamma) \rho_{aa} - (i\hbar^{-1}V_{ab} + \rho_{aa} + c.c.), \]

\[ \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) \rho_{ab} = \Lambda_b \rho_{ct} + \Gamma \rho_{bb} - (i\hbar^{-1}V_{ab} + \rho_{bb} + c.c.), \]
Similarly for the lower-level population $\rho_{ab}$, we find
\[
\frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \rho_{ab} = -\gamma'_b \rho_{ab} + (i\hbar^{-1} V_{ab} \rho_{ba} + \text{c.c.}),
\] (14)
where
\[
\gamma'_b = \gamma_b + \frac{\Gamma_b}{\gamma_b + \gamma_a + \lambda_b},
\] (15)
\[
\lambda_b = \lambda_a \gamma_b / \gamma_a + \lambda_a + \lambda_b.
\] (16)

Hence the population-matrix equations of motion (6), (11), and (14) have the same form as those for gas-laser theory but include a more general excitation-decay scheme. In this paper we consider mainly two limiting cases of this excitation-decay scheme. In the upper-to-ground-lower-level decay configuration, $\gamma_\ast = \gamma_0 = 0$, and the $\lambda_a$ and $\lambda_b$ dependences in Eqs. (12), (13), (15), and (16) drop out, giving $\gamma' = \gamma_a = \gamma_b$, and $\lambda_a = \lambda_b = \Gamma$. For the excited-state case considered in this paper, we can neglect $\lambda_a$ and $\lambda_b$ when compared with the decay rates, since the reservoir-level $\rho_{ei}$ probability is then assumed to be much larger than the excited-state probabilities $\rho_{ab}$ and $\rho_{ba}$. This assumption gives $\gamma'_a = \gamma_a + \Gamma$, $\lambda_a = \lambda_b$, $\gamma'_b = \gamma_b + \Gamma / \gamma_a$, and $\lambda'_b = \lambda_a + \Gamma / \gamma_a$. A nice feature of this three-level model is that it allows one to move continuously among various limiting cases.

The interaction energy-matrix element $V_{ab}$, corresponding to Eq. (1), is given in the rotating-wave approximation by
\[
V_{ab} = -\frac{\hbar}{2} \sum_{n=1}^N c_n(r) \exp[i(K_n \cdot r - \nu_n t)].
\] (17)

To determine the response of the medium to this multimode field, we analyze, using a Fourier transform, the polarization component $\rho_{ab}$ of the population matrix as well as the populations themselves. We have
\[
\rho_{ab} = N \exp[i(K_n \cdot r - \nu_n t)]
\]
\[\times \sum_{n=-\infty}^\infty \rho_{n+1} \exp[i(K_n \cdot r - \Delta t)],
\] (18)
where the unsaturated population difference
\[
N = \frac{\lambda_a}{\gamma_a} - \frac{\lambda_b}{\gamma_b}
\] (19)
The population-matrix elements $\rho_{ii}$ have the corresponding Fourier expansions
\[
\rho_{ii} = N \sum_{n=-\infty}^\infty n_i \exp[-iK_n \cdot (r - \Delta t)], \quad \alpha = a, b.
\] (20)

It is further convenient to define the population difference $D(r, t)$ with the expansion
\[
D(r, t) = \rho_{aa}(r, t) - \rho_{bb}(r, t)
\]
\[= N \sum_{n=-\infty}^\infty d_n \exp[-iK_n \cdot (r - \Delta t)],
\] (21)
where $d_n = r_{aa} - r_{bb}$. We now substitute these expansions into the population-matrix equations of motion and identify coefficients of common exponential-frequency factors. We suppose that $c_1$ does not saturate, that is, it appears only once. We show that in this approximation that only $p_1$, $p_2$, and $p_1$ occur in the polarization expansion [Eq. (18)] and that only $d_1$ and $d_2$ appear in the population-difference expansion [Eq. (21)]. Physically this simplification occurs because once a product of $c_1$ and $c_2$ creates the pulses $d_1$, then only $c_2$ can interact. One obtains the polarization sidebands of $p_1$ at frequencies $\nu_1$ and $\nu_2$, which subsequently combine with $p_2$ to give back $d_2 + d_1$ components.

We calculate the coefficient of $\exp[i(K_n \cdot r - \nu_2 t)]$ for the saturator wave by neglecting the nonsaturating probe field. We find
\[
i(v \cdot K_2 - \nu_2) p_2 = -(i\omega + \nu) g_p - i(\rho c'/2\hbar) d_w
\]
that is,
\[
p_2 = -i(\rho c'/2\hbar) c_2 D_2 d_w
\] (22)
where the complex denominator $D_2$ is the $n = 2$ case of
\[
D_n = \frac{1}{\gamma + i(\omega + v \cdot K_n - \nu_n)} = \frac{1}{\gamma + i(\Delta_n + v \cdot K_n)}
\] (23)
where the mode detuning
\[
\Delta_n = \omega - \nu_n
\] (24)
The coefficient of $\exp(iK_1 \cdot r - i\nu t)$ for the probe wave includes an extra term, $\mathcal{C}_0 \mathcal{d}_1$, giving with Eq. (22) this factor approaches unity as $K_2 \rho_0$ remains zero when only $d_0$ and $d_1$ are nonzero, since it is proportional to $\mathcal{C}_0 \mathcal{d}_1$, involving at least two $\mathcal{C}_1$'s.

The component $p_3$ does have a value, namely,

$$p_3 = i(\rho/2h) \mathcal{D}_1(\mathcal{C}_0 \mathcal{d}_0 + \mathcal{C}_1 \mathcal{d}_1),$$

(26)
in which $K_0 = 2K_2 - K_1$, while $p_{23}$ vanishes since $d_{23}$ would be involved.

We calculate the dc-population-difference Fourier component $d_0 = n_0 - n_{30}$ saturated by the saturator wave $\mathcal{C}_2$ alone. Substituting Eq. (20) into Eq. (11), we have

$$0 = \lambda_0 N - \gamma_{20} n_{30} + [i(\rho/2h) \mathcal{C}_2^* p_3 + \text{c.c.}],$$
yielding with Eq. (22)

$$n_{30} = \lambda_0 N / \gamma_{20} n_{30} + (2\gamma_{20}/\gamma)^{-1} [\rho \mathcal{C}_2^* \mathcal{L} \mathcal{d}_0].$$

(27)

Here $\mathcal{L}_2$ is the dimensionless Lorentzian

$$L_2 = \gamma^2 / [\gamma^2 + (\omega + v \cdot K_2 - \nu)^2].$$

(28)

The $\mathcal{C}_1$ contributions are ignored, since we assume that $\mathcal{C}_1$ does not saturate. The dc-population component $n_0$ is given by Eq. (27) with $a \to b$ and a change of sign. This gives the population-difference component

$$d_0 = -1 - I_2 \mathcal{L}_2 \mathcal{d}_0,$$

(29)

that is,

$$d_0 = -1/(1 + I_2 \mathcal{L}_2),$$

where the dimensionless intensity

$$I_2 = [\rho \mathcal{C}_0 \mathcal{d}_0 \mathcal{L}^2 T_1 T_2,$$

(30)

$T_2 = 1/\gamma$ is the dipole lifetime, and $T_1$ is the population-difference lifetime:

$$T_1 = 1 / \left( \frac{1}{\gamma_0} + \frac{1}{\gamma_0^*} \right).$$

(31)

Proceeding with the population-pulsation terms $n_{q1}$, $n_{q2}$, and $d_q$, we have

$$i\Delta' n_{q1} = -\gamma_0 n_{q1} + i(\rho/2h)[\mathcal{C}_1 \mathcal{p}_q^* + \mathcal{C}_2 \mathcal{p}_q^* - \mathcal{C}_1 \mathcal{p}_q],$$
giving

$$n_{q1} = -D_0 \Delta' / (\rho/2h)^2 [\mathcal{C}_1 \mathcal{C}_2^* (\mathcal{D}_1 + \mathcal{D}_2^*)] d_0$$

$$+ [\mathcal{C}_0^2 (\mathcal{D}_1 + \mathcal{D}_2^*)] d_0],$$

where

$$D_0' = (\gamma_0 + \Delta' \Delta) / (\gamma_0 + \Delta' \Delta) + \lambda_0 (\gamma_0 + \Delta' \Delta) + \lambda_0 (\gamma_0 + \Delta' \Delta) + \lambda_0 (\gamma_0 + \Delta' \Delta) + (\gamma_0 + \Delta' \Delta).$$

(32)

Solving for $d_1 = n_{s1} - n_{s0}$, we have

$$d_1 = \frac{1}{1 + I_2 \mathcal{L}_2} \left[ \mathcal{D}_0 (\Delta') / (\rho/2h)^2 \mathcal{C}_1 \mathcal{C}_2^* (\mathcal{D}_1 + \mathcal{D}_2^*) d_0$$

$$+ \frac{1}{1 + I_2 \mathcal{L}_2} \left[ \mathcal{D}_0 (\Delta') / (\rho/2h)^2 \mathcal{C}_1 \mathcal{C}_2^* (\mathcal{D}_1 + \mathcal{D}_2^*) d_0$$

$$\times \left[ \left[ I_2 \mathcal{L}_2 (\Delta') / (\rho/2h)^2 \mathcal{C}_1 \mathcal{C}_2^* (\mathcal{D}_1 + \mathcal{D}_2^*) d_0$$

where the dimensionless complex population-pulsation factor

$$\mathcal{I} (\Delta') = (2T)^{-1} [\mathcal{D}_0 (\Delta') + \mathcal{D}_0 (\Delta')]$$

(33)

This factor approaches unity as $\Delta' \to 0$.

Our calculation is self-consistent, since only $d_0$ and $d_1$ can obtain nonzero values from $p_1$, $p_2$, $p_3$, and vice versa. Combining the pulsation component [Eq. (26)] with the polarization component [Eq. (25)], setting $p_1 = 2pD_1$, and using Eq. (3), we find the complex absorption coefficient

$$\alpha_1 = C_0 \int W(u) \gamma \mathcal{D}_1 / (1 + I_2 \mathcal{L}_2),$$

(34)

where the homogeneous-broadening linear absorption coefficient $C_0$ is given by

$$C_0 = K_0 N \rho^2 / h_0 \gamma.$$

(35)

Equation (38) has the same form as previous derivations but applies to the more general level scheme of Fig. 3 and can be used to calculate probe absorption by Doppler-broadened media with a probe wave propagating in any direction with respect to the saturator wave.

The general formula [Eq. (31)] for the population-difference decay time $T_1$ and the corresponding population-pulsation factor $\mathcal{I} (\Delta')$ simplify in the limits of the pure two-level system ($\rho_{sc} = 0$), and excited-state systems such that $\rho_{se} \approx 1$, while $\rho_{se} \approx \rho_{sb} << 1$. For the latter, we note that since the pump and decay probability flows have the same general size, $\gamma_0$ and $\gamma_0 \approx \lambda_0$, and $\lambda_0$. Hence Eq. (31) reduces to
\[ T_i = \frac{1}{2} \frac{1}{\gamma_a + \Gamma} \left( 1 + \frac{\gamma_a}{\gamma_b} \right) \] (40)

and Eq. (37) reduces to

\[ \mathcal{J}(\Delta) = \frac{1}{2T_i} \frac{1}{\gamma_a + \Gamma + i\Delta'} \left( 1 + \frac{\gamma_a + \gamma_b}{\gamma_a + \gamma_b'} \right) \] (41)

The limiting value of \( T_i \) for a closed two-level system is recovered by setting \( \gamma_a, \gamma_b \to 0 \), such that \( \gamma_a/\gamma_b = 1 \). In general, if \( \gamma_a = \gamma_b \), Eq. (41) reduces to

\[ \mathcal{J}(\Delta) = \frac{1}{T_i(\gamma_a + \Gamma + i\Delta')} \]

a simple resonant behavior studied in detail in the past. However if \( \gamma_a \neq \gamma_b \), Eq. (41) shows that \( \mathcal{J} \) has an extra beat-frequency dependence because the level populations decay at different rates as far as the population difference is concerned. This fact leads to a new kind of special resonance in two-wave mixing due to radiation decay as well as to collision broadening.

Physically, one can interpret this resonance intuitively by thinking of the populations as forced, damped, anharmonic oscillators with a zero-resonance frequency. Because they are nonlinear oscillators, they respond to the superposition of two nondegenerate fields by pulsating at the field beat frequency. If the applied fields propagate in different directions, the nonlinear population pulsations are accompanied by a spatial variation, which is typically called spatial hole burning or induced grating. More precisely, the populations respond to the walking plane-wave field fringe with the dependence \( \cos[\mathbf{k}_1 \cdot \mathbf{r} - (\omega_1 - \omega_2) t] \). Since, unlike the induced dipole, the populations have a zero-resonance frequency, they inevitably lag behind any nonzero forcing frequency such as the possibly Doppler-shifted probe saturator beat note \( \Delta' \) of Eq. (34). The faster the populations decay, the wider their frequency response and hence the smaller the lag. The \( \Gamma \) contribution to the level decays affects both populations in the same way and hence leads to identical induced gratings for any \( \Delta' \). However, if \( \gamma_a \neq \gamma_b \), the populations lag different amounts as functions of \( \Delta' \) [compare Eqs. (33) and (35)], thereby leading to a resonance behavior in the population difference.

In addition, the two-level analogs to the PIER resonances follow from Eq. (38) for \( \gamma_a = \gamma_b \) when evaluated to second order in the pump amplitude. In this approximation, Eq. (38) reduces to

\[ \alpha_1 = \alpha_0 \int dv W(v) \gamma D_1 [1 - I_2 L_2 - I_2 \mathcal{J}(\Delta') \gamma (D_1 + D_2^*)/2], \] (42)

Combining the complex denominators \( D_1 + D_2^* \), we find

\[ \alpha_1 = \alpha_0 \int dv W(v) \gamma D_1 \left[ 1 - I_2 L_2 - 2x^2 D_1 D_2^* \right] \times \left( 1 + \frac{\epsilon}{\Gamma + \gamma_a + i\Delta'} \right), \] (43)

where \( \epsilon = 2\gamma - \Gamma - \gamma_a \) and \( x = \left| \rho \mathbf{c}_o/2 \right| \) is one half of the Rabi flopping frequency. Here we see that the \( \Delta' \) dependence of the dipole resonance sum \( D_1 + D_2^* \) cancels out the \( \Delta' \) dependence given by the population-difference factor \( \mathcal{J}(\Delta') \) if \( \Gamma = 2\gamma \) and \( \gamma_a = \gamma_b = 0 \), which is valid for pure radiative decay. This cancellation is imperfect either if pressure is introduced, causing \( 2\gamma \) to exceed \( \Gamma \) (pressure-induced extra resonance), or if the pump is too intense to permit the use of second-order perturbation theory. In these cases, we expect to see a beat-frequency resonance.

We refer to the system as closed if there are no population transfers to external reservoirs (\( \lambda_s = \lambda_p = \gamma_a = \gamma_b = 0 \)) and there are no collisions. This case occurs for pure radiative decay from the upper to the ground lower level. This case satisfies the condition \( \Gamma = 2\gamma \) and hence exhibits no \( \Delta' \) dependence up to third order.

As for the \( \gamma_a \neq \gamma_b \) induced resonance, we can gain some understanding of the \( \Gamma = 2\gamma \) induced resonance in terms of forced, damped, anharmonic oscillators. Specifically, two kinds of second-order population pulsation contribute to the \( \mathcal{J} \) term in Eq. (42), one starting with a first-order dipole \( \rho \mathbf{a}_o \) component induced by the probe field and one with a \( \rho \mathbf{b} \) component induced by pump. The sum of these contributions produces the complex Lorentzian sum \( D_1 + D_2^* \). This sum has a phase shift equal to the sum of the individual phase shifts minus that for the beat note \( \Delta' \) with a decay constant \( 2\gamma \). The population-difference phase shift also results from the beat note \( \Delta' \), but with a decay rate \( \Gamma \). Hence, if \( \Gamma \) equals \( 2\gamma \), the two phase shifts add to zero. In effect the population-pulsation response lags as usual because of the finite temporal response of the population difference, but this phase lag is canceled by a corresponding phase lead that is due to the interference between the probe- and pump-induced dipoles. As soon as these phase shifts differ, the \( \Delta' \) dependence fails to cancel out. Furthermore, in higher order, the saturation denominator containing \( \mathcal{J} \) in Eq. (38) yields a \( \Delta' \) dependence even when those in the numerator cancel one another.

Similar results occur in three-wave mixing of two weak fields and a pump. This mixing includes amplitude- and frequency-modulation spectroscopy. In our notation, the coupling coefficient \( \chi_1 \) appearing in the three-wave coupled-mode equation (neglecting phase matching)

\[ \frac{d\chi_1}{dz} = -\alpha_0 \int dv W(v) \frac{\gamma D_1}{1 + I_2 L_2} \times \left( \frac{(\rho \mathbf{c}_o/2)^2 T_i \gamma^{-1} \mathcal{J}(\Delta')^2 (D_1 + D_2^*)}{1 + I_2 \mathcal{J}(\Delta')} \right), \] (45)

where the conjugate-wave frequency \( \nu_1 = \nu_2 + \nu_3 = \nu_1 \). This result follows by carrying out the derivation above with three fields in Eq. (1). It is straightforward to see that Eq. (45) has the same \( \Delta' \) dependences as the absorption coefficient \( \alpha_1 \) of Eq. (38). For four-wave mixing with counterpropagating pump waves, the formulas become more complex. Homogeneously broadened treatments have been given in Refs. 18, 26, and 27, and Doppler-broadened treatments have been considered in Refs. 28 and 29. In particular, averages over the pump spatial holes have to be carried out.
spectroscopy. They are dispersionlike instead of Lorentzian because the dipole is being driven way off its resonance and originates from three-photon processes that induce a resonance and reveals probe amplification at the expense of the probe-absorption coefficient given by Eq. (46).

We are interested in some simple analytic approximations to find the real part of the second-order complex probe-absorption coefficient given by Eq. (42). For \( \gamma_{\alpha} = \gamma_{b} = 0 \), pump detunings \( |\delta_{a}| > \gamma \), and beat frequencies \( \Delta \) of the order of \( \gamma \), we can approximate the \( D_{2} \) of Eq. (23) by \(-i/\Delta_{2}\). Hence the real part of Eq. (43) reduces to

\[
\text{Re} \alpha_{1}^{(3)} \approx -\alpha_{0} \frac{2\Delta^{2} - \Delta_{2}^{2}}{\Delta_{2}^{2}} \frac{\gamma \Delta}{\Gamma_{1}^{2} + \Delta^{2}},
\]

which has a dispersive line shape. Such dispersionlike absorption resonances are well known in two-level saturation spectroscopy. They are dispersionlike instead of Lorentzian because the dipole is being driven way off its resonance leading to a phase lag or lead of \( \pi/2 \). This resonance vanishes if \( \epsilon \) vanishes, that is, if \( \Gamma = 2\gamma \).

It no longer vanishes if we expand Eq. (38) to the next order in the pump intensity and assume the resonance condition \( \Gamma = 2\gamma \). For similar detuning values and \( \Delta \) of the order of \( \gamma \), we find the fifth-order contribution (first order in probe, fourth order in pump)

\[
\text{Re} \alpha_{1} \approx \text{Re} \alpha_{1}^{(5)} \approx -\alpha_{0} \frac{2\Delta^{2} - \Delta_{2}^{2}}{\Delta_{2}^{2}} \frac{\gamma \Delta}{\Gamma_{1}^{2} + \Delta^{2}}.
\]

In addition in this order, there is a resonance in the vicinity of \( \Delta_{2} \approx 0 \) from the \( D_{3} \) term [and hence from \( p_{3} \) of Eq. (26)] in the denominator of Eq. (38). This resonance occurs for \( \Delta \approx \Delta_{2} \). This corresponding contribution is

\[
\text{Re} \alpha_{1} \approx \text{Re} \alpha_{1}^{(5)} \approx -\alpha_{0} \frac{\Delta^{2} - \Delta_{2}^{2}}{\Delta_{2}^{2}} \frac{\gamma^{2}}{\Delta_{2}^{2}} + \Delta_{2}^{2}
\]

and originates from three-photon processes that induce a polarization \( p_{2} \) at the conjugate-wave frequency \( \omega_{2} \). More specifically, the pump-wave scattering off the population pulsations contributes to two side modes, one being the probe itself and the other being the conjugate wave. The contribution in Eq. (48) is sometimes called a Raman resonance and reveals probe amplification at the expense of the pump field. Several authors have predicted amplification of a weak probe field by a strongly saturated resonance medium in spite of an uninvolved population. This amplification was observed by Wu et al. It results from constructive scattering of the pump off population pulsations into the probe wave. Figure 4 illustrates the stimulated Rayleigh and Raman resonances given by Eqs. (46)-(48).

Consider next an open system with arbitrarily large pump intensity for which \( \gamma_{b} = \gamma_{a} = \gamma_{2} \), and \( \gamma \ll \Delta_{b} \), and consider beat frequencies \( \Delta \) of the order of \( \gamma_{b} \). For simplicity, we further neglect \( \Gamma \), which just modifies the saturation intensity in these approximations. Then \( T_{1} \) of Eq. (40) reduces to \( 1/2\gamma_{b} \), Eq. (41) reduces to \( \gamma_{b} / (\gamma_{b}^{2} + i\Delta) \), and Eq. (38) reduces to

\[
\alpha_{1} = -i\alpha_{0} \frac{\gamma_{b} D_{1}}{1 + 4\pi^{2} \gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} \gamma_{b}^{2} + 4\pi^{2} \gamma_{b}^{2} \gamma_{b}^{2} \gamma_{b}^{2} + i\Delta^{2}}
\]

where \( x = \left| \rho \right| / 2h \) is one half of the Rabi flopping frequency. Dropping the remaining differences between the \( \Delta_{n} \) we find the real part of \( \alpha_{1} \) to be

\[
\text{Re} \alpha_{1} \approx \alpha_{0} \frac{\gamma_{b}^{2}}{1 + 2\pi^{2} \gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} \gamma_{b}^{2} + 4\pi^{2} \gamma_{b}^{2} \gamma_{b}^{2} \gamma_{b}^{2} + i\Delta^{2}} \times \left[ 1 - \frac{\Delta_{2}^{2} \gamma_{b}^{2}}{\gamma_{b}^{2} (1 + 4\pi^{2} \gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} + \Delta^{2})} \right].
\]

To second order in the pump field, we neglect \( 4\pi^{2} \gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} \gamma_{b}^{2} \) compared to 1 in the denominators. This decision gives the still simpler formula

\[
\text{Re} \alpha_{1} \approx \alpha_{0} \frac{\gamma_{b}^{2}}{\Delta_{2}^{2} \gamma_{b}^{2} + \Delta^{2}} \left[ 1 - \frac{4\Delta_{2}^{2} \gamma_{b}^{2}}{\gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} + \Delta^{2}} \right].
\]

The first term is the linear probe absorption. The second term has a dispersive line shape as a function of the beat frequency \( \Delta \) and is due to scattering of the pump wave off the population pulsations. In these limits, amplification (negative absorption) occurs when

\[
\frac{4\Delta_{2}^{2} \gamma_{b}^{2}}{\gamma_{b}^{2} \Delta_{2}^{2} \gamma_{b}^{2} + \Delta^{2}} > 1.
\]

In particular, for \( \Delta \approx \gamma_{b} \) we have gain for \( 2\pi^{2} \gamma_{b} \Delta_{2} > 1 \). Since our perturbation expansion is valid only for \( x^{2} \gamma_{b} / \gamma_{b} \Delta_{2}^{2} \)
amplification. Fig. 6. Same as Fig. 5 of atomic velocities given by for an atomic medium assuming a Maxwellian distribution. We now calculate the probe-absorption coefficient [Eq. (38)] + 4.

geneous linewidth. - detuning, but similar resonances also occur within the homogeneous limit. This discussion has centered on cases for large pump gain in the absence of population inversion is The general result as a sum of function defined in third-order perturbation theory, the scattering pulsations is larger than the linear absorption at this sion functions defined. This result shows that already sum involving functions << 1, which is consistent with our original approximations. Note that alternatively we could have taken \( \Gamma + \gamma_0 \ll \gamma_0 \). The same formulas [Eqs. (49)-(51)] result, with \( \gamma_0 \) replaced by \( \Gamma + \gamma_0 \). In the first case, the population difference lifetime \( T_1 \) is given by \( 1/\gamma_0 \) and in the second case it is given by \( 1/(\Gamma + \gamma_0) \). The resonance in both cases is characterized by the corresponding \( T_1 \) limit. This discussion has centered on cases for large pump detuning, but similar resonances also occur within the homogeneous linewidth.

4. MOVING ATOMS

We now calculate the probe-absorption coefficient [Eq. (38)] for an atomic medium assuming a Maxwellian distribution of atomic velocities given by

\[
W(v) = \frac{1}{u_\gamma \pi} \exp(-v^2/u^2),
\]

where \( u \) is the average atomic speed. The absorption coefficient [Eq. (38)] can be written in the form

\[
\alpha_1 = -i\omega_0 \int \frac{dW(v)}{Ku + \Delta_1 + i\gamma} \cdot \frac{I_2\gamma^2}{2} \int \frac{dW(v)}{\gamma + i\Delta_1 + iKu} \cdot \frac{I_2\gamma^2}{2} \int \frac{dW(v)}{\gamma + i\Delta_1 + iKu} + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; -1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1) \right] + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; 1 1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1 - 1) \right] + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; 1 1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1 - 1) \right].
\]

with \( \Im[\mu] > 0 \). When we use the method of partial fractions, the velocity integral of Eq. (54) can be reduced to a sum involving functions \( Z_2, Z_3, \) and \( Z_4 \), which, as defined in Appendix A, can each be written as a sum of plasma-dispersion functions defined by Eq. (57).

The general result as a sum of \( Z, Z_2, Z_3, \) and \( Z_4 \) functions is

\[
\alpha_1 = -i\omega_0 \int \frac{dW(v)}{Ku + \Delta_1 + i\gamma} \cdot \frac{I_2\gamma^2}{2} \int \frac{dW(v)}{\gamma + i\Delta_1 + iKu} \cdot \frac{I_2\gamma^2}{2} \int \frac{dW(v)}{\gamma + i\Delta_1 + iKu} + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; -1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1) \right] + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; 1 1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1 - 1) \right] + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; 1 1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1 - 1) \right] + \frac{\Delta}{Ku} \left[ Z_4(\mu_1, \mu_2; 1 1 - 1) + Z_4(\mu_1, \mu_2; 1 - 1 - 1) \right].
\]
The general form of our result allows us to consider a number of limiting cases. First, we can reproduce a result previously obtained in the Doppler limit.

5. DOPPLER LIMIT

The Doppler limit is achieved when all decay constants \((\gamma_b, \gamma_a, \Gamma, \gamma)\), detunings \((|\Delta_a|, |\Delta|)\), and the Rabi frequency \(2\omega\) are much smaller than the Doppler width \(K\nu\). Using the Doppler-limit expressions given in Appendix A for \(Z_o, Z_1, Z_2\), and \(Z_3\) and after long but straightforward calculations, we obtain

\[
\alpha_1 = \alpha_1' \exp\left[-\left(\frac{\Delta}{K\nu}\right)^2\right]
\]

\[
\times \left[1 - \frac{\gamma_1}{2}(2\gamma + i\Delta)/\gamma - \beta^2 \right]
\]

\[
\times \left[(\gamma + \gamma')(\gamma' - \gamma - i\Delta) - (\beta + \gamma)(\beta - \gamma + i\Delta)\right]
\]

where the inhomogeneous broadening linear-absorption coefficient \(\alpha_1'\) is defined by

\[
\alpha_1' = \frac{\gamma}{\pi} a_0 \chi/K\nu.
\]

This result is the same as that of Baklanov and Chebotaev, except that \(\Gamma\) is included in \(T_1\), \(\beta\), and \(T_1\) and hence in the dimensionless intensity \(l_1\). Including the \(\Gamma\) accounts for spontaneous emission from level \(a\) to level \(b\) and allows us to investigate open and closed systems (no population loss to the external reservoir and no collisions present). The Doppler-limit results can also be obtained by direct integration of Eq. (38) using the residue method in the complex plane. In the Doppler limit, velocity-selected atoms provide the major contributions to the line shape, and the slowly varying atomic-velocity distribution functions can be evaluated at the selected velocity.

In the weak-pump-field limit, the probe-absorption profile consists of a broad Gaussian of width \(K\nu\) containing a Doppler-free hole with width \(\Gamma + \gamma_a\) (or \(2\gamma\) or \(\gamma_b\)). Keeping only first-order terms in \(l_1\), one can obtain for a closed system

\[
\alpha_1 = \alpha_1' \exp\left[-\left(\frac{\Delta}{K\nu}\right)^2\right]\left[1 - \frac{\gamma_1}{2}(2\gamma + i\Delta)/(\Gamma + i\Delta)^2\right].
\]

To explain this perturbation-theory result, we return to Eq. (54) and note that atoms having velocities

\[
K\nu = \Delta,
\]

\[
K\nu = \Delta_1 + \Delta
\]

\[
K\nu = \Delta_2
\]

are resonant with the applied fields. The contribution to the probe absorption comes from atoms with velocities that simultaneously satisfy at least two of the equalities [Eqs. (61)]. In each case this leads to a resonance at \((\Delta_1 = \Delta, i.e., \Delta = 0)\). The \(\Delta = 0\) resonance comes from satisfying velocity-selection rules [Eqs. (63)], and this result is in agreement with the analytical expression of Eq. (62) (see Fig. 7).

For Rabi frequencies satisfying \(K\nu > \gamma_b\), the perturbation limit is no longer valid, but the Doppler limit still holds. The velocity-selection conditions, obtained from Eq. (54) in this limit are

\[
K\nu = \Delta_1 \pm \sqrt{\frac{\gamma^2 - 4\Delta^2}{K\nu^2}}.
\]

Fig. 7. Probe-absorption line shape for moving atoms in the Doppler limit but for a pump detuning of \(20\) and \(x = 0.2, \Delta_0 = 5\). a closed system \((\gamma_b = 0.001, \gamma_a = 0.001, \Gamma = 1, \gamma = 0.501)\), and the perturbation-theory limit \((x < \gamma)\). The dip near \(\Delta_2 = \Delta_1\) results from velocity selected atoms. All subsequent figures are for the closed systems.

Fig. 8. Probe-absorption line shape in the Doppler limit but for a moderately strong field \((x = 20, K\nu = 100, \Delta_0 = 0)\). A dead zone can be seen centered around \(\Delta_1 = \Delta_2 = 0\) of width \(4\). In this detuning range no atoms can satisfy the velocity-selection criteria to be resonant with the Stark-shifted transition frequencies.

Fig. 9. Same as Fig. 8 but for a pump detuning of \(\Delta_2 = 20\), which shifts the center of the dead zone.
If one first considers zero detuning, the condition of \( K_u < 2x \) can be satisfied only for \( \Delta_z > 2x \) for which no resonant atoms will exist. This means that in the region of detuning \( \Delta_z \leq 2x \) absorption coefficient is equal to zero. As can be seen in Fig. 8, there is a symmetric dead zone in the Gaussian profile. For arbitrary pump detuning \( \Delta_p \), the velocity-selection condition requires that \( \Delta_p > 2x \) and \( \Delta_p < -2x \) for absorption to occur. Consequently, the dead zone is shifted from the center by \( \Delta_p \), as can be seen in Fig. 9. The size of the dead zone depends on the field strength; by changing \( x \) and keeping \( \Delta \) fixed, one can actually move the borders of dead zone, as illustrated in Fig. 9.

For the strong-pump field, the Doppler-limit results do not contain any probe amplification (gain in the profile) and show no narrow Doppler-free resonances related to the ground- or excited-state width.

6. Absorption Line Shape and Detuning Dependence

We are now in a position to consider cases that were not obtainable in previous calculations, namely, those in which the detuning \( \Delta_p \) is of order \( K_u \) and the pump field is quite strong, \( 2x \sim K_u \). The line shape consists of the contributions from atoms with all possible velocities, not only those from atoms whose velocities Doppler shift their frequencies into resonance with the fields. As can be seen in Fig. 10, there is a Doppler-limit contribution to the line shape; however, internal structure can also be seen in a place where the dead zone used to be. To be able to provide a physical explanation of the line shape, we consider a perturbative development of the profile for a relatively weak pump field.

Expanding the general solution in powers of \( x^2 \), we obtain a linear absorption term \((x^2)\) which is Doppler broadened since the resonance condition \( \omega - \nu_1 = -K_u \) can be satisfied for a range of detunings \( |\omega - \nu_1| \leq K_u \). The nonlinear \((x^2)\) term gives a Rayleigh resonance about \( \Delta = 0 \) that remains Doppler free, since both waves are Doppler shifted nearly equal amounts. The condition \( \nu_1 - K_u = \nu_2 - K_u \) implies that the beat frequency \( \Delta = \nu_1 - \nu_2 \approx 0 \). This is true only for copropagating fields. If pump and probe fields are propagating in opposite directions, then this resonance condition gives \( |\nu_1 - \nu_2| < 2K_u \), that is, a broad resonance. For the next nonlinear term, \((x^4)\), the Raman resonance becomes velocity-broadened, since the resonance condition can be satisfied when \( \nu_1 - K_c = \nu_2 - K_c \) and \( \nu_1 - K_c = \omega \), that is, when \( 2(\nu_2 - \nu_1 - \omega) < K_u \).

It is now possible to see how the total line shape has been formed. With zero detuning, the line shape for \( x = 50, K_u = 25 \) is shown in Fig. 11. This intermediate case was impossible to obtain with the previous limits and shows the transition from homogeneous broadening to inhomogeneous broadening. As can be seen in Fig. 11, a Doppler-limit contribution does occur and is similar to that of Fig. 8. However, we can see additional structure in a place where the dead zone used to be. Our line shape accounts for the negative probe absorption, which occurs in the \( -2x < \Delta < 2x \) region. This is definitely a non-Doppler-limit contribution. It can be traced to a contribution from all atoms that satisfy the velocity-independent stimulated Rayleigh-resonance condition whenever \( \Delta \approx 0 \).

The amplification occurs in the dead zone \( -2x < \Delta < 2x \), as in the homogeneously broadened case in Fig. 4. Thus the dead zone provides openings in the inhomogeneously broadened profile that allow us to see the Doppler-free contributions. The disadvantage of the zero-detuning case is that it is impossible to distinguish contributions from different resonances (they all are at the same place, \( \Delta_1 = \Delta_2 = 0 \)) and to obtain any information about ground- and excited-state widths.

Consider now the large-detuning case \( (K_u \approx 2\Delta_z) \). The Doppler-limit contribution occurs only for \( (\Delta > 2x) \) and \( (\Delta < -2x) \) (the position of the dead zone is shifted from the center

![Fig. 10. Probe-absorption line shape when the Doppler limit is no longer valid, with \( x = 10, K_u = 25, \Delta_z = 10 \). Structure is now seen in the dead zone (Rayleigh and Raman resonances), although the Doppler-limit contribution is still evident.](image)

![Fig. 11. Probe-absorption line shape for the zero-pump-detuning case with \( K_u = 25, x = 50 \). Owing to contributions from atoms with all velocities, negative absorption occurs in the area that is a dead zone in the Doppler limit.](image)

![Fig. 12. Line shape for \( K_u = 10, x = 10, \Delta_z = 5 \). Contributions from atoms with all velocities can be seen, including a Rayleigh resonance at \( \Delta_z = \Delta_2 \) and Raman dip in the area where the dead zone used to be.](image)
We have seen that, by changing the field strength, we can move the border of the dead zone. At the same time the shape of the Raman dip itself is only slightly affected, since it is Doppler broadened. For the case \( x = 40, \Delta_2 = K_u = 100 \) (Fig. 13), the Doppler contribution dominates over the Raman dip, and there is only a small gain before a large Doppler-limit contribution, which appears exactly at \( (\Delta_1 = 2x + \Delta_2 = 180) \) (Fig. 13). Comparing with the stationary atom line shape (Fig. 4), we can see that the stimulated Rayleigh resonance remains the same but that the Raman resonance is changed substantially. If we now increase the field strength (all other parameters remaining the same), the line shape changes dramatically, the border of the dead zone moves \( (x = 50, \Delta_1 = 200) \), and the Raman gain dominates the profile (see Fig. 14). There is a narrow dip just before the dead-zone border, then a small peak occurring exactly at the border, and, finally, additional gain that occurs in the detuning range of the Doppler-limit contribution. Consequently, by properly choosing the field strength, we can divide the Raman gain into two parts. Thus we can vary the pump intensity to produce Doppler-free structures in the openings of a Doppler-limit profile. The line profiles displayed in Figs. 7–14 indicate that both velocity-selected and non-velocity-selected atoms can make important contributions to the probe absorption for different values of the detunings, decay rates, and pump-field strength.

### APPENDIX A

This appendix defines the higher-order functions \( Z_n \) used in Eq. (58) and evaluates them in terms of the plasma-dispersion function \( Z(\mu) \) of Eq. (57). They are

\[
Z_2(\mu_1, \mu_2; \epsilon_2, \epsilon_1) = \int_{-\infty}^{\infty} \frac{W(\epsilon) d\epsilon}{(\mu_1 + \epsilon_1 / u)(\mu_2 + \epsilon_2 / u)} \tag{A1}
\]

\[
Z_3(\mu_1, \mu_2, \mu_3; \epsilon_3, \epsilon_2, \epsilon_1) = \int_{-\infty}^{\infty} \frac{W(\epsilon) d\epsilon}{(\mu_1 + \epsilon_1 / u)(\mu_2 + \epsilon_2 / u)(\mu_3 + \epsilon_3 / u)} \tag{A2}
\]

\[
Z_4(\mu_1, \mu_2, \mu_3, \mu_4; \epsilon_4, \epsilon_3, \epsilon_2, \epsilon_1) = \int_{-\infty}^{\infty} \frac{W(\epsilon) d\epsilon}{(\mu_1 + \epsilon_1 / u)(\mu_2 + \epsilon_2 / u)(\mu_3 + \epsilon_3 / u)(\mu_4 + \epsilon_4 / u)} \tag{A3}
\]

by \( \Delta_2 \). For \( \Delta_2 < -2x + \Delta_1 \), there is a Doppler-limit contribution that just adds to the velocity-broadened linear absorption peak. An interesting feature is the Rayleigh resonance \( (\nu_1 = \nu_2) \), which is Doppler free and can be seen in the dead-zone region. In the strong-field limit, the Rayleigh resonance exists for both open and closed systems (Fig. 12).

Another interesting structure that occurs in the dead-zone region is a broad dip that terminates at exactly the dead-zone border (see Fig. 12). The origin of this dip can be traced to the velocity-broadened Raman resonance dip, which is competing with the Doppler-limit contribution (Fig. 12). As for purely homogeneous broadening, it is a three-photon process that is responsible for the probe amplification, but it is possible to observe this gain in the profile only because it occurs in the dead-zone region. One actually can change the shape of the gain by considering that the location of the Doppler-limit contribution depends on the field strength \( (\Delta_1 < \Delta_2 + 2x) \).
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We analyze the transient probe spectra that arise when two-level atoms in an atomic beam are excited by a "pump" laser field and are probed by a step-function weak field on the same atomic transition. The temporal relaxation of the probe spectra to their steady-state values is found to depend critically on the initial atom–pump-field dressed-state populations and coherences. The transient spectra may be composed of absorption-emission structure that is totally absent in the steady-state limit. A simple physical interpretation of the spectra is given in terms of a conventional dressedatom picture. In addition, we study the effects of collisions on transient probe spectra and investigate the transient buildup of several collision-induced features in the spectra.

I. INTRODUCTION

Pump-probe spectroscopy is a useful method for studying the interaction of laser fields with atoms. The problem of a weak "probe" field and an arbitrarily strong "pump" field driving the same transition of two-level atoms in an atomic beam1–9 or in a vapor10–12 has been studied since the early 1970's. Much knowledge has been obtained for the probe absorption in the steady-state limit. Two well-known results obtained in an atomic beam for a strong pump field are (1) the steady-state probe absorption spectrum consists of one absorption component and one emission component for an off-resonant pump field and (2) for a resonant pump field, the probe spectrum exhibits a complicated absorption-emission structure of relatively small amplitude. Some features of the probe spectrum can be conveniently explained in terms of a conventional "dressed-atom" description of the atom-field interaction. In the conventional dressed-atom approach, eigenstates of the atom plus pump field serve as the basis states for the system. The absorption and emission components of the probe spectrum are viewed as arising from transitions between these dressed states.

Other interesting features of the steady-state probe spectrum relate to the effects of collisions on the spectrum.13–16 (1) For a large pump detuning, a small-amplitude dispersion structure occurs centered at \( f_2 = \Omega_1 \) (\( \Omega_1 \) and \( \Omega_2 \) are the pump and probe frequencies, respectively) when the atoms undergo collisions. (2) In the case of a nearly resonant "weak" pump field interacting with atoms whose coherence decay rate is much larger than their population decay rates, a narrow hole \( 2,9 \) is created in the probe-absorption line shape centered at \( f_2 = \Omega_1 \).

Recently, we developed a theory of transient probe spectra for another pump-probe problem—one in three-level atoms.12 We assumed that three-level atoms in an atomic beam were prepared with arbitrary initial conditions and then exposed at \( t = 0 \) to a strong pump field and a weak probe field each tuned close to resonance with one of two coupled transitions. As expected, we found that all transient probe spectra ultimately evolved to the well-known steady-state Autler-Townes doublet structure. However, we found that transient probe spectra in three-level atoms may differ dramatically for different initial atomic conditions. In particular, the transient probe spectra arising from atoms initially prepared in a pure dressed state and in a superposition of dressed states are quite different. Experimental verification of our predictions has been achieved recently.14 We also calculated the transient spectrum of resonance fluorescence arising from strongly driven two-level atoms when the atoms are initially prepared in pure dressed states of the atom-field Hamiltonian.15 Again, it is quite different from transient fluorescence spectra when atoms are initially in their ground states (superposition of dressed states).16 It is our purpose in this paper to study the transient probe spectra of driven two-level atoms in a homogeneously broadened medium. We find that the transient probe spectra considered here also differ dramatically for atoms initially prepared in a pure dressed state and in a superposition of dressed states. Moreover, novel spectral components can be observed in the transient regime.

A qualitative discussion of transient probe spectra with a strong pump field is presented in Sec. II. We develop the general formalism and give expressions for the probe spectra in Sec. III. In Sec. IV we study the effects of initial conditions on transient probe spectra in the strong-pump-field case. The transient buildup of a collision-induced narrow hole in the weak-pump-field case is studied in Sec. V, while the transient buildup of collision-induced dispersion structure in the large pump detuning case is viewed in Sec. VI.

II. QUALITATIVE DESCRIPTION OF TRANSIENT PROBE SPECTRA IN A STRONGLY DRIVEN TWO-LEVEL ATOM

In studying the strong interaction of atoms with laser fields, a dressed-atom picture (DAP) provides a good approach to the problem and allows one to gain physical insight.4,12 Our calculation for the transient pump-probe
problem in a two-level atom is carried out with the use of a classical description of the laser fields. The corresponding physical interpretation, however, is conveniently explained in a conventional DAP. In the conventional DAP, a fully quantum-mechanical description of the atom-field interaction is used. For a two-level atom interacting with a strong, nearly resonant monochromatic laser field (pump field), the energy-level structure in the conventional DAP appears as an infinite set of equally spaced doublets. The dressed states |A\rangle and |B\rangle in a given doublet are linear combinations of the states |1,n\rangle and |2,n-1\rangle, where n indicates the photon number for the field and 1 and 2 refer to atomic states. The energy difference between the center of two neighboring dressed-state doublets is \( \hbar \Delta_1 \), where \( \Delta_1 = \omega_B - \Omega_1 \) is the laser frequency. Corresponding to the classical laser fields used in the actual calculation, the mean photon number \( \bar{n} \) is much larger than the width \( \Delta n \) of photon-number distribution, which, in turn, is much larger than 1,

\[
\bar{n} \gg \Delta n \gg 1.
\]  

Consequently, for photon number \( n \) within the width \( \Delta n \) of its distribution centered at \( \bar{n} \), the energy splitting between the two states |B\rangle and |A\rangle in each doublet is almost independent of \( n \) and can be identified as \( \hbar \omega_B = \hbar (\gamma_1^2 + \Delta_1^2)^{1/2} \), where \( \Delta_1 = \omega_B - \Omega_1 \) is the atom-field detuning (\( \omega_B \) is the atomic transition frequency), \( \gamma_1 = 2\gamma_1^2 \gamma_2^2 \exp[-i(\Omega t - k_x^2 + r + \phi_1)]/2 + c.c. \) and has been chosen to be real and positive, and \( \gamma_2 \) is an atomic dipole matrix element. It is assumed that the frequency splitting \( \omega_B \) of two states |B\rangle and |A\rangle is much larger than both the population relaxation rate of state 2, \( \gamma_2 \), and the coherence relaxation rate of the atom, \( \gamma_1 \). One need only consider the transition between two adjacent doublets to deduce the probe-absorption spectrum. Because of mixing of atomic states in each of the dressed states, all transitions connecting the two doublets are allowed.

In the DAP, the probe absorption spectrum arises from transitions of the probe field between dressed states. In steady state, probe absorption is proportional to both the transition rate between two dressed states in two neighboring doublets and the population difference between the lower and upper states. The relative populations of the two states within a doublet depends on the pump-field strength and atom–pump-field detuning \( \Delta_1 \). On the other hand, the populations of states |A\rangle and |B\rangle vary negligibly with \( n \) (i.e., \( \rho_{A,A} \approx \rho_{B,B} \approx \rho_{A,B} \approx \rho_{B,A} \approx \rho_{A,A-1} \approx \rho_{B,B+1} \approx \rho_{A,B+1} \approx \rho_{B,A+1} \)). When the pump field is tuned below the atomic transition frequency (\( \Delta_1 > 0 \)), there is more population in the lower dressed state of a doublet than in the upper one in steady state. Furthermore, the transition rate between states |A\rangle and |B\rangle is larger than that between states |B\rangle and |A\rangle when \( \Delta_1 > 0 \). Consequently, the steady-state probe spectrum for \( \Delta_1 > 0 \) consists of one absorption component at \( \Omega_2 = \Omega_1 + \omega_B \) and one emission component at \( \Omega_2 = \Omega_1 - \omega_B \), with the absorption component having a larger intensity than the emission one, as illustrated in Fig. 1(a). In the limit \( |\Delta_1| >> \gamma_1 \) the absorption component corresponds simply to the linear absorption of the probe. When the pump field is tuned exactly on resonance with the atomic transition (\( \Delta_1 = 0 \)), the lower and upper dressed states have the same population in steady state (all transition rates between dressed states are also the same). Consequently, in the so-called secular approximation of the dressed-atom theory in which the probe spectrum is viewed solely as arising from transitions between pairs of dressed states, the probe spectrum vanishes owing to the equal populations of the dressed states [Fig. 1(b)]. This result is true only to order \( \gamma_2^2/\omega_B \), a calculation to first order in \( 1/\omega_B \) leads to a complicated emission-absorption spectrum.

The transient spectra must evolve to these steady-state distributions. As has been noted previously, the transient probe spectra in a strongly driven two-level atom may be strongly influenced by the initial conditions of dressed states. We consider two kinds of initial conditions: (a) atoms initially prepared in pure dressed states and (b) atoms initially in their ground state. Under appropriate methods, pure-dressed-state initial condition can be achieved. Since the steady-state probe-absorption spectra display different structure for off-resonant and resonant pump fields, we discuss the transient probe spectra for the two cases independently.

### A. Off-resonant pump field \( \Delta_1 \neq 0 \)

For an off-resonant pump field, atoms prepared initially in the lower dressed state |A\rangle and in the upper dressed state |B\rangle need to be considered. For \( \Delta_1 > 0 \) and atoms prepared initially in the lower dressed state

FIG. 1. Steady-state probe transitions in the conventional DAP and the corresponding absorption spectrum of a two-level atom for strong excitation (a) by an off-resonant pump field \( \Delta_1 > 0 \) and (b) by an exactly resonant pump field. In (b) all dressed states have the same populations in steady state. A thicker transition line indicates a larger transition rate \( (\gamma_{1,2}) \) which are related to transition matrix elements.
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A.) [i.e., \( \rho_{A, A}(0) = 1 \), \( \rho_{B, B}(0) = \rho_{A, B}(0) = 0 \)], transient probe spectrum at early times consists of an absorption component at \( \Omega_2 = \Omega_1 + \omega_{BA} \) and an emission component at \( \Omega_2 = \Omega_1 - \omega_{BA} \) [see Fig. 2(a)]. As in the steady-state limit, the emission component is larger than the absorption component in the transient regime. This result can be attributed to the fact that dressed-state preparation in state \( | A_n \rangle \) for \( \Delta_1 > 0 \) corresponds to more population in bare (atomic) state 1 than bare state 2. For \( \Delta_1 > 0 \) and atoms prepared initially in the upper dressed state \( | B_n \rangle \) [i.e., \( \rho_{B, B}(0) = 1 \), \( \rho_{A, A}(0) = \rho_{A, B}(0) = 0 \)], the transient probe spectrum at early times consists of an emission component at \( \Omega_2 = \Omega_1 + \omega_{BA} \) and an absorption component at \( \Omega_2 = \Omega_1 - \omega_{BA} \) [see Fig. 2(b)]. In contrast to the steady-state limit, however, the emission component is larger than the absorption component. The fact that emission is larger than absorption at early times can be attributed to the fact that dressed-state preparation in state \( | B_n \rangle \) for \( \Delta_1 > 0 \) corresponds to more population in bare state 2 than in bare state 1. As time goes on, the dressed-state populations change as a result of atomic relaxation and optical pumping, eventually going over into the steady-state limit. Consequently, the initial emission component at \( \Omega_2 = \Omega_1 + \omega_{BA} \) becomes an absorption component, while the initial absorption component at \( \Omega_2 = \Omega_1 - \omega_{BA} \) becomes an emission component. (The central component at \( \Omega_2 = \Omega_1 \) is always absent because of the nearly equal populations of dressed states \( | A_n \rangle \) and \( | A_{n+1} \rangle \), and \( | B_n \rangle \) and \( | B_{n+1} \rangle \).)

In Fig. 3 we show calculated transient probe spectra at the three dressed-state transition frequencies for parameters \( \chi_1 = 20 \gamma_2 \), \( \Delta_1 = 0.3 \chi_1 \), \( \gamma_{21} = \gamma_{21}/2 \) and initial conditions (a) \( \sum_n \rho_{A, A}(0) = 1 \) and (b) \( \sum_n \rho_{B, B}(0) = 1 \). (Calculations are presented in Secs. III and IV.) The components build up to their steady-state values without significant oscillation. The absence of large-scale oscillation can be attributed to the absence of coherence in the initial condition, \( \rho_{A, B}(0) = 0 \), as will become clear later. It is also related to the fact that pure-dressed-state preparation corresponds to the situation that the Bloch vector \( \mathbf{B} = (u, v, w) \) is initially parallel (or antiparallel) to the driving field vector \( \Omega_B = (-\chi_1, 0, \Delta_1) \), where \( u, v, \) and \( w \) are related to atomic density matrix elements \( \rho_{ij} \) in the pump-field–interaction representation by

\[
\begin{align*}
u &= \tilde{\rho}_{\tilde{B}B}(0) = \rho_{11} - \rho_{22}, \\
u &= \tilde{\rho}_{\tilde{B}B}(0) = \rho_{21} - \rho_{12}, \\
\end{align*}
\]

\[\rho_{\tilde{B}B}(0) = 1.\]

FIG. 2. Probe transitions and the corresponding absorption spectrum of a two-level atom at times immediately following a sudden excitation by a strong, off-resonant laser field \( \Delta_1 > 0 \) for atoms initially prepared (a) in the lower dressed state \( | A_n \rangle \) and (b) in the upper dressed state \( | B_n \rangle \). Thicker transition lines indicate larger transition rates.

FIG. 3. Transient probe absorption at the three dressed-state transition frequencies \( \Omega_2 = \Omega_1 + \omega_{BA} \) and \( \Omega_2 = \Omega_1 \) as a function of \( \gamma_z \) for an off-resonant pump field with \( \chi_1 / \gamma_2 = 20 \), \( \Delta_1 / \chi_1 = 0.3 \), \( \gamma_{21} / \gamma_z = 2 \) and atoms initially prepared (a) in the lower dressed state \( | A_n \rangle \), i.e., \( \rho_{A, A}(0) = \sum_n \rho_{A, A}(0) = 1 \), and (b) in the upper dressed state \( | B_n \rangle \), i.e., \( \rho_{B, B}(0) = \sum_n \rho_{B, B}(0) = 1 \), where \( \rho_{A, A}(0) \) and \( \rho_{B, B}(0) \) are the semiclassical and conventional dressed-state density matrix elements, respectively. The short lines on the right-hand side indicate the steady-state values, which are independent of initial conditions.
Since the Bloch vector satisfies the equation \( \frac{dB}{dt} = \Omega_B \times B = 0 \), the Bloch vector \( B \) is "locked" to the driving vector \( \Omega_B \) and does not precess as it approaches its steady-state value. The small oscillations appearing in Fig. 3 arise from nonsecular contributions of order \( \gamma_1/\gamma_2 \) (see Sec. IVB). As the ratio \( \chi_1/\gamma_2 \) increases, the amplitude of the oscillations decreases.

For an atom initially in the ground state \( 1 \), \( \rho_{11}(0) = 1 \), the initial condition corresponds to the superposition of dressed states \( \rho_{A_1A_2}(0) \neq 0, \rho_{B_1B_2}(0) \neq 0, \rho_{A_1B_2}(0) \neq 0 \). The coherence \( \rho_{A_1B_2}(0) \neq 0 \) leads to oscillations in the buildup of the absorption and emission component as well as a transient oscillatory probe absorption centered at \( \Omega_2 = \Omega_1 \). The central component at \( \Omega_2 = \Omega_1 \) appears for such an initial condition even though the populations of states \( |\mu_u\rangle \) and \( |\mu_{u-1}\rangle \langle \mu_u |A,B \rangle \) are always almost identical in the transient regime. The transient probe spectrum at early times is illustrated in Fig. 4. The central component is unusual in that it never appears in the steady-state spectrum. In Fig. 5 we display calculated transient buildup of probe spectral peaks with the same parameters as in Fig. 3 for the initial condition \( \rho_{11}(0) = 1 \). In this case, spectral components approach their steady-state values in an oscillatory fashion. This oscillation can be viewed as quantum beats from the dressed states. In terms of the Bloch vector picture, it is related to the precession of the Bloch vector \( B \) around the driving field vector \( \Omega_B = (-\chi_1,0,\Delta_1) \). One interesting feature is the alternative absorption and amplification of the probe field in the central component \( \Omega_2 = \Omega_1 \).

FIG. 5. Transient buildup of the three probe absorption peaks as a function of \( \gamma_2t \) for an off-resonant pump field with \( \chi_1/\gamma_2 = 20, \Delta_1/\chi_1 = 0.3, \gamma_2 = \gamma_1/2 \) and atoms initially in the ground state \( 1 \). The central component at \( \Omega_2 = \Omega_1 \) is shown in (b). Two side components at \( \Omega_2 = \Omega_1 \) are displayed in (a) while the central component at \( \Omega_2 = \Omega_1 \) is shown in (b). The short lines on the right-hand side indicate the steady-state values.

B. Resonant pump field \( \Delta_1 = 0 \)

For a resonant pump field, all transition rates connecting two neighboring pairs of dressed states are equal. Consequently, absorption and emission components have the same intensity for atoms prepared initially in a pure dressed state [see Fig. 6(a)]. The absorption and emission components in the resonant pump field case appear in the transient regime only. As the dressed-state populations evolve to their steady-state values, the absorption and emission components vanish, as shown in Fig. 1(b).

If the atom is initially in the ground state \( 1 \), \( \rho_{11}(0) = 1 \) [i.e., \( \rho_{A_1A_2}(0) = \rho_{B_1B_2}(0) = -\rho_{A_1B_2}(0) = \sum \rho_{A_1A_2}(0) = \frac{1}{2} \)], the transient spectrum consists entirely of oscillatory components centered at zero absorption since dressed states \( |A_u\rangle \) and \( |B_u\rangle \) are now equally populated [see Fig. 6(b)]. As the dressed-state coherence de-
Transient probe spectra in a driven two-level atom

Fig. 6. Probe transitions and the corresponding absorption spectrum of a two-level atom at times immediately following a sudden excitation by a strong, resonant laser field for atoms initially prepared (a) in the lower dressed state \(| A_n \rangle \) and (b) in a superposition of dressed states. All transition rates between dressed states are the same (\( \gamma_{nn'} = \frac{1}{2} \)). Dashed lines indicate oscillating spectral components.

cays away, all three components vanish.

We show calculated transient behavior of the probe spectral peaks for parameters \( \gamma_1 = 20 \gamma_2 \), \( \gamma_{21} = \gamma_2 / 2 \) for initial conditions (a) \( \sum_n \rho_{nn}(0) = 1 \) and (b) \( \tilde{\rho}_{11}(0) = 1 \) in Fig. 7. The qualitative features of the probe spectra discussed above are clearly illustrated in this figure. Small oscillations seen in Fig. 7(a) will vanish as the ratio \( \gamma_1 / \gamma_2 \) increases.

III. General Formalism and Solution

We consider a composite classical laser field of the form

\[
E(r,t) = \sum \mathcal{E}_j \exp[-i(\Omega j - k_j \cdot r + \phi_j)]
\]

interacting with two-level atoms in a homogeneously broadened medium (for example, in an atomic beam such that \( k_j \cdot v = k_2 \cdot v = 0 \), where \( v \) is atomic velocity). The frequency separation between levels 2 and 1 is \( \omega_{21} \), and level 2 decays back to the ground state 1 at spontaneous rate \( \gamma_2 \). In a pump-field-interaction representation and bare-atom picture, the density matrix equation of the system can be written as

\[
\frac{d\tilde{\rho}}{dt} = [L + S(t)]\tilde{\rho} ,
\]

where a density-matrix element column vector \( \tilde{\rho} \) is defined as

\[
\tilde{\rho} = \begin{pmatrix}
0 & \gamma_2 & -\frac{1}{2}iX_1 & \frac{1}{2}iX_1 \\
0 & -\gamma_2 & \frac{1}{2}iX_1 & -\frac{1}{2}iX_1 \\
-\frac{1}{2}iX_1 & \frac{1}{2}iX_1 & -\gamma_{21} + i\Delta_1 & 0 \\
\frac{1}{2}iX_1 & -\frac{1}{2}iX_1 & 0 & -\gamma_{21} - i\Delta_1
\end{pmatrix}
\]

\[
L = \begin{pmatrix}
0 & \gamma_2 & -\frac{1}{2}iX_1 & \frac{1}{2}iX_1 \\
0 & -\gamma_2 & \frac{1}{2}iX_1 & -\frac{1}{2}iX_1 \\
-\frac{1}{2}iX_1 & \frac{1}{2}iX_1 & -\gamma_{21} + i\Delta_1 & 0 \\
\frac{1}{2}iX_1 & -\frac{1}{2}iX_1 & 0 & -\gamma_{21} - i\Delta_1
\end{pmatrix}
\]

\[
S(t) = \begin{pmatrix}
\mathcal{E}_1 \exp[-i(\Omega_1 t - k_1 \cdot r + \phi_1)] & 0 & \cdots & 0 \\
0 & \cdots & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \mathcal{E}_J \exp[-i(\Omega_J t - k_J \cdot r + \phi_J)]
\end{pmatrix}
\]

Fig. 7. Transient probe absorption at the three dressed-state transition frequencies \( \Omega_2 = \Omega_1 + \gamma_1 \) and \( \Omega_2 = \Omega_1 \) as a function of \( \gamma_2 / \gamma_1 \) for a resonant pump field with \( X_2 / \gamma_2 = 20 \), \( \gamma_{21} = \gamma_2 / 2 \) and atoms initially prepared (a) in the lower dressed state \(| A_n \rangle \), i.e., \( \tilde{\rho}_{11}(0) = \sum_n \rho_{nn} (0) = 1 \), and (b) in the ground state 1, \( \tilde{\rho}_{11}(0) = 1 \). In (b), the probe absorption is the same (solid line) at the two side components \( \Omega_2 = \Omega_1 \pm \gamma_1 \) owing to the resonant pump field and the symmetry in the dressed-state initial condition. Their steady-state value (short line) is indistinguishable from that of the component at \( \Omega_2 = \Omega_1 \), both of which are very close to zero.
\( S(t) = \begin{pmatrix} 0 & 0 & -\frac{1}{2}i\tilde{X}_e e^{-ibt} & \frac{1}{2}i\tilde{X}_e^* e^{ibt} \\
0 & 0 & \frac{1}{2}i\tilde{X}_e e^{-ibt} & -\frac{1}{2}i\tilde{X}_e^* e^{ibt} \\
n\frac{1}{2}i\tilde{X}_e^* e^{-ibt} & \frac{1}{2}i\tilde{X}_e e^{ibt} & 0 & 0 \\
\frac{1}{2}i\tilde{X}_e e^{-ibt} & -\frac{1}{2}i\tilde{X}_e^* e^{ibt} & 0 & 0 \end{pmatrix} \), \hspace{1cm} (3.4b)

With
\( \chi_1 = p_{21} G_1 / \mathcal{H} \), \hspace{1cm} (3.5a)
\( \chi_2 = p_{21} G_2 / \mathcal{H} \), \hspace{1cm} (3.5b)
\( \tilde{\chi}_2 = \chi_2 \exp [i(k_2 \cdot r - \phi_2) - i(k_1 \cdot r - \phi_1)] \), \hspace{1cm} (3.5c)
\( \Delta_1 = \omega_{21} - \Omega_1 \), \hspace{1cm} (3.6a)
and
\( \delta = \Omega_2 - \Omega_1 \), \hspace{1cm} (3.6b)

where \( p_{21} = \langle 2 | \rho | 1 \rangle \) is the dipole moment between levels 2 and 1, and \( \chi_1 \) has been chosen to be real and positive. Note that, for constant pump field \( G_1 \) and probe field \( G_2 \) considered in this paper, \( L \) is a constant matrix while \( S \) is time dependent.

It is assumed that the probe field is sufficiently weak so that its Rabi frequency satisfies the inequality
\( | \chi_2 | \ll \gamma_2 \gamma_{21} \chi_1 \). \hspace{1cm} (3.7)

By using Eq. (3.2) and expanding \( \tilde{\rho} \) as
\( \tilde{\rho} = \tilde{\rho}^{(0)} + \tilde{\rho}^{(1)} + \cdots \), \hspace{1cm} (3.8)
where \( \tilde{\rho}^{(m)} \) is of order \( | \chi_2 |^m \), one finds that \( \tilde{\rho}^{(0)} \) and \( \tilde{\rho}^{(1)} \) satisfy equations
\[ \frac{d\tilde{\rho}^{(0)}}{dt} = L\tilde{\rho}^{(0)} , \]
\[ \frac{d\tilde{\rho}^{(1)}}{dt} = L\tilde{\rho}^{(1)} + S\tilde{\rho}^{(0)} . \]

We limit the solution to terms of order \( | \chi_2 | \). Since \( L \) is a constant matrix and the initial condition is \( \tilde{\rho}^{(0)}(0) = \delta_0 \tilde{\rho}(0) \), the formal solution of Eqs. (3.9) are
\( \tilde{\rho}^{(0)}(t) = e^{Lt} \tilde{\rho}^{(0)}(0) = Ve^{\Lambda t} V^{-1} \tilde{\rho}(0) \), \hspace{1cm} (3.10a)
\( \tilde{\rho}^{(1)}(t) = \int_0^t e^{L(t'-t')} S(t') \tilde{\rho}^{(0)}(t')dt' \). \hspace{1cm} (3.10b)

where \( \Lambda \) is a diagonal matrix with diagonal matrix elements being eigenvalues \( \lambda_j \) of matrix \( L \).

The density matrix element \( \tilde{\rho}^{(1)}_{21} \) can be written in the form
\( \tilde{\rho}^{(1)}_{21}(t) = \tilde{\chi}_2 H(t) e^{-ibt} + \tilde{\chi}_2 Q(t)e^{ibt} \), \hspace{1cm} (3.12)

where \( H(t) \) and \( Q(t) \) are two time-dependent functions and neither \( H(t) \) nor \( Q(t) \) depends on \( k_1 \) or \( k_2 \). The transient probe absorption can be identified by examining the density matrix element \( \rho_{21} \),

One sees that \( H(t) \) gives the probe response which propagates in the \( k_1 \) direction while \( Q(t) \) gives a four-wave-mixing response which propagates in the \( 2k_1 - k_2 \) direction. Consequently, the probe absorption is identified with \( H(t) \) and is proportional to a quantity \( W(t) \) defined by
\( W(t) = 2 \text{Im}[\tilde{\chi}_2^* \chi_2 H(t)] . \hspace{1cm} (3.14) \)

The general expression for \( H(t) \) is quite complicated. We are interested in the solution of the problem when
\( \omega_{BA} \equiv (\chi_1^2 + \Delta_1^2)^{1/2} \gg \gamma_2, \gamma_{21} \), \hspace{1cm} (3.15)
i.e., in the case of a strong pump field or large pump detuning or both. To first order in \( \gamma_2/\omega_{BA} \) or \( \gamma_{21}/\omega_{BA} \), we get from Eqs. (3.10) and (3.12)

\( H(t) = \frac{1}{2} \sum_{j=-1}^1 \sum_{m=-1}^1 C_{lm} Z_{lm}(t) , \hspace{1cm} (3.16) \)

where the \( Z_{lm}(t) \) give various transient resonant structures and \( C_{lm} \) give the corresponding weights. Explicit expressions for \( Z_{lm}(t) \) and \( C_{lm} \) are presented in Appendix A.

The transient probe spectra have the property
\( W(t; \delta, \Delta, u(0), v(0), w(0)) = W(t; -\delta, -\Delta, -u(0), v(0), w(0)) \), \hspace{1cm} (3.17)
In steady state, it follows from Eqs. (3.14), (3.16), and (A1)–(A6) that

\[
W(\infty) = |X_2|^2 \text{Im} \left[ \frac{C_{-1,0}}{\Gamma_1 - i(\delta + \omega_{BA})} \right.
+ \frac{C_{00}}{\Gamma_1 - i\delta} \left. + \frac{C_{10}}{\Gamma_2 - i(\delta - \omega_{BA})} \right]
\]

(3.18)

where

\[
\begin{bmatrix}
C_{-1,0} \\
C_{00} \\
C_{10}
\end{bmatrix}
= \begin{bmatrix}
-\sin^2(\frac{1}{2} \theta) \\
\cos \theta & 0 \\
\cos^2(\frac{1}{2} \theta)
\end{bmatrix}
\]

\[
+ \frac{1}{2} \alpha (\epsilon_2 - \epsilon_0 \cos^2 \theta) \sin^2 \theta \begin{bmatrix}
-\sin^2(\frac{1}{2} \theta) \\
-\cos \theta \\
\cos^2(\frac{1}{2} \theta)
\end{bmatrix}
\]

(3.19)

\[
\Gamma_1 = \gamma_2 + \gamma_0 \cos^2 \theta,
\]

(3.20a)

\[
\Gamma_2 = \frac{1}{2}[\gamma_2 + \gamma_2 - \gamma_0 \cos^2 \theta],
\]

(3.20b)

\[
\gamma_0 = \gamma_2 - \gamma_2 + \epsilon_2 \omega_{BA},
\]

(3.20c)

\[
\alpha = \left[ \cos^2 \theta + (\gamma_2 - 2\epsilon_2) \sin^2 \theta \right]^{-1} = \gamma_2 / \Gamma_1
\]

(3.21)

\[
\epsilon_1 = \gamma_2 / \omega_{BA}, \quad \epsilon_2 = \gamma_2 / \omega_{BA}, \quad \epsilon_0 = \gamma_0 / \omega_{BA}.
\]

(3.22)

The quantity \( \Gamma_2 \) is the relaxation rate of dressed-state density matrix elements \( \rho_{\pm, \pm} \), and \( \Gamma_1 \) is that of \( \rho_{\pm, \mp} - \rho_{\mp, \mp} \). As expected, in steady state \( W(\infty) \) is independent of initial atomic conditions. It obeys the symmetry relation

\[
W(\infty; \delta, \Delta) = W(\infty; -\delta, -\Delta)
\]

(3.24)

Clearly, the steady-state probe spectrum is symmetric about \( \delta = 0 \) only if \( \Delta = 0 \).

In the case of resonant pump field (\( \Delta = 0 \)), analytic expressions for \( W \) to all orders in \( \gamma_2 / \Gamma_1 \) and \( \gamma_2 / \Gamma_2 \) can be obtained and are presented in Appendix B.

IV. EFFECTS OF INITIAL ATOMIC CONDITIONS ON TRANSIENT PROBE SPECTRA WITH A STRONG PUMP FIELD

In Sec. III results are given in terms of bare-state density matrix elements. To discuss the transient spectra with a strong pump field, it is convenient to introduce dressed-state density matrix elements. There are two kinds of dressed states. One is the conventional dressed states, in which laser fields are quantized, the other is semiclassical dressed states, in which the laser fields are treated classically. A physical interpretation of probe-absorption spectra is conveniently given in the conventional DAP, as discussed in Sec. II. The conventional dressed-state density matrix elements are related to the bare-state ones through the semiclassical dressed-state density matrix elements. The semiclassical dressed-state density matrix elements are related to the bare-state ones by

\[
\tilde{\rho}_{AA} = \frac{1}{2} \left[ (1 + \eta \sin \theta - w \cos \theta) \right],
\]

(4.1a)

\[
\tilde{\rho}_{BB} = \frac{1}{2} \left[ (1 - \eta \sin \theta + w \cos \theta) \right],
\]

(4.1b)

\[
\tilde{\rho}_{AB} = \tilde{\rho}_{BA} = \frac{1}{2} (w \cos \theta + i \eta + w \sin \theta)
\]

where \( \eta \) is defined in Eq. (3.21).

The classical pump field given in Eq. (3.1) can be represented in the conventional DAP by a coherent state \( |\alpha \rangle \) in the field mode specified by the wave vector \( k_1 \) of the pump field. Correspondingly, the relation between the semiclassical dressed-state density matrix elements \( \tilde{\rho}_{\mu \nu} \) and the conventional ones \( \rho_{\mu \nu} \), may be approximated as

\[
\tilde{\rho}_{\mu \nu} = \sum_n \rho_{\mu \nu}(n),
\]

(4.2)

and

\[
\rho_{\mu \nu}(n) = \tilde{\rho}_{\mu \nu} \frac{|\alpha|^n}{n!} e^{-|\alpha|^2},
\]

(4.3)

with \( |\alpha| \gg 1 \) to satisfy Eq. (2.1).

In terms of the initial values for semiclassical dressed-state density matrix elements, the symmetry relation (3.17) can be rewritten as

\[
W(t; \delta, \Delta, \tilde{\rho}_{AA}(0), \tilde{\rho}_{AB}(0)) = W(t; -\delta, -\Delta, \tilde{\rho}_{BB}(0), \tilde{\rho}_{AB}(0)).
\]

(4.4)

The coefficients \( C_{mn} \) \( (m = -1, 1, 2) \) of the transient resonant structures \( Z_{mn}(t) \) appearing in Eq. (3.16) can also be rewritten by using Eqs. (A2) and (4.1). To lowest nonvanishing order in \( \gamma_2 / \omega_{BA} \), one finds

\[
\begin{bmatrix}
C_{-1,2} \\
C_{02} \\
C_{12}
\end{bmatrix} = i \left[ \tilde{\rho}_{AA}(0) - \tilde{\rho}_{BB}(0) - a \cos \theta \right]
\]

\[
\times \begin{bmatrix}
-\sin^4(\frac{1}{2} \theta) \\
-\frac{1}{2} i \epsilon_0 \sin^2(2 \theta) \\
\cos^4(\frac{1}{2} \theta)
\end{bmatrix}
\]

(4.5a)

\[
\begin{bmatrix}
C_{11} \\
C_{01} \\
C_{11}
\end{bmatrix} = -i \tilde{\rho}_{AB}(0) \sin \theta \begin{bmatrix}
\cos^2(\frac{1}{2} \theta) \\
\sin^2(\frac{1}{2} \theta) \\
2i \epsilon_2 \cos^4(\frac{1}{2} \theta)
\end{bmatrix}
\]

(4.5b)

\[
\begin{bmatrix}
C_{11} \\
C_{01} \\
C_{01}
\end{bmatrix} = -i \tilde{\rho}_{AB}(0) \sin \theta \begin{bmatrix}
\sin^2(\frac{1}{2} \theta) \\
-2i \epsilon_2 \sin^4(\frac{1}{2} \theta) \\
\cos^2(\frac{1}{2} \theta)
\end{bmatrix}
\]

(4.5c)

where \( \epsilon_0 \) and \( \epsilon_2 \) are given in Eq. (3.23).
A. Steady-state probe spectrum in and beyond the secular approximation

Before studying transient probe-absorption spectrum, we first reexamine the steady-state probe spectrum. As shown in Eqs. (3.18) and (3.19) the steady-state spectrum is independent of initial atomic conditions. To zeroth order in \( \varepsilon_21 = \gamma_{21}/\omega_{BA} \) (secular approximation), it consists of an absorption peak and an emission peak for an off-resonant pump field \((\Delta_1 \neq 0)\). For a resonant pump field \((\Delta_1 = 0)\), the probe spectrum vanishes to zeroth order in \( \varepsilon_21 \). These features are illustrated in Fig. 8, where the spectrum shown for \( \Delta_1 = 0 \), although nonvanishing, is smaller than that shown for \( \Delta_1 \neq 0 \) by a factor of order \( \varepsilon_21 \).

These features can be explained quantitatively in the conventional DAP (see Fig. 1). We first note that the steady-state density matrix elements in the semiclassical DAP may be obtained from Eqs. (4.1), (2.2), and (3.2)-(3.4) as (to order \( \varepsilon_21 \))

\[
\begin{align*}
\hat{\rho}_{AA}^{(0)}(\infty) &= \rho_{AA}^{(0)}(\infty) = a \cos \theta, \\
\hat{\rho}_{AB}^{(0)}(\infty) &= -\frac{i}{2} a \varepsilon_21 \sin \theta.
\end{align*}
\]

The probe transition rate between two dressed states is proportional to the absolute square of the dipole matrix element of the two states:

\[
| \langle B_{n+1} | \mathbf{p} \cdot \hat{\mathbf{e}}_2 | A_n \rangle |^2 = | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \cos^2 \frac{\theta}{2}
\]

\[
= | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \hat{B}_{BA}, \\
| \langle A_{n+1} | \mathbf{p} \cdot \hat{\mathbf{e}}_2 | B_n \rangle |^2 = | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \sin^2 \frac{\theta}{2}
\]

\[
= | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \hat{B}_{AB},
\]

\[
| \langle B_{n+1} | \mathbf{p} \cdot \hat{\mathbf{e}}_2 | B_n \rangle |^2 = | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \sin^2 \frac{\theta}{2} \cos^2 \frac{\theta}{2}
\]

\[
= \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \hat{B}_{BB}, \\
| \langle A_{n+1} | \mathbf{p} \cdot \hat{\mathbf{e}}_2 | A_n \rangle |^2 = | \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \sin^2 \frac{\theta}{2} \cos^2 \frac{\theta}{2}
\]

\[
= \mathbf{p}_{21} \cdot \hat{\mathbf{e}}_2 |^2 \hat{B}_{AA}.
\]

where \( \hat{\mathbf{e}}_2 \) is the unit vector of the probe field amplitude \( \mathbf{e}_2 \) and \( \hat{B}_{\mu \nu} \) is a dimensionless transition rate between states \((\mu_n)\) and \((\nu_{n+1})\). We can approximate the transient probe spectrum \( W(t) \) as the sum of the secular approximation \( W^{(0)}(t) \) to \( W(t) \) (of order \( |\chi_1|^2 |\gamma_{12}|^2 \)) and a first-order correction \( W^{(1)}(t) \) (of order \( |\chi_1|^2 \varepsilon_21 \)).

\[
W^{(0)}(t) \approx W^{(0)}(t) + W^{(1)}(t).
\]

The steady-state probe-absorption spectrum is given in Eqs. (3.18)–(3.23). Using Eqs. (4.2), (4.6), and (4.7), one can write the contribution in the secular approximation as

\[
W^{(0)}(\infty) = |\chi_2|^2 \sum_{\mu, \nu = A, B} \sum_n B_{\mu \nu} \text{Re} \left[ \frac{\rho_{\mu_n \nu_n}^{(0)}(\infty) - \rho_{\mu_{n+1} \nu_{n+1}}^{(0)}(\infty)}{\Gamma_{\mu \nu} - i(\Omega_{\nu} - \omega_{\nu_n} - \omega_{\mu_n})} \right],
\]

and the contribution beyond the secular approximation as

\[
W^{(1)}(\infty) = |\chi_2|^2 \sum_{\mu, \nu = A, B} \sum_n (B_{\mu \nu} B_{\mu \nu})^{1/2} \text{Re} \left[ \frac{i \varepsilon_21 \sin \theta \cos \theta [\rho_{\mu_n \nu_n}^{(0)}(\infty) - \rho_{\mu_{n+1} \nu_{n+1}}^{(0)}(\infty)] - 2 \rho_{\mu_n \mu_n}^{(0)}(\infty)}{\Gamma_{\mu \nu} - i(\Omega_{\nu} - \omega_{\nu_n} - \omega_{\mu_n})} \right],
\]

\[
\mu' = A, B, \quad \mu' \neq \mu.
\]
where $\Gamma_{AA} = \Gamma_{BB} = \Gamma_1, \Gamma_{AB} = \Gamma_2$ [see Eqs. (3.20)], and $\omega_{\alpha,\beta}$ is the frequency difference between dressed states $|\nu_{\alpha+1}\rangle$ and $|\mu_{\beta}\rangle$ and takes values $\Omega_1$ or $\Omega_1 \pm \omega_{AB}$. Equation (4.9a) is valid to zeroth order in $\epsilon_{21}$.

To first order in $\epsilon_{21}$ or $\epsilon_0$ atomic relaxation adds three dispersion structures to the steady-state probe spectrum for an off-resonant pump field. The dispersion structures at $\Omega_0 = \Omega_1 \pm \omega_{AB}$ slightly shift these resonances while that at $\Omega_2 = \Omega_1$ may be seen explicitly in Fig. 8(a). For a resonant pump field (all dressed-state populations equal), the entire spectrum is of order $\epsilon_{21}$ and is made up of two dispersion structures located separately at $\Omega_2 = \Omega_1 \pm \chi_1$ [Fig. 8(b)], which is related to $\rho_{\alpha,\beta}(0) = 0$ only [see Eq. (4.9b)].

**B. Transient buildup of probe spectral peaks in the secular approximation**

For the study of transient probe spectra, we consider two kinds of initial conditions—atoms initially prepared (1) in a pure dressed state and (2) in a superposition of dressed states (for example, the ground state).

The probe spectral peaks occur at $\delta = \Omega_2 - \Omega_1 = 0, \pm \omega_{AB}$ as can be seen by examining the coefficients $C_{\alpha,\beta}$ [Eqs. (3.19) and (4.5)]. The probe absorption $W(t)$ is of order $|\chi_2| \gamma_2^{-1}$ at these frequencies. To this order (i.e., in the secular approximation), the buildup of probe absorption and emission peaks may be obtained from Eqs. (3.14), (3.16), (3.19), (4.5), and (A1) as the sum of a nonoscillatory contribution $W(t)$ and oscillatory contribution $\tilde{W}(t)$. For atoms prepared initially in a pure dressed state $|\mu_{\beta}\rangle$ $(\mu = A, B)$, i.e., $\mu_{\alpha}(0) = 1$,

$$W^0(t) = \tilde{W}(t) = \begin{cases} F_1(t) \cos^2(\frac{1}{4} \theta), & \delta = \omega_{BA} \\ 0, & \delta = 0 \\ -F_\mu(t) \sin^2(\frac{1}{4} \theta), & \delta = -\omega_{BA}, \end{cases}$$

(4.10)

where

$$F_1(t) = |\chi_2|^2 \left[ \frac{1 - e^{-\Gamma_1 t}}{\Gamma_2} a \cos \theta + \frac{e^{-\Gamma_1 t} e^{-\Gamma_2 t}}{\Gamma_2 - \Gamma_1} (1 - a \cos \theta) \right],$$

(4.11a)

$$F_B(t) = |\chi_2|^2 \left[ \frac{1 - e^{-\Gamma_1 t}}{\Gamma_1} a \cos \theta - \frac{e^{-\Gamma_1 t} e^{-\Gamma_2 t}}{\Gamma_2 - \Gamma_1} (1 + a \cos \theta) \right].$$

(4.11b)

In the secular approximation the ratio of the peak amplitudes at $\delta = \pm \omega_{BA}$ is independent of time and depends on $\theta$ (or $A_1/A_2$) [see also Figs. 3 and 7(a)].

For atoms initially in the ground state 1, $\tilde{\rho}_{11}(0) = 1$ [i.e., $\tilde{\rho}_{AA}(0) = (1 + \cos \theta)/2, \tilde{\rho}_{BB}(0) = (1 - \cos \theta)/2, \tilde{\rho}_{AB}(0) = -(\sin \theta)/2$],

$$W^0(t) = \tilde{W}(t) + \tilde{W}_1(t),$$

(4.12a)

where

$$F_1(t) = \left| \chi_2 \right|^2 \cos^2 \left( \frac{1}{4} \theta \right), \quad \delta = \omega_{BA}$$

(4.12b)

$$\tilde{W}_1(t) = \begin{cases} 0, & \delta = 0 \\ -F_1(t) \sin^2 \left( \frac{1}{4} \theta \right), & \delta = -\omega_{BA}, \end{cases}$$

$$\tilde{W}_2(t) = \begin{cases} G_1(t) \cos^2 \left( \frac{1}{4} \theta \right), & \delta = \omega_{BA} \\ 0, & \delta = 0 \\ G_1(t) \sin^2 \left( \frac{1}{4} \theta \right), & \delta = -\omega_{BA}. \end{cases}$$

(4.12c)

Note that $G_1(t)$ is proportional to $|\tilde{\rho}_{AB}(0)|$, which implies that the transient oscillations can be traced to a nonvanishing initial value for the dressed-state coherence.

When the pump field is exactly resonant, the probe response in the secular approximation takes a much simpler form. To order $|\chi_2|^2 \gamma_2^{-1}$, the probe response may be obtained (a) for initial condition $\tilde{\rho}_{11}(0) = 1$ from Eqs. (4.10) and (4.11) as

$$W^0(t) = \pm f(t), \quad \delta = \pm \omega_{BA}$$

(4.14)

and (b) for initial condition $\tilde{\rho}_{11}(0) = 1$ from Eqs. (4.12) and (4.13) as

$$W^0(t) = \left| \chi_2 \right|^2 \frac{1}{4} \frac{e^{-\Gamma_1 t} e^{-\Gamma_2 t}}{\Gamma_2 - \Gamma_1} \cos \left( \omega_{BA} t \right), \quad \delta = 0,$$

(4.15)

where

$$f(t) = \frac{1}{4} \frac{e^{-\Gamma_1 t} e^{-\Gamma_2 t}}{\Gamma_2 - \Gamma_1} |\chi_2|^2.$$

(4.16)

These expressions give a qualitative description to order $|\chi_2|^2 \gamma_2^{-1}$ of transient buildup of the probe spectral peaks, which are displayed in Figs. 3, 5, and 7. The transient behavior of the probe peaks arising from atoms initially in level 1 is accurately represented by the secular approximation $W^0(t)$ to the total absorption spectrum $W(t)$. For atoms prepared initially in a pure dressed state, however, the contribution $W^1(t)$ beyond the secular approximation is observable as small oscillations superimposed on the nonoscillatory contribution of $W^0(t)$.

As discussed qualitatively in Sec. II transient probe spectral components can be viewed in the secular approximation as arising from transitions between dressed
states even in the transient case. We also see above that the nonoscillatory contribution $\tilde{W}$ is associated with the population difference between a lower dressed state \( |\mu_n \rangle \) and an upper dressed state \( |\nu_{n+1} \rangle \), while the oscillatory contribution $W$ is related to the coherence between the dressed states, $R_{\mu_n \nu_n}(t)$. To gain further physical insight for the transient behavior of the probe spectral peaks, we rewrite their expressions with arbitrary initial conditions in terms of physical quantities of the conventional DAP. We first obtain the semiclassical dressed-state density matrix elements by using Eqs. (4.1), to recast the peak amplitude of probe component at $t$, where

\[
\mu', \nu' = A, B, \mu \neq \mu, \nu' \neq \nu, \Omega_z = \omega_{\nu_n} - \omega_{\mu_n},
\]

which are consistent with the steady-state limit of Eq. (4.6). It is then possible to use Eqs. (4.2), (4.7), and (4.17) to recast the peak amplitude of probe component at $t = \Omega_z = \omega_{\nu_n} - \omega_{\mu_n}$ as (to order $| X_2 |^{\gamma_2}$)

\[
\rho_+^{(0)}(t) - \rho_-^{(0)}(t) = \rho_{AB}(0) - a \cos \theta e^{-2} + a \cos \theta,
\]

\[
\rho_{AB}(0) e^{-i\gamma_2 + i\omega_{AB} t},
\]

where $\rho_{AB}(0)$ is defined in Eqs. (4.7), (4.9), and (4.19a) (a) the nonoscillatory contribution $\tilde{W}(t)$ is still proportional to the transition rate $B_{\mu_n}$ of the transition but, different from the steady-state limit, it is proportional to time-integrated population difference of the two states, and (b) the amplitude of oscillation from $W(t)$ is proportional to $\tilde{B}_{\mu_n} B_{\nu_n}$, where $\mu'$ represents the other dressed state in the doublet containing $| \mu_n \rangle$. The nonoscillatory contribution $\tilde{W}(t)$ at $\Omega_z = \omega_{\nu_n} - \omega_{\mu_n}$ always vanishes. The ratio of the nonoscillatory contribution $\tilde{W}(t)$ at $\Omega_z = \Omega_1 + \omega_{AB}$ to that at $\Omega_z = \Omega_1 - \omega_{AB}$ is independent of time and initial conditions and equals $-\tilde{B}_{AB} / \tilde{B}_{AB} = -\cos t/2$, the same as in the steady state.

C. Transient probe spectra

A simple quantitative expression (to order $| X_2 |^{\gamma_2}$) for the entire transient probe spectrum can also be obtained in terms of physical quantities in the conventional DAP. Using Eqs. (4.2), (4.7), and (4.17), one can recast the general expressions for the transient probe spectra given in Eqs. (3.14), (3.16), (3.19), (4.5), and (A1) in the form

\[
W^{(0)}(t) = | X_2 |^{\gamma_2} \sum_{\mu, \nu = A, B} \sum_{n} \int_{\tau}^{t} \exp \left[ - (\Gamma_{\mu\nu} + i(\Omega_z - \omega_{\nu_n} - \omega_{\mu_n}))(t - \tau) \right] \]

\[
\times \left[ B_{\mu_n} \rho_{\mu_n \nu_n}(t) - \rho_{\mu_n \nu_n}(t') \right] - (B_{\mu_n} B_{\nu_n})^{1/2} \rho_{\mu_n \nu_n}(t')
\]

\[
- (B_{\mu_n} B_{\nu_n})^{1/2} \rho_{\mu_n \nu_n}(t')
\]

Equation (4.20) is general expressions for transient probe spectra in the secular approximation (i.e., to leading order $| X_2 |^{\gamma_2}$) valid for any initial condition.

Equations (4.9) and (4.18)–(4.20) are given in the conventional DAP. Similar expressions in the semiclassical DAP are readily obtained by changing $\omega_{\nu_n} - \omega_{\mu_n}$ to $\omega_{\kappa_n} + \Omega_1$ ($\omega_{AB} = 0$) and deleting photon-number subscripts and the summation over $n$ from those expressions of the conventional DAP. The semiclassical version of Eqs. (4.18)–(4.20) can be verified from the first principle if one finds $\tilde{\rho}_{A}^{(1)}$ in the semiclassical DAP.

In the following illustrative examples for transient probe spectra we set $\gamma_2 = \gamma_2 / 2$ (no collisions, such as in an atomic beam).

1. Off-resonant pump field

We use expressions for probe absorption given in Eqs. (3.14) and (3.16) and Appendix A. The full transient probe absorption spectra for atoms initially in a pure
dressed state are given in Fig. 9 corresponding to the same initial atomic conditions and parameters as in Fig. 3. As is clearly shown in Fig. 9, for atoms initially prepared in a pure dressed state, absorption-emission doublet is reached in an essentially nonoscillatory manner. For atoms initially in the ground state, \( \tilde{\rho}_{11}(0)=1 \), the full transient probe spectrum is given in Fig. 10 corresponding to the same initial atomic conditions and parameters as in Fig. 5. One sees that the steady-state spectrum is reached in an oscillatory manner. Moreover, at the center of the probe spectrum \( \Omega_2=\Omega_1 \), a transient absorption-emission component is produced for atoms initially prepared in a pure atomic state, but not for atoms initially prepared in a pure dressed state. This component is associated with the dressed-state coherence \( \tilde{\rho}_{AB}(t) \neq 0 \). As implied by Eq. (4.19b), the oscillation of spectral components reflects the oscillation of \( \tilde{\rho}_{AB}(t) \), which further indicates the precession of the Bloch vector \( \mathbf{B} \) about the driving vector \( \mathbf{A} \).

![Figure 9](image9.png)

**FIG. 9.** Transient probe-absorption spectra as a function of both \( \Omega_2-\Omega_1 \) and time \( t \) for the same situation and initial conditions as in Fig. 3, namely, \( \chi_1/\gamma_2 = 20 \), \( \Delta_1/\chi_1 = 0.3 \), and (a) \( \tilde{\rho}_{AA}(0)=1 \). (b) \( \tilde{\rho}_{BB}(0)=1 \). The transient probe response has not yet arrived at its steady-state limit, which is independent of initial conditions and is given in Fig. 8(a).

![Figure 10](image10.png)

**FIG. 10.** Same as in Fig. 9 but for a different initial condition, \( \tilde{\rho}_{11}(0)=1 \). The transient behavior at the peaks is displayed in Fig. 5.

### 2. Resonant pump field

We use the expression given in Appendix B to plot the probe-absorption spectrum for a resonant pump field. The full transient probe-absorption spectra are given in Fig. 11, corresponding to the same initial atomic conditions and parameters as in Fig. 7. One sees that the transient spectrum arising from atoms initially prepared in a pure dressed state is an asymmetric absorption-emission doublet which evolves towards the symmetric steady-state limit shown in Fig. 8(b). The transient spectrum arising from atoms initially prepared in a pure atomic state consists of three oscillatory components centered at frequency \( \Omega_2=\Omega_1, \Omega_1 \pm \chi_1 \), which also eventually decay to the steady-state limit [see Fig. 8(b)].

### V. EFFECTS OF COLLISIONS ON TRANSIENT PROBE SPECTRA WITH A RESONANT PUMP FIELD

Collisions can add new features to the probe-absorption line shape. To study the effects of collisions in a vapor, the above calculation should be generalized to account for the atomic motion. Although such a generalization is not given in this paper, our results can still be used to investigate a particular collision-induced feature in the probe spectra. This feature occurs in the vicinity of \( \Omega_2=\Omega_1 \) and is related to a beat frequency created in atomic state populations at frequency \( \delta=\Omega_2-\Omega_1 \). With allowance for atomic motion \( \delta \) is replaced by \( \delta(v)=((\Omega_2-k_2v)-(\Omega_1-k_1v))=\delta-(k_2-k_1)v \). For nearly copropagating waves \( k_2=k_1 \) one finds \( \delta(v)=\delta \) so that atomic motion does not significantly affect the resonant structure at \( \delta=0 \). Thus, even by studying the "stationary" atom case \( (k_2-k_1)v=0 \), we will obtain information about collision-induced resonances at \( \delta=0 \) applicable to atomic vapor.
The probe response in the presence of a "weak" pump field is given by Eqs. (B2)–(B5) in Appendix B for a resonant pump field. For the study of collisions, we limit the initial atomic conditions to atoms in the ground state. Consequently, the discussion in this section is limited to the initial atomic condition $\hat{\rho}_{11}(0) = 1$, resonant pump field $\Delta_1 = 0$, and a weak pump field satisfying

$$V_1 << \gamma_1 \gamma_2, (\gamma_2 - \gamma_1)^2.$$  \hfill (5.1)

When inequality (5.1) holds, the steady-state probe absorption profile with a resonant pump field is [see Eqs. (B2)–(B5)]

$$W(\infty) = \tilde{\bar{\rho}}_{11}(0) = 1, \quad \frac{\gamma_1}{\gamma_2} = 20$$  \hfill (5.2)

which is basically a Lorentzian profile of full width at half maximum (FWHM) $2\gamma_1$ and height $\tilde{\gamma}_2 \gamma_2^1$. In the presence of collisions ($\gamma_2 > \gamma_1/2$), a collision-induced narrow hole of FWHM $2\gamma_2$ and depth $(\gamma_1^2/\gamma_2^2)\gamma_2$ appears at the center of the probe-absorption profile. In the absence of collisions, this hole is absent and one has the linear absorption profile for the probe (to order $(\gamma_1/\gamma_2)^2$).  

We plot the full transient probe spectra for parameters (a) $\gamma_1 = 0.1 \gamma_2$, $\gamma_2 = 0.1 \gamma_2$, and (b) $\gamma_1 = 0.07 \gamma_2$, $\gamma_2 = 0.05 \gamma_2$ in Fig. 12. For a clearer illustration, the transient buildup at hole center ($\Omega_2 = \Omega_1$) and hole "borders" ($\Omega_2 = \Omega_1 \pm 2 \gamma_2$) are plotted in Fig. 13. One sees that probe-absorption spectrum is symmetric and the hole is formed after $t > 1$. The probe absorption at line center first rises rapidly at rate $\gamma_2$, then it relaxes slowly to the steady-state line shape at rate $\gamma_2$. The transient probe spectrum can be expressed approximately as
TRANSIENT PROBE SPECTRA IN A DRIVEN TWO-LEVEL ATOM

FIG. 13. The transient response at hole center \( \Omega_1 = 0 \) and hole borders \( \Omega_1 = \pm 0.16 \gamma_{21} \) for the same situation and initial condition as in Fig. 12. A hole border is that frequency for which there is a local maximum in the steady-state probe-absorption spectrum. The short lines on the right-hand side indicate the steady-state values.

\[
W(t) = |Y_2|^2 \frac{\gamma_{21}}{\gamma_1 + \delta^2} \left[ 1 + \frac{Y_1^2 \exp(-\gamma_{21} t)}{2 \gamma_{21}} \right] - \frac{\gamma_{11} - \gamma_{12}}{\gamma_{21} - \gamma_{22}^2} \gamma_{21}^2 \left[ \gamma_{21} \gamma_{21}^2 \left[ \gamma_{21}^2 + \delta^2 \right] \right] \text{ for } \exp(-\delta^2/\gamma_{21} t) < 1 .
\]

(5.3)

VI. EFFECTS OF COLLISIONS FOR LARGE PUMP DETUNING

The steady-state probe-absorption spectrum is given by Eq. (3.18). For large pump detunings \( \Delta_1 \gg \gamma_1^2 \), it consists of a large linear absorption peak at \( \Omega_2 = 0 \), a "Raman" emission peak at \( \Omega_2 = 2 \Omega_1 - \omega_{21} \), and a dispersion structure at \( \Omega_2 = \Omega_1 \). The dispersion structure arises from atomic relaxation and is described by the term \( \text{Im}[C_{00}/\Gamma_1 - i\delta] \) in Eq. (3.18). For large detunings,

\[
\left( \gamma_2 / \Delta_1 \right)^2 << 1 , \quad \gamma_2 / \gamma_{21} ,
\]

(6.1)

\( C_{00} \) can be written as

\[
C_{00} = \frac{-\chi_1^2}{2 \Delta_1} \left[ 2 \gamma_{21} - \gamma_2 \frac{\omega_{BA}}{\gamma_2} 1 - \frac{\gamma_{21} x_1^2}{\gamma_1^2 \Delta_1} + \frac{\gamma_{11} - \chi_1^2}{\omega_{BA} \Delta_1} \right].
\]

(6.2)

Consequently, the dispersion structure is of order \( (\gamma_{21} / \omega_{BA}) \left( \gamma_1 / \Delta_1 \right)^2 \) (relative to the linear absorption peak) in the presence of collisions and of order \( (\gamma_{21} / \omega_{BA}) (\gamma_1 / \Delta_1)^2 \) in the absence of collisions. To order \( (\gamma_{21} / \Delta_1)^2 \), it appears only when \( \gamma_{21} = \gamma_{22} / 2 \).

The discussion in this section for transient spectra is limited to initial condition \( \beta_{11}(0) = 1 \) and the large pump detuning condition \( \Delta_1 \gg \gamma_1^2 \). Among 12 terms of \( \text{Im}[C_{00}Z_{01}(t)] \) [see Eqs. (3.16), (A1), and (A2)], four \( (m = 00; 02; 0; 1) \) are resonant at \( \Omega_2 = \Omega_1 \). None of the four terms, however, gives a dispersion structure at early times. Only for later times does \( \text{Im}[C_{00}Z_{01}(t)] \) give a dispersion structure. Explicitly, at early time,

\[
W(t) = |Y_2|^2 \exp(-\gamma_{21} t) \left[ \gamma_2^2 / 2 \Delta_1 \left[ \gamma_1^2 (\sin^2(\omega_{BA} t) - \sin((\omega_{BA} - \delta) t)) + \sin((\omega_{BA} - \delta) t) \right] \right] \text{ for } \gamma_{21} t \leq 1 , \quad \delta < \omega_{BA} .
\]

(6.3)

The transient probe absorption is of order \( Y_2^2 (\gamma_1 / \Delta_1)^2 \) at \( \Omega_2 = \Omega_1 \), which is much larger than that of steady state [of order \( Y_2^2 (\gamma_{21} / \omega_{BA}) (\gamma_1 / \Delta_1)^2 \)]. The transient probe spectra under the condition (6.1) oscillates many cycles before it is damped out by relaxation. Consequently, we show only full transient probe spectra at two sets of times shifted from each other by \( \pi / 2 \omega_{BA} \). We plot the transient probe spec-
FIG. 14. The central part of transient probe spectra in the presence of collisions \((\gamma_2/\gamma_1=1.5)\) in the large pump detuning case as a function of both frequency \((\Omega_2-\Omega_1)/\omega_{BA}\) and time \(t/T = 2\pi/\omega_{BA}\) for initial condition \(\rho_{ij}(0)=1\) and parameters \(\gamma_1/\gamma_2=20\), \(\Delta_1/\chi_1=4\). The step length in time \(t/T\) is 3 with starting point (a) \(t/T=0\) and (b) \(t/T=1/4\), so that the transient spectra do not show oscillatory structure, but only an envelope. The height of the large absorption peak at steady state is about 56 times as high as that of the highest spectral point shown in (a).

FIG. 15. Same as in Fig. 14 but in the absence of collision \((\gamma_2/\gamma_1=0.5)\). The height of the large absorption peak at steady state is about 85 times as high as that of the highest spectral point shown in (a).

VII. DISCUSSION

Atoms in the upper (lower) dressed state correspond to the Bloch vector \(B\) parallel (antiparallel) to the driving vector \(\Omega_B\). Preparing atoms in a pure dressed state can be accomplished by a phase-switching method. For a resonant pump field \(\Delta_1>0\) \((\Delta_1<0)\), preparing atoms in the lower (upper) dressed state is made by an application of a \(\pi/2\) pulse followed by a quick \(\pi/2\) phase change. For an off-resonant pump field \(\Delta_1<0\), preparing atoms in the lower (upper) dressed state with \(\Delta_2+\Delta_1<0\) \((\Delta_2+\Delta_1>0)\), however, needs more discussion. If \(V_1 \geq V^3/\Delta_1\), i.e., \(\theta-\pi/2 \leq \pi/6\), a pulse of duration \(\tau\) at pump frequency \(\Omega_1\) followed by a fast phase increase (decrease) \(\Delta\phi_1\) aligns the Bloch vector \(B\) parallel (antiparallel) to the driving vector \(\Omega_B\)—atoms in the...
upper (lower) dressed state, where
\[ \tau = \omega_B \left\{ \pi - \arccos \left( \frac{1 - 2 \cos^2 \theta}{1 - 2 \sin \frac{\pi}{2}} \right) \right\} \]
\[ = \omega_B \left\{ \pi - \arccos \left( \frac{1 + (\gamma_1/\Delta_1)^2}{2} \right) \right\}^{-1}, \quad (7.1) \]
and
\[ \Delta \phi_1 = \pi - \arctan \left( \frac{1 - 2 \sin \left( \frac{\pi}{2} - \theta \right)}{1 - 2 \sin \theta} \right)^{1/2} \]
\[ = \pi - \arctan \left( \frac{1 + (\gamma_1/\Delta_1)^2}{2} \right)^{1/2} \times \frac{1 + (\gamma_1/\Delta_1)^2 - 2}{1/2}, \quad (7.2) \]

If \( \Delta_1 > 0 \) (\( \Delta_1 < 0 \)) and \( \gamma_1 < \sqrt{3} |\Delta_1| \), i.e., \( |\theta - \pi/2| > \pi/6 \), a pulse at frequency \( \Omega \), followed by a quick phase change (one pulse–phase-switching cycle) can never put atoms in the upper state and can always be put in the lower state. In this case the preparation of the upper (lower) dressed state can be accomplished by the application of two pulse–phase-switching cycles (for example, the first cycle consists of a pulse of duration \( \pi/\omega_B \) with frequency \( \Omega_1 \), and a \( \pi \) phase change) when \( \theta - \pi/2 < \pi/10 \) or more such cycles (when \( \theta - \pi/2 > \pi/10 \)). It can also be made by first applying a resonant pulse of area \( \pi \) to put atoms in level 2 and then employing one pulse–phase-switching cycle at frequency \( \Omega_1 \).

In summary, the transient response of two-level atoms in an atomic beam to a step-function weak probe and a strong pump field has been studied. The transient spectra of probe absorption is a sensitive function of the initial conditions of the dressed atoms. When atoms are initially in a superposition of dressed states, the absorption and emission peaks exhibit oscillations as they evolve towards their steady-state values. Moreover, novel spectral features at \( \Delta_1 = \Omega_1 \pm \gamma_1 \), which are absent in the steady-state limit, can be observed in the transient regime. The transient probe spectrum arising from atoms initially prepared in a pure dressed state consists of one absorption and one emission component, while that arising from atoms initially in an atomic state is symmetric and consists of three oscillatory components. All these can be physically explained by using the conventional dressed-atom picture (DAP). In the secular approximation (i.e., to leading order \( \gamma_2 \gamma_1^{-1} \)), Eq. (4.20) gives quantitative expressions for probe spectra valid in both the transient and steady-state limits.

The effects of collisions on transient probe spectra were also studied. The narrow central hole on the large absorption peak found in the steady state for a resonant weak pump field is formed after \( t \geq \gamma_2^{-1} \). The dispersion structure at \( \Omega_2 = \Omega_1 \) found in the steady state of the large pump detuning case may be seen in the presence of collisions only after \( t \gg \gamma_2^{-1} \).
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**APPENDIX A: EXPRESSION FOR \( Z_{im}(t) \) AND \( C_{im} \)**

\[
Z_{s0} = \frac{1 - \exp[-i\Gamma_1 - ibt]}{\Gamma_1 - ib}, \quad (A1a)
\]
\[
Z_{s0} = \frac{1 - \exp[-i(\Gamma_2 - \omega_B)]t}{\Gamma_2 - i(\delta + \omega_B)}, \quad (A1b)
\]
\[
Z_{02} = \exp(i\delta t) - \frac{1}{i\delta} \exp(-\Gamma_1 t), \quad (A1c)
\]
\[
Z_{1,0} = \frac{\exp(-\Gamma_1 t) - \exp[-(\Gamma_2 - \omega_B) t]}{\Gamma_2 - i(\delta + \omega_B)}, \quad (A1d)
\]
\[
Z_{1,1} = \frac{\exp[-(\Gamma_2 - i\omega_B) t] - \exp[-(\Gamma_1 - i\delta) t]}{\Gamma_1 - \Gamma_2 - i(\delta + \omega_B)}, \quad (A1e)
\]
\[
Z_{0,1} = \exp(i\delta t) - \frac{1}{i\delta} \exp[-(\Gamma_2 + i\omega_B) t], \quad (A1f)
\]
\[
Z_{1,1} = \frac{\exp[(\delta + \omega_B) t] - \exp[(\gamma_1/\Delta_1)^2 + \omega_B) t]}{i(\delta + 2\omega_B)}, \quad (A1g)
\]
\[
C_{im\ell} = \frac{1}{\lambda} \sin^2 \theta \cos \theta \sin^2 \theta \cos \theta, \quad (A2a)
\]
\[ C_{1,0} = \pm \frac{1}{2} a (1 \pm \cos \theta) \left[ (1 \pm \cos \theta) \cos \theta + (\epsilon_{21} - \epsilon_0 \cos^2 \theta) \sin^2 \theta \right] \]  
(A2b)

\[ C_{0,2} = \frac{1}{2} \epsilon_0 \left[ u(0) \sin \theta - [w(0) + a] \cos \theta \sin^2 (2 \theta) \right] \]  
(A2c)

\[ C_{1,1} = \pm \frac{1}{2} (1 \pm \cos \theta) (u(0) \cos \theta - [w(0) + a] \cos \theta - \epsilon_{20} \sin \theta \cos \theta) (1 \pm \cos \theta) \]  
(A2d)

\[ C_{1,1} = -\frac{1}{2} \sin \theta \left[ u(0) \cos \theta \pm i w(0) \sin \theta \right] \left[ (1 \pm \cos \theta) (1 \pm i \epsilon_0) - 2 \epsilon_0 \sin^2 \theta \cos \theta \right] \]  
(A2e)

\[ C_{0,1} = -\frac{1}{2} \sin \theta \left[ u(0) \cos \theta \pm i w(0) \sin \theta \right] (1 \pm \cos \theta) \]  
(A2f)

\[ C_{1,-1} = \pm \frac{1}{2} \epsilon_0 \left[ u(0) \cos \theta \pm i w(0) \sin \theta \right] (1 \pm \cos \theta) \sin \theta \]  
(A2g)

where

\[ \Gamma_1 = \gamma_{21} + \gamma_0 \cos^2 \theta \]  
(A3a)

\[ \Gamma_2 = \frac{1}{2} (\gamma_2 + \gamma_{21} - \gamma_0 \cos^2 \theta) \]  
(A3b)

\[ \gamma_0 = \gamma_{21} - 2 \gamma_{21} \]  
(A3c)

\[ \cos \theta = \Delta_1 / \omega_{BA}, \quad \sin \theta = \chi_1 / \omega_{BA}, \quad 0 \leq \theta \leq \pi \]  
(A4)

\[ a = [\cos^2 \theta + \gamma_{21} / \gamma_1 \sin^2 \theta]^{-1} = \gamma_2 / \Gamma_1 \]  
(A5)

\[ \epsilon_2 = \gamma_2 / \omega_{BA}, \quad \epsilon_{21} = \gamma_{21} / \omega_{BA}, \quad \epsilon_0 = \gamma_0 / \omega_{BA} \]  
(A6)

APPENDIX B: EXACT SOLUTION OF PROBE ABSORPTION FOR A RESONANT PUMP FIELD

When the pump field is exactly resonant (\( \Delta_1 = 0 \)), expressions for all the eigenvalues of the matrix \( L \) are quite simple. Consequently, \( \hat{\rho}^{-1} \) is readily obtained to all orders in \( \gamma_2 / \chi_1 \) and \( \gamma_{21} / \chi_1 \) from Eqs. (3.10b). Again, \( \hat{\rho}_A \) can be written in the form

\[ \hat{\rho}_A(t) = \xi h(t) e^{i \theta(t)} + \xi^* q(t) e^{i \theta(t)} \]  
(B1)

where \( q(t) \) gives a four-wave-mixing response and

\[ h(t) = \frac{1}{2} \sum_{i} \sum_{1} c_{i m} \xi_{i m} (t) \]  
(B2)

\[ c_{i m} = \frac{1}{2} i \epsilon_i \xi_{i m} \]  
(B3a)

\[ c_{1,0} = \frac{1}{2} i \epsilon_i \left[ i \xi_{21} + \eta (1 + i \xi_{21}) \right] \]  
(B3b)

\[ c_{1,0} = 0 \]  
(B3c)

\[ c_{1,2} = \pm \frac{1}{2} \eta u(0) \]  
(B3d)

\[ c_{0,1} = -\frac{1}{2} (i \eta^{-1} - i \epsilon_0) (\xi \pm \xi_i) \]  
(B3e)

\[ c_{0,1} = -\frac{1}{2} i \eta (\xi \pm \xi_i) \]  
(B3f)

\[ c_{1,1} = \pm \frac{1}{2} \epsilon_0 (1 + \frac{1}{2} i \epsilon_0 \eta) (\xi \pm \xi_i) \]  
(B3g)

\[ \eta = \chi_1 / \sigma, \quad \sigma = (\chi_2 - \frac{1}{2} \gamma_0^2)^{1/2} \]  
(B4a)

where

\[ \xi = 1 / (1 + \epsilon \xi_{21}), \quad \epsilon \xi_{21} = \frac{1}{2} i \eta [u(0) + \frac{1}{2} \epsilon_0 \eta (\xi_2 + \xi_{21})] \]  
(B4b)

\[ \zeta = \frac{1}{2} [v(0) + \epsilon_1] \]  
(B4c)

\( z_{im} \) are obtained from \( Z_{im} \) [see Eqs. (A1)] by changing \( \omega_{BA} \) to \( \sigma \); \( \xi_2, \epsilon_{21}, \) and \( \zeta_0 \) are the values of \( \epsilon_2, \epsilon_{21}, \) and \( \epsilon_0 \) at \( \Delta_1 = 0 \), respectively.

Probe absorption is proportional to

\[ W(t; \delta, \eta, \epsilon_2, \epsilon_{21}, \epsilon_0) = \frac{1}{2} \chi_2 \left| W(t; \delta, \eta, \epsilon_2, \epsilon_{21}) \right|, \]  
(B5)

which has the symmetry relation

\[ W(t; \delta, \eta, \epsilon_2, \epsilon_{21}, \epsilon_0) = W(t; -\delta, -\eta, \epsilon_2, \epsilon_{21}) \]  
(B6a)

or in terms of the semiclassical dressed-state initial conditions,

\[ W(t; \delta, \hat{\rho}_{BA}(0), \hat{\rho}_{AB}(0)) = W(t; -\delta, \hat{\rho}_{BA}(0), \hat{\rho}_{AB}(0)) \]  
(B6b)

As \( t \to \infty \), \( W \) is only a function of \( \delta \). Consequently, in steady state the probe absorption spectrum with a resonant pump field is symmetric about \( \Omega_2 = \Omega_1 \).
Pump-field–interaction representation is defined by

\[ | \phi_1 \rangle = \exp(\imath \tilde{q} / k \cdot r + \phi_1) | \tilde{q} \rangle, \]

\[ | \phi_2 \rangle = | \tilde{q} \rangle, \]

for which

\[ \rho_{\phi_2} = \rho_{\tilde{q}} \exp(\imath (\tilde{q} / k \cdot r + \phi_1)), \]

\[ \rho_{\phi_1} = \rho_{\tilde{q}}. \]


The semiclassical dressed states are defined in terms of bare states in the pump-field–interaction representation as

\[ | A \rangle = \cos(\frac{1}{2} \theta) | 1 \rangle + \sin(\frac{1}{2} \theta) | 2 \rangle, \]

\[ | B \rangle = -\sin(\frac{1}{2} \theta) | 1 \rangle + \cos(\frac{1}{2} \theta) | 2 \rangle. \]