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Contract F49620-83-C-0118 entitled “Coupling Linearized Far-Field Boundary Conditions with Non-
linear Near-Field Solutions in Transonic Flow” was sponsored by the Air Force Office of Scientific Re-
search. The objective of this contract was to develop an efficient procedure for calculating pressure
distributions and generalized forces in unsteady transonic flow for use in the evaluation of the flutter char-
acteristics of aircraft.

Participants at the Boeing Commercial Aircraft Company include: Dr. Richard Ensminger, program
manager; William S. Rowe, principal investigator; Dr. F. Edward Ehlers, and Warren H. Weatherill; all
of the Flutter Research Group of the Structures Technology Department, Research and Development; and
Dr. Roger Grimes of the Boeing Computer Services Company. The program manager for AFOSR was

Dr. Anthony Amos of the Directorate of Aerospace Sciences.

This report describes the theoretical developments and validation studies accomplished during the
course of the contract.
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1.0 INTRODUCTION

Historically, flutter analysis of three-dimensional airplane configurations has been limited to the
linearized (nonshock) flow regime where solutions are obtained for a relatively small number of
unknowns. Unsteady loadings used in linearized flutter predictions are usually obtained by coupling
assumed pressure distributions with a linearized kernel function to match the lifting surface
normalwash boundary conditions. The number of unknowns is limited to the number of assumed
pressure distributions that are distributed in a continuous fashion or applied as localized panel loadings
over the lifting surfaces. Unsteady loadings obtained using panel methods (Doublet-Lattice or SOUSSA)
usually limit the number of unknowns to some value that is less than 1000, even for a complicated 3D
configuration. The number of unknowns to be evaluated in analysis using continuous pressure
distributions is usually an order of magnitude less than that required in panel methods. That is, the
number of unknowns is less than 100 when continuous pressures are used.

Transonic flutter predictions of some high aspect ratio wings have been successfully accomplished
by applying experimental modification factors to the aerodynamic coefficients of linearized theory.
Again, the number of unknowns to be evaluated is relatively small, and this problem size can be easily
accepted on the relatively small core computers in use today. Transonic flutter predictions are needed
early in the design stage to provide guidance for improving and validating airplane performance. It has
been demonstrated that some high performance supercritical airfoils have severe flutter characteristics
that need to be identified early in the design stage so that proper design changes can be applied to provide
a stable flight system. It is nearly impossible to accurately represent unsteady surface pressures that
contain an osciliating shock by means of a linear combination of assumed surface pressure distributions.
Shocks that develop in transonic flows are not restricted to a localized region of the surface but extend out
into the flow field away from the lifting surface and affect the entire flow field. Consequently, the velocity
flow field around an airfoil having an embedded shock needs to be determined by a means that is more
powerful than that used in nonshock flow analyses. A method that has proven successful in predicting
the velocity field around an airfoil having attached shocks is one that determines the spatial variation of
the velocity field from simultaneous solutions of the nonlinear differential equation evaluated at the
intersections of a three-dimensional grid network that encompasses the airfoil. The number of unknowns
to be evaluated in the 3D grid network may easily range up to 100,000 unknowns even for an analysis of
an isolated lifting surface. The large number of unknowns taxes the limitations of present large core
computers (such as the CRAY) when used in predicting unsteady loadings on isolated 3D surfaces.
Consequently, unsteady loadings on complete 3D airplane configurations in unsteady transonic flow
conditions must be deferred until extremelv large core computers are available in the future unless
procedural modifications can be developed and applied to substantially reduce the number of solution
unknowns.
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2.0 NOMENCLATURE

a Streamwise dimension of mesh region
b Root semichord of wing or semichord of airfoil W'\
C, Local pressure coefficient -

fix,y,t) Instantaneous wing shape defined by z, = dflx,y,t)

£, Undisturbed wing or airfoil shape o
f, Unsteady contribution to wing or airfoil shape '\‘:3?
<
ik x,y,z subscripts and indices for points in the mesh
R
i q. Fk#’ Y
K Transonic parameter, (1 - M2)/(MZe) ::)'::
M Freestream Mach number
I Mesh point indices E§
N 2 3N
U, Freestream velocity '
o
t Time in units of b/U, "
i

X,.YoZo Dimensionless physical coordinates

x',y';z’  Variables of integration A
Y Ratio of specific heats for air AR
N -‘_‘(
AC, Jump in pressure coefficient
A, Jump in ¢, at plane of wing or vortex wake '?')}:J
APy, Jump in ¢,, at wing trailing edge TN
QY
4 Thickness ratio
a8
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2.0 NOMENCLATURE (Concluded)
i, wM/(1 - M?)
o(x,y) Source distribution over mesh boundary
¢ Complete, scaled perturbation velocity potential

Do Steady scaled perturbation velocity potential

P Unsteady scaled perturbation velocity potential
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Reduced frequency
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3.0 BACKGROUND INVESTIGATION

Given the difficulties resulting from the large number of unknowns required by current finite
difference solution procedures, it is of interest to examine techniques for reducing the number of
solution unknowns.

Numerical studies for this report began by using an existing finite difference computer program for
unsteady transonic two-dimensional flow known as OPTRAN2 (ref. 1). The equations for OPTRAN2 are
derived by simplifying the full time-dependent potential equations by assuming small disturbances and
then separating the potential into steady and unsteady parts. The equation for the steady potential at
high subsonic Mach numbers is the well-known nonlinear transonic equation. The equation for the
unsteady potential, after assuming simple harmonic motion, is linear but with spatially varying coeffi-
cients which are functions of the steady potential. Shock motions are included as small motions about
the steady-state location. Solutions are obtained either by direct solution or, for a limited range of Mach
numbers and reduced frequency, by relaxation methods.

Unsteady loading predictions obtained from OPTRANZ2 compare favorably with predictions ob-
tained from other transonic computer programs such as the results of XTRAN2 (ref. 2), a “time-
integration” procedure, as illustrated in Figure 1.

Results of one of the numerical excursions are shown in Figure 2, which presents a comparison of
the velocity potential spatial variation above and below the wing plane (at the midchord station) for a
flat plate and a NACA 64A010 airfoil section. The potential discontinuity across the finite thickness
airfoil is greater than that obtained for the zero thickness airfoil. Spatial characteristics are quite
similar at small distances away from the mean planes. A similar trend may also be observed for the
spatial variation of the velocity potentials of the MBB-A3 airfoil section that is shown in Figure 3.

In both comparisons, the differences between potentials of finite thickness and zero thickness air-
foils appear to be significant only in localized regions in the near vicinity of the airfoil. Effects of
nonlinearities tend to diminish rapidly with increasing distance from the airfoil, so the potential distri-
bution of the shock loaded finite thickness airfoil rapidly approaches the linearized solution of the zero-
thickness airfoil. It appears that there is a substantial region of the finite difference grid network where
the flowfield takes on linear characteristics that do not need to be evaluated by finite difference proce-
dures. Consequently, the size of the grid network may be greatly reduced by taking advantage of the far-
field linearity characteristics of the nonlinear solution by coupling an appropriate linear far-ficld
solution with the nonlinear near-field solution. A schematic of such a modificaticn procedure is shown in
Figure 4.

The grid network would be reduced to some moderate size and the solution region would be sepa-
rated into two parts. The linearized solution region outside of the network would extend to infinity from
the outer boundary and the nonlinear solution region would be confined to the interior grid network.
Sources (and perhaps doublets) of unknown strengths would be applied to the outer faces of the grid
network in order to couple the two dissimilar solution regions. Solution coupling is obtained by match-
ing both the velocity potential and its normal derivative on the interface boundary of the reduced size
network.

Results of the preliminary investigation indicated that it may be possible to achieve a five-to-one
reduction in the number of solution unknowns. A schematic (fig. 5) shows the network reduction that is
thought to be possible for transonic analyses of isolated two-dimensional lifting surfaces.
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4.0 OVERALL APPROACH

This research is directed toward determining the feasibility of coupling linearized far-field with
nonlinear near-field solution procedures to reduce the size of finite differencing grid networks presently
required in transonic analysis of three-dimensional airplane configurations.

The research is divided into two parts. The first part involves evaluating the feasibility of coupling
two dissimilar solution procedures in the analysis of two-dimensional airfoil sections with an ultimate
goal of demonstrating the capability of predicting unsteady loadings on a two airfoil (e.g., a wing-tail
combination) problem. The second part consists of extending the analysis to three-dimensional lifting
surfaces.

Existing finite difference computer programs developed to predict unsteady loadings on two-
dimensional and three-dimensional isolated lifting surfaces are to be modified by inserting algorithms
necessary to couple the linear and nonlinear solution procedures. The existing computer programs to be
modified are the Boeing-developed programs designated as OPTRAN2 and OPTRANS3.

OPTRAN2? is a finite differencing program developed to evaluate unsteady loadings on two-
dimensional airfoil sections due to infinitesimal oscillations about a steady angle of attack. Potential
solutions may be obtained for zero-thickness or finite thickness airfoil sections. Viscosity effects are not
accounted for in the program formulation; however, finite thickness loading predictions appear to be
reasonable when compared with experimental data. Also, loading predictions for the zero-thickness case
converge to values obtained from linearized theories that are known to be accurate.

OPTRANS is an extension of OPTRAN2 and has been formulated to predict unsteady transonic
loadings on isolated three-dimensional wing configurations.

Major tasks involved in the two-dimensional investigation are identified as follows:

1. Develop analytical expressions for the far-field potentials due to sources (and perhaps doublets) dis-
tributed on the outer face of the grid network.

2. Develop necessary algorithms to couple the two-solution procedures, modify OPTRAN2, and check
the program for accuracy of calculation.

3. Evaluate the validity of the coupling procedure by comparing computed results with exact predic-
tions on a two-dimensional zero-thickness airfoil.

4. Compare predictions of the coupling procedure with results obtained from a full-grid analysis of
OPTRAN?2 applied to airfoils having attached shocks.

5. Demonstrate capability of predicting unsteady loadings on two airfoils in same flowfield (similar to a
wing-tail combination).

Major tasks to be accomplished in the three-dimensional portion of this investigation are essentially
the same as those described in the two-dimensional portion, with the exception that program modifica-
tions are to be applied to the finite span lifting surface program, OPTRAN3 and wing-tail combinations
will not be included here.
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5.0 TWO-DIMENSIONAL INVESTIGATION
5.1 ANALYTICAL DERIVATIONS

All analytical expressions necessary to couple two dissimilar solution regions have been derived and
are given in Appendixes A, B, C, and D.

Expressions for the spatial variation of the velocity potentials caused by distributions of sources
and/or doublets and the infinite wake are given in Appendix A.

Equations necessary to couple the linearized far-field potentials with the finite differencing near-
field potentials are derived in Appendix B.

Appendix C contains the expressions used to evaluate the potential due to the infinite wake. The
potentials due to the infinite wake are reduced to matrix coefficient form in Appendix D.

5.2 BASIC EQUATIONS EVALUATED BY OPTRAN2

Since the mathematical derivation of the method for the solution of the unsteady velocity potential
for the flow about a harmonically oscillating wing is presented in Reference 1, the discussion here will
be limited to a brief outline for the procedure for two dimensions. A more detailed discussion of the
equations for three-dimensional flow is given in Appendix E. The complete nonlinear differential equa-
tion was simplified by assuming the flow to be a small perturbation from a uniform stream near the
speed of sound. The resulting equation for unsteady flow is

K- =D, - r+ Do) @z + Py - 200y +py)le = 0, ey
where K = (1 - M2)/(MZ), M is the freestream Mach number of velocity U, in the x direction, x and y are
made dimensionless to the semichord b of the airfoil and the time t to the ratio b/U,. With the airfoil
shape as a function of time defined by the relation

Yo = df(x,t),
the linearized boundary condition becomes

oy = fi(x,b) + £i(x,0). 2)

The quantity ¢ is associated with properties of the airfoil (such as maximum thickness ratio,
camber, or maximum angle of attack) and is assumed to be small. The coordinate is scaled to the
dimensionless physical coordinate y, according to

y = 613 M3y,
and ¢ is given in terms of 4 by

€ = (6/M?3,

The pressure coefficient is found from the relation

C, = - 2, + @y).
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The preceding differential equation is simplified by assuming harmonic motion and by assuming
the velocity potential to be separable into a steady-state potential and a potential representing the
unsteady effects. We write for the perturbation velocity potential

@ = @gx,y) + @iz, )t 3)
and for the body shape
¥o = dfix,t) = & [f(x) + fy(x)el“.

Since the steady-state terms must satisfy the boundary conditions and the differential equation in
the absence of oscillations, we obtain

(K- + Do Jepo_ + Po,y, = 0 @
with
®o, = fox), y=0 -1<x<1. (5)

On the assumption that the oscillations are small and products of ¢, may be neglected, equations (1) and
(2) with the aid of equations (4) and (5) yield

K-+ Do) or,} + o1y, - 2iwe) @1, + ap; =0, )
where

q = e - iwly - Dopg_,
subject to the wing boundary conditions

@1, = fi, +iofi®,y =0, -1<x<L, @

The differential equation of { 6 ) is of a mixed type, being elliptic or hyperbolic whenever the steady
state equation ( 4 ) is elliptic or hyperbolic. The finite difference equations are formulated by using
central differencing in defining the y and z derivatives, whereas the x derivatives are evaluated using
central differencing whenever the region is subsonic (having elliptic characteristics). Upstream (or back-
ward) differences are applied in defining the x derivative at all hyperbolic stations.

The boundary condition requirement that the pressure be continuous across the wake from the
trailing edge was found in terms of the jump in potential A, to be

bepy =Agpy, &7, ®)

where Ag,__is the jump in the potential at x = x,, just downstream of the trailing edge and is determined
to satisfy the Kutta condition that the jump in pressure vanish at the trailing edge. The quantity Ay, is
also used in the difference formulation for the derivative @1, to satisfy continuity of normal flow across
the trailing edge wake.

The system of equations that is solved by OPTRANZ is the set of linear spatially variable coefficient
equations given by equation (6), where only the unsteady part of the potential is being evaluated. The
total potential given by equation (3) is composed of an unsteady part and a steady part.
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OPTRAN?2 does not solve for the steady potentials - that is, it evaluates only the unsteady
potentials. Evaluation of the unsteady loadings on a finite thickness airfoil requires that the steady-state
potential distribution be obtained from an external source for input to OPTRAN2. The steady-state
program that has been used in this investigation is known as TSFOIL and is described in Reference 3.

Total potentials are obtained by adding the steady potentials of TSFOIL to the unsteady potentials
of OPTRANZ2. Solutions for the unsteady potentials are obtained by a direct solution since the equations
are linear but have spatially variable coefficients.

5.3 MODIFICATION PROCEDURES APPLIED TO OPTRAN2

In the finite difference formulation for a boundary value problem of a partial differential equation,
boundary conditions must be specified on the mesh boundaries to make the system of equations solvable.
For the case of harmonic oscillations on a wing, the proper boundary conditions require outgoing waves.
The far-field solution can be approximated by the classical linearized equation. The research described
here is the investigation of prescribing singularity distributions on the mesh boundaries and matching
the resulting outer solution with the inner finite difference formulation.

Sources are distributed along individual segments of the outer boundary (as shown in fig. 6) in order
to provide continuity in the velocity potential and its normal derivative at the outer boundary.

Velocity potentials and their derivatives are calculated for each of the solution matching stations
that are located on the boundary of the reduced sized grid network. The potential calculation involves
evaluating the potential due to each of the triangular shaped source distributions and the potential due
to the infinite wake.

The equation for the velocity potential for a control station derived in References 1 and 4 is given by

lllMx 1MX b

f louwy— ogwal dx’ — —¢ X lorwe — oyl dy’ + Ay, - x(x.Y), 9

1= -

where y = H,? [A1 V(&= xP+ Ky - y'%)] (a Hankel function)

1 ® wx- .
=_H_£ e"""”wydx.

The linear and nonlinear solutions are coupled together by equating potentials and normal
derivatives at the boundaries. The coupling equations for the upstream boundary are given as:

Pi1x = (‘sz - ¢U)/(x2 - xl) 10)
1= (‘sz + Plj)my ' an
where ¢,; and ,; are the perturbation potentials from the finite difference solution. Similar relations

hold for the other three sides. Equations (9), (10), and (11) are discretized by prescribing the source
distribution at mesh points along the mesh boundary as in Figure 6. In the first attempt, the integration
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of equation (9) was performed numerically using a triangular basis function as shown in Figure 6. The
use of this basis function centered at each point on the boundary yields a continuous piecewise linear
distribution of the source strength over the boundaries, and resulting potentials are evaluated at the
discrete mesh points. At first, the values of the kernel function were calculated at the mesh points on the
boundary and interpolated quadratically at the midpoints to make an efficient program. A five point
Simpson’s rule was first tried to evaluate the individual integrals of the basis function potential. The
combined equations for the inner flow and equations for the source distribution of the outer solution are
inserted into a large matrix array (see fig. 7) and solved simultaneously.

It must be noted that a substantial amount of computing time is required in evaluating the
coefficients of the potentials due to the source distributions and infinite wake. Nonetheless, it is
anticipated that the overall number of CP seconds required by this grid reduction procedure will be less
than that required for full grid analyses.
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6.0 VALIDATION FOR ZERO THICKNESS AIRFOILS

Validation of this modification procedure is established by showing the capability for accurately
predicting unsteady loadings on zero-thickness airfoils. It is then assumed that it can be accurately
applied in analyses of finite thickness airfoils that are subjected to nonlinear flows.

The accuracy of predictions obtained from this OPTRAN2 modified procedure is established by
comparing predictions obtained from a method developed by Bland (ref. 5) of NASA LRC that is known to
be accurate.

Prior to making comparisons between the results with the revised procedure and exact results, an
initial computer run was made to determine the prediction accuracy of the basic unmodified OPTRAN?2
program. These results are shown in Figure 8. The continuous solid lines represent the prediction results
of the BLAND (NASA LRC) (ref. 5) method and the open symbols represent the results obtained using the
full 60 by 72 grid available in OPTRANZ2. It is to be expected that small differences would be present
since the full grid OPTRAN2 does not fully account for an infinite wake but has a wake that extends only
1-1 chordlengths downstream of the trailing edge. Nontheless, the predictions appear to be reasonably
close for the most part and it is expected that small differences should exist between the full grid and
modified grid analyses.

Program checkout was then initiated and a series of computer runs was obtained to assess the
prediction accuracy of this modification procedure. Typical results of one of the grid reduction cases are
shown in Figure 9.

It was evident that for this example the technique failed to provide reasonable predictions for the
zero-thickness case, and one would expect to obtain poor correlation for analyses of the finite thickness
case in mixed transonic flow conditions. Consequently, the program was reexamined for possible coding
errors and/or limitations of the applied integration techniques in order to identify the cause of the lack of
correlation.

Several coding errors were detected and the revised coding was inserted into the program. However,
these corrections only modified the predicted results by a very small amount, which essentially resulted
in revised predictions that were approximately the same as those shown in Figure 9. Integration
accuracy checks were then conducted to evaluate the accuracy level of the integration procedure. As a
result of this investigation, two program changes were made: (1) the basis function shown in Figure 6 was
changed to one that is continuous in the first derivative as shown in Figure 10, and (2) Legendre-Gauss
integration quadratures were inserted to replace the Simpson’s Rule integration technique previously
used. Logarithmically singular integrals were formulated in analytical form and were used in place of
the quadrature techniques previously applied in this portion of the program.

Computer runs that followed these program changes result in the reasonable predictions that are
shown for a typical case in Figure 11.

In order to evaluate the effect of the shape of the basis function on prediction results, the original
piecewise continuous basis function was reinserted into the program and this change produced results
that were almost identical with the results of Figure 11. Since the results are almost identical, it is
evident that reasonable correlations may be achieved by using either one of the basis functions to define
the distributions of externally applied source distributions. The more important conclusion is that the
Simpson rule integration methods do not provide the integration accuracy necessary for good
correlations.
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After a series of computer runs, it was established that the minimum size grid network that can be
used to provide accurate predictions of unsteady loadings on zero-thickness airfoils is a grid network that
maintains at least four horizontal grid lines above and below the airfoil and at least four vertical grid
lines spaced ahead of the leading edge and behind the trailing edge. The requirement of maintaining four
grid lines above and below the surface coincides with using four grid points to calculate a second order
derivative using finite differencing techniques.

-t e e

Analysis results are shown in Figure 12 for a case where four grid lines are distributed above and
below the surface and four grid lines are spaced ahead of and behind the airfoil. The grid size reduction
ratio is approximately 10:1 and was achieved at a cost that is 52% of the cost required for a full grid
OPTRAN?2 analysis.

P A Ve .
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Prediction accuracy becomes unacceptable for cases where there are less than four grid lines
distributed above and below the airfoil. An example of the accuracy deterioration that may result is
shown in Figure 13 for a case where only three horizontal grid lines are distributed above and below the
airfoil.
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It appears that the largest reductions that can be achieved by coupling analytical and finite
differencing techniques as applied to solutions of second order differential equations are limited to a 10:1
reduction of grid size and a 50% reduction of computer costs. These limiting values are applicable only to
linear flow systems. Reduction ratios are expected to be substantially less for analyses involving
nonlinear flows described in the next section. )
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7.0 VALIDATION FOR FINITE THICKNESS AIRFOILS

Validation investigations have been extended to determine the feasibility of reducing the size of
grid networks associated with analyses of finite thickness airfoils subjected to nonlinear transonic flow
conditions.

7.1 MODERATE SHOCK LOADING CONDITIONS

The investigation was extended to evaluate the feasibility of reducing the network grid size in the
analyses of finite thickness airfoils having a moderate shock only on .ne side of the airfoil.

An initial investigation covered an analysis using a NACA 64A010 airfoil section oscillating in
pitch about a 1-deg mean angle of attack at M = 0.80. Velocity potentials and Mach number variations for
steady-state flow conditions were obtained from the output of TSFOIL in order to initiate the OPTRAN2
analysis. Spatial variations of the flow field Mach number obtained from TSFOIL are shown in Figure 14
in the form of Mach number contour plots. The background grid is not drawn to scale but is used to
indicate the number of grid lines that were applied in the steady-state analysis. For this case, the upper
and lower boundaries are located 12.73 chordlengths above and below the surface. The forward boundary
is located 4.83 chordlengths ahead of the leading edge and the downstream boundary is located 4.89
chordlengths aft of the trailing edge. The numbers appearing in the margins represent the locations of
the unsteady grid network relative to the steady-state network. The unsteady network has 30 horizontal
grid lines above and below the surface and there are 12 vertical grid lines distributed ahead of the
leading edge, 18 behind the trailing edge, and 42 are distributed over the length of the airfoil.

The Mach contour plot indicates that the flow characteristics ahead of and behind the airfoil deviate
from remote conditions by only a small amount. This suggests that the forward and aft boundaries may
be located very close to the leading and trailing edges similar to locations that were found to be
appropriate in analyses of zero-thickness airfoils.

Even though shocks are not present in the region below the airfoil, it appears (from a rough plot of
Mach number versus vertical distance) that the gradient of the Mach number may have nonlinear
characteristics in a region that may extend 1/2 chordlength into the flow field below the lower surface.
This will confine the location of the lower boundary to a region that is located at a distance that is at least
1/2 chordlength or greater below the lower surface.

From a plot of Mach number versus vertical distance above the airfoil, it appears that the gradient
of the Mach number has linear characteristics at distances greater than .8 chordlength above the surface.
This should prove to be the minimum distance that the upper boundary can be located relative to the
upper surface for accurate predictions of unsteady loadings.

Results of a computer run made using the approximate boundary locations described above are
shown in Figures 15 and 16. The predictions obtained from the coupling procedure are almost identical to
those obtained by the full grid analysis method except for a small region near the midchord where minor
differences exist for the out-of-phase loadings. One possible reason for the localized difference in
predictions is that there may be spurious waves generated within the interior finite differencing grid.
Spurious waves are generally caused by satisfying the boundary conditions only at discrete points
instead of in a continuous manner around the exterior boundary. In order to evaluate this possible error
source, the program was modified to include the effects of adding doublet distributions to the exterior of
the grid boundary. The added doublets would allow using the additional boundary condition of setting
¢ = 0 in the interior grid region and eliminate any spurious waves in the finite differencing network. The
predictions that resulted from this program modification were found to be almost the same as the results



obtained by the original formulation that made use of source distributions only. It was concluded that for
this case, if spurious waves are in the inner grid, their effect was minimal and there is no need to apply
additional doublet distributions to enhance the loading predictions.

Also, prediction differences observed in Figure 16 may be due to comparing the output of two
programs that use different representations of the infinite wake. The full grid OPTRAN2 program takes
into account the wake effects only over a distance of 1-12 chordlengths downstream of the trailing edge,
whereas the coupling procedure uses the complete infinite wake. Prediction differences between
OPTRAN?2 and an “exact’’ program of NASA-LRC (as shown in fig. 8) are of the same order of magnitude
as shown in Figure 16. Consequently, the coupling procedure results are accurate within the error bounds
defined for the full grid OPTRANZ2 analysis and therefore are judged to be acceptable.

A numerical investigation was then conducted in an attempt to develop a criterion that can be
applied in defining optimum grid sizes to reduce computer costs. The investigation involved developing a
plot of the spatial variation of the Mach number as a function of the vertical distance above the airfoil
shown in Figure 17. This plot was constructed from the information contained in the upper regions of the
flow field Mach contour plot of Figure 14. Then a series of computer runs was made for analysis cases
where the upper boundary was varied while the forward, aft, and lower boundaries were maintained in
the fixed locations defined in Figures 15 and 16. Prediction results obtained from these analyses were
then judged to be acceptable or unacceptable in comparison with the reference predictions obtained from
the full grid OPTRANZ analyses. The location of the upper boundary relative to the upper surface of the
airfoil for each analysis case was then identified on the Mach variation plot of Figure 17.

The demarcation zone that separates acceptable predictions from unacceptable predictions is
denoted by the crosshatched region. The vertical line dividing acceptable from unacceptable results is not
a single line of zero width but is a region having finite width where prediction accuracy gradually
changes from unacceptable to acceptable. The width of the region was not determined in this study since
this would require changing the vertical spacing of the horizontal grid lines that are “hardwired” into
the basic program. However, it has been determined that the demarcation zone does not include the
region where the upper boundary of the eight grid line case is located. This may be illustrated by
examining the loading predictions for the eight grid line case shown in Figures 18 and 19 where the
plotted results indicate that the predictions are unacceptable since large differences in predictions exist
over the entire chordlength including the region containing the shock loadings.

Unsteady loading predictions shown in figures 20 and 21 were obtained for the smallest size grid
network that can be used to provide acceptable results. The network size is identified as having nine grid
lines above the surface, seven grid lines below the lower surface, four grid lines ahead of the leading edge,
and four grid lines behind the trailing edge.

It should be noted that the analysis case contained within the demarcation zone and having
predictions judged to be acceptable has a gradient of the Mach number given by

AM/Ay = -0.156.

It may be coincidental but this value is nearly the numerical value of the upper limit for which linear
terms can be used to approximate transcendental functions within 1% error bounds. It appears that one
criterion that can be used to obtain accurate predictions is that the gradient of the Mach number on the
outer boundaries must be equal to or less than the numerical value of the upper limit for which linear
terms may be used to approximate transcendental functions within 1% error bounds.

The following numerical investigation is developed to evaluate the validity of using this criterion in
analyses involving small shock loading conditions.
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7.2 SMALL SHOCK LOADING CONDITIONS

The small shock loading analysis case was developed using a NACA 64A010 airfoil section
oscillating in pitch about a mean angle of attack of 1-deg at M = 0.78. The same analysis procedures used
in the previous case were applied to provide the plot of Figure 22, which represents the flow field Mach
number variation in terms of Mach contour lines.

The region below the airfoil does not have enough information to identify how far the nonlinearities
extend into the flow field. However, it is observed in comparing the locations of the Mach contour lines of
Figures 14 and 22 that the contours for the small shock loading case extend a smaller distance into the
lower flow field than do the contours of the moderate shock loading case. Consequently, the locations of
forward, aft, and lower boundaries will be initially set at the boundary locations defined for the network
of the moderate shock loading case.

The region above the airfoil has a sufficient number of contour lines to construct the plot of Mach
number variation with respect to vertical distance from the airfoil shown in Figure 23. Then a series of
computer runs was made for various upper boundary locations and the results were judged to be
acceptable or unacceptable and noted as such by the demarcation zone shown on the plot of Figure 23.
The demarcation zone that separates acceptable from unacceptable results is identified by the vertical
crosshatched region.

Prediction differences become very large for cases where the location of the upper boundary lies to
the left of the demarcation zone. For example, analysis results shown in Figures 24 and 25 were obtained
for the first case located to the left of the demarcation zone. The predictions are judged to be unacceptable
since they differ by approximately 10% over the region forward of the shock and the out-of-phase shock
loading is underestimated by approximately 20%.

Once the accuracy limit of the upper boundary location was established, the lower boundary was
moved to a new location and computer runs were conducted to identify the smallest size network that
could be used to provide acceptable loading predictions for this analysis case. The unsteady loading
predictions shown in Figures 26 and 27 represent predictions obtained for the smallest size network that
can be used for providing accurate loadings. The network consists of nine horizontal grid lines above the
surface, six below, four grid lines ahead of the leading edge, and four grid lines behind the trailing edge.
The grid size reduction ratio that is achieved is greater than the 5:1 goal that was established at the
beginning of this investigation.

It appears that the previously developed criterion is also valid for this analysis case since the
gradient of the Mach number

AM/Ay = -0.135

lies well below the upper limit of the numerical values for which linear terms may be used to
approximate transendental functions within small error bounds.

A final check on the approximation of the criterion is made by examining its effect in predicting
loadings for systems subjected to symmetrical shock loadings.

7.3 SYMMETRICAL SHOCK LOADINGS

The symmetrical shock loading case was developed for a NACA 64A010 airfoil section oscillating
about a 0-deg mean angle of attack at M = 0.825. The flow field Mach number variation obtained from
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o TSFOIL is shown in Figure 28 in a form of Mach contour plots. Symmetrical shock loadings extend a 5?3,.
k5 distance of .43 chordlength into the flow field above and below the surface. "2

) Upper and lower grid line boundaries for a series of runs were noted on the plot of Figure 23 which -
shows the spatial variation of Mach number with respect to distances above and below the airfoil. A more e
:j’ detailed plot of Mach number versus distance above the wing is shown in Figure 29. Included in this figure
;: ’ is a crosshatched region indicating a demarcation between acceptable and unacceptable results based on -
4 comparisons with OPTRAN2. The demarcation line is located in a region where the value of the gradient of %

the Mach number with respect to the vertical coordinate, AM/Ay, equals —0.15, and lies within the numer-
ical upper limit where linear terms can still be used to approximate transcendental functions within 1%

:’.; error bounds. Results obtained for the case of having nine grid lines above and below the airfoil are shown atelss
X in Figure 30 and 31. Differences in the loading predictions appear to be within acceptable error bounds of '
?:: Figure 8. Consequently, the results are judged to be acceptable. ™
)

QA

Prediction differences rapidly attenuate to zero for cases exceeding nine grid lines above and below
the airfoil. Also, prediction differences become very large for networks that have less than nine grid lines

o above and below the surface. r';_:-,"\'.
X R
o0 It is important to note that the reason for requiring a minimum of nine grid lines distributed above

Ky and below the airfoil for this analysis case is due to the fact that the ninth grid line (which defines the RN
! outer boundary location) happens to be located at a vertical station that has a Mach number gradient SNy

value that is contained within the acceptable numerical range for which linear terms may be used to
3 approximate transcendental functions.
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8.0 TWO AIRFOIL SOLUTION

Unsteady harmonic oscillation of two airfoils in the same flow field was investigated to evaluate the
feasibility of reducing the size of finite differencing grid network required for a total two airfoil system
analysis. Each airfoil was encased with a separate grid network having its own individual source
distributions applied to the outer surface of each network.

o @& B

The size of the grid network surrounding each airfoil was chosen to correspond to a size that was
previously found to be suitable for analysis of a single airfoil. The analysis was developed using a NACA
64A010 airfoil section oscillating at a reduced frequency of k = 0.30 about a 1-deg mean angle of attack
for M = 0.80.

Unsteady interaction effects between the two airfoils is taken into account by having the boundary
conditions of each network prescribed in such a way that the total combined source distribution
influences each of the grid regions. Interaction effects between the two airfoils influence only the
externally applied source distributions, which in turn effect the boundary conditions on external surfaces
of the networks to change the loadings on the individual airfoils.

The boundary condition on the main airfoil was chosen to be the same as that used in a single airfoil
analysis—pitching about the leading edge. The second airfoil was maintained in a stationary position to
act as a reflector for the waves generated by the main airfoil. Computer programs are not available to
provide steady-state flow solutions for the combined two airfoil analysis. Consequently, we applied the
single surface steady-state TSFOIL results to each individual airfoil. That is, we represented the
steady-state flow conditions acting on the two airfoils in a manner that assumned there were no
interaction effects existing between the two airfoils. Unsteady loading predictions resulting from
applying this assumption will be in error since steady-state shock location will not be properly defined.
However, even with these shortcomings, the feasibility of the solution matching technique can be
evaluated to determine its effectiveness in reducing grid size requirements in analyses of multiple airfoil
systems.

Program checkout included making several runs to assess the interaction influence between
vertically spaced airfoils. This verified that the unsteady loadings limited out to the same loadings
obtained for the analysis of an isolated airfoil when spatial separation became large.

o
i
@&“‘
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Main surface unsteady loadings obtained for the two airfoil systems are compared with single
surface loadings in Figures 32 and 33, where airfoils are horizontally separated by a distance of 1.5
chordlengths and vertically separated a distance of .5 chordlength.

The reflector airfoil has a substantial influence on the loading developed on the forward surface.
This may be due to the fact that two-dimensional disturbances decay more slowly than do three-
dimensional disturbances. For two-dimensional flow, the disturbances decay in proportion to exp(-iwry
Vr, and in 3-dimensional flows they are proportional to exp(-iwr)/r. The shock location (predicted by the
dual airfoil system) remains in the same position as that predicted of the single airfoil, since its position
was determined by the steady-state solution.

In reality the second airfoil would have altered the steady-state shock location from the single
airfoil solution, and this would have been reflected in the unsteady solution as well.

However, the reflecting airfoil does have an influence on moving the shock. At the location of the
steady-state shock position, a jump in the unsteady potential usually occurs across the shock. As an
example, Figure 34 shows a plot of the distribution of the jump in unsteady potential across the airfoil.
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We see that a jump in this quantity occurs at x = 0.18, the location of steady state-shock. From equation
D-3 in Reference 6, this jump in potential is seen to be a measure of the oscillation of the shock position.
When the motion of the shock is given by

X = x, e,
the complex amplitude of the shock is given by the relation

X, = [01)/[@qyl-

The notation [ ] denotes jump across the shock. The quantity[¢,,] is proportional to the pressure jump
across the shock and is thus a measure of the shock strength. Figure 35 shows a plot of the jump in
unsteady potential across the shock as a function of streamwise distance between centers of the twe
airfoils as the second airfoil is moved along the horizontal line y = 1.5 where y = 0 is the location of the
main airfoil. The amplitude of oscillation of the moving shock wave varies in a sinusoidal fashion and
decays as the second airfoil is moved aft.

Timing results are not available, since the solution matrix of OPTRAN2 has not been modified to
allow evaluation of a two airfoil system. However, a grid size reduction ratio of 5.21:1 has been achieved
for the two airfoil system, and this value lies well within the reduction ratio goal established at the
beginning of this investigation.

8.1 COMMENTS ON THE GRADIENT OF MACH NUMBER

It was determined, after a series of numerical investigations, that acceptable unsteady loading
predictions may be achieved for all cases where the gradient of the Mach number (taken in a direction
normal to the boundaries) never exceeds a value of

AM/Ay = -.170.

It appears that this value is near the maximum value for which linear terms may be used to
approximate transcendal functions within small error bounds. This corresponds to the evaluation slopes
of derivatives within small error bounds.

Since this convergence criterion has proven to be valid for all cases investigated, it appears that it
could be applied in any type of finite differencing procedure to ensure reliable loading predictions.
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9.0 THREE-DIMENSIONAL INVESTIGATION

I8 B,

For the current method, the original finite difference grid with simple outgoing wave boundary
conditions is replaced with a smaller grid and an exterior distribution consisting of sources and doublets
on the boundaries of the truncated finite difference region. In the two-dimensional investigation, the
source and doublet distribution, with outgoing wave far-field conditions, was represented by a set of

L
&
@ localized functions applied about a set of control points. These control points were aligned with the rows
-
b
R
AT
[ 4

-~ o;...
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“and columns that make up the finite difference mesh and lie halfway between the outermost row and
the first interior row for each boundary. The interior finite difference potential was matched with the
amplitude and the normal derivative of the potential from the externally applied functions during the
solution process.

£ v

As presented above, this new procedure proved successful for two-dimensional flow. In extending this A
procedure to the three-dimensional problem, it is necessary to distinguish between the setting up of the ¢
coefficient matrix and the solution of the coefficient matrix for the vector of unknowns. For the original )
finite difference procedure, the cost of setting up the large but sparse coefficient matrix was small com-

P pared to that required to solve for the unknowns. However, in the current procedure, calculation of the
coefficients associated with exterior distributions is quite different. For each control point there is a source
(and doublet) distribution to be calculated due to every other control point. Consequently, the dominating
cost for the new procedure is that of evaluating the influence functions associated with the exterior distri-
butions rather than cost associated with solving the simultaneous equations. It was found that for the two- o
dimensional problems presented above, approximately 80% of the cost of a run was for evaluating and

summing the influence functions to form the coefficient matrix. This problem will become even more acute ;

for three-dimensional configurations. ¥

For instance, consider the three-dimensional grid network that encompasses the wing and a portion
o of the wake as shown in Figure 36. The total number of unknowns that exist for a solution of OPTRAN3 4
would be

I,-2J,~1DNEK,—-2) = 42x19x30 = 23,940 unknowns

If the outer boundaries are located halfway between X; and X, fo _he forward boundary, and o
between X(43) and X(44) for the aft boundary, with the lower boundary located halfway between Z, and
(@ Z, and upper boundary located between Z(31) and Z(32), with the outboard boundary located between
) ’3{9 Y(19) and Y(20) then the number of control stations available to provide solution matching is given by 2
N x19x30 +2x19x42 + 30 x 42 = 3,996 grid points available to satisfy the solution matching
;, Py procedures. However, the number of influence functions needed to be evaluated would be the square of
¢ ;F,v._-? this number, which would be 15,968,016 influence function evalaations, if individual loading functions
y - were to be applied at each control station of the original outer boundary of the grid network. The
number of influence functions calculations would still be large even if the grid size were reduced to one-
half the number of grid stations in each coordinate direction. The number of influence functions calcula-

, A tions would then amount to approximately 7,984,008 which would be a prohibitive number of functions $
‘. to be evaluated and would defeat the cost reduction purpose of the research. N,

-

T% A

s

bl The number of influence functions to be calculated may be reduced by extending the source and

) doublet distributions over larger regions; in particular, it has been determined that low-order global

. functions may be used to represent the distributions on each boundary face. Figure 37 presents the by

M, ','%f.'\', velocity potential distribution on the outer boundaries of a grid network as calculated using the original Ry
iy finite difference procedure. These distributions must be matched in amplitude and normal derivative
with potentials generated by the source and doublet distributions. The potential distributions on the

upper, lower, and outboard boundaries are smooth and continuous, and may be generated by source and -

-~
" -

- - o - -
-
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doublet distributions described using a few low-order polynomials. Potential distributions on the for-
ward and aft boundaries may be generated using low-order polynomials coupled with the discontinuous
potential distributions that are generated by the wake.

. Although the number of unknowns have been reduced, an adequate number of control (or matching)
; points may be retained by making use of least squares error procedures. Care must be taken to select
the most appropriate distributions, the minimum number of matching points, and the location of these
points to obtain optimum results.

B mE s

Thus, in order to attain a more cost-effective procedure in the three-dimensional program the follow-
ing tasks were undertaken to modify the OPTRANS program:

1. Develop an accurate numerical procedure evaluating the potential due to the doublet sheet of the
infinite wake shed from the wing trailing edge

- on ety

o

Derive relations for matching the finite difference potentials and normal derivatives with the poten-
tials and normal derivatives of the applied sources and doublets in order to satisfy boundary condi-
tions on the outer grid boundaries

3. Devise a least-squares error procedure for selecting the values of the parameters of the assumed
source and doublet distributions used to match the finite difference solution

- g

The result of rewriting OPTRANS to implement the above ideas is a pilot program for calculating
the pressure distributions over harmonically oscillating rectangular wings in transonic flows. This
! program is called TRINX3 for TR(ransonic-)IN(ner-e)X(terior-matching,-)3(-dimensional).

9.1 EQUATIONS EVALUATED BY OPTRAN3

The finite difference equations applicable to the interior solution region are given in Appendix E. A
brief discussion is presented to describe how the unsteady flow can be represented by a small perturba-
tion about the steady flow condition. The derivation parallels the write-up of the two-dimensional flow
equations with the exception that additional equations are given for the inclusion of the spanwise
variable and the source and doublet distributions are represented by global rather than local functions.

9.2 EQUATIONS EVALUATED BY TRINX3

S -

- -

Expressions given in Appendix F have been developed for the evaluation of potentials at an arbi-
trary field point due to the source and doublet distributions applied to the exterior boundaries of the
grid network. Potential equations which have been developed for each exterior face of the grid boundary
are coupled with a zero potential interior boundary condition to provide potential and normal deriva-
tives from the grid solution which are directly related to the doublet and source values from the exterior

. solutions. The form of the exterior solution is chosen to represent the outgoing wave.

s

Procedures used to couple the linear exterior solution with the interior finite difference equations
are set forth in Appendix G. The relationship between the interior and exterior potentials are developed
from equating potentials and normal derivatives to satisfy the boundary conditions on the surface that
separates the two solution procedures.

Appendix H provides a description of the least-squares error solution procedure used to obtain the

: best approximation of matching surface boundary conditions. The function to be minimized is composed
of two parts. The first part represents the sum of the squares of the terms that provide continuity &Ew

. between the inner and outer solutions, and the second part is the sum of squares of the terms that w,

i vanish in the region that is interior of the grid boundary. Least squares solutions are obtained from

X satisfying a set of simultaneous equations developed from taking derivatives of the error function with e\

respect to the parameters associated with the exterior applied source and doublet distributions. g
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The form of the global functions for the source and doublet distributions on the grid boundaries is
Xmy”

where m and n are integers which may also be zero. The integrals of the product of these polynomial
terms and the fundamental point source and doublet functions over the grid boundaries for each of the
solution matching points are formed into arrays. Appendix I defines these arrays.

A numerical means for evaluating the potential due to the doublet distribution of the infinite wake
is contained in Appendix J. The potential induced by the wake that extends beyond the finite differenc-
ing grid network is defined as

1 Syt . N , d .
Pux.3,2) = o _ylexP(’w(az‘x) )Ad, (“za}’ ) y

Sm exp( —iw(x’ —x))( 8y,/3z" )dx’
o

where ¥, = exp (—0\ (R,+M(x’—x))>/R,
R? = x—x)V+(y-y' P+@z-2')
A = wM/(1-M?

The above infinite integral is identified as being the kernel function of the potential integral and
may be reduced to a more recognizable form by combining the exponentials and separating the integral
into two parts which results in the expression

® exp [—iuT (1+M(r2+r2)l/2)] e % Sxo exp [i,; (r—M(# +,2)1/z)'l

Kernel = -2 S 3 7
d 0 (1,2+’,2)l/2 o (Tz+r )1/2

where @ = MM; 7= (x—x')

It is to be noted that the above form of the kernel function is identical with that Watkins, Runyan,
and Woolston (ref. 7), with the exception that the above kernel applies a single derivative to each of the
integral terms and the kernel of Reference 7 applies two derivatives. The difference between using one
or two derivatives depends on the objectives being sought. A single derivative provides a velocity poten-
tial and an application of an additional derivative will define a velocity field. Thus the expressions for
the kernel function defining a potential field or a velocity field only differ by an application of a single
derivative. Consequently, the kernel function used in the wake potential calculations is the kernel
function of Reference 7 multiplied by the vertical coordinate, z.

For points in the region of integration, the source has a 1/r singularity. After subtracting terms
containing the singularity from the integrands, we can perform the integration numerically. The value

of the integration of the source over the region is then found by adding the closed form integration of the
1/r terms. The theory is described in detail in Appendix K.
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Accuracy checks have been conducted to ensure that this form of the kernel function will provide
reasonably accurate potentials due to the infinite wake. The spanwise variation of the wake chordwise
integral in Figure 38 indicates that its largest value is generated at the control station and rapidly
diminishes in value in the spanwise direction. The spanwise integration procedure has been formulated
to provide sufficient accuracy by subdividing the interval into several small intervals and applying
Legendre integration quadrature procedures to each integration interval. A numerical test was con-

, ducted to evaluate the accuracy of the analytic formulation and algorithm expressions in calculating the
" potential distribution due to the infinite wake. The numerical test was one of calculating the potential
. on the downstream face of the grid network and comparing the values of the discontinuity in potential

across the wing plane with the discontinuity in potential input from the wing trailing edge. The poten-

AR

Qe

tial discontinuity calculated at the wing plane should be equal to the discontinuity value input from the m
L&‘

iy

- ®

s

trailing edge of the wing if the kernel function has been accurately formulated and programmed.

T -l

The results plotted in Figure 39 indicate that the limiting value of the potential discontinuity across
the wing plane does become equal to the input discontinuity value as z approaches zero at the wing
plane. As a consequence of the above, it is assumed that the potential distributions required at the aft
boundary can be accurately generated by a combination of source and doublet distributions described by

Fom o~
30 S
o B W N

.
::: a few low-order polynomial functions coupled with the discontinuity distribution discussed above. :
) 5
S A study was made to estimate what form the source and doublet polynomial distributions should :
g take to adequately describe the potential and its normal derivatives on the boundary of the grid region. i
3 The jump in potential on the aft face of the grid region is taken care of by the trailing wake. If we b
T subtract the contribution of the wake, the resulting source and doublet distributions that satisfy the
! boundary conditions will be continuous. o
9 NN
Z'E From a solution of the complete finite difference equations using the ADI method, the potential was f 4 A
7 calculated on selected grid boundaries for a Mach number of 0.82 and an angle of attack of 1 deg. A .'_
- modified potential was then calculated by subtracting out the potential induced by the wake aft of the ° AT
" downstream boundary. The relatively smooth behavior of this modified potential is shown in Figures 40 S———
[N through 43. The real part of the modified potential is plotted versus the spanwise variable for several o
;; values of the vertical coordinate for the downstream boundary in Figure 40. In this figure, large gradi- R f
: ents in the potential were limited to the immediate neighborhood of the wingtip. Examples of modified % 4
1y potential distributions in the vertical direction are presented in Figures 41 and 42. In Figure 41, on the Y
! upstream boundary, the variation in both the real and imaginary parts of the modified potential is :
" smooth except in the immediate vicinity of the wing plane. Here, the potential and its first derivatives .
y are continuous across the wing plane but show large gradients in the derivative of the potential with W )
:‘ respect to z. In Figure 42, on the downstream boundary, there are large gradients in both the modified :
e potential and its derivative with respect to z. Moreover, subtracting out the wake contribution does not n it
\: eliminate the rapid variations near the wing plane z = 0. This is easily seen from Figure 43 where the @A:; f
i 1

potential on the aft plane from the finite difference solution is compared with the wake contribution and
with the modified potential resulting from subtracting the wake contribution from the finite difference
potentials. This would indicate that a fairly high-order polynomial is needed to represent the source and

- "
! (]
;: doublet distributions for properly matching the interior grid solution and exterior linearized solution. S
s However, experience has shown that good results may be obtained with a polynomial of the form "
. Lot 0
L az+ a7 "R@;“ !
Y for the z variation when the flow is symmetric. o, :
a4

) The potential distribution on the upper and lower grid boundaries was found to be very smooth. It :‘f;‘} X
‘ was also found that the pattern for the normal derivative on the grid boundaries was essentially the v

same as the potential distribution. The results of the study are shown in Figure 37 where a typical AN o
source (or doublet) distribution is sketched on the boundaries of the grid region. '
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10.0 MESH PATTERNS AND DISTRIBUTION POLYNOMIALS
FOR THE VALIDATION STUDIES

The configuration used for the validation studies is an aspect ratio 8 rectangular wing at a Mach
number of 0.82 oscillating harmonically at a reduced frequency of 0.3 based on the semichord. The basic
finite difference mesh is 44 x 20 x 32 grid that, when used with OPTRANS3 with the two different point
distributions discussed below, resulted in pressure distributions that matched well with corresponding
distributions from the kernel function routine RHO4 (refs. 8 and 9). For the basic mesh, the upstream,
downstream, outboard, lower, and upper boundaries are at x = - 2.5,x = 3.0,y = 12.78,z = -4.5, and z
= +4.5, with the leading and trailing edges, and the wingtip at x = -1.0, x = 1.0, and y = 8.0 respec-
tively. For the wing of vanishing thickness, the grid points were concentrated about the leading and
trailing edges and the wingtip. For the thickness case, points were also concentrated about the shock
location at the root, x = 0.1. The mesh patterns for the x-z and x-y planes for the thickness problem are
showt. in Figures 44 and 45. For reduced frequencies significantly smaller than 0.3, all boundaries
would have to be moved out to obtain satisfactory results with OPTRANS.

The truncated grids for TRINX3 were obtained by simply eliminating planes of mesh point from this
basic grid. Thus a mesh of 32 x 17 x 16 was obtained by removing six y-z planes of mesh points adjacent
to the upstream and downstream boundaries, four x-y planes of points adjacent to the upper and lower
boundaries, and x-z planes of points adjacent to the outboard boundary. Since the mesh points are not
uniformly spaced, reduction in the size of the finite difference solution region is not directly related to
the reduction in number of grid points.

A second problem that must be addressed is the solution of the polynomials used to represent the
source and doublet distributions on the outer boundaries of the finite difference mesh. It is currently
assumed that the geometric characteristics of the velocity potential distributions on the boundaries as
calculated with OPTRANS should be directly reflected in the polynomials used for the source and
doublet distributions. With this in mind, the source and doublet distributions were selected to have the
same forms. In the vertical direction, the terms

z and 2°

were selected on the upstream, downstream, and outboard grid boundary faces. Because of symmetry
about the root chord in the spanwise variable, the terms

¥’ y%, and y*

were applied to the upstream, downstream, upper, and lower faces of the grid boundary. For the
streamwise variation, we chose

x°, x, and x*

On the upstream face, for example, this yields the product terms
z, 7%, 7y*, 2%, 27, and 2%*

leading to six parameters. Similarly six parameters result on the downstream face. On the outboard
grid boundary we have

z, xz, X%z, 2°, x2°, and x%z%
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and on the lower and upper boundaries we chose
xoyo’ y21 y4) X, XYZ, xy4, x2, xzyz, and x2y4

leading to nine parameters. Thus a total of 72 parameters associated with both sources and doublets is
required.

Finally, another advantage of using both sources and doublets for the exterior solution is that it
allows for the decoupling of the boundary points used for the inner-outer matching from the grid points
used for the finite difference solution. The problem size, then, is reduced not only in the number of
unknown coefficients used to define the distribution polynomials, but also in the number of points at
which the matching conditions, using the least squares procedure, is applied. For the validation studies,
12 points were used in the streamwise direction, and eight points were used in both the spanwise and
vertical directions. Thus, 96 control points were used on the outboard boundary and 64 were used on
each of the four remaining boundaries. The points were uniformly spaced for all but one run. For the one
case in the flat plate study in which the points were concentrated about the wing plane, a geometric
progression algorithm was used to arrange points vertically.
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11.0 VALIDATION STUDIES FOR A WING OF VANISHING THICKNESS

Validation studies for a wing of vanishing thickness consist of correlating pressure distributions
calculated with the new inner-outer matching program, TRINX3, the original finite difference program,
OPTRANS, and the kernel function program RHO4 of References 8 and 9. The configuration used for
these studies is an aspect ratio 8 rectangular wing at a Mach number of 0.82 oscillating harmonically at
a reduced frequency of 0.3.

The first results, presented in Figures 46 and 47, compare pressure coefficients from RHO4 and from
TRINXS3 for two different grids, a 32 x 17 x 16 and a 32 x 17 x 12. The smaller grid has two less x-y
planes of points both above and below the wing, with the upper and lower boundaries being correspond-
ingly closer to the wing surface. Only the root chord and the second chord in from the tip are presented,
since results for the intermediate chords are very similar. The agreement of the 32 x 17 x 16 grid with
RHO4 is excellent. The smaller grid doesn’t agree with RHO4 quite as well near the trailing edge of the
wing. An earlier run with a grid size of 30 x 17 x 16, differing from the 32 x 17 x 16 grid by moving eight
columns in from the aft boundary instead of six, showed a large deviation from the RHO4 solution in the
vicinity of the trailing edge. This was corrected by moving the aft boundary two columns downstream,
and the comparisons are shown in Figures 48 and 49.

From Figure 40 it would appear that a better match with lower order polynomials could be accom-
plished if the upstream and downstream grid boundaries were divided into two panels at the wingtip, y,,
with the origin of the polynomials at y,. In Figures 50 and 51, pressures from the one- and two-panel
method are compared. Also included on the graphs are results for the control points concentrated some-
what closer to the wing plane. The results of all three methods that use a 32 x 17 x 16 grid are in close
agreement, but with the single-panel method yielding somewhat better results. Concentrating the
points near the plane z = 0 improved the two-panel method.

It has been noted in earlier studies that for small reduced frequencies the grid boundaries for the
finite difference solutions using OPTRANS3 had to be moved further from the wing to get accurate
results for the imaginary part of the pressure coefficient distribution. Figures 52 and 53 present results
for a reduced frequency of 0.01 and compares pressures from TRINX3, OPTRANS3, and RHO4. The
TRINX3 and OPTRANS problem setups are those used to obtain satisfactory results at a reduced fre-
quency of 0.3. It is seen that the matching procedure yields better agreement for the imaginary parts
with RHO4 than OPTRANS3, indicating that TRINX3 has significantly better far-field boundary
conditions.
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12.0 VALIDATION FOR A WING WITH THICKNESS

To test the matching procedure for the flow over a wing with thickness in which the flow contains a
local supersonic region with a shock, we chose the same planform as for the flat plate, but with NACA
64A010 airfoil sections. For a reference solution, we chose a Mach number of 0.82 with zero angle of
attack. The steady state potential distribution required as input to OPTRAN3 and to TRINX3 was
computed using XTRANS3S (Ref. 10). Since the flow is symmetric, a solution from OPTRANS3 can be
obtained with a moderate cost by solving one-half the grid. The solution using OPTRANS for a reduced
frequency of k = 0.3 required 206 cp seconds. A full-grid solution would require about eight times this
amount, making the cost prohibitive. Using the same source and doublet polynomials and the same
reduced grid of 32 x 17 x 16 as for the flat plate, the TRINX3 solution required only 72 cp seconds. This
is about 5% of the cost of a full OPTRANS solution.

In order for the matching procedure to be valid, the Mach number on the points inside the truncated
upper and lower boundaries must at least be subsonic. This means that the array
Upu=K-(+ 1)¢oijk
where K is like 1-M for M, the local Mach number, close to one, and thus must have all positive values
on the points just inside the upper and lower grid boundaries. On the vertical plane x(19), the supersonic
zone extends the farthest away from the wing surface at the root. The value of U along this column of
points, UI=14, J=2, K), is plotted in Figure 54. Moving in eight points from the original upper and
lower grid boundaries defines the z region where U(1,J,K) at the point just inside the grid boundaries is
always positive, since the point Z(10) just inside the grid region is seen to be positive. However, moving
in nine points from the original upper and lower grid boundaries, we find that U at the point Z(11) is
negative. Figure 55 presents a map of the Mach number in the full 44 x 20 x 32 grid. The inner lines
show the 32 x 17 x 16 grid, and it is seen that this is the closest one can move the boundary of the grid
region so that the value of U is always positive and thus the Mach number is less than one. Calculations
with the 32 x 17 x 14 grid showed poor agreement with OPTRANS. Thus it appears that 8 points is the
maximum one can move the upper and lower grid boundary inward for this particular problem.

Figures 56 to 59 show the comparison of results from OPTRANS and the TRINX3 solution with the
32 x 17 x 16 grid and an additional solution where the upper and lower grid boundaries are moved in
seven rows instead of eight. The agreement between the three solutions is seen to be good. The two
solutions from the matching procedure, TRINX3, are nearly the same as we should expect.

Near the wingtip, in the vicinity of the trailing edges, there appears a dip in the real part (fig. 58).
This was eliminated by moving the downstream boundary two more columns aft as is seen in Figures 60
and 61, which compare the pressure coefficients from the 32 x 17 x 16 grid with results from the 34 x 17
x 16 grid. This dip was also noted in the flat plate problem (see figs. 48 and 49) where it was eliminated
in similar fashion. However, it appears that the aft boundary must be moved farther aft from the
trailing edge for the thickness case than for the flat plate. Increasing the number of grid planes in the
streamwise direction only increases the computing time linearly with the number of grid points, while
increasing the number of x-z and x-y planes causes the computing time to increase as the cube of the
number of mesh points.

We also made calculations using the method in which the upstream and downstream grid bounda-
ries are divided at the wingtip into two panels, with the origin of the spanwise variable at the tip.
Figures 62 to 6o show the comparison of the single with the two-panel method and with OPTRAN3. The
two methods are in close agreement. The two-panel method gives results that are in somewhat better
agreement with OPTRANS. The same polynomials for the source and doublets are used in each of the
two panels as in the single-panel method. Consequently, there are more parameters in the two-panel
case.
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13.0 SUMMARY AND CONCLUSIONS o

The intent of this research was to evaluate the feasibility of a procedure for reducing the overall cost )
of using a harmonic finite difference procedure for analyzing nonlinear transonic flow. This was to be ry
accomplished by reducing the number of unknowns by using a smaller finite difference solution volume X
(a smaller number of mesh points) with a better far-field boundary condition achieved by distributing Mc',.
sources and doublets on the outer boundaries to define a linear exterior flowfield. N

The research was divided into two parts. The first part consisted of developing a solution matching AN
procedure for two-dimensional flow analyses, and the second part extended the analysis capability to
three-dimensional flow conditions. ot

The solution matching procedure that was developed for the two-dimensional flow analyses was one )
of reducing the size of the grid network of the original finite difference program, OPTRAN2, in both the ::;ﬁze
horizontal and vertical direction and applying source distributions, with the proper outgoing wave 'i:w;
characteristics, in a piecewise continuous fashion on the outer boundaries of the reduced grid.

Inner and outer solutions were matched by equating the potentials and normal derivatives of the o
inner and outer solutions at the control station locations on the outer boundary. The number of piece- .‘.',::
wise continuous potential functions applied to the outer boundary was equal to the number of control " O
stations. Thus, an exact match in both amplitude and normal derivative of the potential could be W
attained at each boundary control station. This exact match in the zero thickness analysis case allowed O
the solution unknowns to be reduced by a factor of 10:1 and reduced the computer usage costs by a factor -
of 2:1. A 5:1 reduction in solution unknowns and a 40% reduction in computer costs were achieved for 25:‘:5
the finite thickness transonic flow analysis cases. The inconsistency between the reduction in computer :'e
usage costs and the reduction in the number of solution unknowns is due to the additional calculations
required to evaluate the arrays of influence coefficients due to the potentials applied to the outer by
boundary. ’ ‘.-E'éi"

It appears that a 2:1 cost reduction is the best that can be achieved for the exact solution matching LYy
case. :‘:c":

The solution procedure was changed in the three-dimensional case, since an exact match would X
require an excessive amount of additional calculations that would negate the reduction of computer .q,:;f
usage costs.

Computer costs may be reduced significantly without compromising accuracy by using global func- o
tions to represent the continuous distributions of both sources and doublets on the outer boundaries of (XN
the finite difference region and solving for the unknowns using a least squares procedure for matching ‘::?
conditions across these boundaries. The solution obtained using the matching procedure applied to the N
analysis of a rectangular wing of vanishing thickness of aspect ratio 8 at a Mach number of 0.82 and a °

. reduced frequency of k = 0.3 is in very good agreement with results from the full-grid finite difference o
solution and the kernel function method. For small frequencies, the matching procedure yielded results %::‘.'
that were better than those from the finite difference procedure, indicating a more accurate far-field ::t's
representation. The solutions using the matching procedure for the flow over a wing with thickness of Bl
the same planform but with a NACA 64A010 airfoil section, gave results in good agreement with the ..n"?
finite difference procedure. The results indicate that reductions of 90% to 95% (from an estimated 1600 ’
to 80 seconds for the problems considered here) in computing costs can be achieved by the inner-outer 1
matching procedure. v ﬁ:

It appears that this solution matching procedure does provide a viable means of reducing computer )
usage costs. The initial application of this procedure is very promising, but further tests should be made ':'
to identify the optimum number and location of boundary points, the polynomisls for the representation
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of source and doublet distributions, and the location of grid boundaries to provide a further reduction in
costs. As derived, the method is applicable only to rectangular wings, although wings with small sweep
angles could be treated by constructing the grid in the manner of W. Schmidt (ref. 11). For wings of large
sweep and taper, the basic approach is feasible, but integration over the grid boundaries must incorpo-
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rate the swept-wing transformation, in which the leading and trailing edges of the wing are coordinate WY D
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& APPENDIX A n
.‘,i
'l
. DERIVATION OF VELOCITY POTENTIAL FUNCTIONS FOR THE OUTER SOLUTION x>
COMPOSED OF SOURCE AND DOUBLET DISTRIBUTIONS FOR TWO-DIMENSIONAL 1
FLOW o
. d
% To derive the form of the outer solution, we consider the region outside the finite differencing grid ’ ':
N network. The partial differential equation for the unsteady potential may be written as l,f;
_ o o Y+l _G=D A1)
Pixx, ~ 21/\1M¢£’1xl oy tAMA-M)e, = K (‘POxl (Pml)xl + 1w K #1Poxx, (A1) e "
% N
wherex; = x,and y, =y, V' K; 4; = @ MA(1-M? }
% The terms on the right-hand side become less significant with increasing distance from the tran- -
sonic zone and will be neglected in the outer solution derivation. We make use of Green’s theorem to ob- o
%< tain the outer solution by the following procedures. f}\
We choose a singular function, '
Pyt s
& w X, Yy, (A2) . ]
, which satisfies L(y) = 0 for o
‘;v ‘t
g 5
| L=-2 - 2iL,M 5o 2, 3a-M. (A3) :;.:f
o aX? a X aY? N
' The function y is singularat X; = Y, = 0; v ._;
'é‘
%35 X, =% ~x, i
~ (A4) o
Y, =y1-¥1
¢ ¥
J? where the primes denote the variables of integration, and x,, y, is the reference station. :':." '
W
4 “\ Consider the surface integral ',;
¢ » h‘:‘-'
_ﬁs (w L(p,) — ¢y Liy)) ds, (A5) ;
% with the surface S being the region outside of the region of the following sketch that includes a circle of \_ %
vanishing radius centered about the reference point x,, y;. since L{¢p,) = L{y) = 0, the integral of equation \;\(
5 vanishes. t,n,
J :\'(:
i N
L 3
N Note: Unless otherwise stated, references made in Appendices A, B, C, and D to equations in these ‘.;; :
) appendices do not include the appendix letter or parenthesis. For example, in Appendix A, equation (A5) NG )
N~ would be referred to as “equation 5. o
SR N
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Expanding the integrand of equation 5 results in the equation

N
. 2 2 .
fS {\P[(Plx'lx'l‘zuleu'l gy A= M5 @l - o, [Wlx'lx'l + 2“\1M’«P1x'] v _ v
J
+ iy, + A3 QA-M%y )} ds =0, (A6) . \h
1’1 M~ .\\ﬂ l“
i ,:
where use has been made of the relationships h N
= R
Wix X, = Wi S};‘S?
wix, T 7 Wi
and ’ .;F.bl ,'.
W = Yy DA At
lYlY1 lylyl' b it
Rearranging the terms yields the expression oy d '
'“6‘":& J
. S ¥
IS {[chlx'lx'l - <P1Wx'1x'1] - 2i,M [‘01%('1 + <P1x'1‘4'] + [ley'ly'l - CPﬂPy'ly'l]} ds =0, e
which is suitable for evaluating the integrals of Green’s theorem when it is put in the following form: ?F‘KSH of
&b
f {ilwwx I 2i11Mi(<p W)+ —a—[wcp =y ,]} ds =0. (A7) o .l'-‘
S 19x; X1 X1 axy ! ay; 1y 4 %‘:5 N
AN N\
:}. A
The surface integrals are converted to line integrals (contour integrals) by using Green'’s theorem. o\ ;;'. :
N )
S
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A y
5= ds = P
fS ayy £+CPA By, de, '

where C represents the contour around the grid network and infinite wake, and C, represents the contour o,
around the circle of vanishingly small radius located at x,, y,. The integral around the external circle of Iy,
radius R vanishes as R approaches infinity. Applying equations 8 to equation 7 yields L]

]
ch {w 7? - ‘Pla—;‘:‘ml M ¢yyn, } dt = 0. (AD) an v

We now derive the expression for vy, using the equation lty
wxx, ~ 20 Muyy +wyy + 2a1-Myy=0. ()

We remove the first derivative term by using the transformation

v

5

Y (Xl’ Yl) = exp (lAl M Xl) Yo (Xl, Yl)’ (Alo)

‘l_“.‘u_
ANA N

g
To

where ¥, (X,, Y,) satisfies the Helmholtz equation

Yo re
T

T

[ g

2, _
Wox,x, + Wov,v, + Ajwo = 0.

B 28298 Pg T

Then let wy = wo(r) (where r = /' (X2 + Y?) be substituted into the Helmholtz equation to obtain he A
the differential equation PN

Worr + Wort + A wo = 0, y “»y
which is recognized as being a Bessel equation.
We choose the solution of this equation to be the Hankel function of the second type,
wor) = HY (;r). (Al11) , ]

This Hankel function may be approximated for large values of r by the expression ®

R Vo(r) ~ exp (—=ixr)/Vr, (A12) E‘;f;
which has characteristics of an outgoing wave whose magnitude approaches zero as r tends to infinity. o

We now integrate around the small circle centered at x;,y;, using an approximation for the Hankel
function that is valid for small r, that is,

e HY 0y = - Zen (n, (A13) :

Since y, = y, for the circle, the integration of the line integral about the point x,, y, yields
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JOCCAR
* >
a(p { ':
fim wZrflrdg =0 (Al14) e I
r—~0 f % l:
)y
fim rd8 = —4ip,(x,,y7)- (A15) L »
o L YrPy 11Xy B
.|
s
4y &
Inserting equations 14 and 15 into equation 9 results in DLy 1,':
Ao
1 dep, dy . Ay .
(3,5 = rH f Yon fion 1A1M<P11an] d, (A16) ,'-?‘f". .
O
v
. . . . . . LA ¥
where t:.e contour C consists of a clockwise circuit around the rectangle and the upper and lower sides of the ):“._z, ;/ ,
wake. Note that 9¢,/3n is continuous across the wake. Therefore, equation 16 becomes >
v
T
T
a a Sy 6
e1(xpyy) = ["' o - w 2i"~1M‘P1'~P“x1 daf, T )
| et
¢l R
* 1]
aw , 7]
f Apy 52 dx, (A17) G
& ¥
|
. . . . . . . e
where a is the x coordinate of the right-hand boundary of the grid region, and A, represents the jump in e ¥
potential across the wake. *» r
4 |N
The jump in potential must satisfy the condition that the pressure be continuous across the wake; - %
that is, r';'@.':'\ 3
\'}:.-4 ; gt
h
Apy, + iwAp, =0 2. l z
R
N
or s ¥
) r:{“: ';.-
Ag, = Ag, expliw(a—x)). (A18) .
L 0
We now insert equation 10 and equation 18 into equation 17 and also regroup the terms to obtain o :',-‘
the expression N
.. D
s ]
exp(iA;Mx,) a EShEI
@1(X,¥,) p(_41__1_ § exp (—ii,Mx}) [( #1 —2i,,Mopin,) wo— cp1 ] de L_’
PR
Ag . =
-~ T’ exp(iA;Mx,) f exp(—iA;Mx}) exp(-iw(x} —a)) a_Q dx'. (A19) 0
Y1 |yy=0 e RS
s %a ™ Ay
>
"
-
o,
A e
Nt SR
”\?&' ™
1 o
- o
ef-"_*? '1
3
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This equation is put into a shorter form by noting that w, and dw,/dn represent sources and dou-

blets and that the multiplier coefficients are strength distributions designated as

2
o = exp(—il;mxy) [—a'(%l —2il;me,n, ]

and
u = = exp(—id;mx}) ¢,
Thus equation 18 is reduced to a form given by
exp(ii,Mx,) dy
@1(X1,y0) = —-Zi—'l— g [OWO + I»‘a—no] da¢
A(pa . * _: ‘_ 3 ' a‘Po dxl
— —F2exp(ilMx)) [ exp(—iw(xi—a)) exp(—iAMx;) —=2| dx'.
4i a 3Y1 |y;~0
where

wo = HY WV (%, =) + (y;-yDP)
= HY WV (x-x"? + Kg—y"?)

(A20)

(A21)

Equation 19 is the final form of the equation used to define the potential distribution in the region

outside the finite differencing grid network.
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APPENDIX B
DEVELOPMENT OF THE EQUATIONS FOR COUPLING LINEARIZED FAR-FIELD
POTENTIALS WITH THE FINITE DIFFERENCE NEAR-FIELD POTENTIAL FOR
TWO-DIMENSIONAL FLOW
We establish a source distribution on the boundary of the finite difference mesh and match the solution
from this source distribution plus the infinite wake with the finite difference solution. Let the exterior
solution be given by the sum of the potentials due to source distribution on the exterior boundary and the
potential due to the wake.
®e = exp (IAMx) y(x,y) + @y, (BL)
where
wiey) = = = [°2 {0,608u,) + ogx Wy (g} dx'
4i Jay
b
~ L 1% (o y it up) + oy Hlup) dy. (B2)
4i by
. is the potential due to the wake. Here o(x’) and o(y’) denote the source distribution in the y =
constant and x = constant boundaries of the mesh, respectively. The u variables with the sukscripts are
defined by
u, = (A,/22 { (x—x')2 + K(y—b,)2 },
ug = (4,/22 { (x—x'R + K(y—b,)2 },
and
u, = (4,/212 { (x—a,2 + K(y—-y')* }.
The subscript u denotes the upper boundary; d, the lower boundary; ¢, the left boundary; and r, the
right boundary. The functions £, (u) are related to the Hankel function of the second kind bv
£ (u)=(2/2)" H? (2), (B4)
Note: Unless otherwise stated, references made in Appendices A, B, C, and D to equations in these
appendices do not include the appendix letter or parenthesis. For example, in Appendix A, equation (A5,
wouw.d be referred to as “"equation 5.
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where u = (2/2)? = (1,/27 [(x—x'? + Ky-y"?].
Thenz = A; V (x—x")? + K(y—y')). The function {,(u) has the following property:

t’,’,(u) = n+1(u)- (BG)

Continuity must be maintained in the potential distribution and in its normal derivative across the
interface boundary that separates near-field and far-field equations. These conditions applied to the
upstream boundary at x = a, and y = y; are expressed as

Poj — Py _ o,

Xo—X; X Jx=q;

P9+ Py _ @
2 x=ajy

These relations may be combined in the more convenient form

Paj = e + AX; pe /2

i = @ — Ax) @ /2,

r» e e ]

[}

where Ax; = x; — X;.

Similarly, on the downstream boundary x = a,, the boundary conditions become

19
>.
>y
i

i

Pipj ~ Pim-y

X, - xim_l

= Pex (azryj)

m

(pimj + "pim_lj
2

SIS

= . (82,)),

[

Piy) = Pe (82,Y) + AXpy Py (89,y)/2

bt ol Gt ot %

Pip-1i = Pe (a2’y1') — Axp, ey (aZ»Yj)/z-
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A
D [ ]
:‘1
'y % On the upper boundary, y = b,, we have
1)
"
o]
7 @ (‘pijm - (pijm_l)/@jm_yjm_‘) = (Pey(xi’b2)
. v
D)
:: and (B11)
K]
) g S ’
:’, ‘sc_% (@i, + Pijpy-) /2 = Pe(X;,b2),
]
‘ 0 .
3 @\3 and these simplify to
g W
'
\. O =
! MY Pij, = Pe (Xisbg) + Ay @y (%;,02)/2
N Aoy
and (B12)
Y 'hz'\.s
? tﬁ'ﬁ' (pijm—l = Qe (xist) - Aym (pey (xirbz)/zv
h ‘ . .
:j_\}: where Ay, = y;  — iy ¥im @nd X, are, respectively, the maximum values of y; and x; in the mesh.
a.: Similarly, on the lower mesh boundary, y = b;, we have
[\ %
ot
’:" Piz2 T P, (xi’bl) + Ayl Pey (xi,bl)/2
]
‘ o and
Y e i1 = @ (X;,by) — Ay @y (x;,b)/2, (B13)
s T where Ay, =y, — ¥;.
N N The Derivation of the Exterior Potential and Its Derivatives
:: S
2 ‘.}:‘\f.' We now evaluate the quantities ¢,, ., and ¢, on the required boundaries. From equation (1), we
K o have
MRS
R ex = EXDIAMR{y + LM} + Gy (B14)
RN and
‘ o
SRRV
Pey = expiA,Mxhp, + @y (B15)
.\a"
A AN
3 gty
2
e
o
v A
Q%
‘A";
¥
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Now %
2
wy = % %2 [oux My (uy) + 04x Wy (u)x —x)dx’
! (B16)
RPN

;11 %2 [or(y My (udx—a,) + oy W (u Xx—ap)]dy".

Since we require ¥, only on the left and right mesh boundaries, we take the limit as x—a, from

outside the mesh boundary, that is, for x<a,. From page 49 of Reference 4, this is seen to be m
tim ¢ A b, A .
xar 18 o} o0 Nx—anbiuidy } = —o(sI2VK) (B17) Ay

Also taking the limit as x~*a, from values outside the boundary, that is for x>a,, we obtain «-_ '-l'.;‘

Ca
fim {“%f"z 0y Nx=ahu)dy' } = +o,GH2VK) -
x~al L8, 2\udy Y - (B18) g,:;_\}
Then on x = a, the derivative with respect to x becomes @
Af a , .
=21 [ 2 [o,(xMy(uy) + o4xMy(ug)] (2, —x)dx’ .
81 a1 )
(B19) ES
A (a} 82)
'—Oy(Y)/(z\/_K) +—_— f 2 0,-6’ )fl(u,)dy ’ o
e
where
u, = A, —x'? + K(y—byYl4, B20) Yo
2 , e
ug = 22{(a,—x"? + K(y-b, V4, NG
At
and
u, = Af [(al——az)2 + K(y-y"?V4. ."ﬁi:.
P
In & similar manner, the derivative with respect to x on the right-hand boundary, x = a,, becomes ,qc_
W o N
22
vi=g fa 2 [o,(x" M (uy) + o4(x")¥,(uy)] (ay—x")dx’ o
(B21) oag-
ay-ay) b , ,
+0,yM2VK) + =——+ fb 12 o (y¥(u dy’, o
:::’::l'
£
80
Y
D T ST A A N T Y T S N O D RV R 2 Y R PR T ARPIIRTLIC £ 0t Gt ST v VA

B R g

0 L Y

X

\]
]
{J




N T AR MR TR PSR AN WS Ao w3\ T UR P MR MLCRUI N TE2Y Y R U OV LW U LW o N UY N U TR UNE R R KK Y04 PN T IR TR TR X

g

AE P B

where

u, = A [(a;—x'P + K(y-by?V4,
(B22)

uy = A [(ag—x"? + K(y—b,?V4,

and
u, = A% [(32—81)2 + K(v—y')21/4

Note that u, in equation 22 equals u, in equation 20.

Differentiation with respect to y yields
¥K o, , ,
Wy =3 j; . [0, (x" ), (u Xy —by) + 04(x M (ugXy —by)]) dx (B23)

JHK

b [
= J; 12 lo, (1) + oy ()] (y—y')dy'.

Taking the limit as y—>b, on the upper boundary for points outside the mesh, or y>b,, leads to

fim AfK a, , _ A
bt BT [ 2 o))y —bydx } = VE©@/2) B24)

as found on page 49 of Reference 4. The derivative with respect to y on the upper boundary then
becomes

2 —
wy = VG, oor2) + AEC270Y 1% g 0 pax (B25)
8i ay
2 b
L N AT o AR A
8i “p;
where
uy = 2 [(x—x")? + Kby—b,?V4,
(B26)
u, = A2 (x—a,)? + K(bg—y')zl/4,
and
u = A? [(X-82)2 + K(b2-—y')21/4,
81
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Similarly, for y—b, and y<b,,

2 -
wy = Lllfw %2 o, xMudx’ = VE(0,0/2)

a1

2¥K b , ,
+ 212 72 [0,y ) + 0,(y ) (u,) Kby —y )y,
8i /n

u, = 2 [(x—x'¥ + K(by—b,)?V4,
u, = A3 [(x—a,’ + Kb,—y")?V4,
u, = A2 [(x-a) + Kb, -y"PV4.

We now represent the integration over the mesh boundaries in terms of the sum of integrals over the
basis functions. For the source distribution over the upper mesh boundary, this can be expressed in the form

im—

1 X,
faz Ou(X’)eo(uu)dX' = z Oui f it Oi(xl)go(uu)dxl,
al Xj-1

(B29)

i=2

where o;( ') represents the equation for the first-derivative-continuous source distribution of figure 6.
Thus:

ox") = 1 — 3(x;—x"P/d? + 2(x;—x")¥63 for x,_, € x' < x;,
ox") = 1 - 3(x'—x,P/d%,, + 2(x'—x,)%/63,, for x, < x' < x4,

6 = X~ Xy,

and o,; = unknown coefficient multiplier (to be determined).

For the summation in equation 29 to represent the limits a, to a,, we must replace x, by (x; + x,)/2 = a,
and x;_ by (x; | + x; )/2 = a;. The coordinates y, and y; must be changed in a similar manner.

Equation 30 has the property that the function o, and its first derivative are continuous. Note that
{,(u) = HZ(4,r), where r takes on the definition of

r=Vix-x)?+ K(yjm-yl)zl
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for the particular case of evaluating the potential on the upper boundary at x,y;, due to sources
distributed on the lower boundary aty’ = y;.

Then the integral in equation 29 takes the form

o OHS Andx’ = [ [1 - 30 -x)2/d? + 20x—x)%6F] HY (yrydx’
0

Xi~-1 Xi~1

+ [0 - 80—l + 20—l HY A’ (B32)

Xj

In the first integral on the right-hand side of equation 32, we introduce the variable

t = (x;—x')/d; or X' = x;—td;. (B33)
In the second integral, we let
t = (X' —x)/dj4y OF X' = X+t (B34)

Then the two integrals combine to give

Ji o xVHD (Ar)dx’ = fol [1 - 3t2+2t% {HZ AV (%~ x— 1) + K¥;m—y1)]
Xi-1

+ &0 HZ Oy VI(x—x+tdi,)° + K@yjm—y 2]} dt. (B35)

We perform this integration numerically by using a four-point Gaussian quadrature formula. Thus the
integral becomes

. 4
It o (xHZ (rdx’ = kz Wt (1 — 3t2 + 2t) {6 HP A V(X —x—t,d)? + KFjm—y 1)
=1

Xi—1
+ 6 HE (A VI =%+ 68, + K(ym =y ")} (B36)
The formula can be [arther simplified by defining new weight functions,

Wy =(1-3t + 2D W, (B37)
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and we obtain

. 4 _
I‘H’l ai(x,)I-I(()z) (Alr)dx' = kztl Wtk{di}n)m (ll\/‘[(xi—x—tkdi)z + K(ij—yl)z)]

Xi-1
+ di+1I'I(02 ) (11\/—[(xi‘x+tkdi+1)2 + K(ij‘)’l)z)]}-
We define a new variable in order to simplify the expressions. We let

Xawie = [ 00OH 0y Vi + K-y,

where the potential is evaluated at x,, y; for the source distribution located at y=y,, and x' ranges
between x' = x;_; and x'=x,,,.

We now consider integration along the y axis analogous to equation 38 and obtain the expression
with another new variable defined as

Yoy = _J;.yjﬂaj@')HI)z) & \/-[(xi‘xk)z + Ky “Y’)Z])d}",

-1

=3 WenldH? Ay I06-x + K5=ye—tady?D

m=1
2)
+ 611 Ho® ) V=3 + K@j=3e +tmdjeD}, (B40)

where the potential is being evaluated at x;, y; due to the source distribution located at an x, station, and
y' ranges between y'=y;.; and y'=y,,;.

Equations 38 and 40 can be put in the same form by noting that, in terms of the variables x and VK
y, the Hankel function is symmetric. Thus we write for equation 39

4 —
Xow = 2 Wl PO 0%~ + KO-y P,
z

+ G Ho'™ Qy VI =X+ tndin)? + K=y D).
Hence, we have

Xokije = HSO (xp.X;-1,X;, X0,V Ky V Ky iid) )

T S T . AT SRS R ;--"r-'"»fv o W e W
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where the zero implies that the HZ(¢) Hankel function is being used.

The k represents the x station where the potential is being evaluated, x=x,.
i represents the x’ location of the source distribution x'=x;.
j represents the y' location of the source distribution y'=y;.
f represents the y location where the potential is being evaluated, y=y,.

Similarly, we write equation 40 in the form

4 b - —
Youije = —\/}? 2 Wy {4 Hp (A1\/-[(’7j—’1:‘tndj)2 + x,—x;F))

n=1

+ 80 HEQ LV [n—ne +t,8,4, 7 + (e~ D}, (B43)
where

n=Vky; 6;=n-no; anddjs; = nu,—n;
Comparing equations 41 and 43, we see that

1
Youije = 7K HSO (VKy:, VKyj_1, VK VKYjs1s X, X Ay)- (B44)

We now derive similar integration formulas for the integrals in equation 19. First consider the
integral along the downstream boundary that contributes to the potentials on the upstream boundary given
as

y' ! ’
o, f, .J:’ oy ¥ (udy’.
i-
This is evaluated by inserting the definition of {,(u,) that is given by equation 4 as

6w = 2HZ @),
where

(=4 \/-[("1""im)2 + K-y’

In the subroutine call, the subscript is changed from O to 1 to denote that the integrand contains the
function H?(¢) instead of HZ(¢).
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Hence we write

Yi+1 , ,
Yigigje = L 'J oy ¥y (u,)dy

4
= kz_l W {26 HPQV/E + 26, HEG, )/, ),

¢ =L Vi —x; P + K-y, —t,6))

& = M VI =%, ) + K=y +t650))
Similarly, the first integral in equation 25 becomes

ag ., ,_m K
[ ofxMylugdx’ =3 oy [
a i=2 Xi

1 ' i—-1

1
Oi(X')el(ud)dx, ’

. 4 _
L o’ = 3 Wa (26HP @/ + 26, HP G},

i—1
¢ =M VIx—x—t6? + Ky;_~y1V]

b= M VIoG—x+t,6i) + K(y)‘m'}ﬁ)z]-
Replacing y, and Yie by y; and y; and x by x,, we write for equation 48

x:
xlkij! = fx moi(x')[l(mdx' = HS1 (xk,xi—x,Xi,xiﬂ,\/—K)’j,\/—K}’i,h).

i=1

Also, equation 45 can be written as

j t ’ 1
Yikige = fy .yJHOjQY Yy(udy' = 7K HS1 (V Ky, ,VKy-1,V Ky, V KYju1:X5,X0A1).
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We now consider the integrals in equation 21 that have a factor (x,—x') in the integrand: e

Y,
A

2m-1 i
L82 Ou(X')[1(u)(Xk—X')dX’ = z aui f l o;(x"M;(uXx, —x"Mdx’, (B52)
1 Xi-1

i=2

v

S #, .

Pas
s

where u = lf[(xk—x’)z + K(yj—y¢)21/4. (B53)

)

~—

Inserting the expression for the first-derivative-continuous source distribution for o; yields

f it o (x"My(uXx, —x")dx’ = : ".:.,
LY

Xj-1

511 - 30 —xP62 + 20k, - x)¥/d3H, (ux, —x )’ (B54) o
Xj-1

+ [ 5 - e —x)e + 260 —x)Plel 1 )eg - XX
X1

- ¢
Introducing the variables of equations 33 and 34 leads to another variable Xixiy» Where 1 denotes the use of e
the Hankel function of order 1. L3

The k represents the x location where the potential is being evaluated, x = x,. N !:".
i represents the x’ location of the source distribution x’ = x;. ™
{ represents the y’ location of the source distribution y' = y,. *‘
jrepresents the y location where the potential is being evaluated, y = y;.

P28 2382808 F)

. J
TR
So that '
Lt
- Xi+1 , Nt U,
Xiee = [ oMy (udxy —x"Mx (B55) G%
Xj-| W
= [ n-3t2+2t9) S} o
= fo [1-3t7+2t"]{ 6;(x) — x; +tdby (o) ¢
o +0;41 (X — X~ td; dt, 2y
dizjs:" 1+l(xk xl H‘])fl(ul)} ti k
’ where ~
1"\' A ,'
&
:;.\:::} u; = l% [(xk—xi+tdi)2 + K(yJ-Y()2y4 -“:-‘
* (B56) L
and i
b )
A u; = A2 {(x—%;,—6is)? + K-y PV4. P
1 ‘(y\ ,..::
Rin By the Gaussian quadrature formula, &
)
l‘h‘f\ - 4 _ :'l:*
xlkijl = :lz'._le {di(xy— X +tmd)by,uy ;"
'l
. W)
% W
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+ i (X =X~ ty i My (uy) }

= HSX(Xk,Xi‘l,Xi,Xiﬂy\/-KY j1\/-KYI A,
where

Uy = A2 [(x,—x;+t,6,° + K(y, “Yj)21/4
and

Uy = A [ —X—t by + K(YI—Yj)2]/4.
Consider now the integrals in equation 23. We have
by ' Nl
Lx oy Wy (u)y —y' My’ =
jm‘l Yj+1 ’ ’ ’
'Zz 3] fy oy ¥ (uXy —y'Mdy’;
J= -1

and, analogous to equation 40, we write

f yj+1 oj @')‘71 (w) (y! _ yr) dy: =
Yi—1

4 v 3 s s —

= nz-l Wt_n {djel (uo)(”h’ - '1) + tn dj) + dj+] 21 (ul) (n( _"'J - tn d]*‘l)}
1

= g HSX (V' Ky,, \/Kyj_l, \/KYj’ \/'Kyjﬂ’ X;, X, A1),

where
uy = A2 [(xi X2 ey 3j)2]/4,
u, = A? [(xi - x 2+ (e —my — t, 3j+1)2]/4,
and

6 = Ny~ Nj—y 5 Gy = Njuy

LAY AT

(B57)

(B58)

(B59)

{B60)

(B61)

(B62)

(B63)

(B64)

(B65)

(B66)

We can now write down the equation for y. Using equations 39 and 40, equation 2 can be written as

im-1

--L
W (XhY_j) - 4i g-z

[Ouk Xoikjgy * 9k x()iklj]
Im-1

1
T gz [Ork Yoitk; + Ork YOiimkj]»
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where now we designate x, and x; as the x mesh boundary and y, and ¥, as the y mesh boundary.
We now write the expressions for the normal derivatives required in the coupling procedure.

On the upstream boundary, where x = a,, the x derivative defined by equation 19 is now given in
summation form as

2ip-1

l
Wx (XI»Yj) =-1 Z [am X]lum] + 04 xllllj]

(B68)

2 ) Jm!
- 0(]/(2\/-K) + _l_.ls_m, kgz [ork Yuimkj]'

Similarly, equation 21, which represents the x derivative on the downstream boundary, is reduced to a
summation form given by

2 ip-1

Ay ) N
we (Xip¥) = g; ,-zz [Om' X imgiim T+ i Xlimilj]

(B69)
A‘l( 1) jm~!
+ 0/2VK) + -—‘gl——* E2 [O(k Ylimlkj]-
The y derivative on the upper boundary of equation 25 becomes
2
LMK W; y ) im™
Wy %uyy,) = VK 0/2 + ———m—L z [oax Xrctim)
k=2
B70)
2 -1
K im
+ ASII_ Z [al] th_u + oy Ylnml)m]
=2
The y derivative on the lower boundary (y = y,) of equation 27 takes the form
2K (y )it
wy, (X, y1) = — 04 VK2 + _!_sll__m > o Xlikjml
k=2
B71)
iK ’“‘ !

+ 8i [afj Ylll]l + Orj Yllxmu]
1-2

Having formulated the expressions of y, w,, and y,, we are ready to formulate the expressions that
couple the linearized far-field equations with finite difference near-field equations on the boundary of the
grid network.
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We equate the potentials at stations of the finite differencing grid network that are located one
station ahead and one station behind the forward boundary by the relationships given in equation 8,
which are expanded to give the expressions

oy = explidMxy) [ (1=, MAx,/2) wixy,y) = 252 w09 |

+ @y — Ay, /2 (B72)
and
= expii ~ &,
¢g; = explid;Mx,) [(1+111MAx1/2) wixy,y;) + 5 tpx(xl,yj)]
+ q)w -+ Axl(pwx/2.
Substituting equations 67 and 68 into the first of equations 72 leads to
. n—|
¢y; = exptid;Mx;) {Cx [ 22 04iXotijyj T 04 Xo1i1)

- A%; 9
+ kz-z(OPkYOIij+°rkY01imkj)] + 2 VK

im-1 - -
+ Gy [ 22 0w Xitijj + %ai X111y (B73)
=
jm—l Ax
+ (0= %) 2 0 Y ik ] } + o — =+ Py
k=2 2
where
C, = i(1+i4,4x,/2)/4 and C, = iA?Ax,/16. (B74)

Here, i = /1 instead of the subscript value.

The double subscripted sigmas of equation 73 represent the unknown coefficient multipliers of the
individual source distributions that are distributed on the outer boundary shown in figure 8.

g,; is associated with the sources distributed on the upper boundary; o4 is associated with the
sources on the lower boundary; o,; represents the source strengths on the upstream boundary; and o,; is
applicable to the downstream boundary source strengths.

There are (i, —2) variables on the upper and lower boundaries and (j,, —2) variables on upstream and
downstream boundaries. The variables are numbered by beginning with the source distribution on the
upper surface, followed by the sources distributed on the lower surface, then those on the upstream
boundary, and ending with the distributions on the downstream boundary.
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We replace the double subscripts by a single subscript k that progressively increases in value
around the periphery of the boundary and is designated as

o, for 2 <i<iy—1, o; k=1 to (i,—2)

04 for 2 < i Sig—1, o; k=(i,—1) to 2ip—2)

o; for 2 € j Kjp=1, oy; k=2(i;—2)+1 to 2iy,—2)+jr—2

oy for 2 € j €ju—1, 0y; k=2 —2)+j—1 to Aip +jy—4)-

Thus the total number of source variables is seen to be

NS = 2(i,~2) + 2(m~2).

We designate the coefficient of o, in the nth equation as

w(m,n).

Hence the equation 73 may be written for the j—1 equation, for 2 £ j € (j,~1), as

NS
Py = kZ_x W(-1,klo, + @, — 8x10p,/2.

The W(j—1,k) terms are coefficient multipliers of source strengths for equations that define the potentials
at stations located one station forward of the upstream boundary.

W(—1,i-1) = exp(id;Mx,) [C,Xoy;j,_; + C2 Xy i) ; 2€i€ip—1

WG —1,ipay +i=3) = explil;Mx;NC1Xopiy; + Co Xypij) 5 2€i€in -1

W(j—1,21mu+k—5) = exp(illMxl)[ClYoukj + Axld,k/(4\/k)] M 2<k<jm—1

WG—1,2imu+_)mu+k_7) = exp(illMxl)[ClYolimkj + (xl—xi)C2Y1“mkj] N 2<k<]m—1

The equations that couple the linearized far-field equations with finite differencing near-field equations N ,v
for mesh stations that are located one station downstream of the upstream boundary are given by the c:‘
expression

oz = explik;Mxy) [(1+iA,Max, 2nptx,y) + %‘i waxy.3)]

+ g —BX)Pay/2.

Inserting the expressions for y(x,,y) and w,(x,,y;) of equations 67 and 68 into equation 78 yields the
expression
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im=1

¢y = expli\;Mx,) {_Cl [ EZ (0uiXo1ijpj + 9aiXotiry

Jmax-1 Axi
+ kz_z(O(kYoukj*'orkYO“mki)] B 4/K

O(j

lmax-1

-G [ ;2 (0y; Xllijmj + 04 X13i1))

imax~2

+ Xy —xg,) Ezorlelimkj ] } + @u + 8X100,/2,

where C, is the conjugate of C,.

The W coefficients of the source strensths are then defined by the equation

NS
Py = kZ_lW(im+j—3,k)ok + @y + A 0., /2,

W(ip+j—3,i—1) = exp(iA,Mx,) [-C,Xpy;_; — Co Xy ] 2€i<ip -1,
W(]m+J—3,1m+i-3) = exp(illMxl)[-ClXOluj - Cz Xnuj] ; 2<i<im—1,

W(im+.)_3v2im+k—5) = exp(illMxl)[—ClY(nlkj - ZA-X\/:R- dik] H 2<k<jm_‘1,

fé

;‘;

W(]m+J—3,21m+jm+k—7) = exp(iAlMxl){_ClYoumkj - (xl—xim)C2Y11imkj]; 2<k<jm_‘1. (BSO)

In like manner, we now establish the W coefficients for the mesh potentials located on either side of
the downstream boundary. The equations for the potentials at mesh stations that are one station
upstream and one station downstream of the downstream boundary are obtained from equation 10 as

‘pim‘l‘j = exp(illMxim) [(1 —lleAxm/z)W(x‘m,yj) - Axmwx(x,m,yj)/Z]

+¢—AX 00 /2

@i = explAMx; ) [(1+id, MAX/20p(x; .y + Axpu(x; ,y;)/2]

+ @y + AXpPux/2.
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Inserting the expressions for y and y, at the downstream boundary (equations 67 and 69) into the
first of equations 81 results in the equation that defines the potential along a vertical line of mesh
stations located one station ahead of the downstream boundary.

im-1
Pip-1j = expliyMx, ) {Cs [ gz (04 Xoigijmj + %aiXo1,i1)

jm‘l
+ kZ_z(oqu,,,m + 0n Yoiinki ]

im - - jm=1
+Cy [ }22 (04X tipijm) + OdiX tigity) + Xig,—X1) \;z olleimlkj]
1= -

+ oy~ Axm(pwx/zv (Ba4)
where
C, = i(1-iA;MAx,/2)/4,
C, = iAx_A¥16,
and

i=v -1
The W coefficients are then defined by

NS
Pip-1y = EIW(ij+j—5,k)Ok + Puw— X, /2,

where
W(2jp+j=5,i—1) = expli;,Mx, ) [CaXg;_ii; + Ca Xiipijril 32 € 1 € im—2,
W(2Jm+J—5,im+i_3) = exp(illMxim) [CsXOimin + C4 x.“mnj] ; 2 < l < lm"‘2,
(B85)
W(2Jm+j—5,21m +k-5) = exp(illMxim) [C3Y0imlkj + (xim“xl)c,‘Y“lei] N 2<k< jm— 1,
and
Wi +i=5,2im +im+ k—T) = explid,Mx; ) (CsY; ;1 ~ A4V ;2 < k € ju—1.
93
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The equations for the potentials along a vertical line one mesh station aft of the downstream @
boundary are obtained by inserting equations 67 and 69 into the second expression of equation 81, which
yields

im-!

P = expii,Mx; ) { -G, [ gz (0uiX0igijmj + 9diX0igi1))

Im-1
+ kZz(Okaoimm + orkYOimimkj)]

3

l‘!
A
-

W
-

im-1

-C, [ ;2 (0uiXai i) + aiX1igity)

o

:

jm™!

+ (x;_—%y) kZz(o,th-mmj] + A%,6,/(4/K) }

+ @y + AXpuy/2.

The potentials given in terms of the W coefficients are then defined as

@2

NS
@i = ?:l WBjn+j—=7.k) 0, + @y + AXppyr/2;

Wi +j-7,i-1) = expi,Mx; ) [-CsXo; s 5 — CaXyi_ii b

W@Bjp+j—T,im+i-3) = exp(ii,Mx; ) [_C3X0imilj - C4X1imi1j]»
where 2 < i € i, —1; and where
W(Sjm+j—7,2lm+k‘5) = exp(illMxim) [_C3Y0im1kj - C4(xim—x1)Y1im1kj],
W +k—7,2ip +jm+k—7) = explid,Mx; ) [-Ca¥; ;i + Axpdp/t4VK) ],
where 2 < k < j,—~1.

We now establish the equations that couple the linearized far-field equations with the finite
difference equations across the lower boundary by inserting equation 15 1nto equation 13 and obtaining
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. A )
@ @i = exp(ii,Mx;) {w(xivyl) - ‘%1 wy(x,,y,) } + 9w — 8y 10,,/2 ::
. )
& B88)
) and 2,
) . A 3
. @ @z = expiMx) { w6y) + TPy § + @w + Ay16uy2.
| @ 4
W
L
.~
. w Inserting equations 67 and 71 into the first of equation 88 yields an expression that is applicable for l:"
; stations located one station below the lower boundary. ':Z
By 4
' % . ®
g% . i1 Y
¢i; = exp(i\;Mx;) { Cs [ kz-z(oukXOikjml + OgkXoix11)
A 3
: ! 1:}
: + % (ijYOiljl + aerOiimjl)] :.:
s ! .':2
. & )
; + Ay,V'K 04i/4 ;
H
’m jm-l - . ]
! +Cq [ J_Zz (045 Y 121 + 05 Y 33 j2) (B89) )
| & :
. + 1Y) kzz[oukxlikjml ]] } o
; |;7
K :
: ' + Py — Ayl(pwylzy :}
‘ é-pq.v where C; = i/4; Cq = iA2KAy,/16. .
» [y
! "
# \ . . : . . $
" The W coefficients for equations numbered 4(j,,—2)+i—1, where i ranges between i = 2 o)
; ! andi = iy-1, are given by \
% W(4jm+i—9,k—1) = exp(illMxi) [C5x0ikjm1 + Cs(yl—ym)xlikjmll, ~l
"(

and '

&
g

W(4jm+i-9,im+k—3) = exp(iAlMXi) [C5x0‘k11 + AYIVK dik/4]’

'l \,y.‘ :‘.
2 $‘:’,’, i'v where the range of k is2< k €i,-1;and by (B90) '.
i o : %
N o W(dj,,+i—9,2i,+j—5) = expli;Mx) [C5Yg;15 + Co¥ yigy1)
* ‘
) .
? ‘%‘ '
’ \
: Y
* sr ]
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and

Wdj, +i=9,2i, +jm+i—T) = expliA,Mx) [C5Yosj1 + Co Vi)

where the range of j is2 € < j,—-1.

The second expression of equation 88 provides the coupling relationships between the near-field and
far-field equations for mesh stations located one station above the lower boundary. Inserting equations 67
and 71 into the second expression of equation 88 yields the coupling expression given as

i1

@iz = exp(ii,Mx;) {Cs [ kZ_z(oukxmmm1 + 0gXoik11)

jm~1
+ Zz (0 Yoirj1 + oerOiimjl)]
J'

- Ayl\/-K Odi/4

im—1

m -~ -
-Ce [ Zz (0 Y1isj1 + 05 Y iy 1) (B91)
=

im=1

+ (1~ Yig) kZ_zaukxlikjml ] }

+ By + Y 1Py/2.

The mesh potentials are related to the W coefficients and unknown source strengths by the relationship
given as

NS
k=1

For equations numbered as (4(j,—2) + (in—2) + i — 1) for i ranging between i = 2 and i = i,—1, the W
coefficients are given as

W(4jm +im+i— 1 1,k“ 1= exp(illMxi) [C5x0ikjm1 —CGG']_ —yjm)xlikjmll

and

W(4jm + im+ i—-1 l,im+k— 3= exp(illMxi) [C5x0ikl 1 _Ayl\/-K dlk/4]

for2<k<i,—1,and as (B93)
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W(dj +im+1—11,2i, +j—5) = exp(id,Mx;) [C5 Y151~ Ce ¥yiy51)
and

Wik +ip+i=11,2ip +jm+j—7) = expliA,Mx) [C5Yoii_jy —Co Vi 1]

for 2 < j < ju—1.

The final two sets of W coefficients are obtained by inserting equation 15 into equation 12, which results

in the expressions given by

(Pi.jm—l = exP(ulMxi) [w(xi’Ym) - AYmWy(xi»ym)/2] + Py — Aym(pwy/2

and (B94)

Pijm = exp(id, Mx;) [w(x;,yy) + AYmWy(xi’y m/2] + @, + AYm‘Pwy/ 2.

Inserting the expressions for y(x;,y,) and y (x;,y,,) from equations 67 and 70 into the first of equation 94

results in

i1
Pijp-1 = explil;Mx;) {Cs [ kz_z(ﬂukxommjm + OakXoikijp)

im-1
+ zz (o'jYOiliim + oerOiimjjm)]
=

- AyVK o,/4 (B95)

im—1

+C,; [ Zz (055 Y 1105, + 05 Y tiipg i
-
i1
+ (.ij—)ﬁ) Ezadkxlikljm] }

t oy~ Aym‘Pwy/z’

where C; = iA?KAy,./16.

The mesh potentials (developed for stations that are located one station below the upper boundary) are

related to the W coefficients and unknown source strengths by the relationship given as
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Pijm-1 = :Z Wdj+2ip+i—13,k) 0y + @y — AY@uy/2. @ KA
=1
i
- [
The equations range in number from (4(,~2) + 2(i,—2) + 1 to 4G —2) + 3(i,,—2) along the strip that is :)( o
located one station below the upper boundary, and the W coefficients are given as ol "'::
)
X
4.;;3. uh
Iy '
5 ) .
W(dj,, +2i,+i~13,k—1) = exp(ir,Mx;) [CsXoigj i —BYmV K du/d] "V 0y
LYt
d gt
an @ :t‘w
¢
W(dj, +2ip +i—13,ip+k—3) = exp(iA,Mx) [CsXoikrjpy + Cr¥ip, =Y 1 Xk 1j0] o
!':f
@33 N
for2<k<i,—1,and as (B96) .
- & 0
W(4jm+2im+i—13,2im+j_5) = exp(illMxi) [CsYouﬁm + C7Y1i1ﬁm] )3 C':::
,I‘:;
and ﬁ' n‘l:.-s
” 1.\
Widj o +2ip+i—13,2ip +jm+i—=7) = explA,Mx;) (Cs Yo i, + Cr ¥ s i) :
- 4
l'% u.::
fOI‘ 2 <j < jm-l‘ N ...)
Y
P Y
Inserting equations 67 and 70 into the second expression of equation 94 results in the relationship for the | . o
potentials of mesh stations located one station above the upper boundary which is given as Y ",
| S B
o expinMx) G T E (oukon . W
@4, = expil,Mxy) { G5 [ kZ_z(oukXo,kJm,m + OgkXoik1jp) )
o W
+ 2 (0 Yougy + 05 viin) t
=2 "
( i
+ Ay, VK o,/4 B97 .
n‘,\\-. i) '?
m = Yoo R
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The last set of equations developed to couple the near-field and far-field potentials is given in terms of the
W coefficients by the expression

NS
Pij = I‘Z_lW(‘ij,,,+3i,,u+i—15,];) 0p + Py + AYnPwy/2,

where tlie equation number begins at 4(j,—2) + 3(i,—2) + 1 and ends up at 4G, —2) + 4i,—2).
The W coefficients are then defined as

W(djp,+3ip,+i-15,k—1) = expliA,Mx;) [Coxguy;_;, ~AYmV K dy/d]

and
W(4jm+3im+i—15,im+k—3) = exp(illMxi) [C5x0ik1jm_ C7(ij—yl)xlikljm]
for2< k<iy~1,and as (B98)
Wdjy+3ip+i—15,2i, +j—5) = expliA;Mx;) [CsYqir5 — Cr¥ 1z, )
and

Widj +8im+i— 15,21 +jm+i—7) = explid,Mx) [Cs¥o5_5 — Cr V5]
fO!' 2 < j £ jm—l'

Note that the quantities Ax,, Ax,, Ay,, Ay, derive from the differencing of the normal derivative
across the boundary. The formulas as written for the w array represent these quantities as being
computed before the x variables for i = 1 and i = i, are replaced by the values of the mesh boundaries, a,
and a,. If they are computed after these variables are changed, then a factor 2 must be removed from the
denominators of the coefficients in the preceding formulas. The same thing holds for the y differences.

The only things yet to be defined are the expressions for the wake potential and its derivatives in
order to complete the expressions for coupling the near-field and far-field equations at the boundary of
the grid network. Expressions for the potential of the wake and its derivatives are developed in the
following appendix.
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APPENDIX C

EVALUATION OF THE INTEGRAL FOR THE INFINITE WAKE FOR TWO-DIMENSIONAL
FLOW

The wake integral is defined in Appendix A by the expression
A o .
P = —Zii Lm exp(—iw(x;—x.,)) wydxj, (0}
which is put in the framework of our grid definition by setting x,, = a, (the downstream boundary) and
evaluating the integral from x = a, to x = .

The functton w is given in terms of coordinate differences, that is, y = y(x;—xLy,—~y) with x; = x
and y; = VKy.

Note that
Sy _ -~y
dy1 9y,
Thus the wake integral reduces to
— iA(pte ® : ' '
Pw=— fa \ exp(—iw(xi~ay) yy, dx;. (C2)
y is given in Appendix A by the expression
w = exp(iA,M(x;—x})) H? A,V (x,—x)* + y2), (C3)

where HY(A,r) is the Hankel function of the second type.

We make a change in variables by letting

n=y,=VKy
and
t = x1x,

which transforms the wake integral into the expression

1A - . .
Pu = ff“’ exp«w(az—x»f;, faz-x exp(~iwtlexp(—it MOHZ (v (t*+n?)dt.

Note: Unless otherwise stated, references made in Appendices A, B, C, and D to equations in these
appendices do not include the appendix letter or parenthesis. For example, in Appendix A, equation (A5)
would be referred to as “equation 5.”
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Using the definition 4, = wM/(1-M?2), we combine the two exponentials into a single exponential
and then replace the single integral by two equivalent integrals to obtain the expression

_ 1Ag,, ; —x) .0 « — 2) 2, .2
©w - exp(iw(a, x))a_n { L exp(=iA, t/ MHP A,/ (12 +n2)dt

- _];‘2"‘ exp(—i).lt./M)H‘oz’(ll\/'(t2+n2))dt} . (C4)

The second integral can easily be evaluated using standard integration quadrature procedures.
However, it is more difficult to evaluate the first integral due to its slow rate of convergence along the
real t axis.

The integral can be evaluated more readily if the device of contour integration is applied to reduce
the integration of a slowly convergent integral defined for real variable integration to an integration of a
rapidly convergent integral defined in the complex plane.

P e

T T .

In applying contour integration, we first identify any poles or branch point singularities in the
complex plane so that we can choose a contour that will allow an accurate integral evaluation without
having to evaluate singular functions at localized poles in the complex plane. Fortunately, the integrand
becomes singular only at the branch points t = +i|n|. Therefore, we select a contour developed to enclose
an area free of point singularities. The contour shown in the following sketch appears satisfactory for
performing the contour integration.
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The sum of line integrals around the closed contour equals zero since the area enclosed by the above
contour is free of singularities (poles).

That is,
§ fit)dt = 0, which is represented by
C

Ig, 4 Ieg + Ig, + Ig, + I, = 0. (C5)
If R is allowed to approach «, then Ic, =0. Alsc if r 0, then I¢ —~0; and we obtain

tim {lo, + 1o, * g} = 0

In terms of individual line integrals, the contour integration becomes

tim { £ expl-it MR (v 2+ dt + I 1 e p(—iA /MYHP (v (12-+12) dt iy

+ [ exp-ilMHS Gy tz+m) dt } = 0. (C6)
We transform the last two integrals using the transformation t = —iv to obtain

S expl-id NDHG® (A, (82472 dt = +i S5 exp(-AIMHS 0y (ivi-+n2) dv

and

~0i . .l
L, Pt MR (V@2 +n) dt = +i J exp(=A,vMHP Gy (~ivR+n2) dv.
When “nand the integration ranges between v = || to v = R, the square root term is evaluated as

V{((=ivi2+n2) =/ (—iv+inX-iv=in)) M
=V (—1)2(v2—n2))

= =i/ (v2-n2).
When v € n and the integration limits are v = 0 and v = |5, the square root term is evaluated as

V(=iv)2+n2) = V{((=iv)+n) (miv)—n) = vV (—1)2(v2—n2)) 1
= \/((—1)2(1)%(n2—v2)) '

= \/_(nZ—v2). "~

ox
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o Inserting the expressions for the square root terms into the appropriate integrals results in integrands
having Hankel functions of both real and complex functions.

The Hankel function of a complex function is changed into a modified Bessel function of a real
function by making use of the relations of section 9.6.4 of Abramowitz and Stegun (ref. 13), where we
N observe that

e HP (-iz) = 2 K (2).

" The Ky(z) function converges very rapidly, as is shown in figure 9.7 of Reference 13.

0 Thus the slowly convergent integral defined along the real axis of the variable can be evaluated as a
My rapidly convergent integral defined along the negative imaginary axis that is given by

N L“exp(—u,tM)HS"’ AWV (2 +nPdt = % flzexp(—llvMKo(mv?—n“’» dv

Inl
-if " exp(~A,v/M)H, (A (n2=v?) dv. €D
\ Inserting equation 7 into equation 4, we obtain a revised form of the wake integral given as

. o, =1 f“ expliw(ag—x)) a%, - "2 exp(=id, t MYHP (4, (12 +12) dit

nl
" -if " exp(-A,v/MHZ (v (n>—v?) dv
+2 j:exp(—llv/M)Ko(ll\/'(vz—nz)) av}. (C8)
1 The expression for the wake integral is simplified to the form

Py = 1‘;:‘& {wl(x,n)+lp2(n)} exp(im(aZ—x))y (Cg)

;c' where

] wy = nd, Laz-xexp(—illt/M)H‘f’ A+ P +t2) dt, (C10)
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and - "ﬂ

_ 9 ¢_. fnf . 2 2 .2
w _Fﬁ{ 1L exp(—A,t/MHY (A, (n?—t) dt :ﬁ"

2 ~ ;
+2 [ exp-h MR (H-?) dt }. (C11) T

We now apply transformations to simplify the numerical integrations. We first eliminate the variable of
integration from the integration limits by inserting the transformation t = |n|t' into equation 11 to x
obtain 0

Wz = 2= { =ilnl ['exp(-Ay nltMES &y Inly (1=t dt it
+ 201 1% exp, It MK InV -1 dt }, C12) b

where the primes have been dropped. b1,

A new variable is introduced to simplify the expression even further; we let { = 4;n. Then the equation is .\.‘.j
reduced to ':l.:
\]

. 1
wa =2 { =ikl expl- MBS chva-t) do \

+ gf"fl f1°° exp(~|¢I/MK(|¢IV(E>-1) dt } (C13) NS

PO EE2REPHE B

The singularities that exist at t = 1 are moved to the origin in the first integral by introducing !
t' = 1-t and by using t' = t—1 in the second integral. This leads to ..:ﬁ:g

Wy = 3"’5 —i|¢|exp(~|¢I/M) LlexP(ltlt/M)HBz’ (ElvV®E-t) dt

+2¢lexp(—|&|/M) Lwexp(‘KltIM)Ko(ICl\/ (t(2+1)) dt } , (C14) %
) ,.
Y

where the primes have been dropped. Equation 14 may be expressed in terms of a new function defined by ®

o 0
i
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i )
' s
A .::‘:"- .
- \
. wo = —i [ 'exp(LIUMHS (gv k2t dt % '
¢ : v
N ‘
+2 [ expl-[HUMKIEV ®@+t) dt. (C15) '
’ PV
. ¢
N That is, . :
. @ /]
! w2 = 25 [Elexp(-¢IMDw, (€16) :
. @Q?a' X
o or g !
" !
,: wo = exp(—[¢|/M) [(1-1¢//Muo+ ¢ lwoiy] sgné. (C17) 5@ !
¥ Rind
. For convenience in numerical integrations, the integrals are combined as follows:
s ¥
, @ .
Ri )
! wo = J;‘[ 2 exp(~et/M)K {2y (6(2-+1)) —iexp(etMHP ¢y ¢2-t)) ]t )
; &R o
: + 2 [Texp(~LMKqev 12+t dt, (C18) ¢
s Y
0 @ A
i: where the absolute sign has been dropped for convenience. O
N AN s
Then the derivative with respect to { takes the form v .
ll' ';
5‘ a W 1 8.4 ‘. "
! T{g = -_L {exp(—tt/M)(Z/n)[(t/M)Ko(C\/' (t2+1) +V(t2+t) K,V (2+1) ) % ':
\ = \
+ iexp(&t/M) [/MHD (v (H2-t) -V (1(2-t) HP( &/ (1(2—t)) ]} dt W :;
i ,:,
Ly 1]
: — 2 [exp(~S/MILMK &V H2+1) +VE2+t) K,V 12+ ] dt. (€19 @ :':
? ‘ v
¢ We simplify the expressions by letting 5';‘?" :
: Sl
) 2, = V(t2-1), i
: LAY
! zo = V(t(2+t)), Ty W
and q
a=t/M . J
‘ and obtain N 3.} My
# > Nt
§ “
‘ PO
- .
‘ o 3
1 ! l’
; ‘%53* W
\ ‘.i
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woe = = ;' { exp—2aX2/m [aKoltzy) + 2K (¢2,)
+ fexp(taaHp’ (22, H(¢z)] } dt

-2 [“exp(~La)aKo(lzg) +25K1(¢zp)] dt.

SUMMARY OF THE DERIVATION

The potential induced by the wake is given by e;;uation 9 as

Py = -lé%tﬁ {lpl(x,n)‘l"wz(c)} exp(iCD(az"'X)))

wheren = V Ky and { = Ajn.

The derivatives with respect to x and y are given as

) iA )
oy = 0Py + 2 1, explicla,—x)

and
iA .
Py = -% {w1y+M VK wy} explin(ay—x)),
where
Wy =l fz"‘exm—ult/M)H(f’ AV 2 +n2WV (2 +nD) dt,

Wi, = —Am exp(=iA(ag~x/MH? A,V (1 +a,— )W 1’ +(a;—x)),

iy = wily—A 2V Kn? J:z—xexp(-—iklt/l\d)l{‘f) AV (2 +nD(E2+n?) dt,
and

wy = exp(—|&l/MQ—1¢|/Mupo+|Elwgy] sgné,
where y, is obtained from equation 18 as

wo = %fowexp(—alcl)Ko(Itlzz)dt-i_‘:)lexp(alCl)H(oz) (1¢lzy) dt

(C20)

(c21)

(C22)

(C23)

(C24)

(C25)

(C26)

(c27

(C28)
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i oty ¢
wo, = T [ "expl-adlaKo(tz)+ 2K (¢zp) dt )
B . rl 2 2 "‘:\"r‘ :
. =i [ expladlaHY (Cz)-2,HP (G2y)] dt. (C29) '
B |
: (Absolute value signs have been dropped for convenience.) ) y
o Inserting equations 28 and 29 into equation 27 yields the final form of y,, given by @ :
ol (
; wa = exp-tM) {3 S, exp(-ad(1-EM-adK (222K y(229)] dt @‘ !
N R
-i J;‘exp@o[u—;/mﬂomg’ (E2y)-2,8H (e2y)] dit } (C30) @ :

and making use of the differentiation formulas @ !

3 4 {23,@) = ) . B
[ P e ¢
; Ny 4
;t and +
" d SV

s {zK,(2)} = zK(2).
'5 2 4 v‘
) . ¢
:: We obtain the derivative of w, with respect to { in the form of m :g
th b 2"-
: woe = —wo/M +exp(-¢/M){ % j(;“exp(—aC)[(a2¢+ aUM—Za-ﬁ+Cz§)KO(C22) W ‘
A .
v .
‘; + zoat+YM-1)K (62,)] dt \%ﬁ' 3
. rl 2 2 2)

- -i L exp(ad)[e’t—al/M+2a~1/M-EHHP (¢z,) :'E&- ]
1§ ! g
A RN .:,
iy ~2)(al~YM+DHY @zt }. (C31) A, M
; ’
A ' !
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K APPENDIX D :
) \
° MODIFICATION OF COUPLING EQUATIONS FOR THE INCLUSION OF THE -
: % POTENTIALS DUE TO THE INFINITE WAKE FOR TWO-DIMENSIONAL FLOW
' \J
* Wake potential contained in equations 72, 81, 88, and 94 of Appendix B are terms that are designated as »:
% P Pux> 80d @, These terms will now be put in a form that is suitable for inclusion in the W matrix. For o
equations 1 € j € j, — 1 (that apply to grid points located one station ahead of the upstream boundary), 3
< the first of equation 72 of Appendix B has the form
K :
:-' Ax NS !"
: —P1i+ Ou (X, 9~ G G X1, V) + T WG 1, K)o = 0. (D1) N
¢ k=1 ¥
B ]
For equations (, — 1) € G, — 2 + j — 1) < 2(j,, — 2) defined for points located one station downstream of the
‘; ‘ upstream boundary, we use the second part of equation 72 of Appendix B to obtain h,
[ "
: % A NS 3
N ~ @25+ Pu (xl,Yj)+—2-L Pux X, YD+ W(in+i-3, 00, =0. (D2) ::
[ 4
N For equations 2(j, -2) + 1 < 2(,, -2) + j - 1 < 3(,, - 2) that apply to points located one station up- W
g SR stream of the downstream boundary, the first expression of equation 81 of Appendix B gives the form ¥
3 .'53" ]
' Ax NS "
ﬁ - (pim—l,j + Pw (xim) YJ) - f fpwx (ximy Y,) + z w (2(im -2)+ J - 1, k) ox = 0. (D3) :l
x=1
N 0
. For equations 3G, — 2) + 1 € 3(, — 2) + j — 1 € 4, — 2) that are applicable for grid points located one ::‘
v ' station downstream of the downstream boundary, we use the second expression of equation 81 of Appen- .:
N W dix B and obtain X
N J
® Ax, i : ,
h k=1 W)
t M
4 % For equations 4(,, - 2) + 1 < 4(,, - 2) + i ~ 1 < 4G, - 2) + (j,, - 2) that apply to grid points located one ::,
'.,q \ station below the lower boundary, we use the first expression of equation 88 of Appendix B to obtain W
? by, = . . )
] — i1t P X YD =5 Puy K YD)+ S W (4G =2 +i =1, k) 0 = 0. (D5) :
J k~1
"‘: '
3 , Y
% '@- For equations 4(j, - 2) + (in ~2) + 1 < 4Gy -2) + iy -2)i-1 < 4Gy - 2) + 2(i,, - 2) that are valid for A
points located lone station above the lower boundary, we made use of the second expression of equation
. 88 of Appendix B to establish the equation 3
Y
o .:
: " Note: Unless otherwise stated, references made in Appendices A, B, C, and D to equations in these \:
o appendices do not include the appendix letter or parenthesis. For example, in Appendix A, equation (A5) h
. :‘ would be referred to as “equation 5.
: ]
f @ l:
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#

) Ay, NS . . .

; —cpi_2+rpw(x,-,y1)+7 Py Xp YD)+ 3 W4 -2+ iz -2 +i-1,k)o, =0. (D6)
‘4 k=1

For equations 4(, -2) + 2(i, -2) + 1 £ 4(, -2) + 2(, -2)i -1 < 4(, - 2) + 3(iy - 2) that define the
potentials at grid points located one station below the upper boundary, we use the first expression of
o equation 94 of Appendix B to derive the expression

f Ay - . . .
‘ = Bij-1 F P & ¥i) = 5" Puy iy Vi) + T W (M = 2) + i = 2) + i~ 1, k) o = 0. O7)
k=1
' For equations 4(, -2) + 3(ip, -2) + 1 < 4, ~2) + 3(i, - 2)i-1 < 4(y ~ 2) + 4(i, - 2) that represent
. the equations that define the potentials at grid points located one station above the upper boundary, we
4 use the second expression of equation 94 of Appendix B which provides the expression
3}
' Ay i . . .
= Qi + Po 5y Vi) + 5= Py X Vi) + 5 W (40 = 2) + 86y~ 2 +i-1, k)0, =0. (DB)
i k=1
)
: Using equation 9 of Appendix C, the wake integral is given as
4
iAp .
3 Pw =7 {w1xN+yy0)} explinlx; —x)), (D9)
wheren = VKy; ¢ = A4)n.
1
K A is the jump in potential at the downstream boundary. In terms of Ag;, ., at the trailing edge,
K Ap = Ag;, ) expl—iw(X; —X; 1))
)
; Equation 9 then becomes
: 0
= Byt 6 fxy, +1=x) D10)
Ow = {wrx+wo(d)} explio(x;, +1—x)),
'
and the derivatives of the wake potential are given by
. Ag; .
! Pux = "Wyt -;12”“ Wix exv<1w()511+1-x)), (D11)
:
¥ and
_ iA(pi1+1 ’ : -
Puy = {wiy+w2 (OAWK sgny} expliolx; +1=X)). (D12)
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Substituting equations 10 and 11 into equation 1 yields

Ax; . iAx . B
-(pl.]+‘pw+ -2_l 1w~ ""8—1 A‘pi1+1wlx exp(lw(xi1+1—x1)) +kzl W(]_l,k)Ok = 0,

. iAx . B
—tp1j+(1 +1wa,/2)cpw— —8—1 Acp,-lﬂtplx exp(1w(xi1+1—x1)) +kzl W(]—l,k)ﬂk = 0,
and

. 1Ag; . Ax . NS
—¢y —4—“” {(W1+W2X1+IOJAX]/2)- Tl wh} exp(1w(xi1+1—x1)) +kZ W(—-1,k)o, = 0.
=1
Similarly, from equation 2, we obtain
- + iA‘Pi1+l . Ax; .
P2; —4— {[lPl(Xl,nj)+tp2(Cj)](1—lwa1/2)+ T wlx} exp(lw(xilﬂ—xx))
NS
+]‘:£l W(in—2)+j—1,k)0, = 0.
Substituting equations 10 and 11 into equation 3 yields
iA(Pi1+1

015+ 2 { i)+ QN oAy - 5By, } explintx, 1o, )

NS
+kzl W(2(,-2)+j—1,k)o, = 0.

Similarly, for equation 4, we obtain

TPin + }%‘eil-H {[wl(xim,nj)+wz(£j)](1—iAxmw/2)
Za i - > W(B(n~2)+j—1,kloy =0
+ 2 wlx} exp(lw(xi1+l xim))"*'kz_l (’m J-1,Koy = V.

Substituting equations 10 and 11 into equation 5 leads to

iAep, A .
—pin + 217 LV Ky D+ sV Ky)] = Sy +wy) } expliote,1mx))

NS
+3 WdG,~2)+i-1,k)o, = 0.
k=1

(D13) g

D14) ®

(D15) sl

(D16) R

D17 X
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)
B Similarly, equation 6 becomes ’ @
iAp, A -
=g + 2 { xRy )+ waiv Kyl + 3 [y +wy) } expliots, ,,-x,)
: NS
i +2 Widlin=2)+(in—2)+i~1 K)oy = 0. (D18) g‘d}'@
N
A% Substituting equations 10 and 12 into equation 7 yields w
))
he _ iAg; 41 %
X G-t T { VRtV Ky ] :@
| A i :
! - —%m [wiy+wzyl } expliols; ;%) g}::b ‘

e X4

NS
o +3 W4 =2+ 2=2)+i—1,K)oy = 0. (D19) AR
k=1 AN

*:: Similarly, equation 8 becomes @ :
|‘.
: iAw:
P ~Pijy T ‘4—%1” {[1P1(xi»\/Kij)+lP2(Ax\/Kij)] e
s
+ A% 1y, g, Y expliolx;, 1-x;) g
9 Wiy WZy} XPUW(X;, 417X

NS
+2 Wd(j,—2)+3(n—2)+i—1,k)o, = 0. (D20)
. k=1

) .
N We now identify the W coefficients that are due to the wake terms of equations 13 to 20 by the {?:‘?3.
AN following expressions. Nl

R W(G-1,NS+1) = % {(wl(xl,n,.)+w2(c,-))(1+iwa1/2)— A-—2’51 ‘Pu} expliw(x; ,1~%) (D21) @&
. N
W((jp—2)+j-1,NS+1) = i {[wl(xl,nj)+Ip2(Cj)](1—iwa1/2)+ %1 w1x } expox; «1=Xy) (D22) @i’ .
&

° W(2(,~2)+j~1,NS+1) = % { w1 )+ w21 +iwhx,/2) A—;ﬂn Wi} explio(®;, =X, ) (D23)
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@ W3(,~2)+j-1,NS+1) = i {[wl(xim,nj)+wz(c,-)](l-iwam/Z) + A—;m wlx} expliw(x; +1=%; ) (D24)
@ W(4(im—2)+i—1,NS+ 1) = % {wl(xi,n1)+W2(C1) - A—gx [lply""‘#zy]} exp(iw(xil.,,l-xi)) (D25)
@ WG, —2)+(i,—2)+i-1,NS+1) = i { (XN +wally) + A—gl [wly+wy]} explio(x; 4,—x)  (D26)
% W4(§,—2)+2(1,-2)+i~1,NS+1) = -}z {wl(xi,njm)ﬂpg(éjm) - —A%m [tply+w2y]} expliw(x; 1+1‘Xi)) D27
A0
N WG . . i Ayp .
P (4(Jm-2)+3(lm—2)+1—1,NS+ = Z {Wl(xi’njm)+w2(¢jm) + D) [WIy 'HJ-’zy]} eX'P(ICD(X,'1 +1"Xi)) (D28)
We now collect the W coefficients, and we write the equations for the potentials at grid stations that
are located inside of the boundaries as
NS
~@o ‘j+kzl W((jm—2)+j-1,k)ok+A(pi1+1W((im—2)+j—1,NS+ 1)=0, D29)
NS
=1
NS
—(pi‘2+kz W(4(1'm—2)+(im—2)+i-1,k)ok+A¢pil+1W(4(im—2)+(im—2)+i—1,N S+1)=0, (D31)
=1

and

NS
P2, Wkl +2i=2)+i=1, Koy + Ay, 1 WAG5=2)+ 22+~ NS+1) = 0. (D32)
k=1

The terms @i ®;_ -1 Pi2 and @;; - are variables in the finite differencing procedures; but they are not
free variables since these variables must also satisfy the boundary conditions specified by equations 29,
30, 31, and 32. The number of equations involved in satisfying the boundary conditions at grid points
located one station inside of the boundaries is 2(,—2)+2(i,~2).

We collect the remaining W coefficients and write the equations for the potentials at grid points that
are located one station outside of the interface boundary.

rEeagPee&Er e

NS
(le = kz W(i—l,k)ak+A<pi1+1W(]'-1,NS+1) (D33)
]
NS
Pigi = kZ W(3(j_—2)+j=1,kloy + ;1 WB(m~D+j—1,NS+1) (D34)
-1
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[

Q;ﬁu NS )@

X @1 = 3 W(4Gm—2)+i—1,k)ak+A(pil+1W(4(]'m—1)+i—l,NS+ 1) (D35) Ly )
"4' k=1 ¢
NS - ,

" P = 2, W2+ 3052)+i=1 Koyt Acpiy 1 Wi =2)+ Bi =D +i-LNS+1) D36) s

ah

The terms on the left-hand side of the above equations are eliminated from the finite differencing
procedures by replacing them with the coupling boundary conditions given by the expressions on the
right-hand side. The expressions on the right-hand side represent the potentials at the outer stations that

RN
e

“_{i are derived using the potentials of the wake and applied source distributions evaluated at the boundary. '
f:: The number of equations involved by imposing the above boundary conditions is 2(j,—2)+2(i,—2). {
1%‘ n )
;:: The total number of equations involved in this coupling procedure is then equal to %

E (in—2)*(Gp—2)+4(G,—2)+4(i,—2), which equals the sum of finite-differencing potentials and exterior ¥

. applied source distributions. o
v" Tt

X &3
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X &y
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APPENDIX E

EQUATIONS FOR THE FINITE DIFFERENCE POTENTIALS FOR THE INTERIOR
REGION IN THREE-DIMENSIONAL FLOW

The mathematical derivation of the procedures required for the solution of the unsteady velocity poten-
tial for the flow about a harmonically oscillating wing is given in reference 1. The following discussion
is limited to a brief outline of those procedures. The complete nonlinear differential equation has been

simplified by applying the assumption that the unsteady flow can be represented by a small perturba-
tion about the steady flow condition.

The perturbation velocity potential is given by
[K - (= D6 = (0 + D8] b + 8y + b2 — 26y — S)/e = 0 E1)

where K = (1 - M?%)/M?, M is the freestream Mach number of velocity U, in the x direction and x, y
are dimensionless coordinates. Time is nondimensionalized by 5/U,,.

The airfoil shape and displacement are defined in terms of time by the relation

zo(xsyv’) = 6f(x:yst)

The boundary conditions are linearized and defined by
¢, = [lxp.0) + f(x.y) (E2)

The quantity 6 associated with airfoil properties such as thickness ratio, cember, and angle of attack is
assumed to be small. The y, z coordinates are scaled to the dimensionless physical coordinates by the
relationship

y = 8M¥Yy, ; z = 8 MY,
and ¢ is defined in terms of é by
e = (/M)*?
The pressure coefficient is given by
C, = —~ 2(e, + &)

The differeniial equation of flow (E1) is simplified by assuming harmonic motion and by assuming that
the velocity potential can be separated into a steady and unsteady potential representation. That is, we
assume that the potential can be represented by the expression

¢ = ¢,(x,y,2) + ¢,(x,y.2) expliwl) (E3)
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*_:f where the body shape definition is given by
N

' o = 8xa) = 8[f(xy) + fitxy) expian)] (E3A)
o
u:, In the absence of oscillations, the steady state terms must satisfy the differential equation and boundary
W condition given by

[K -0+ D)o, + 0 +8, =0

R KRN

" vy 2
x ,
i ®, = fox:y)onz =0and - I S x <1 (E4) ,
o
s -
u For the unsteady condition, it is assumed that the oscillations are small and that higher order terms
may be neglected. The differential equation and associated boundary condition that must be satisfied by
¥ the unsteady potential ¢, is then given by PETO
) ,1.~ & 1
3 wE
# .
" [[K - (v + Do, Joy ] + 6+ by - Qia/edy + qé; = 0
1y L\
KX ;'Aii} )
_ =f1x+iwf,(xy)onz=0,for—lsxslandOsySy,,.p
o
t
;:: where g = w¥/e — iw(y — l)¢on (E5) %
)
N
‘, 134,48
\ The differential equation of (E5) is of a mixed type, being eiliptic or hyperbolic whenever the steady S
;‘o state equation (E4) is elliptic or hyperbolic. The finite difference equations are formulated by using :
;: central differencing in defining the y and z derivatives, whereas the x derivatives are evaluated using A \
;:; central differencing whenever the region is subsonic (having elliptic characteristics). Upstream (or back- m ;
i ward) differences are applied in defining the x derivative at all hyperbolic stations. e '
1 The finite difference form of equation (E5) that is applicable to subsonic flow regions is given by g
:‘l
':: L% ;
k) A Ry
". azk ¢lijk’] - (ayj + byj + azk + bzk + El + Ez - quk/Z) + bzk¢lijk+] :‘. )‘J(;
3 \- l,‘
N =~ El¢'i+ljk - Ez¢'i—lj d”u Tl byj¢’ij+lk (E6) .:::."}
B - ® A
W9 oty A
n ‘
) The finite difference form applicable to supersonic regions is given by "o
i P
N _ ]
.: alk ¢1Uk-l - (ayj + byl + azk + bzk - E3 QU’(/Z)¢]U* + b ¢'ljk+| ff‘:::\ -
M oy
A = (Ey + E‘)d”r-uk - E‘¢]i-2/k ¢"q w byj¢lij+lk ED)
! \."C"‘
"
) LT
Ll
8 )
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= WZeey = )@ = 2 s a_yj = Vi = y00 — Y s
bzk = 1/t — 2 M2ker = 205 byj = V0o = YU — 9
E| = ¢t — "wcni/é ) E;, = dyj, o + i‘*’dli/é )

E3 = Ci—lui‘l/ij - iwCZi/E H E4 = d,»_lu-r3/z,-,, - iwdzl_/f H

n
|

= VX = Xed&iey = X) 5 6 = 0 = ¥4)65
di = VXey = X006 = X)) = (Xiy — X)d;

Ui = K = ('7"’1)(4’0,-”];( - ¢ol_jk)/(x,-+, - Xx)

Upin = K~ v+ D@o,, = o, )/ (X = Xp1)

>
[

= /(g = X)) + V(x; — x:p)

& = - dy,

Boundary conditions on the upper and lower wing surfaces lead to the following equations for subsonic
flow. The finite difference equation at grid points below and adjacent to the wing surface at z = z;_ is
given by

azkm¢iijkm—l - (ayj -+ by' + az + El + Ez - quk/2)¢lijkm

km

= - Ei¢, - Ey¢,

— a —
By~ O

- h,bzkme.}’ (E8)

i+ Lk i- 1k i+ 1y

The finite difference boundary condition equation applicable to grid points above and adjacent to the
wing surface is given by

+ El + Ez - Qijkm+1/2)¢1'jkm+l + bzkqul

- (ayj + b)'j + az"n.u ik gy +
= (- E‘d"nukmn B E2¢li—1jkm+l B a’j¢‘:j-lkm+l - b’l¢'ij+lk,,,+l + h,azkaFgJ’
where F}}' = f'll;’(x, y) + iwfx)
FU = £ ) + iofx,p)
h' = z*m” - zkm (E9)
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The (L) and (U) superscripts refer to the lower and upper wing surfaces respectively.

Additional terms need to be added to equations (E6) and (E7) to satisfy continuity of normal flow across
the wake vortex sheet.

The term bz, A1,

is added to the finite difference stations just below the wing, and —ay A¢; is added to stations just
above the wing.

The jump in potential is given by

A¢|U = A¢l exp( - lw(x‘ - x,'l+|))

i+l

where A¢j iy+1; 18 the jump in potential at the first station downstream of the trailing edge and is
determined in such a manner that the Kutta condition is satisfied at the trailing edge. The jump in
potential at x; ., is determined from the condition of a zero pressure jump across the wake as given by
the pressure equation

a_a% + iwA¢, = 0 (E10)

29

The finite difterence form of equation (E10) is given by

C"l (A¢il-0-lj - A¢,},) + dlil(A¢i]j - A¢il'lj) + IwAd>,lJ =0

i

where iy = O = X )X 4 - Xi - )& vy = X;)

dlil = (xil+l - Xil)/(xil+| - x,']_])(x,'l - x,~l_|) (El'l)

The potential jump at the first finite difference station downstream of the trailing edge then becomes

B9 41j = Cket 8% + Co2Bd; )

where ¢,

| d”l/c‘”, - iw/c”l

Ckez = dli,/"n, (E12)

The potential jump terms on the right-hand side of equation (E12) are the potential jump teims across
the wing at stations forward of the trailing edge.

The potential jump for stations on the wing is given in reference 1 by
A¢:j = ¢Ukm+l - ¢ijkm - C;|(¢ijkm+2 - ¢ijkm+|)
a (L
= Clbik,, — Pk, ) — doF, + doF, (E13)
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where

V(4sis, + D)5 o = 1/(dsy(s; + D)5

d,

sl

h@s, + 1)/4(s, + 1); dg = h(2sy + 1)/4(s, + 1) ;

5 = (ka+2 - ka+])/h ' § = (zkm - zkm‘l)/h >

h = (kan - ka)

The jump in potential given by equation (E12) at the first finite difference station downstream of the
trailing edge is given as follows

Ad; 1y = Andi —jk,-1 + Audi i, + Andi -k, 1
+ Audi i, +2 + Audii, -1 + Apdij,

w 19}
+ Agadijk, -1 + Asbijk 2 = ChaldaF i, + oy,

- ckcz(dle :Ji yt dsZF ?;)‘ U) (E14)
where
Ay =aata: Ap=—aall + 625 Ap=aall+s); A= = Gty
Ay = oGy Ap = =l + 65 Ay =l + ¢ Ay = ~ i

As before, for stations below the wing surface and for i = i;+1, an additional term is added having the
form

P E PEEES T ETI2ESDE P

e

- bzkmA¢i|+|j exp( — dwlx; — xil+l)>

%

2
A

for values of y; that are less than the wingtip station.

For finite difference stations located above the surface for i > i, +1 and j less than the tip station
value, the additional term to be added is

azkmA¢il+|j exp( - dw(x; = x.'ln)/\

Seratelul
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APPENDIX F

SOURCE AND DOUBLET DISTRIBUTIONS TO BE APPLIED TO THE OUTER MESH
BOUNDARIES OF THE FINITE DIFFERENCE REGION FOR A WING

A combination of source and doublet distributions is to be applied to the outer surface of the reduced-size
grid network in order to provide a means for matching inner and outer solutions on the grid boundary.
The source distribution applied on the surface z’ = constant is given by

b, pa
o2 = (exp(i)\Mx)/41r)Sb2 S 2 ot ) EREMN gy F1)
174 r
where r2 = (x/ _x)2 + K(y/_y)z + K(z,_z)z

The doublet distribution is defined as

b; (a _
¢4, 7.2) = (exp(i\Mx)/4x) Sb S ux’ " a;i’ (EEP_(’_'}’_)> dx'dy’ (F2)

174y
which becomes

bZ aZ AT ’_
padtd) = —(ExpUNM) (R/an)| * | "D E 2D (n+ Y e-macay gy
1 1

We introduce new variables in order to evaluate the limiting values of the source and doublet expres-
sions when z approaches z’.

We let x1='=-x)/12 -2y =0 -y /|2 -2
then r* = (z' -2)%2 where ri = x} + Kyi + K
(F4)
The limit= of the doublet integral are then transformed to
Yw = b=/ 12" -2 %, = (@~-x) /|2’ -2
Ye=G=-n/z -zl ix = @-x)/z" -2 F5)

and the integral becomes

pudx ) = —(exp(iNMx) (K/am [ ™ u(x+yJIZ'~ZLy+LIz'-zL)(,-M 2 -2 +§S£Irz'_°zl) dx,dy,
4]

ye Yxie o
' F6)
Letting z approach z’ for a; <x<a, and b, <y<b,, we obtain
Qo (- ]
ealer2’) = —expM0) K/ | | utx sgnlz 2] /rlanay, F7)
Integrating with respect to x, yields
SR SR S
- [x} + KO} + )2 KOoi+ Doy + Koi+ 1) he KP4+ 1)
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Then integrating with respect to y, leads to

Ca:(%.0,2") = [exp(iAMX) u(x,y) sgn(z~z")] / 2 F9)

In a similar fashion the limiting value oI the doublet distribution, applied to the y’ = constant plane
and having y approach y’, is given by

a(x.y",2) = exp(iAMX) u(x,2) sgn(y-y’) / 2 (F10)

Considering the doublet distribution applied to the x = x’ surface, we obtain

el y,2) = -exp(i)\Mx)/MrS.:2 gvz u(y’,z )(x —X) <l)\ + )exp(-~ iNndy'dz’ F11)
1

€l

We then make a change in variables to facilitate the process in evaluating the limit as x approaches x’.
That is, we define

=0 -/ |x'~x|andz, = (' -2) / |x' - x| F12)

which changes r? to r? = (x'-x)* riwhererl = 1 + K(’+2)

2 & 8 E 4 & B

The integral then becomes

2

n
R
b 2t
\7‘;’1'

. 1 1] + [ . ' _
PaX0,7) = —exp(i\Mx)/4x 5,,: S,,: pO+2|x ’:L 2+2|{x" —x|)
o

(ixlx = x| +£‘%‘-’i’) exp(~ iNr)dy,dz,

[/]

(.‘.
1%

b N

b, - by—
Vi =—’,—y-}'nu - _2_~L
|x" = x| jx’ —x|

S -2
e = ’ y 2y = ’
|x* = x| lx —x|

Then, letting x approach x’ for b, <y<b, and ¢, <z<c,, we obtain

Padx’ 1,2 =

—exp(iAMx)u(y,2) g * r’ sgn(x’ —x) dy,dz
4rx - Y. r 17

o

4!"

) & 4

,‘:n
Y
x

Integrating with respect to z, yields

1

s

co
S dz, 2
o ®Z+EyZ+ 1) VKK +1)

Then integrating with respect to y, yields

@';}\;«

Padx’,y,2) = exp((AMx’) u(y,2) sgn(x—x’) / 2K
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The potential at a point x, y, z due to a unit source at x’, y’, z’ is given as
VX' =x,y’ =y,2' =2) = exp(—iNr) / 4xr
where =@ -2+ KO -y? + Kz’ -2)*
The potential due to a doublet aligned with the x’, y’, z’ planes is then given as

_—x'=-x 1 _
Vax = (D\ + r) exp(—iN)

_ K¢’ -y 1 _
Vay = e (D\ + r> exp(—iN)

S (A WP \ P
Var o (n\ + r) exp(—iN)

F17)

(F18)

F19)

(F20)

We now indicate the potentials at x, y, z due to the distribution on each of the outer surfaces. For the

potential at x, y, z due to sources distributed over the forward face, we have
02 bz ! [ ’ ’ ’ ’
Sla, - x,»,2) = Sc L g (V.2 Wla,-xy' -y,2' =) dy’'dz
178
The potential expression due to sources distributed on the downstream face becomes
2 (%
S/ay-x.y,27) = f L o' 2 Wilay - x.y' - y.2' —2)dy'dz’
e U
For sources distributed on the upper face, the expression becomes
a (b ,
Suey,e;=2) = L gb 0"y WX =X,y = p,c;— 2)dx" dy’
1 %8
For sources distributed on the lower surface, the expression for the potential is given as
202 gy , '
Sdx.p,c,-2) = S Sb 04(x" Y Wix' - x,y" —y,c;—2)dx"dy
o Y4
For sources distributed on the left-hand outboard face, the potential expression is
'2 cz ’ ’ ’ ’ ’ ’
Sueby-»2) = |7 [ o2 Wule’ = xby-y.2” - Ddx'dz
ap Yoy
and, for the right-hand side source distribution, the potential is

Se(x,b;—y,2) = Snz Sz 0,(x" 2 Wlx’ = x,by—y,2" —2)dx’dz’
ay vy

(F21)

(F22)

F23)

(F24)

(F25)

(F26)

Similar expressions may be constructed for the doublet distributions. For example, for the potential due

to a doublet distribution applied to the downstream face, we have the expression

2 (b
Dya,-x,y,2) = Ll Sb, w2 Waday—x.y’ =y,2" - 2)dy’dz’

F27)
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! The general expression for the potential at a station x, y, z due to source and doublet distributions
applied to the external mesh boundaries is given by

©(%.0,2) = exp(i\Mx) [S,(az—x,y,z) + Sy@,~x,y,2) + Dla,-x,y,2)
+ Dya;~x,3,2) + S (x.y,c;—2) + Sfx,y,c;—2) + D,(x,y,6,-2)
+ Dyxy.c;=2) + S, x,b,-»,2) + Sy(x,b, - »,2)
+ D, (x,b;—y,2) + Dyfx,b,—y.2) + \bw} (F28)

where y,, is the potential due to the wake.

To obtain the external potential on the upstream face, we note from equation (F16) that
Dga,~x,y,2) = = pu(»,2) / 2K for values of x<a,.

Therefore the external potential on the upstream face is given as

! #o(@,9:2) = exp(iAMa,) [S,(az—al.y.z) + Sl0.5,2) + Dla,-a,,9.2)

, - w03/ 2K + S,(a;,y.c,~2) + SLa;.y.¢c;~2)

k + D,(a,y.c2—-2) + DLa,,y,c;—2) + S,{a,,0,—y,2)

+ Sola,b,~y,2) + Dofay,b;—y,2) + Dylah, - y,2)

/ + Yula.2) (F29)
In a similar fashion, we evaluate the potential at stations downstream of the forward face and note from
equation (F16) that D, = + u(y»,2) /7 2K for values of x>a, and thus obtain

) ¢0(a,.y,2) = exp(i\Ma,) {Sr(az’ahy,Z) + S(0.5,2) + DAa,—-a;.y.2)

+ w2/ 2K + S.(a,,y,c,~2) + SLa;,y,¢,~2)

+ Du(alJ1cz—Z) + Dga,.y,c,—-2) + S,Aa;,b;-,2)
+ Dol(a],bl—ysZ) + Dor(apbz—y,Z)
+ So!(alvbl -2 + l#w(ah}’,Z)} (F30)

We now set the external potential on the interior of the grid equal to zero by imposing the boundary
" condition

qpo(a] + .y,Z) = 0 (FB].)

and couple equation (F31) with equation (F29) to arrive at the potential expression on the outer face as

eola; = ,y,2) = — exp(iNMa,)u,(r,2) / K (F32)
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which must be used together with the interior potential expression that is set to zero
S(a;-a.,»,2) + Syo,y,2) + DAa;—a;,»,3) + u,(»,2) / 2K
+ Sy a,0;-2) + Sday e -2) + Dy(a,y,¢;-2) + Dda,y,c,-2)
+ D@y, -5,7) + D,fa,,.b,-5,2)
+ Solay,by = 3,7) + Syan,by=y,2) + ¥(@0,2) = 0 (F33)
The potential is set equal to zero just inside of the downstream face, and we arrive at an expression for
the potential on the outer surface of the downstream face given as
e.(a;+,3,2) = exp(i\Maulr,2) / K (F34)
subject to the condition defined for the interior potential expression given as
Sea,~a2,5,2) + S(0.3.2) — ul»,2) / 2K + Dy(a, - a,.0,2)
+ S, (@,5,c,-2) + Sfayy,6,—-2) + Dy(ay,6;—-2) + Dfazy,c,—2)
+ S,Ha3,b,-,2) + Sy(a3,0,—y,2) + Dylay,by—y,2)
+ Doday,b,-y.2) + ¥(@y,2) = 0 (F35)

" To obtain similar expressions for the region of the lower grid surface, we employ equation (F9), allowing

Z to approach ¢; through values of z<c,, which results in the expression for external potential given as
@y, —) = = exp(iAMX)pAx.y) (F36)
subject to the condition that the interior potential is zero as defined by
S{a,-x,y.c;) + Sia,-x.y,c)) + Dlay~x,y,c}) + Dy(a,-x,y,c))
+ Dorx,by =~ y,¢1) + Dofx,b; - y,01)

+ Su(x»y!cz—cl) + Sd(x!y9o) + Du(xiyvcz—cl) + ""d(x’y) / 2
+ Splx,by=y,¢) + Splx,b1-y,¢)) + Y (xp,c)= 0 F37)

In a similar fashion, the potential (exterior and interior) on the upper surfaces is given by

Xy, 63 +) = expiiAMx)p,(x.y) (F38)

and subject to having the interior potential set to zero, which is given as
S{a,-x.y,c;) + Sa,—x,y,0)) + Dla;~x,y,¢;) + Dya; -x.y,c;)
+ S,(xy,0) + Sfx,y,c;—c)) — p(xy) /2 + Dfx,y,c,—c3)
+ Solx,b,—y.05) + Sy(x,b,~y.c5) + Dyfx,by— 3,0y
+ Dorlx,by = y,62) + ¥ulxy,c) = 0 (F39)
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" For the potential (external and internal) at y = b,, we obtain % i
’ @o(x,by+,2) = exp(IAMx)u(x,2) (F40)

: subject to having the internal potential set to zero as defined by WO
:‘i . s
iy S/a;—x,b3,2) + Si@)-x,b,2) + Dya;~x,b,,2) ;
f: + Dya,—x,b5,2) + S,(x,05.6,—2) + Sfx,by,0,—2) % Y
+ D, (x,b5,¢;-2) + Dfx,byc;—2) + S,(x,0,2)

T ]
‘;i' + Sorltby = 02.2) = polx,2) / 2 + Doglix,by — by,2) " '_
iy + ¥ 6b2) = 0 (F41) ’
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APPENDIX G

EQUATIONS COUPLING THE POTENTIALS FROM THE SOURCE AND DOUBLET
DISTRIBUTIONS TO THE FINITE DIFFERENCE BOUNDARY POTENTIALS

The linear exterior solution is set equal to the interior finite differencing solution by equating poten-
tials and normal derivatives at the boundary that separates the two solution procedures.

The exterior potential that is developed from applying sources and doublets to the exterior boundary of
the grid network is defined as ¢,

The potential at a general finite differencing grid station (ijk) of the interior grid network is represented
by Pjx-

On the forward boundary face that is located halfway between x = x, and x = x;, the exterior potential
and normal derivative are equated to the interior potential and normal derivative of the finite-
differencing solution as follows:

do(@1.3:2) = (¢z,'k + ¢1jk)/2

$0{a1.,2) = (Dgjx — 1)/ (%2 — X)) (G1)

which is rearranged to a form

ik = G0 ~ AX10,,/2

¢2.jk = ¢0 + Axl¢ox/2 (G2)
where Ax, = x, — x;.
The exterior potential ¢, is given in the form
¢, = exp(iAMx), (G3a)
and its derivative is given as
Box = [(1=INMAX,/2)Y, + ¥,y eXP(AMX) (G3b)

We substituted equations (G3a) and (G3b) into equation (G2) to produce

rTeazadeGCsrszRED

by = [(1 = iAMAX,/2) ¥, = Ax, ¥o,/2] expli\Ma,)

gt

$e = {1 + iXMAX,/2) §, + Ax; ¥,,/2] exp(iNMa)) (G4)
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: By taking the x derivative of the ¢, expression given in equation (F28), y,, is obtained. That is, @
N 3
Vor = o [S@-x.5.2) + 8@~ x.5.29) + Dylay-x.y,2) -
‘ Ly
:‘ + DJay,—x.3,2) + S, (x,y,¢;—2) + SAx.y,c;-2)
i
K
i + D,(x,y,c;—2) + Dyfx,y,c;—2) + S, Ax,b,—,2) :
'1 + Sol(xrbl —y,Z) + Do,(x,bz —y;Z) + Dol(x’bl —y)Z) + d’wakg} (Gs) f Q ?
¢
: All terms of eqnation (G5) are continuous at x =g, except the term which takes the form %‘
a
— (Sia;-x,y,2)) = ~ Dya;-x,, G6
; p (Se(a, ~ x,,2)) (@, = x,,2) (G6) 3{;»\
k)
g Since ¥,, vanishes identically inside of the grid region, we obtain the expression for the derivative y,,
y given as
:' &
¢ wox = Ul(y,Z)/K (G7)
. &5
) 1A, o924
: as x approaches a, through values of x that are less than a,. For values of x > a,, the derivative
' expression becomes P
: Vor = = o0,2/K (G8)
B
Substituting equation (F32) for the definition of ¢, (a,,y,2) along with the expression for ¥, of equation
(G7) into equation (G4), we obtain the expressions relating the potentials of the finite-differencing grid -
p to the external potentials in the upstream face given as 4 ,,.-55
1 .
i »
: ¢|jk = [—(] - iWAxl/z)#’Uj,zk) - Ax,o,(yj,zk)/Z] exp(i)\Mal)/K :@ >
L
S = | = (1 + INMAX,/2u(¥;,2) + Ax,60(¥;,2,)/2| exp(iNMa,)/K (G9) v
: 2jk [ 1 1\ jrdk 1007 jasek ] 1 v%r
: -
: To obtain the relationship between external and internal potentials on the downstream face, we equate SN
. the potentials and normal derivatives at a plane that lies halfway between x = x; and Ny

x = x; _, as follows:
m

1
: b(@2,5,2) = (@ + Di, - 1js)/2 %
F

‘ G0(@2.7)s24) = (D jk = Dip - 1)/ (Xi, = Xip 1) (G10)
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a1 which results in "%:
t
"

(X}
Gimie = [(1 + INMAX, 200, + Axy, Yo, /2] exp(iNMay) KK
Bim-rit = [(1-IAMAX,/ DY, ~ Axyb,,/2] exp(iNMa;) (G11)

The expressions for the external potential and its derivative (obtained from equations (F34) and (G8)) _
are inserted into (G11) to produce iy

&k [(1 + iNMAX,/Quyjszi) — Ax,,,a,(yj,zk)/Z] exp(iAMa,)/K "..o',

ik = [(1 = INMAX/Du0j2) + AXn02,)/2] exp(iNMay)/K (G12) iy

The equations applicable to the remaining faces of the network are developed following the above OO
procedures. Solution coupling equations developed for the lower boundary and located on a plane z = ¢, t:.'n’,«
situated halfway between the first and second finite-differencing stations z = z, and z = z, are given as totip!

SolXa¥pnC) = @y + 6,2)/2 R

boixijs€1) = (Dip = d1)/ (22 — 2y) (G13) X

and reorganized into : ‘;::‘

o
Bt = So(Xi¥jsC)) — AZi@o (X Y€1)/ 2 ut

W
.:
¢ij2 = ¢a(xi’yj9cl) + AZ,¢az(x,-,yj,c,)/2 (G14) .&:‘.

\
where Az, = z; — 2. %

0
c':g
The potential derivative, ¢,,, is obtained by taking the derivative of equation (F28) vith respect to 2. ' '.‘ A

3 . 3 g
% ®,(x.y,2) = exp(i\Mx) % [S,(az—x.y.z) + Sela; —x,,2) N

R
Folol e, ok

>
@ -5,

+ Dyay-x,y,2) + Dy(a;—x,y,2) + Sy x,y,c;—2) + Sy(x,y,¢;,~2)

-8
:"‘
ESK

+ D(xy,0;-2) + Dyx,p,0,=2) + S,Ax,b,=y,2) + S,(x,b,~,2)

O

2L

-
()
X

P2 edaCerEzIEP

+ Dolx,b,=3.2) + Dolby~2.2) + V) (G15)

- X
2

i: &
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. {
§ e (
. All derivatives of equation (G15) are continuous across the boundary, with the exception of . @ 3
s \
—S,;(xy,6,-7) = ~ Dyl y,c,— — '
2 4(X,0,€) = 2) g (62,6 —2) (G16)
N i
s ,
" which is evaluated using equation (F9) with o(x,y) replaced by u(x,y). On the inside of the network, ¢,, is o )
P set to zero, and this allows the derivative on the outside to be given as 51,& ¥
v
. o,, = exp(i\Mx)a(x,y) (G17)
:: oz P a(x,y @ E;
K4
i: The potential on the outside of the lower surface is given by equation (F36) as , :
“ &8
2 % = — expAMOuLx)) (G18) *
R Tnserting (G17) and (G18) into (G14) yields %{ )
l,‘ 9 '.!
1, v
':i b = [— #dXpy) — Az,o,,(x,-,yj)/2] exp(/A\Mx) e aJ
z!( g:&!g ¢
4 bin = [= mdXoy) + A2104x,)/2] exp(NMx) (G19) .
:: “r .‘
N &@ \
y Coupling equations applicable to the upper boundary are determined in a similar manner. The upper ':
A boundary is located on the plane z = ¢, situated halfway between the two top finite-differencing sta- : A y
' tions z = z, and z = Ly - (where k,,, represents the maximum value of k). The boundary equations a8
o are given as TR !
Y N
“: ¢0(X,'y}’j,cz) = (¢ijkm + ¢ijkm—l)/ 2 .:".r.f"")- !
; \'::r o
{
GorXinYjsC) = By = i 1)/ @k = 1) (G20) t

IR ‘k).!,f. X !
i. fr . . |l y
K om which we obtain :‘
\‘ ¥
‘ _ .«'\\,'\ )
N Sk, = b0 + AZpbor/2 9
L 01\-” "
n ¢Ukm-l = ¢, ~ Azm¢oz/ 2 —
.. " .\.4* {
K N
K Bm = 2k, = Tyl (G21) ;
: S

The derivative of the external potential is evaluated by taking the derivative of the potential equation R YA
s (F28) with respect to z and noting that all derivatives are continuous across the upper boundary except "
h for the derivative defined by o
2 v S TN
§ AT
. a
f 5‘ Su(x,y,CZ). 'i
) z ~‘3§‘C“ X
' N
: ’-‘ ‘l.\ "
' .h"‘r~ '
. 3
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This term is evaluated using the relationship

3
'a—zsu= -Du

of equation (F9) where u(x,y) is replaced by o(x,y) in (FF9). Using an additional condition that the
derivative on the inside of the grid is identically zero, we then have the result that the derivative of the
potential in the region exterior of the grid becomes

¢02 = - exp(ikMx,-)du(xig)’j)

with the external potential ¢,(x.y,c,) given in equation (F38) by ¢,(x,y,c;) = exp(AAMx)) p,(x,y)).

The above external potential and derivative are inserted into equation (G21) to produce relationships
between the finite-differencing potentials and the exterior potentials on the upper boundary, which are
given as

Sik, = (M) = AZno,(x.¥)/2] eXPINMX)

m

pEesgdePe b

¢,'jkm—| = [I-"u(xi’yj) + Azmau(xi:)’j)/ 2] exp(iAMx;) (G22)

Y

Ay
Ps
I'd

Coupling equations applicable to the outboard boundary are developed on a plane defined as y = b, that
is situated halfway between y = y; and y = Vip1* The equations that provide continuity between
potentials and normal derivatives of the interior and exterior regions are given by

¢o(xi’b292k) = (¢ijmk + ¢ijm'lk)/2

¢oy(xi'b2vzk) = (¢ijmk - ¢ijm-lk)/(y/'m - yjm—l) (G23)

which may be reorganized into the form

¢xy‘mk =¢, + Aym¢oy/2
{f::';._ by 1k = o — AVmoy/2 (G24)
S‘U‘
where Ay, = Vi = Vit
x:-:_:\{; From equation (F10), with the conditions that
a
5 or = — Dy,

and the interior derivative is zero, we obtain boundary conditions for the outboard boundary defined as

b & = [ua(x,.zk) - Ay,,,oo(x,.zk)/?.] exp(iAMx,)

if 'm

¢qm_|k = [P'o(xnzk) + Aymao(xi’zk)/z] exp(i)\Mx,-) (G25)
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1 '
o The wing is assumed to be symmetrical about the wing root chord at y = 0. Thus, we combine and %
i simplify some of the integrals. For example, on the aft boundary at x = a,, the integral for the potential
1 due to a source distribution applied to the aft boundary face is expressed as e U
K e 002 -V
‘,3 S{a,-x,y.2) = s V a(y',2') [ws(az—x,y’ -2 ~2) + ¥la,—x,y' +y,2’ —z)] dy'dz’ (G26)
e ! :
: Redefining the inner expression to i@
& V(@ =X,y 3,2 =2) = ¥@y—xy" =».2'—2) + ¥(a~xy’ +y,2"-2) (G27) bl ]
4 'S, '
£ ‘ ¢
o we obtain the above integral in the form ly o
;. \*‘-' )
v cz b2 ’ ’ ’ ’ ’ -
Sfay~xy.2) = § S ol y'2") ¥l - Xy"y,2" ~ 2)dy’dz (G28)
Cl (4
[N {
:: The other potential integrals may be put in a similar form as indicated by the following. @ X
K Q
n (b2 2
o Sa,-x.,2) = 5 50 o y',2') ¥la, - x,y" ,y,2' —2)dy’dz’ SR
X B
'. 2 bz ’ ’ ’ ’ ’ ’ 3
N, S, (x.y,c;—-2) = S S 0,(x".y") ¥sx’ = X,y" .y, - 2)dy’ dx oh
ﬂl o '
0 LA
0' ay rb 3
" Six.y,c;~2) = S S 04X’y Yex’ = X,y" ,y,¢; — 2)dy’ dx’ (G29) A~
al o
u:. AR
[}
:" For convenience, we retain separate source and doublet relations for the outboard toundary faces lo- ~ :
b caied at y = b, and y = b, and note that t&:ﬁ '
[ -
:: Ool(x,,Z') = 00,(X',Z') = ao(x”zl) .
) F vy X
b botX"27) = pofX"27) = piolx’s2") (G30) RO
.. \
X
': We represent the distribution of sources and doublets applied to the external boundaries by a combina- G :
§ . . . ey
d tion of global functions that are sectionally continuous over each outer boundary face. The applied w4
. source distributions are represented by
7 M FE
3 al(y"zl) = E anfn(y’vz’) J:,\J.‘} ‘.
Ny n=| [
j R A :
i ! 3 ’ r ogr ’ ' n"
“ o y'2) = 3 anfr',2") Rt
LR
'l: oo T &
N odx ') = 3 anfi k') R
.‘ A=l N
d
’,‘ NU ™ o |
- o x"y') = X anfr ') Eas R
n=|
\‘: NO .:
° 0x",2") = Y a,fax’.2’) (G3D) 3
: LES] t
:‘ Y
] U
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e,
u:':f
m bl
®
. d
‘:':
% The doublet distributions applied to the individual boundary faces are defined as '::::'
OCh )
- 24 t ot ':.’":
“l(y Wz ) = E ﬁnfn(ylvzl) blds
@ A=) o
NR ¢ .:;
w('2') =Y B iR ,::.‘
g‘ﬁ p nel L% "
Q..
’ ’ =z d ':l::’:
pdX' ) = 3 Bafa(x’y) B
n=1 .
< oy,
\5&' NU . &’:‘::
“u(x"y,) = 2 5:.’;. (xliy’) '.!:::
l‘@; = .|:::
. NO ¥
‘ polx’,2') = Y Befr (x,2") (G32) "‘
n=1 ;-'. 1
@ where o and 8 quantities are parameters to be determined to satisfy the boundary conditions on the five ;'{
faces of the reduced-size grid boundary. S}V
b 2
Vs Doublet integrals may now be developed in the manner corresponding to the S integrals (G28) and ety
(G29)) having source distributions defined by (G27). For example, the potential due to the doublet
. distribution applied to the aft boundary face is defined as :"t:
SN (3 (N
L% s W
o Qare Sl
N Dfa, -x.y,2) = S S w(r,2’) [xbdx(az—x,y’ =02 =2 + Yal@y-xy + 3,2 —z)]dy’dz’ ::::::
Cl (-]
- ‘.."‘
ﬁ‘ which is rewritten as =
2 b2 ’ ’ ’ ’ ’ ’ '- ¢
Dya;-x.y,2) = S S Y 2 Welay—x.y"y,2" ~2)dy’ dz (G33) oy
t‘l o
- ol
. .
't‘?ic where x) ::
V@ = X,p"0,2" = 2) = Yad@r=%p" = 92" =2) + Yal@y=%y' +¥,2" =2) N
ot
.el_:.: The remaining potential expressions are described in a similar fashion. N §
0
In order to shorten the notation, the integrals of the global functions are designated as follows: "

’ — Cz bz ! ’ r ’ I ’ ’
W (a,-x,y,7) = [T b la —xy 2’ —2dy'dz
C] (]

-
s -f?; € , , ‘
f‘ Wi(a,—x,y,2) = S S O02") Y@ —xy . y,2" —2)dy’dz t...:.
3
b'ﬁuo‘ d a3 (b2 , » '::
ey W.ey,e = f S Fr ') delx' —x,y'y,c, = 2)dy " dx WX
n o3 (b : A
-3%’;;\ Wox.p,6— 5 S Sa X y) Yelx’ —x,y",y,03 = 2)dy dx”’ A
iy A N 3
g
s Wilx,by—y,2) = S S o (x\2') Yx ~x,by - y,2" —2)dz’' dx’ Y
®
a P;ﬁ
@.‘ Woxb - y.2) = SZS Sl 2) dolx” = x.b) - 3,2’ = 2)dz dx’ (G34) X :!‘
| a v & '
i ;
- ‘l‘.l
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Similar expressions may be constructed for the doublet distributions; for example, the potential due to
the global sheet of doublets applied to the aft boundary face is given by

r bz r 7 ’ ’ ’ ’
V.@-x,,2) = SQS JoO2) Vg (@y—xy' 3,2 —2)dy’dz (G35)
C] [

The source integral then becomes (for the aft face boundary)

NR
S, (@-x.9,2) = Y, a, W, (a,~x.7,2) (G36)

=l

and the doublet integral becomes

NR
D, (@;-xy,2) = Y, B, V,(a,-x.,2) (G371

n=1

The boundary condition equations of equations (F32) and (F33) are revised to include the above notation
to describe the potentials on either side of the upstream boundary face:

for x < ay,
®,(a,,7,2) = — exp(iNMayu{y,2)/K (G38)

for x > a,,

NL NR
Yol@y2) = ) an W (09,2 + Y ai W, (ay-a,,0,2)

ND 4 d NU " “
+ E aan (al!y’c]_z) + 2 anwn(aliy)cz—z)

n=1 n=\

NL ¢ ot NR , ND drd
+ E ﬁnfn(y!z)/zx + E B;Vn(aZ_ahyvz) + E ann (altyicl—z)

A=) n=\ nwl
NU N NO o o o
+ E an: (al,y,Cz—Z) + 2 an [ Wn(ahbz_y’z) + Wn(alybl-ysZ)]
ne=l n=1
NO o
+ 3 B[ Vi@nbi-2.2) + Vi@,b-2.2)] + ¥, @32 = 0 (G39)
n=1

Equations (F34) and (F35), which describe the potentials on either side of the downstream or aft bound-
ary face, are revised as follows:

for x > a,,

¢,(@2.9,2) = exp(i\May)u,(7,2)/K (G40)
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for x < a,,

NL

NR
Volaryd) = 3 o, W, @-app2) + 3 e, W, (0.3,2)

aml n=l

ND d d NU NL ‘ ‘
+ 2 ax, Wn (GZ’y’cl—z) + 2 Q:W:(az,y,CZ—Z) + E ﬁn Vn (al—HZ’y-Z)

n=1 n=1 A=l

NR ND NU
=3 B fn 02K + T Ba V(@0 -2 + Y, BaVa(@0.60-2)

n=l n=1 A=l

NO
+ E a: [w: (02’b2_y’z) + w: (021b1 —y,Z)]

n=1
NO
+ 3 83 Vi@uby-r.2) + Vi(ayb-3.2) | + ¥ulary.0) = 0 (G41)

=]

Equations (F36) and (F37), which describe the potentials on either side of the lower boundary, are
revised into the following forms:

Q¢ & 20229259 & P |

for z < ¢y, _
\l’o(X,y,Cx) = - “d(x’y) (G42)
for z > ¢y,
NL ' ' NR
‘)L v ‘l‘o(x!y’cl) = 2 a, Wn (al—xty’c_]) + z a:W; (az"x,)’.cl)
A=l A=
SN
55

ND d ‘¢ NU NL . .
+ 2 a,,W,, (x,y,O) + 2 a:W: (X’}’»Cz-cl) + E ann(al_x’yvcl)

n=l n=1 n=|

NR ND M NU
+ 3 B Vi@ —xyc) + 3 Bafax))/2 + Y BV (xy,6— )
n=\

n=) n=1

NO

+ 3 ar [W2iob=yie) + Wi -2,
n=l
NO

+ 3 8; [Vitaba-yie) + Vigb =yl + vulxyie) = 0 (G43)
A=
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[
ik
R Potentials on either side of the upper boundary face defined by equations (F38) and (F39) are revised to @
B the following forms:
;¥
' for z > c,, e
a5 Yo, = p(x,y) (G44) 0
0
& forz < ¢, @
. NL NR
Yoltri€) = 3 an Wo (@ -x0,0) + 3 an W, (a,-x.0,0)
. n=l n=| ! 3
0 v s
::' ND NU NL
v + Y ar Wi xye—c) + 3 anWaxp,0) + 3 8,V (@, —x.y.0) @
S n=1 nwl aml d }
4 . 5
. S ND NU N
j‘: + 2 6’! vn (a2-xayoc2) + 2 BAV,.(X,.V,CI-Q) - 2 B:f: (x,y)/2 @
) n= Aw A=
:;:: 1 1 1
;:.?' NO
2 + 3 an [Wiby~yic) + Wi(xb,-3.0)] Hm
n=]
o
"l. NO @
s + 3 B [Vitbi—yie) + Vitab—p.c)] + dulxc) = 0 (G45)
' n=
o | o,
¢ Equations (F40) and (F41) are also reformatted into the following forms: T
Ay
[N
:: for y > b,, @5
r;’.
‘:”: ‘po(xbe’Z) = ﬂ-o(x,z) (G46)
. for y < b,, R
o yeo s
I:." NL ¢ ¢ NR , ,
i:%’ ‘I’o(xst!Z) = ’g a, Wn (al —x,bz,Z) + E a, Wn (GZ-X’bZ’z) @
y ND N Mo
' + 2 (!:W:(xrbZ;c]—Z) + 2 a:W:(x,bz,cz‘Z) + E B"V"(a["x,bz,Z) ’::
n= n=1 n=! e
" ! A
Al
‘o NR ND NU e
‘ﬂ + 3 BV @-xby2) + 3 B2V, —2) + 3 BV, (x50~ 2) ,; ,f‘
: A=l n=l n=l
’1
::: NO A
:.: + E ap [W: (x,0,2) + W, (x,b —vaZ)]
{
¢‘. n=]

NO
+ Y 62 [Vienby - by - 7 00/2] + dulnbp2) = 0

(G47) f
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The expressions associated with boundary conditions and relating the finite differencing values to the
exterior potentials are now written using the above « and g variables.

We now define new constants to shorten the equation writeup; that is, we let

¢, = 1 + i\Max,/2

¢ =1 — i\MAx,/2

6 = 1 + i\MAx,,/2

& = 1 — i\MAx,,/2 (G48)

Then the coupling equations applicable to the left-hand boundary as defined by equation (G9) are refor-
matted into

NL
- exp(i\Ma)) ¥ (68, + Axia, /2) £, (;,2)/K (G49a)

LS}

Dk

NL
¢ = — exp(iAMay) S (¢, — Ax, /2) £, 0 z)/K (G49b)

nm=l

Downstream boundary coupling equations defined in equation (G12) are revised to include the « and 8
definitions which now take the form

NR

b, i = eXpNMay) 3 (e — Axmath /2) £70,20/K (G50a)
n=l
NR
¢,‘m-1jk = exp(i)\Maz) 2 (2'2 ﬁ: + Ax,,,a: /2) f,: (yj,zk)/K (G50b)
LT

The lower surface boundary conditions described by equation (G19) are revised into the following forms.

ND
exp(iAMx) ¥ ( - 87 + Az, aw/2) [7(xuy) (G51a)

n=1

¢4',2

ND
exp(iAMx) 3 (= By ~ Az a/2) f7 (x.9)) (G51b)

A=}

1

Coupling equations applicable to the upper boundary face are changed from the form given by equation
(G22) into the following expressions.

NU

bix, = EXPUNMX) Y (B, — Az 0/2) £, (X,7)) (G52a)
n=]
NU

bk, 1 = EXpUAMX) 3 (B, + B2y a/2) fu (X)) (G52b)
n=1
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The boundary conditions to be satisfied on the outboard face are now defined as

NO
by x = EXPUAMX) 3} (B — AYn a/2) f7 (X320 (G53a)

n=]

NO
by, -1k = EXDUAMX) 3 (B + Ay a/2) f (20 (G53b)
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APPENDIX H

EQUATIONS FOR THE EXTERNAL APPLIED POTENTIAL USING A LEAST SQUARES
APPROACH

The grid network is composed of (i, )J.)(k,) grid stations. The boundaries that separate exterior and
interior solution regions are located between the first two and last two grid stations of each coordinate
axis; that is, the forward boundary is located halfway between the grid stations x; and x,; the aft
boundary is located halfway between x; _, and x; ; the lower boundary is located between z, and z,; the
upper boundary is located between z; ., and z, ; and the outboard boundary is located between
Vim-1 and im*

Boundary equations (G49a), (G50a), (G51b), (G52a), and (G53a) are used to eliminate the potential
equations of the finite differencing grid that are exterior of the boundaries. This results in (i, — 2)(j,,—
2)(k,, — 2) potentials to be evaluated for the finite differencing grid. There are 2(INL+NR+NU+ND+NO)
parameters associated with the source and doublet distributions applied to the exterior boundary that
need to be evaluated. Potentials are specified for the interior finite differencing grid stations that are
directly adjacent to the boundaries, as indicated by equations (G49b), (G50b), (G51a), (G52b), and
(G53b), which make up a total number of equations indicated by 2(i,,—)(n—2) + 2(,—2)kn—2) +
(im - 2)(km - 2)-

The global distributions of sources and doublets applied to the boundary exterior have strengths that
are determined using least-squares error procedures. For convenience, we define a new set of functions
that describes the boundary conditions of equations (G49b), G50b), (G51a), (G52b), and (G53b) in the
form

NL
Yo = bz + exp(iNMa) Y (ci8, — Axa,/2) £, (2K = 0

n=1

NR
'ﬁ.‘m-ljk = - ¢1m-|jk + exP(i)\Maz)E (z'zB: + Ax,,,a,'/2)f,’, ()’jyzk)/K =0

n=l

L d d
V= — b+ exp(i)\Mxi)E(_Bn + Azlan/z)ﬁ(xi’yj) =0

NU
\p.',‘k,,,ol = - ¢.;,‘k,,,-| + exp(i)\Mx,»)E(B': + Az,,,ot:/Z) Sn (xi»)'j) =0
=1
NO
Vi = = Sy + eXPUAMX) Y (87 + Aynar/2) f7 (x,2) = O (H1)

nel

We now apply a least-squares approach to obtain the best approximation to the boundary conditions.
The stations used in the least-squares approximation are defined to be located at x,, y,,, z, and do not
necessarily coincide with the mesh grid points. The function to be minimized is developed by combining
the sums of the squares of equations (G39), (G41), (G43), (G45), (G47), and (H1). This leads to

139

P C AT NGY A 2ot -').V\'t".\'«?“’lr""".' -
b Ghadala 3



L v S v Ok N s 4 s B L mie g1 et et aviets” PR RLUNY WL vy WU A O T S T o O N O U O O O O N N N O N UYUR Y )

-

K F@B) = 3 V2 @dmtd + 3 ¥ @bmzn) + 3 V2 Cpbmcy)
mn m.n t.m

S

3 , gt Ky} -

“"‘; + 2 Vo 6mcd) + 2 Vo (xrnb2,2,) + i E ‘pizim-lk W
tm tn

B

o i=2 k=2
X
oy
:{ il kpl it Jpi
= + E 2(\1‘%& + V’?,,,—uk) + i > (illfjk,,,-l + ¥ =0 (H2)
. j=2 k=2 im2 jm2 !
" ok
o i
::0:: The function F(a,8) is minimized by equating the partial derivatives with respect to « and 8 to zero. The '{‘ﬁ
_fg' number of equations developed within this procedure is 20NL+NR+ND+NU+NQ), which provides for a Q\-"'B.;
. system of equations that is determinate. et
:;:g The variables are numbered for purposes of computation. A single variable, g,, is designated to repre- %"gl
R sent both source and doublet parameters.
X
:‘,: Thus for source parameters a, we have the following a to ¢, correspondence. &!
o al;forn = 10 NL o for k = 110 NL
¥ AN
e
2:! a.;forn = 1to NR o, for k = NL + 1 to NL + NR
e D
al; forn = 110 ND o fork = NL + NR + 1 20 NL + NR + ND -
xL ‘..
i
WA a forn = 110 NU o fork = NL + NR + ND + 10 NL + NR + ND + NU "
N
&
i, 8,
o a? for n = 110 NO o for k = NL + NR + ND + NU + 110 NS (H3)
A o et
,::c For the doublet parameters 3, we have the 8 to ¢, relationship designated as
e "”;ﬁ
R B! for n = 1 to NL g,; for k = NS + 110 NS + NL
I B, forn = 1to NR o for k = NS + NL + 110 NS + NL + NR s
;;:: W A
e 8% for n = 1 to ND o fork=NS + NL + NR + 170NS + NL + NR + ND .
*:l '&;;3
8, forn = 1 to NU o fork=NS+ NL+NR+ND+110NS +NL + ND + NR + NU
\f
:0’ AW,
W "'ii\ﬂ
.:: B forn = 1 to NO oy for k = NS + NL + NR + ND + NU + 1 to 2NS (H4) g
L)
o‘:
C:g ."m\
Interior potentials of equations (G39), (G41), (G43), (G45), and (G47) are put in a more compact form
” associated with new coefficients defined in the following equation set. '
5 ~
i &3
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'\';’i._;’i'_..tn‘t,.'l. L) @’I,n“,.’._u’!.; (3

NS
¢o(ah)’»7-) = zak alk(yrz) + \lfw(an)’.l)

k=1

NS
Vol@3.3,2) = 30k ay(3,2) + ¥(a2.9,2)
k=l

NS
Voxuiey) = D30k a3(X.y) + Y, 6y.c))

k=1

2NS
VoXi€) = 0k Alx.y) + Yulxoy,c)

k=1
NS

VoX:b22) = 0; a5yix,2) + ¥fX,0:2) (H5)
k=1

The arrays ay;,2;;,d3,.dq;, 8nd as,, are defined in terms of the source and doublet integrals by the chart
in Appendix I.

The equation set of (H1) is also revised to shorten the notation by letting

nl = n; n2 = NL + n; n3 =NL + NR + n

nd=NL+NR+ND+n n5=NL+NR+ND+NU+n~n
3 = Axy/2; cd4 = Ax,,/2; c5 = Az)/2
6 = Az,/2; ¢1 = Ay,/2 (H6)

Thus the equations of (H1) are redefined as

NI.
Vo = b + exp(iAMa) Y (€10ns. m — €30m) £ 02/K

=1
NR
Virtik = = ®i -k + exp(iNMay) ¥ (Gr0nsen2 + €40 f1 207K
LED]
ND
Viz = — b2 + expiAMX) Y (—onsns + €s0,3) fa (Xin))
A=l
NU
Vigk,mt = = bk -1 + exP(ikMxi)E(olvmm + C60na) [ (Xin¥))
A=
NO
Vijrik = = By -1k + exp(i)‘Mxi)E(aNS+n5 + €90,5) [ (Xis2) H7)
A=
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= \7
20
Y
. :(
Equation (H2) is separated into two parts for convenience in taking the respective derivatives. Equation % P
(H2) is redefined as ::
F(0) = Fy(0) + Fyo) ,
where F,(g) represents the sum of the squares of the terms that vanish on the interior of the grid 3‘
boundary; that is, @ i
'+
Fi(0) = V5 @1Vmzn) + Do @22, m v
m,n mn ::
o
{0
+ Ve rme)) + o Cedmcd) + J¥o (Onbaz,) (H8) ﬁﬁ ;
t,m tm tn Bl .
o N
And Fy(o) represents the sum of the squares of the terms that provide continuity between inner and % 3
outer potentials at the boundary of the grid; that is, !
1
)
B0 = & S @i+ v2 0 :
j=2 k=2 :
& &
o Y
=’ I N
&(‘I/ukml + Vi) + i Z\Lijm-lk (H9) _ :c
1-2 j=2 i=2 k=2 P a9y .
‘ Are G
\J
Minimization of F(o) is accomplished by equating the partial derivatives of F(o) with respect to g, to zero 4
using the definition @ ::
.:
1 dF 1 F 1 dF 0
23 =53t 53 2=0 (H10)
2 do,. 2 do,. 2 do .
\ua‘;'-' :«
t
The first term becomes i ::
‘t?‘ YR
N, -’J .f
1 oF K
= —L zwo(alvymszn) W o(@1:Yms2n)/ 30y
2 ao'k mn \ ot
+ E‘LQ(aZQym’zn) awo(ahym’zn)/aak’ .‘
h A
+ 2¢o(xhym9cl) ad’o(xl’ym'cl)/aak’
m 1'::::\ Ly
NS
+ 2¢o(x(vym9c2) awo(xl\ym’cl)/aak' (X
tm e K
+ Ewo(xhbzgz") a“’o(xﬁbzvzn)/aok' (Hll)
tn
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Substituting the expressions of (H5) into (H11) yields

V@

NS
= E {[ Eak alk(ym'zn) + ¢w(abym’zn)] alk'()'m»zn)

k=]

[ SRR
QL
Q
x

2NS
+ [ Eak ayYmi2,) + ‘pw(abymvzn)] azk'(ym»zn)}

k=t

INS
+ E {[ Edk a,k(x,,y,,,) + ¢w(xhym9cl)] a3k'(x!’ym)
t,m

k=l

NS
+ [ Eok aAk(xf’ym) + ¢w(xhym’c2)] a4k'(xhym)}

k=1

2NS

+ E [ Eak aSk(x(!zn) + ‘I’w(xth)zn)] ask’(x(’zn) (le)

iLn k=l

Equation (H12) is rearranged into a form defining coefficients of ¢, as follows.

g

Ok [alk(ymvzn) Ay GmsZn)

W
gl
i
:

0
m
2

+ E AoV msZn) Qop WmsZn) + E B3 (X0, Y m) Ay (XY m)

m.n t.m

+ Y QX0Ym) Qe Opym) + Y d5y(X0,2,) aSk’(xhzn)]

t.m t.n

+ E [ww(al’ymvzn) Q- OmeZn) + V{02,V 2,) azk'(ym,z,,)]

m.n

+ Y [ww(x,.y,..,cl) @3 XesYm) + VulXpsYmi€2) a4kr(x,,y,,,)]

t.m

+ Y VulXeby2,) age(xp2,) (H13)

tn
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The derivative of F, with respect to o, is given by

1 an ’ ;!
2 i [‘/‘21'/: /o + ¥i -k OV, -Uk/aak']
2 9o, j=2 k=2 m m

+ ‘g Jil [‘hjkm‘l a‘pijkm-‘/adk' + ¢,-,28¢,-p/aak.]

in2 jm=2

i

& 2 ¢lj -1k a‘llu ..,k/aok

in2 k=2

(H14)

We insert the expression for ¢, that is contained in equation (H7) to obtain the derivatives with respect

to o, for 1 <= k' < NL given by

| NL
5 a_Fz - 3: i‘exp(z)\Ma,) {dym + exp(iAMay) Y (cions4m

j=2 k=2 L

- CJOHI) f: (yj:zk)/K} €y f; ()’j,zk)/K
These derivatives now define new terms,

Cwijn = €Xp(iNMa)) £, (7;,2,)/K

im! k
Win = E iClekn Cwijkr
Jj=2 k=2

which are inserted into (H15) to provide the shortened expression

l F. -1 k NL
= —‘2‘ =G E 5: wijkk’ Pk ‘-'32 (©1ONs+n1 = €307)Winir
2 a jm2 k=2 n=l

Equations applicable to the aft boundary face and numbering between ¥’ = NL+1 and &’
are given by

F NR
5_1 i [-¢,.m_l jk + exp(iNMag) 3 (T0ns4m2
n=1

jm2 k=l

1
2
+ con)fs 0p2)/K] ¢, exp(iNMay) f v (2/K

(H15)

(H16)

(H1D)

= NL+NR

(H18)

£
- &L o
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With

Cunjen = eXp(iNMay) f, 02 )/K

(H19)

Wonr = j§| k’}n:-l Cwajkn Cwjke

j=2 k=2

we obtain the shortened expressions

Iyl Ky

1 9F '
2 a—z = - € % % Cwjie,k-NL i tik

Oy’ j=2 k=2

n=l

The source derivative equations applicable to the lower surface and ranging in number between
k'’ = NL+NR+1 and k' = NL+NR+ND are given by

Q
|%

it gt o
= E [— by + exp(iAMx) Y, (= Ongipy + Cso,.s)/f(x,-,yj)] exp(IAMx)csfdxny)  (H21)

1 j=1 n=1

B | =
Q

O/ i

With
Cwaijn = exp(iAMx)) /7 Xy

(H21a)

[ |
WJnr = E CWB('/'n CWBijr
i) j=2

e
&

®

&

i

L

P e $ oo + 0 Wanaon 20
i |

@

&

o

&

we obtain the expressions in reduced form as

(‘fﬁ-( i ! ND
~0 % :—Fz = - ¢ i Y Cwain Bz + €5 3y (= Onsamy + €50n3) Wiy (H22)
Ok in2 jm2 nei
(‘l R )
v W
‘m where n’ = k' — NL - NR. N
&,z Equations pertaining to the derivatives of the source terms that number from k' = NL+NR+ND+1 to %;'.
,-$ k’= NL+NR+ND+NU are given by :b',nt
A ¢
) 1 oF iy =1 iy~ NU ..:‘:
) 3 50—: = ’E ’E [ = @ik, -1 + eXP(AMX) 3 (Ons,na + CoOne) fr (x,-,yj)] s eXp(iAMX) fr" (x,y) (H23) ‘n.
Im2  jm2 n=)
5]
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e
% '::::"2;.
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where n’ = k’ — NL-NR-~ND

-]

® PRI

Cwaijn = €Xp(IAMX) f, n (X)) Y
RCCA N
(H24) )
@ e
w4nr = g E Cwaijn Cwaijr m :‘.l
i=2 j=2 o '0‘:'
!
. [ ]
Thus we obtain m :
o ".‘:
1 3F [ NU o : J
2 a—a: =~ G 2 ,.Ez Coudijn Pijkym1 + CGZ;; (Ons+na + C60n8) Wann: (H25) @5‘ }
o
. e
&
where again n’ = k'’ —~NL-NR-ND. l‘:::
v g
- '.'.",
We then come to the equations of the source derivatives applicable to the outboard boundary and m Syt
ranging in number between k' = NL+NR+ND+NU+1 and k' = NL+NR+ND+NU+NO=NS, which b ®
are obtained from (H14) and use the definition for y;; _, of equation (HT7): ..z X
.‘%'NA"\ Q'A’
] NO \":;‘“ P'*‘R
19 o @ . o
-2 = - A
2 30, "22 g:z [ by, -ik + exp(iAMx) ,.');‘1 (ons .+ ns | 1
L [
— ._'
+ €10,9) f2 (2] €1 eXPUAMX) [ (x;,2) (H26) ,
RO s
With O
= ; o ®
Cwsikn = exp(iAMXx) 1, (xX124) , 4 wh
4 0 {J
(H27) Ml
i) kgl \'ﬁ\\ :-L
WSnr = i E cWSikn Cwsikr :t::»“ #
i=2 k=2 " -4
®
we obtain the expressions Qf .::\,v :
bR "
| oF e RS : N
S =% = - ) D Cwsiun by -1k AN n
2 aakf i=2 k=2 m a RN
‘ )
N ’\? “:::'
(4 ] Wt
+ G 2 (UNS*nS + C70,,5) Winn’ (H28) ;&‘ :‘Qt
n=1 A
& BN
] [ ]
where n’ = k' ~NL-NR-ND-NU. ) \::'5
4 o) '
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Derivatives of the Fy doublet terms with respect to o, are obtained in a similar fashion. For the forward
face, the equations that range in number between &’ = NS+1 and k' = NS+NL have been derived
from (H14) and (H7) and are given by

la 1 k
Ea_z= ’E E Cwijk,k - NS Baji

j=2 k=2

=
£y

-
-,
-

BEBEEDS D

™
-
»

g —

NL
+ 6 Y (C10nsam = €30n) Win o _ns (H29)

n=1 Y

Equations applicable to the aft face are developed in a similar manner and range in number between
k’ = NS+NL+1 and &’ = NS+NL+NR. These equations are given by

1 oF e
22 = C- Cumitm: ¢ Y
2 aok, 2;% "2-:2 W2jkn ing ik

NR
+ &Y @Onsinz + €40n) Wop, (H30)

n=]

' ‘,-. r ’
::; R where n’ = k' -~NS-NL.
)
l:: - Equations developed for the lower face and ranging in number between ¥’ = NS+NL+NR+1 and y
® k'’ = NS+NL+NR+ND are given by
R )
N{

b} b
SRy 1 9F, ‘&l o :
,‘ i:".::'l?) E 5;:' = E E Cwiijn’ lj2 + z (ONS+n3 - CSUNZ!) Wsnn’ (H31) :
B rat ie2 j=2 n=1
1 U

o
p W where n’ = k'~ NS-NL-NR. ]
0 e Equations applicable to the upper face and ranging in number between k¥’ = NS+NL+NR+ND+1 and !
SR — NS+NL+NR+ND+NU are obtained in a similar fashion:
1 R f‘\-
o~ 1 3F o Ny _

f’ e S = - E E Cwaijn’ Pijk, -1 + 2 (Ons+ns + C6Ona) Wanp: (H32) J
.' h:‘_.“-." 2 aakr im2 j=2 n=t
[

AN where n’ = k' ~NS-NL-NR-ND.
' VAN

- The final set of equations applicable to the outboard face and having equation numbers between .
;‘,‘. ‘f%w‘, k'’ = NS+NL+NR+ND+NU+1 and k' = 2NS is given as )
SN A ,
¥ - d
::q 1 oF P NO '

L]
1‘-'.;.‘;(. 3 B—a: = - < :(E-z Cwsikn' Bij -1k + ,.2.:1 (Ons+ns + €10,5) Wiy (H33)

0" )
!;: ‘

» @4 where n' = k' ~NS—NL-NR-ND-NU.
¢ ol
2 \
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APPENDIX 1
DEFINITION OF THE a,,, COEFFICIENTS

The a, coefficients that appear in the (H5) equation set are now defined in terms of the integrals of the
source and doublet global functions using equation (G34) and (G35).

The accumulated effect of all source and doublet distributions acting on the upstream grid boundary is
represented by a,,. The total effect of all source and doublet distributions acting on the downstream
boundary is represented by a,,. The total effect on the lower boundary is a,, a4 is the accumulated
effect on the upper boundary, and ag, is the total effect on the outboard boundary.

The number of global functions applied to the forward surface is NL source and NL doublet
distributions. There are NR source and doublet distributions applied to the downstream boundary. Also,
there are ND, NU, and NO distributions of sources and doublets applied to the lower, upper, and
outboard boundaries respectively. We construct a set of constants formed from various combinations of
applied distributions in order to shorten the notation used to identify a particular equation number.

That is, we define a set of acronyms to denote various combinations of the externally applied source and
doublet distributions as follows.

NL =NL
NLR = NL + NR
NLRD = NL + NR + ND
NLRDU = NL + NR + ND + NU
NS =NL +NR + ND + NU + NO
NSL = NS + NL
NSLR = NS + NL + NR
NSLRD = NS + NL + NR + ND
NSLRDU = NS + NL + NR + ND + NU

Also, we identify a new set of constants kn in order to shorten the notation used in identifying the index
number associated with the a,; coefficients. These constants are identified as follows.

kO =k

kl1 =k — NL

k2 = k — (NL + NR)

k3 = k — (NL + NR + ND)

k4 = k — (NL + NR + ND + NU)

k5 =k — (NL + NR + ND + NU + NO)
=k— NS

k6 = k — (NS + NL)

k7 = k— (NS + NL + NR)

k8 = k— (NS + NL + NR + ND)

k9 =k — (NS + NL + NR + ND + NU)

Definitions of the various constants and acronyms are included in the a,, coefficients definitions listed
in Table 1 in terms of integrals of the applied source and doublet distributions.
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& APPENDIX J o
l.a
EVALUATION OF THE CONTRIBUTION FROM THE INFINITE WAKE 54
e )
& The potential induced by the wake extending beyond the finite difference box containing the wing is "
given by :::
)
@ o
1 ¢ . o
dw(xy,2) = — S exp(iway)aé (az.y() dyi- f
. dr Y —y, ]
@? l“.i
o ',::
S exp(—iwx’) By (c~x" ¥y = ¥{,2 —2{) /3z{] dx’ 1) o
: @ 0
& :
)
where a, is the x coordinate of the downstream face of the box. The jump in potential at the downstream m
@ face is A¢,(ay,.y;). The fundamental solution is ¥, given as ',:’
w;
o
m ¥y = exp (- A®, + M’ -x))) /R, J2) :::
with Rf = (x=x') + (=) + (z,—zl')2 5
@-‘6 A = wM/(1-M?) "
W
|'|‘
5
@ The subscript 1 denotes scaled variables; y; = VK », z; = VK z. )
The above definitions are then inserted into the infinite integral to produce ':
@? 1, =2 Sm (- iwtx’ - ) (-A®; + M’ -x))) /Rydx’ J3) s
= — exp( —iw(x’ —x)) - exp( —i x' =X y
¥ aZ], a, P ! ! l::
L) )
W where an extra exponential is added to provide for a single definition of the dummy variable (x' — x). \‘:\:
, Y
J.1 EVALUATION OF THE FLOWWISE INFINITE INTEGRAL .:j
%’ H
’ Numerical evaluation of equation (J3) is very difficult. The derivation of the procedure presented o
here for its evaluation begins by rewriting (J3) as )
i
LARNYS . 3 *® . exp( — MRy — M(x; —x{)) o
i I, = exp(-iw(x;—ay) * — S explin(x, — ay)) - d L2 dxg 5
0z{ Ya, R, Pt
/4';.13 ::‘
L
N A transformation of the form r = (x; — x{) is applied to (J3), which results in the expression ;"‘
( PR AP+ P72 o
m I, = exp(—iw(x;—ay)) + — S exp(iwt) - eXpUMT +15) MT))dr (J4) ::'
- 9zy Y(x 1—4as Rl v
X
Py where r2 = (v, -y{)? + (z,-2{)® 3
Alid ,
U
n ",
@:‘S ':u
.. 'l':
v
. 151 '
L)
wF7 G
o
R B B B B R e o I e o I 2



s

T D N N R R R R e R T R R T YO e X T T T R N AT Y T X R 0T U O AT LA LS

S
The exponentials are combined and a transformation of the form r = —r is applied to produce the 4
expression 2
(= exp(— i@ (r+M(r? +r3)!/2 -~
I, = expi~iutx —a) — | plrlolry R 2o ) (J5)
3z{ Y —(x;~ay) (P+r?) g

where @ = MM @

Equation (J5) is then separated into two parts as given by

) a @ I ey +M(T2+ % 1/2
I, = exp(—iw(x, —ay))" {g}, So exp( "'(’Tgl ’%)l/z 7 )dr

X —a; . 211/2
a3 S exp(ia (1 Ng(lf/zz + ri)’3 dT} J6)
6z.’ o (72 +r a) @BE
where a transformation of the form r = —r has been applied to the finite limit integral.
The two integrals given in (J6) are identical with the integrals used to evaluate the downwash at a &

field point (x,y) in the z = 0 plane of subsonic lifting surface theory in reference 7, with the exception
that a double derivative

8’ @

8z,9z)
is applied to each of the integrals instead of applying a single derivative as indicated in (J6).

The final expression developed for the kernel of the potential function is identically equal to the
kernel of the downwash integral multiplied by z,. That is, the wake integral is given by

Pt .

I, = z; » exp(—iw(x; —ay)) * {;c_!z [Kl(a)+i§(ll(a) - L,(a))] 5@;‘
i |1 (x,—a,) [ia 2 2 21/2]
- S+ 5o exp | 5 ((—a)’ -M((x,—a)’+r
’% ’.‘2, ((x;—ay) +r¢2,)1/ P ri <( 1—a) (( 1~ ) o) ) \%
. ((Xl —az)—M((xl —az)+r2)l/2)r B é:i:‘
+ ‘—"‘z-g T 1+ AV« explior, /) dr o™
revo
ol
Ads
-E“
where a = wr,/8 Jdn
> =
The finite limit integral may be reduced to a closed form expression by applying the approximation of .:E:-ﬁ
7/(1 + ™)' that is given in reference 12. -
£
B
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To perform the integration in equation (J7) we consider

T
S eédr/N1 + 7 (J8)
0

where T = [x, - a - MV(x,—a))* + ?,,] /rB, a = wr,/B J9)

Following reference (12), we approximate the integrand by
/N1 + 72 =l-cie™™ - ;6% — ;™ sin(nr) (J10)

where C; = 0.101, C; = 0.899, C; = 0.09480933, a = 0.329, b = 1.4067, and ¢ = 2.90

The upper limit may take on negative values. For this case we must introduce a new variable = —r
before using the approximation in equation (J10). For the case (x, — a) > Mr,/8, we have

T . . :
s [e“’" — el _ o elia D7 _ ¢selic= ‘)’sin(w-r)] dr

T |
S 78T dr / V1 + 72
[+ o

(€ = D)/(ia) — ¢ (€@ DT - 1)/ (i~ a) — cp(€ =D - 1)/ (i b)

—csf e@=9T [ (ix—¢) sin (xT) - weos(xT)| +7) /[ # + (i~ o) J12)

For (x — a) < Mr./8, we write

1 ] IT| _ -iar
 ald S re” '@
= d
So 71 dr o N s (J13)

We see that this is the same as the left hand side of (J12) with « replaced by —a.
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J.2 SPANWISE INTEGRATION OF THE WAKE INTEGRAND

&

P N I DR ST
-~ e

The potential induced by the wake as defined by equation (J1) can now be expressed in terms of I,,.

, Y1 . t

B w61,z —2f) = (1/47) S expliwa))A¢ (a,,y() dy{ '
X ) - :
¢ o :

- exp( - iwx) S exp( - iwlx’ -x)) (i —x" 3y - yinyy —-zl’)/az{)dx’ J14)

. a "

4 2 ® |
b
-:;’ This integral is modified by assuming symmetry about the planform centerline (v’ = 0) and takes the '
i form @8@ :
R [
A.. y’ ] [
y buberti =) = (/47 | explivapae @y dyi
N o '
o @ :
) - :
¢ - exp(—iwx) S exp( —iw(x’ —x)) - {dyy(x—x',y1—->{,21 —2{)/02{ :
e a5 ( ) ( 1 1= Y131~ 21/ 0% m :
.
K + 0¥ (= x" 1+ ¥ih2 — 2{)/z{) dx’ (J15) I
- .

=" &

U s
:; The infinite integral of equation (J14) has the functional form 1
" B2 2SN

Ly -y -2) = 1
g( i o 4 v
#y The second part of equation (J15) has the functional form - :
Al e s
i 1 (-2 = I3 43%8’ ‘
0 w1 +y1,21-29) = L; g
) \
Rj
Thus equation (J15) takes the form

|;' 5% e\‘m hd \
§ 4 ) )
t:' WX y1,21 — 2]) = exp(—iwx)/4w S exp(iway)Ad(ay.y]) (I, +1,)dy| (J16) ,
Y 0 o ]
.: "4":1‘2'? §
¢ The jump in potential at the downstream face of the grid network may be expressed in terms of the jump s ;

] in potential at the trailing edge of the wing.
R e
." That is, , , ) \\.)_\'{
:.: A¢l(02,yl) = A¢i| + l(-yl) . exp(lw(x,-l +1- az)) J17n
v Soou:
). Integration in the spanwise direction is replaced by a finite sum integration procedure that makes use PG

: of trapezoidal integration techniques that yield
o _ , :
" , . - e X
;al YwlXynzp =~ 29) = exp(— MMx — iw(x - x,~1+,)) ¥ [Ad;,-lHj (4, + L) o \
D) = \
.. .
? _ AU

+ 8¢ 41Ty + I$j+l)] O1j+1 — )87 (J18) )

]

]
g S
e“ !
X \
"

; 154 -

PV O - SO &F O - R W TR A" AT LT TP T PR, MM m W e M. - - - w,
& .o'l..o !“'.l".. ..J'.<Ihll. 878 2™ lv. Nt ,)‘.l‘*n‘La l. ) \' ., > b \ ." ‘.-.\ \“ \ SN "‘h“\ " -\ L, D B



ra s8R e 2e0e b

sﬁ ]

ST L T SISO S TSRS WL W L B0 WAL WU TOL) L L T WL ) IS T TP T U W e U e S T T R R W W W P T P P W gt

where v, is related to ¢, by
o, = exp(i\Mx)y,, J19)

Note that the spanwise grid has been devised such that the wingtip is located at the midstation between
the grid stations defined by Vig and Vig +1- The potential jump exists only along the trailing edge up to
the tip of the wing. Thus the summation indicated in equation (J18) is revised into the following form.

Yux,y1,21-2{) = exp(—iANx/M + iwx; ) ‘{Ad’i,n.z(l;z + 153) 013=2,2)/87

Jgg ! _ R
+ 2 A 41 Ty + 1)) Ogje1=21j- 1)/ 87

j=3

+

+ A¢il+ljsl(1‘;j5l + ijsl) (yljﬂ,,l-f-yljﬂ—Zyuﬂ_l)/l61r} (J20)

The z = 0 wing plane lies within the same plane that contains the wake; consequently z; = 0.

The wake expression is then defined for stations at

x =Xy =y and g, = 2y

by the expression

g _
Vwie = ﬁ A, 11, WAK J21)

ta2

where for £ = 2 (midspan station)

WAKzijk = exp(—iAx/M + iwxil+|)
’ (Zw(\'i’ylj~),l,A»:lk) * Iw(xl’ylj+y|-2’zlk)) (y,‘3—y1,z)/87f V228

For ¢ = ¢ (the general integration station)

WAK(,'J'k = exp(—i)\x,/M + iwx,-lH)
'(Iw(xn}’u")’l o) + Iw(xi’ylj+yl('zlk)> O1es 1= Y1e-1)/87 (J22B)

For ¢ = j,, (the station next to the wingtip),

WAKJ,.Uk = exp(—iAx/M + iwx;, 4 1)
.<Iw(xi’ylj ")’1j,,,2|k) + Iw(xi'ylj"')’ljslyzu))

‘Ol + 1+ N~ W, 1)/ 167 (J22C)
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The trapezoidal rule of integration proved inadequate and Legendre integration was applied with
special treatment of the singularity. However, the basic form of equation (J22) still holds.

Because of the singularity in the integrand for points near the wake plane z = 0, special care must
be applied to obtain sufficient accuracy in evaluating the wake integral. The jump in potential at the
first point downstream of the trailing edge is determined to satisfy the Kutta condition.

The quantity
A¢(x,'+ 1Y j)
is therefore given in terms of the potentials
Biy~ likm—1 > Piy— Uik > Biy =ik, 1 » By - ik

m+2
Birjkm=1 » Dirjkyy » Pirikm+1 > Pijk+2 »
whose coefficients must be calculated in the construction of the matrix.
Consider a point yp lying between the plane of symmetry and the wing tip. We assume
Vi <y <y +1

In the range of integration y = 0 to y = Yje-1r the integrand is smooth and we apply Legendre
integration. This is also true of the range Vies , to yr. In the range Yj.-1t0 ¥, 41, we make the integrand
regular by subtracting a singular term which can be added to the result in a closed form integral.

To apply the Legendre quadrature formula we must evaluate the integrand at points yy, N = 1 to
NLEG, which cover the span of integration. For this purpose we need the values of A¢ at the spanwise
points yy. Since A¢ is only defined at the points y; we must use a Lagrange interpolation polynomial.
For each yy, we determine a J(N) such that

YIN) < yy < y(J(N) +1)
Then the value of A¢ at y = yy is given by

A(x; . 1YN) = Ad(X;, 4 1Y yo-1) * GL1 (N, J(N))
+ 80X, 4 1) Yy * GL2N,J(N))

+ Ao, 4 1Yy 1) * GL3(yn,d(N)) (J23)
where
GLLOW) = 0=1) =)/ [0521=9) Oim1=3500) |
GL2 ) = =30 U=2.0) / [0=2,2) 0j=%,.0) |
GL3 W) = =2, =)/ [0e1=2,20 / 01 =) (J24)
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. ,::.,: The integral we are evaluating is given in equation (J16) which is modified to be '::s‘/
€8 ¢, )
U ¥

34y
Yw(x,yp,2) = exp [—i (/M- wx; 1) ] *So Ad, (x,l_,,,y’) d, +1I)dy'/4x (J25) j«""r

Here we have applied equations (J17) and (J19). The portion of this integral for G to Yj.-1, then, is given
by qt'q!
NLEG ’
exp [ -i Ox/M-ax, )] 3 86 (x4 108 1o O + 1 (yN)]WT (N) * (3,1 = 0) (J26) X
N=I

where WT(N) are the Legendre weight coefficients. The quantities A¢ are replaced by equation (J23) to
yield g
NLEG ':g"'g
exp [ ~iOx/M~ax; )] S [860x; 1 1yaey-1) GL1(yn,d(N)) -

N=1
+ A‘I’(Xil + 1Y) GL2 (}’N,J(N)) .'.v::.
+80(x;, + 1Yoy +1) GL3 (e dMN)} (15 0w + 1) )] WYy, J27) o

To construct the coefficients of the matrix we need the coefficients of A¢ (x; ,,.5). Forj = J (N) —~1, . :5:6,

we have

exp [ —i(v/M=wx, , )| *GL1 (3 JON))* [ 15 0n) + IF )| WTN, J28 N

For j = J (N), we have :;:‘;"

exp | —i(Me/M~ax; )] *GL2 (1, J(N))*[15 On) + 13 On)] WTN)y, -, (J29) M

and for j = J (N) +1, we have

exp [ - iO/M~wx;,, )] *GL3 (3. JN) [ Ly O + 15 0] WIQN)y, (J30) o

For some values of j, there may be more than one contribution from the numerical integration; hence
these contributions must be summed to obtain the wake terms ®

WAK1, WAK2, WAK3, WAK4, and WAK5 X ..,;,‘
defined in equation (J21) for ¢ on the 5 planar boundaries of the grid.

The integration from y; ,, to yy is performed in the same manner. For the singular integral y; _, to Y
Yjer1s the integrand I, + I is first evaluated at y = yp, the singular point. Then we compute a
constant Yt

Iwo="¢2)(1; + 1) '&.
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where rﬁ = KZ2. For the numerical integration we use the regular integrand
I+ I - 1,./r (J31)

where, now, rﬁ =Ky - yB)2 + Z%. The jump in potential is defined at the Legendre points yy lying in
the interval y; _, = y = y; ,, by

A‘b(xil + 1 yn) = A¢(xil + 10 yj‘,- l) * GLl(yNs Jc)
+ A¢(xil+h yj(.) * GLz(va Jc)

+ Ad’(x,'l“; yjc+l) * GL3(y, J0) (J32)

Thus for the closed form integral to be added to the integration of equation (J31) we must evaluate

yj£‘+

' GLI(, ) dy/r?

Yj.-1

Lo

y +1
" GL2(y, J,) dy/r2
Yje—1

Lo

yj(‘+

1
GL3(y, J,) dy/r} (J33)

Y1

Lo

Since the numerical integration is performed in the scaled variables, the first integral becomes

S}’jc+l ¥-y) -+ VK dy
Yje= 10, -1 = Y0 -1 = Pje+ 1) K[U’ - yp’ + 22}

wo

Let o ~ yg)/|z| = t, 0, — yp¥/|2| = a, and D; = y; — y;_;. Then the integral above reduces to

|zl I @+1 (I—O‘j‘) (’—ajc+l)
\/R_ch (ch + ch.,,]) ajc—l (12+l)

Expanding the numerator and using the relation
2+ A =1-11+5

we obtain

zl 1 o 41 (¢, +a; (M aja ,1-1
121 Luo e [1— Yo Jer 1y Jederl gy (J34)

VKD, (D;, + D, ,)) “q 1+ 1+ 2

e~ 1
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integration yields o

(o +a; 41) l+ajz~ +1 o
[ (9 log [4

121 Lo [a .
el - @ - e
VKD;(D; +D; ,pl <t e 2 1+ef

The second integral becomes

Viev1 O=Yj -0 O=Yj.+1) dy o
Yie-1 Uje=Yje=1) G = ¥j.+1) (o-yp)*+2

A&
[

AR

’

Lk

L&
m + (ajcajc+ 1= 1)(tan° lajc+, — tan~ lajc— 1)] (J35) I.'
4

&

Introducing the same variables yields )

A M
% = 12|10 Q. +1 (t_aj,_.—l) (t—ajc+l)d AN
JKD,D; ‘

O
i Jc"’i (ch_l t2+1

Q@ Integration then gives us

e ) 2
R - 2|1 (- 1+2j.+1) (1+ajc+l > It

o N R S

r Jeo /c+l

i; + (afc‘lafc - l) <tan'1ajc+l - tan_lajc__lﬂ {J36)

2
l+otjc_l

Similarly, the third integral yields ¢

Yj +1 0-Yji~)0-y) dy '
Yie=1 Ujee1=Yje-1) ()’jc+l'yj()[(y"yB)2+z2] )
at
%

=

2
_|z|Iwo (ajc_l+ajc) <1+ajc+l>

= a. l—. a.-l -_—
\/ﬁ D'c+l(Dj‘.+l+ch)[ et Ie 2

2
j l+ajc_l

T

+ (ajc_lajc—l><tan'l @ 41~ tan'lajc_l>] J37n

WLy N

e

2
’
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k _
o ¥
-
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J.3 DETERMINATION OF THE POTENTIAL JUMP AT THE TRAILING EDGE
The required jump in potential necessary to satisfy smooth flow conditions at the trailing edge is

obtained from the derivation given by equation (37), page 46, of Reference 1. It is given in terms of the
potential jump on the wing by the expression

A¢il+|j = (l - d“l/c‘il - iw/Cl,-l)AdD,-lj + (d”l/clil)A¢il-lj (J38)

or is written as
A9i141j = ChadPij t Ckaldd;

where
i = i=Xa)/¢i 5 6 = V(X =X )X — X;)
d“ = (x,-H-x,-)/d,- s d,' = 1/(x.:+]‘ ,'.])(xi - x,'.])

The potential jump at the first differencing station downstream of the wing trailing edge is represented

by A¢; ,,. The potential jump at a point (i,)) on the wing is obtained from the derivation shown on page
66 of Reference 1 and has the form

Ad; = €y, — (1 + ey + (1 + )by 4

- Csl¢ijk,,,+1 - (dlel(jU) + dsZFl(jL))

= 1/451(s5) + 1) ; ¢ = 1/455(55 +1)
= h(2s) + 1)/4(s;, + 1) 5 d, = h(2s; + 1)/4(sy +1)
= (zkm+2 - ka+|)/h s S = (zkm - zkm‘l)/h

h = (zkm+l - ka)

where F‘J‘ 'and F(UL’ are boundary conditions on the upper and lower surfaces.

]
L]

U e e 0 AW ST SV 5 '-J‘Ao.l‘l Al ol S e N A L




y.‘-;v,..f}‘i..g‘\'a“--; L BB RARA R I XA A R AN AN RO RN T AR 9.8 LXK TR M Dol 0o Uoh ol 9ad 620,80 Soh- gl

Ry

Thus the potential jump at the first station downstream of the trailing edge in the wake is given by
8¢i+1j = Cke2 (cs2biy ik -1 = (1 + €d@iy —1ji,y + (1 + €080y~ 1jky 41
~ 1By -tk +2 — P2y + dgF {1 1))
+ crer(CaaBiyin,, -1 = (I + cddiju, + (1 + c)dbipjic, 41

- csl¢iljkm+2 - (dlel(}}) + dsf%]))) (J40)

where
Chcl = 1 - d“l/clil - i“’/clil
Ckez = diy/ 1y

The potential jump at the first finite differencing station downstream of the trailing edge is now defined
in terms of the A;; coefficients described in the section on wake boundary conditions and takes the form

A% 41 = Andiy—1jky, -1+ A129i -1k, T A3 - Lk, +1
+ Audi -tk +2 T Anbik, -1+ Andijk, + A2bijk, 41

o) w
+ A2k, +2 ~ keldaFiy—1y + doF i "))

- c/ccl(dlel(S’) + dsZFl(}j/)) (J41)

Definition of the wake potential is finalized by inserting (J41) into (J21).

Is1

Yowijk = ’E:ZWAK!ljk[Allf¢il—l?km—l + Ardi -1k,
+ Apebi) - 1tk 1 ¥ Araediy - 1ok, +2 + A21e®iek, - 1
+ Agdijek,, + A23eBijtky,+1 + A2aePijek,, +2
(5) (L)
- cka(daFi2 e + daF 1L 1)

- Ckcn(dle:(g) + dst,(f?)) (J42)
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P
o Let RHSL; = cep(daF i)y, + daF L) + char(dF (D) - doF (J43) .:-_%:
K3 X
T!y 4
).':o

In equation (J42), then

/st
N Ywijk = [Alljc¢i1—ljckm—l + A iy < 1j ko
0o vy
::!. ia

+ Ay b ket + A1 B0 -tk +2 + B21 Piyj k- 1

N
3

+ A2 Bijdem t B23j ik 1+ B2 iy k2

e vt g ¥

[ ~
N - RHSY, | « WAK, (J44) i
4" sy
A‘ J.4 INCORPORATION OF THE WAKE INTEGRAL INTO THE EQUATIONS FOR THE ;".'::'\'_
.‘:;' APPLIED SOURCE AND DOUBLET DISTRIBUTIONS W
v .
y", ! Substituting equations (J44) into equation (H13) yields _2.::4::‘ X
& 10F, _ % §
,:: 230 " ZJ; o W'(k,r) + 2 [Anjcd’i,—ljck,,,-x @‘&
Y
i
! + Ay ity * A1 B0 -tk T A1 iy ke 2 [N
5 -
.:: \
y + Ay Bikm-1 + A2 Bk + B2y Bijcket T A2y Bk 2 ein
LY
52 Sy
i
’ - RHS1, ] {2 [0/ 0ms2n) WAK iy + 03,02 WAK o]
o " SAT
o N
o + > [03,(x,,ym) WAK, i1 + 84(x0,7m) WAK, c,,,,km"] .
1 - o \::s:_-s
N Sae
. + 3 [astrnz,) WAK,, Xn} (J45)
e} tn .(‘h.
3 ~ ":\3:'.:5 :
- Here, we defined the array W' (k,r) as follows: -
‘.n LT
g Wik, = E [alkmnalrmn + akanabmn] '::'-_'_
‘.3 + ’23 [ammamm + ammamm] :::":; .
ho(!
s + g Qskendsrin (J46) <
) o
nH s;:’.;: ¢
I g !
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where a;i,mn = @14 Um» 2p), €tc. Let Ju
. o,

WAjc’ = E[WAchlmnalrmn + WAchimq_xm’!aZImn] :,.“'\

+ E[WAchim.Zaim’m + WAKijkmaxa“’(’"] $. ‘ /’
t,m

+ YWAK, 4 nlsren (J47)
tn

then equation (J45) becomes

4
13F, 8 s o

53— = O W'(k,r) + 2 [A“jc ¢il_1jckm-l +Alzj£‘ ¢il_lj(‘km .
G k=

IC=2 ?. v."v

. Y b IS
+ AL by ke F A a0+ A2y B WA

+ Azzjc ¢ilfckm + Azsfc ¢"]J'ckm“‘I + Au]c ¢i]jckm+2 WAfc’ - RHSW() (J48) i ® ‘

where
i

L Wl

RHSW(r) = E RHS1; WA, , (J49) 0‘0.::o,:

Jje=2

The r th equation is actually given by
1 aF,

1 aF
-——= =0 (J50)
280, 2 dg,

[ =)

% 3
e

-
-
L]

)
.

In this equation there are contributions to the coefficients of o in equation (J48) from dF,/d0,. Thus, for
1 =<r=<NL,1 = n < NL, we have from equation (H17)

-'-.f'

;:"-’\' '
- ¥
o

X
N

{-
3
<,

2ns /51
2 o, Wik,n) + E (WAKE ¢ TERMS) - RHSW(r)

k=1 j=2

“.

.
*
‘max~ ) kmax—) NL &'ﬁ
-G E 2 w1 jkr¢2]k -G 2 (Cl ONS+n — €3 on)wlnr (J51) ‘
k=2 n=1

=2

4\ 5 '-}5.
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e: Hence for equations r=1 to NL, we drop the prime on W(k,r) and modify W according to Y
) AN
*
f W, =W, + cgwlnr n=1, NL
v Oty
\ Wn+NS r= Wn+NS r = CICJWInr (J52)
[
[} 3
K and the coefficients of ¢gj; for 2 < j < jiax 1,2 < k < ko —1 are .@
‘#
~C3 Cyi; (J53) =
¢: 3 “Wijkr }?fn‘*
: We now follow the shortened notation in equation (H6). Thusfor 1 <= r < NR,and1 < n < NR and e
P for equations NL + r, we have, according to equation (H20). -
: Rl
)
" Worrine = Wozpont + c‘%Wan bk
:: Wn2+NS r+NL = Wn2+NS reNL T Z'chwan (J54) @
R)
k)
1 . . . .
‘ and the coefficients ¢; _ _1jxfor 2 <j = jmax -1, 2 < k < kyoy -1 are P
—C4 CW'ijr (J55)
k-
() o
: For equations NLR + r and for 1 = r < ND we modify W according to equation (H23) and obtain ..::;r‘
Y o
: W3 NLR+r = Wn3 NLR+r t cgwilnr o
. Wosins NLR+r = Wosens NLr+r = Wi, (J56) -
! d the coefficients of 35
0 and the coeflicients of ¢; are R
¥ —_ CS cW}ij" (J57)
é’“ St
A For equations NLRD +randfor 1 < r < NU,1 < n < NU, we have from equation (H25) P
) 2 'li‘;;'.".
) wn4 NLRD+r = Wn4 NLRD+r + 06W4nr :n“ 2,
laVi
b wn4+NS NLRD+r = wn4+ NS NLRD+r + c6w4nr (J58) _x.—;:\
¥ S,
‘ and the coefficients of ¢, ) are ’
q ~ e
X = C6 Cwaijr (J59) ":-'\:-'
k)
LASH
TN
Xhrtn
b
'
. on
! R
) :
. -
1 L}
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For equations NLRDU + rand for1 < r < NO, 1 < n = NO, we have from equation (H28)

2
Wos NLRDU +r = Wos NLRDU *+ cTWepr
W.s+Ns NLRDU +» = WipsuNs NLRDU + 7 + €7 Wiy,
and the coefficients of ¢;; ___, are

= €7 Cwsikr

For equations NS+rand for 1 < r < NL, 1 < n < NL, we have from equation (H29)

Wn NS+r = Wn NS+r ™ CICBWlnr
= 2
W, nsNs+r = WoinsNs+r + CTWinr

and the coefficients of ¢, are

€1 Cwijkr

For equations NS+ NL +rand for 1 < r = NR, 1 < n < NR, equation (H30) yields

Wn+NL NSL+r = Wn+NL NSL+r t+ i‘2C4W2,,,
_ 2
WoinsNsL+r = WhaeNs NsL+r + C2Wy,

and the coefficients of Bi gy~ Lk ATE
= Clwjkr
For equations NSLR+rand for 1 < r = ND,1 = n < ND, equation (H31) leads to
WosnstR+r = W3 NSLR+r = CsWap,
Wosins NstR+r = Wosans NSLR+r + Wi,
and the coefficients of ¢, are

wiijr

For equations NSLRD + randfor 1 = r < NU, 1 < n = NU, equation (H32) leads to
Wi NsLRD+r = Wos NsLRD+7 + C6Wanr

WosiNs NSLRD«r = WhaiNs NSLRD+r + Wan,

T W W W P
X

el s

-

(J60)

(J61)

(J62)

(J63)

(J64)

(J65)

(J66)

(J67)

(J68)
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and the coefficients of ¢Umax—1  are

— Cwsikr

P s 98 2 e N ' 2.0 0 5 8 R R A% a0 Rt B Rt A A R TE R %9 070 %0 50 R ) 28 2% e 2% 2t 2% 258" a1 ath at2%a 88" 28 202 208" 200" 8. §2° 0,0 Fo¥ §a¥ v g LN
Pt
\
. A“
and the coefficients of Bijk oy —1 BTE ,:2\;)
— Cwaijr (J69) .
’
Finally for equations NSLRU + rand for 1 <= r = NO, 1 = n < NOQ, equations (H33) gives us 0y
Wps NS NSLRDU ++ = Was NSLRDU +7 + €1 W, ,@
Wos.ns NSLRDU+r = Wasons NsLROU+7 + Woar (J70)

J71) ﬁ@
«

Equations (J46), (J47), and (J52) through (J71) are computed in the program by the subroutine

labeled WMATRX.
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APPENDIX K :.;::!
i

INTEGRATION OF SOURCE DISTRIBUTIONS FOR RECEIVING POINTS IN THE PLANE ®
OF INTEGRATION .':,
OO
l'g‘!
When we integrate the influence of a source distribution on itself, we have to treat the integration ‘:‘:f
separately because of the 1/r singularity. It is possible to eliminate this singularity by introducing polar 'a".‘.-
coordinates about the point where the influence is to be calculated. For a source distribution of the form st
x™ y", the integral to be evaluated takes the form ]
G
Y2 (X2 Pt
§ S §7 1" exp (- i\r) didn/dxr (K1) &3
y1ox o
l‘ .(

where 7# = (x — £)® + (- 1)°. Introduction of polar coordinates about ¢ = x, = y yields integrals of the “.
form ¥ Y

<

6y ~(yy—y)/cosb
g S (x—rsind)™ (y +r cosB)" exp (—i\r) drdf (K2)

8, 70

Integration with respect to r leads to four line integrals along the edges of the rectangle that must be
evaluated numerically. This procedure turned out to be too costly so a simpler method was derived.

CEILELTL®

Equation (K1) can be expressed in a more convenient form by a translation of the coordinates. Thus
we have

1
e
V=Y pXy—X m n _ Y
g S (E+x)" () exP% INNE +q )dfd‘n (K3) :
n=yx-x VE + g 2
.4
Expanding the numerator and retaining the first order terms in £ and 5 yields e
1 3
Syz—y sz—x (™" + mxX""YE + ™Y Ty + L) didy K) NN
=y x—x r ;
where 7 now is £2 + 5°. This can be integrated in closed form. When the integrand of equation (K4) is i ,J- ]
subtracted from equation (K3), the resulting integral is nonsingular and can be integrated numerically. " !.);
Adding the closed form integration of equation (K4) then leads to an accurate way of integrating equa- %
tion (K1). Thus we integrate numerically the integral NG
e
BNy
Y=Y (XamX m n n -1 -1 "\
S S [(E+0™ (n+y)" exp (=iN) = XY — mx" ™'yt — nx"y""" q]dtdn/r e
Y=y ix—x (K5) A
and add the closed form integration of equation (K4). "
®
i
4 J
‘.:::.
c"::;
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By integration by parts we obtain ot

- e
- e
i

T T

JE

p Slog ¢ + rydy

nlog¢G + N+ tlogtn+r—-&-n1
F, ¢.9) (K6)

e
noon

Also we have,

i
5
y {dtd ;
0 Sg L. Srdn = wr/2 + (¥/2) log (n+7) ]
=' ' e B
) ! g
" = F, () ®7) | '
h Similarly, vl
) ’ L
& i I
‘: 2 ‘I
2 ndidy _ £r 1 Fr o
p [JI57 =5 + Floeesn ke
$ = F, (1.8) (K8) L
N ‘n_..\'; ‘
',‘. Applying the integration limits of equation (K4) yields for the closed form solution T
& - : “
[ FA "8 ]
V[P =% 3-9) = Fy (=% 3~)) .
:Q -F,(xy-x, y,-y) + F, (x;-x, }’1—)’)] :'
[} - e [
) - Ty
K + mx" Y [ Fy (=%, %2-3) = Fy (=%, -7) &y !:
d §
v - F,00-x0-9) + F(4-%, 5,9 |
. ) R
K +nx"y" 1[F2 02—y, x—x) - F U=y, x;—%) ALY :
b y
;: “F,0i-0x%-0 + F,0,-»x —x)} (K9) “:'”'\Q :
:I L%
I~ Since the integrand of equation (K5) goes rapidly to zero at £ = 7 = 0, the range of integration is S
) divided into four rectangles by the lines { = 0 and n = 0. The Legendre integration formulas are applied u::_:‘: N
) to each rectangle. T N
» ,,»:,~_ L
L GOORI
: e
' i
v 5-!?:"? ¥
X Wt
¥ (]
« 2O "
: Tq
: 3 Ky
W
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(% APPENDIX L ‘ e
Lol
CONTRIBUTIONS OF THE SOURCES AND DOUBLETS OF THE EXTERIOR SOLUTION "'.!
%' TO THE MESH BOUNDARY CONDITIONS IN THE FINITE DIFFERENCE EQUATIONS \.‘.
We now change notation to a more convenient form. For the source and doublet distributions in ﬁ‘.’-
@ Appendix F, we choose the following: |l:::
W
a)_’xl az—"x,'mu  t
’ [ ]
£ o o
@g 527 Y)max a7z €27 Ak pnay r‘;:«::‘
)
"9‘% e \J
For the upstream boundary plane and 1< n < NL, il
wl
: g - of,ff, 0,2) (L1) ?
il
@.%P e
p= uhfh0.2) L2) v’b::’,
o X
"§a 9.8
For the downstream boundary plane and 1< n < NR, P
3 %
fataSt
% o= orfn 012 L3) &
o
{ Ie
6 k= unfn(.2) @L4) holy
@
A &
- For the lower boundary plane and 1< n < ND, :,':::{
‘ )
R o
0= g fA(x) L5) ot
- o
ﬁ:‘; d ¢d "
R = unfn(xy) (L6) X ‘.:
. oy
;}. ~ ety
o ;-« For the upper boundary plane and 1< n = NU, & X
3%

of fn x.) @Ln Vo

%
Q
]

o

b= upfnxy (L8) ]

For the outboard plane and 1= n =< NO,

L.
Q@ )t "“-Q.
02 f2 (x,2) (L9) SN

g = ndff(x2) (L10) ®

s
T

2
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Using equations (G49a), (G50a), (G51b), (G52a), and (G53a) and then applying the ordering of the .)5:?6_ :
parameters of Appendix I, we obtain for the exterior boundary conditions of the mesh e O
.3
NL ’ )
ik = —exp (INMx)) Y [ Gonsen + (A%/2) 0, | fh 0 2/K L1 i 0
n=1 (W
0‘:7
M
_ NR . @ o
¢k = exp (INMx;_ )Y [CZUNS+NL+n = (Ax;/2) 0NL+n] fn Ojpz)/K L12) L
n=1
e,
4 4
w W
o1 = exp (INMx) 3 [ ~oNsNLR+n = (821/2) ONLR +n] /1 (i) (L13) e "
n=1 LK A ]
% A'S
NU ! d
Sijk oy = €xP (INMx)) % [oNS+NLRD+n + (A2n/2) ONLRD+n) S4 (X)) L14) \,:‘\- N,
P\\.»"" [
ND FCOCRR
ik = &P (IMMX) Y [oNs s NLRDU+n + (8¥m/2) ONLRDU +n] /5 (Xi24) (L15) Y O
n=1

where NLR = NL + NR, NLRD = NL + NR + ND, and similarly for the other terms. We also define
NS =NL + NR + ND + NU + NO.

&y u
A A2
- .‘m ~ "

We now apply these boundary conditions to the finite difference equations along the boundary of the

mesh. We begin by rewriting equations (E6) and (E7) in a general form for programming as o
N !
_ DIAG (K) * ¢, + SUB(K) * ¢, + SUPER(K) * ¢;;,, + CINK) * ¢,,_;, ;-:'.:*‘; )
' + COUT (K) * ¢, 1, + CFOR2 (K) * ¢,_, + CFOR (K) * ¢;_ ;s + CAFT (K) * ¢, 4 -~ "1
+ RHS(K)=0 ’ )
S %
For the upstream boundary, i = 2, \ﬁ \ ‘:
(N
, )
CFOR(K) * ¢,,, must be replaced by % o
X \
N
— CFOR(K) * exp (i\Mx, ) E. (€ onsen + (Ax)/2) 0,] 17, 0,2 /K = ) ;
* o4
From equation (H16) this becomes Mg
T
= ~CFOR(K)* § [z, ONS+n + €30,| Cwrjkn (L16) .
nx=| M, .‘ w}
e o
where ¢; = Ax,/2 and then CFOR(K) must be set to zero. S ;
. PO
N )
N
‘!\ ‘:“
S
‘ e
W
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Fori = i,, -1 and all j, &, \;\re note that o
AP 0+, i
must be replaced by tE, N
m 3

Ax,, g
CAFT(K) * exp (A,Mx,-mx> 2 (cz ONS+NL+n — EN aNL“,) Sn Uz /K :\ \
n=1

. . . Ax,,
Using equation (H19) with ¢, = > leads to

2 1
CAFT(K) * ), (C'z 0NS+NL+n“C4°NL+n) Cw2jkn @L17) L hY

n=l ®

and then CAFT (K) is set to zero. X ..‘
Similarly, for k = 2 and all i, j, we have o '..‘i

SUB(2) * ¢, replaced by “®
, ] Az d noy
..SUB(Z)*exp <1)\1M)(i) E <0NS+NLR+n + TGNLR+"> f,, (xi’yj) ! '..l
n=1

Using equations (H21a) with ¢; = Az,/2 leads to :

ND e
-SUB@2)+ Y, <0NS+NLR+n +Cs 0NLR+n) Cwiijn @L18)

n=} [

and SUB(2) is set to zero.
For k = k,, —1 and all i, j, we have

SUPER (KMAX1) * Pijkmax replaced by "-',k:

NU
. Az
SUPER (KMAX1) * exp (I\Mx;) ¥ (ons.NLRD+n ~ —-2’" ONLRD+n) SH (XinY)) (L19)

n=1

Using equation (H24) with ¢, = Az, /2 yields for equation (L.19) :"’ ‘

NU
SUPER (KMAX1) Y (oNs+NLRD«n = C6ONLRD+n) Ciwaiin L.20) L

n=1

and SUPER (KMAX1) is set to zero.
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) KA
Y
',
‘ . . . k &*%ﬂl N
: Forj = jn. —1andall ik, ! ]
: COUT (K) * ¢, is replaced by 4
/
“ NO Ay Nt )
t o :
. COUT (K) * exp ('NMX,') > (UNS+NLRDU+n - _ZJIONLRDUwu) 17 xizi) t
: n= y <, :.
) . 'k\” 3
' Using equation (H27) with ¢; = Az;/2 leads to )
‘ NO a7
. -~ .<~, d (]
o COUT (K) Y (0ns+NLRDU+n — CIONLRU +n) Cwsikn (L21) R
:. n=1l },
B A A
' /.‘; #_:‘-- '.
h and COUT(K) is set to zero. e A
) i q
"
\ LN
b X/ ;:
! 4
¥' ) :‘
;| oy N
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