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Abstract

The class of design synthesis problems encompasses a wide spectrum of common encountered prob-
lems, including robot planning problems, synthesis of electronic circuits, chemical synthesis, genetics
experiment design, and computer program synthesis. This thesis is in two main parts, both dealing
with design synthesis. The first part is the Residue Method, an abductive approach to design synthe-
sis, and the second is supersumption, a generalization of consistency checking of partially completed
designs.

‘The Residue Method synthesizes designs by reduction of the design goal to another, primitively
achievable goal. The reduced goal must be consistent with known facts about the world, must be
sufficient to achieve the original goal, and must be a conjunction of formulas from a language of
primitively achievable formulas. The Residue Method expresses the design goal, the final design, and
all intermediate designs as formulas of first-order logic. The usual approach in deductive synthesis
has been to express designs as a single term of composed state transformation functions. Expression
of designs as a formula rather than a term simplifies synthesis of non-linear plans, allows postponing
imposition of ordering constraints, and allows one to reason directly about the proposed design.
Souadness and completeness results are given for two resolution-based residue procedures.

Supersumption is an attempt to exploit the consistency requirement in order to accelerate syn-
thesize of designs. Not only is consistency of a partially completed design checked, but additional
“ramifications” may be derived that must be true for the partial design to remain consistent. By
making sure that the ramifications are not violated, one avoids searching parts of the search space
that do not contain legal designs. In addition, knowing ramifications may make additional search
control heuristics directly applicable. The process of imposing additional constraints on a subgoal is
called “supersumption.” Two phenomena are described by which supersumption can speed up the
search — use of ramifications as better generators of candidates than the unadorned goal, and use
of ramifications as filters to quickly eliminate inconsistent designs. Two resolution-based methods
for deriving ramifications are given, along with soundness and completeness results.

: g \ v QU ORI O] Q ’ PINCRCIRSOMLD B
‘-"'"e"t‘«"~'.4!3‘&'3f‘v?2:u'3','«'}.|\"t", ':3!’:*":vt':"’:‘.{'n‘:':'vu‘t-"r“.'l”.'q‘!'t’!‘.‘f‘u"‘ﬂ:‘t‘ ‘I'u‘.‘:’l‘?l‘)“a'l‘n?“a""‘,..A‘..O!“:"‘.O‘":.‘.'Q DI OSSN R S A

.-

oLty eaa

T

~

e TR -

o
g

. -

P P -

C A e e ¥

o

-
el Snd

oA L I S

e e



1
U

‘ i

":‘

:::.

Wi

Ly

; e

{ ‘:ﬂ

it

*

0y

R

Ack led t |

cknowledgements 3

%

. B

Y

kg

, X
First and foremost, I would like to express my gratitnde and indebtedness to my thesis )

L

advisor Michael Genesereth. Besides being my teacher, Mike has been a source of optimism, ‘;

of new ideas and of sharp criticisms. He has encouraged me at every step of the way and "

'

stuck it out with me to the end. A

- Bruce Buchanan and Richard Waldinger, my other Reading Committee members. both 1

: went to great lengths to help me, and they bent over backwards to get my thesis read in fi’

Y . . :

time. I am very grateful to both, and wish T would have made more and better use of all of :g

. their talents and able suggestions. ::j
b L

! Many thanks to Gio Wiederhold for serving on my Orals Committee. e

Zohar Manna provided me with more than a little sound and very necessary advice, )

L)

and was probably more effective than anyone at giving me a gentle (or not so gentle) shove o

. i

when it was needed. ;:

The rest of the Logic Group has provided a receptive and patient soundine board over the .

years. Thanks in particular to Tom Dietterich, Matt Ginsberg, Russ Greiner, Jock Mackin- '

' lay, Jeff Rosenschein, Narinder Singh, Dave Smith, Devika Subramanian, and Richard Tre- :t:

M

itel. W

y li&'

! The long, hard process of completing a disseration would have been completelv impos- :;:

. sible without the support of many friends over the years. I would like to especially mention

each of the following: Avron Barr, Jim Bennett, Ora Biran, Stephanie Buchholz, Batia Es- ';‘.s

: . . . O

. hel, Donna Goldberg, Jacques Goldberg, Suzanne Jacobs, Don Katcoif, Ira Machefsky, Pam :o:

)

Machefsky, Alissa Nordlicht. Dan Perkins, Anat Rafaeli, Sheizaf Rafaeli. Beth Rosenschein, ":

Jeff Rosenschein, Shmuel Shafler, Nahum Silverman, Dick Sites, Debbie Wenocur, Michael b

‘ Wenocur, and Eli Yaacobi. ‘-

¢

My vears at Stanford would have been very different and much poorer were it not for ::‘

. . Al

) my office mates —- fellow occupants of the Bozo Bus - in Cedar Hall aund later in Margaret .;c

) : . . . G 1

. Jacks Hall: Paul Cohen, John Kunz, Jock Mackinlay, Jeff Roscuschein, and David Stuith. ot
Finally, T want to thank my family for all their support during these years. Thanks )

o

. oy

\‘ .“

‘..t

Q'.‘

l'(

“-5!‘. g 4""‘-“ SAZISNS

Y 3 G000 OO W
BRROADN .9'%1 RN t’ A A DGLo "n'.'c .‘A M a' ‘l »‘0" RN "‘0"« AN '



Cal UG W ek [P LR N TN AP L. P L TN LR L R R LS AL R e IOT I '8, T RERY N U UNU NN

N

&
§
¥
..
‘\
2
‘r
(3
b3
{
go to my parents Julia and Joseph Finger, my sister and brother-in-law Tassie and Steve
Bielsky, my aunt and uncle Rosalie and Alfons Salinger, and tc my grandmother Gertrude ::
. . . )
Levy Finger, who had hoped very much to see me complete this project. i
: §
4
‘ t
K b
. .T.
. o
¢ \ U
]
. ¥
g 3
4 13
R ¢
B :
of [y
H L]
; v
g :
tg (3
i y
~£ []
N ¥
2
\
N 4
¢ )
W 3
N .
s 2
; :
A 9
\
3
£ ‘G
nd
4 N
X 3
N t
: . "
¢ )
f‘ 3

Ao e
-

ERAT RJCH CSOSICAXTCEMIN RO O OO0 e LI, Vo 0P 00 0%, O WU O™ )Y P, P LT ]
¥ l’«‘l‘. 'ty Q‘t"'(.“v?";"l"'a“‘A‘i‘i’""t"’(.l’cf"l.i'..":""!‘_‘«!‘é.“?‘.q.l‘l!..#..':?" .-!'e n,“'ﬂ{‘b. .c. i) 0':‘!\. Cn ‘l‘.‘l."‘..’l‘ ‘:.‘l’t.l‘,’l‘l.!‘o. ‘0. ‘pJ‘!&‘a‘l‘m bl




- L LAY S L LS SRRSO, ol LT P LT LI L P P LG L R LA L 2 U O R D N O T A T T R R T XY O

Contents i

Abstract iv N
Acknowledgements v i

1 Introduction
1.1 Overview . . . . . . e e e e e e
1.1.1 Residue — Representation of Designs as Formulas . . ... .. ...
1.1.2 Supersumption — Faster Solution via Added Constraints . . . . . .
1.1.3 Ramifications — Generalizing Constraint Propagation . . . . . . ..
1.2 Approach and Scope of the Thesis . . . . . .. ... .. .. .........
1.2.1 Deductive Synthesis . . . .. ... .. ... ... .. ..o ...
1.2.2 Number of Solutions toa Problem . .. ... ... .......... 10 .‘cf
1.2.3 The Qualification and Ramification Problems . . . . .. .. ... .. 12
124 BestFitDesigns . . ... .. ... .. ... . ... . ... ...... 13 by
1.3 Reader’'sGuide . . .. ... ... .. . ... .. ... 13 Y

W 00 =~ U N = =
-

2 Residue 14 0
2.1 Design Synthesis . . . . . . ... 14 ®
2.2 Desigr by Finding Residues . . . . . ... ... ... .. .. ... ..... 15
: 221 TheGoalG . . . ... .. . 16 !
222 TheWorld Model W . . . . . ... . ... .. ... .......... 17
223 Assumables . . . . ... L 18
2.2.4 Definition of Design . . . . . . ... L 19
2.2.5 Consistency of the Design . . . . . ... ... .. ... ... ..... 20 'a":

2.3 Residue Procedures for Design Synthesis . . . . . .. . ... ... . ..... 23 ':'.e
(M0

2.4 Ordered Residue . . . . ... ... L 26 Ny
2.4.1 Ordered Resolution . . . . . . . . . . . . .. .. . ... .. 26 .




EN arwr-erwr oy " g wh Sy . _ - p e N
1 RUARSSRGAN \ OO0 PO 0 1 [ ¥ § U / ) 0 1 i
ESRRARNCAERNR G AN ~°¢:|"tl'l!a'u'.?'"w‘!".’l‘!’i OGN DA, t“p\’;’,l‘p O DU AR A e N AT AL e OGOCDLDG attalal e

ok

2.4.2 Ordered Residue Procedure . . . . .. ... ... ........... 28

2.4.3 Completeness of Ordered Residue . . . . ... .. ........... 30

244 RelationtoProlog . ... .. ... .. .. ... ..o o000 33

2.5 Resolution Residue . . . . ... ... ... ... ..., ... ....... ... 34

2.5.1 Definitions . . .. . ... ... 36

‘ 2.5.2 The Resolution Residue Procedure . . . .. ... ... ... ..... 37

i 2.5.3 Completeness of Resolution Residue . . ... ... ... ....... 37

; 2.6 Residue with Answer Extraction . . ... ... ... ............. 39

2.7 DisCUSSIOn . . . . . . i . e e e e e e e e e e e e e e e e e e e 41

2.7.1 The Single-Term Approach . ... .. ... . ... . ......... 41

2.7.2 Problems of Expression . .. ... ...... ... ......... 42

2.7.3 Reasoning about Partial Designs . . . . ... ... ... ... ..., 45

2.74 Minimal Answers . . . . . .. . ... Lo e 46

| 2.7.5 Mimicking the Single-Term Approach with Residues . . . ... ... 46

] 2.76 Consistency Checking . . .. . ... ... ... .. .. ....... 47

” 28 Related Work . . . . . . . . . . . e 48

! 2.8.1 Reiter’s Default Logic . . . . ... ................... 48

2.8.2 Truth Maintenance . . . . . . ... ... ... ... ... ... 50

283 DouglasSmith . .. ... .. ... ... ... .. 0 L. 52

‘ 284 PROLOG/EX1 .. . .. . it 52

\ 2.8.5 Theorist . . . . . . . . L e e 52

. 29 Conclusion . .. ... ... ... 53
{

; 3 Supersumption 54

3.1 Ramificationsofa Goal . . ... ... ... ... ... ... 0. 54

3.2 Using Ramificationsofa Goal . . . . .. . ... ... ... ... . ... 55

‘ 3.3 Subgoals, Design Decisions and Ramifications . . . . ... ... .. ... .. 56

; 3.4 Formal Definition of Ramifications . . ... ... ... ... .. ....... 57

: 3.5 Supersumption . ... ... e e e e e e e e e G0

3.6 Speedup Via Supersumption . . . . . . .. ... Lo 61

. 3.6.1 Generatorsand Filters . . . . ... ... ... ... ......... 63

; 3.6.2 Ramifications as Generators . . . . . .. ... ... ... .. ... .. 64

j 3.6.3 Additional Restrictions on Arguments . . . . . ... ... ... ... 67

3.6.4 Ramificationsas Filters . . . . .. ... ... ... . ......... 68

3.7 Summary . ... .. e e e e e e 71

ot e

.‘ .~'~‘ ‘

T
o o -

Lo

-~

e Oy e s 0 5y

]

e
- -,



O Ot NI WA I NP U AL S W A P ST O S T TR R AR T M N N TR NI T Y IR Y YUY A Y YW

g 4 Finding Ramifications 73
v 4.1 Introduction . . . . . . . . . v i i e e e e e e e e e e 73
) 42 Lexical Generation of Formulas (Prez) . « « - v v v v oo e e ee oo 74
5 4.3 Natural Deduction on Subgoals (Pnae) - - « - v« c v v o v oo 75
’ 4.4 Definitions for Resolution-Based Forward Reasoning . .. .......... 77
\ 4.5 Resolution on Subgoal Clauses (Prge) - -« . -« - -+« - . . e e e e 78
N . 4.5.1 Soundness of PRGC - - - - + v v v v v e e e e e e e e e e 80 |
:;, 4.5.2 Completeness Of PRGC - - « « « v« v v i v i 81 ,
h 4.5.3 Caching the Results of Prge . . . . . . .. .. .. .o 82
m 4.6 Resolution with Partial Subsumption (PRps) - -« « « v« v v e v v oot 84 Q
:::. 46.1 The Prps Procedure . . . . . . .. ... ... ... 85 y
:l: 4.6.2 Soundpess of PRPS - . - « o v i i e e e e e e e e 86 )
. 4.6.3 Completeness of Prps . . . . . . . . .. e T
;:,. 4.7 Inheritance of Ramificationus . . . . . . . .. .. ..o oL 90
;‘:: 4.7.1 Inheritance under WG-Resolution Steps . . . . . . ... .. .. ... 91
:?.: 4.7.2 TInheritance under G Factoring Steps . . . . . . .. . ... ... ... 92
:‘: 4.7.3 Inheritance under GG Resolution Steps . . . . . . ... .. ... .. 93
o 4.8 Related Work . . . . . . . . . . L e e 95
':: 4.8.1 McSkimin and Minker . . . . .. ... ... ..o 95
13 4.8.2 Stallman and Sussman . . . . .. .. ... . oL 95
:; 483 MYCIN . . oottt 96 ;
484 Stefik’s MOLGEN . . . . . . ... ... .. 96
": 485 King’s QUIST . . . . .t 97
::.' 4.86 Kohliand Minker. . . . . . . ... . ... ... o 97
:;: 4.8.7 Chakravarathy,etal . . ... ... ... ..... .. ......... 03
) 488 Lee,etal. . . .. . . . . e 99
:::; 4.9 SUMMATY - .« .« o v v e e e e e e e e e e 99
oy . .
:,:; 5 Conclusion 100
‘:::‘ 5.1 Summary of Contributions . . . . . . ... ... oo 101 X
. 5.1.1 A Framework for Design . . . . . . . ... ... Lo 101
5.1.2 Procedure for Design Synthesis . . . . . ... ... ... ... 101 i
:: 5.1.3 Supersumption . . . . .. ... 102 )
::.:, 5.1.4 Procedure for Finding Ramifications . . . . .. . ... ....... 102 ‘
& 5.2 Main Limitations of the Approach . . . . ... ... .. .. ... ... 102 ‘
Wy 5.2.1 Assumable Formulas must be Atomic . .. . ... ... 102
)
" X
i
l‘.
% :

X .
3,4 At » - . "
AAOALSONON0: Y : - nau r . ,
A O S O N B B R o S O S e X X M X I e R R et R e




- N 4w M DN LT B d et & g kb ok Kpn o caf 4a® Ca) AP -2 .. . Y el RS AT UV AR A R AT TR N U U '!‘!'i-i‘o'i'i”!'ﬂ.i‘
\

5.2.2 Design and Subdesigns Have No Name . . . . ... .. ... ... .. 103
5.2.3 Rederivation of Cached Deductions . . . . . . ... ... ....... 103 Xy
53 Further Work . . . . . . . . . . . e e 104 b ¥
5.3.1 Control Heuristics for Residue . . .. ... ... ... ... .... 104 e
5.3.2 Cost of Solving a Problem . . . . . .. ... ... ... ........ 104
5.3.3 Control Heuristics for Finding Ramifications . .. ... .. ... .. 104 X
5.3.4 Probable Constraints . . . . . .. e e 104 Wt

References 106 (R

SO ICR 00 SO0 D0 % PO R T A EAGS A Ve s ST A ARG SO GGG
ottt et ey .';,J»_‘!'a?.h!.‘o‘..h..‘ A ST B AT ) M ANl .'.“.0." . PR Ve GG N, ".:"



.,‘ - O T T T A R K N R W N W Y N 5 W e Y T 2P ST PP U U L W oy Y190
\ RT3

List of Figures | R

Design Synthesis: A Mapping from One Set of Specifications to Another . . 16 -
Valid, Satisfiable, and Unsatisfiable Formulas of First-Order Logic . . . . . 22 ,f;‘f_
Simplified View of a Residue Procedure . ... ... ... ... ....... 24
Goal Reduction Steps . . . . .. ... ... . 25
The Ordered Residue Procedure . . . ... .. ... ... ........... 29 -

6 The Resolution Residue Procedure . . . . . . . ... .. . ... ... .... 35

- N

A

-

e
., A' .

Reformulation of Conjunctive Goals via Supersumption . ... .. ... .. 62
8 Speedup Obtained Using Additional Constraint as Generator . .. ... .. 64

9 Using a iamification asa Filter . . . . . . ... ... ... ... ... ... 71

> -
T el
-

>y

10 Non-Inheritance of Ramifications . . . ... ... ... ... ..., . .... 93 2

Xi 0

ALB0G000 0 . O ‘ ' W0 €y e { . X '
‘ "eﬂ:‘u,*"’ “0.“\."‘-‘,! "I.“i.‘,!.‘,l. !'s‘,h'.‘;‘.h ..l“.‘u.‘..ll!.l.!h.!.s..'i.q ') '\“!Q..!"!_E.“ X 0 l.. " o !‘}!‘0 kl \ !'A""‘Jl‘!.l p n.l a,.. e 0 I.!.O.g:‘:.




Chapter 1

Introduction

Everyone designs who devises courses of action aimed at changing existing
situations into preferred ones. The intellectual activity that produces malerial
artifacts is no different fundamentally from the one that prescribes remedies for
a sick patient or the one that devises a new sales plan for a company or a social
welfare policy for a state. '

Herbert Simon,'The Science of Design !

1.1 Overview

Robot planning, genetic synthesis, chemical synthesis, circuit design, and program synthesis
are but a few examples of synthesisor design problems. In each of these domains the design
process is that of finding a composition of known types of components to form a whole
tneeting given specifications. Almost {from the beginning of the study of Artificial Intelligence
in tie 1950’s, researchers have sought to automate the process of design svnthesis. A great
many systems have been developed, some general and others special-purpose, some formal
. in approach and others less formal.

This dissertation attempts to find a formal framework that captures the notion of the

design process as maeking and using a possibly conflicting series of design decisions o restrict

the set of candidate designs. Three main facets of the design process are explored:

1. Residue, a deductive framework for synthesis in which designs are represented as

sets of formulas.

1From The Sciences of the Artificial, Second Edition, The MIT Press, Cambridge. Massachusetts,
1969,1981, page 129.
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2. Supersumption, a technique for reformulation of design goals via added constraints. o,
Y,

. - - . . ] . »‘_‘1
3. Finding Ramifications, procedures for generating additional constraints that must ‘la:‘v,
be satisfied in order for a design to be found. These constraints are found as part of ;';‘le
checking the consistency of a partially completed design. . -
B
1.1.1 Residue — Representation of Designs as Formulas :§§¢
. "}:l
To solve a design synthesis problem is to map one specification into another. One starts ;:::
. . . . . i
with a specification G (the goal) of what needs to be true of the object designed. A new ~
specification D (the design) is sought, such that D not only guarantees that G will be met, :.:;‘
but such that it is possible to implement D, and where D is specified at such a level that “f
the intended implementor needs no further instruction. ;;4:
. . . . . "A g

Chapter 2 presents such a formulation of design synthesis expressed in first-order predi- nd
cate calculus. It is assumed that there is a consistent set W of axioms describing the world an
. . . - L.

and that the goal G is expressed as a single formula. Furthermore it is assumed that there ::;g
is a language A of “assumable” formulas, that is, all formulas that specify an instruction '.::e
'Y
simple enough for the implementor to carry out without further instruction. It is assumed :::i
. . . . . . . . . (XN

that there is an algorithm that decides in negligible time whether an arbitrary formula is Y
in A or not. For convenience, let us also assume that a conjunction of assumable formulas .::'6:
¥
is assumable, that is, if A;,..., A, € Athen A A...AA, €EA. ::::‘
Qi\‘

To be a legal design specification a set of formulas D = {Dy,...,D,,} must be such that it

1. W,D = G (The design achieves the goal), o
kN
2. W UD is satisfiable (The design is consistent with the world model), and ;:;.f
¥e
3. For all D; € D, D; € A. (The design is expressed in terms of the design primitives). ‘J:':%Z
e

)
. L . . L . 0y
Any set D with the above properties is called a residve.? Sometimes it will be convenient KK
to view D as a single formula D = D; A...AD,,. Each fact D; can be seen as a commitment Gi‘
. . . , .. . N
or constraint upon the design, that is, a design decision on the part of the designer.3 "o,;\;
» it “ [.
2One might call this approach to design an abductive approach, though not without some confusion. The 1::‘,
term abduction or apogage dates back to Aristotle. An abduction is “a syllogism whose major premise is 't,i
known to be true but whose minor premise is merely probable.” ( The Encyclopedia of Philosophy, Macmillan WA
Publishing Co., Inc. & The Free Press, New York, 1967, page 5-57). See also Hempel [42]. Charniak and . ‘
McDermott [16] use the term in a similar way in describing generation of explanations. In addition, Charles ';q‘:.
Sanders Peirce (1839-1914) [36]) used “abduction™ to mean the “creative formulation of statistical hypotheses” :.'
(Encyclopedia of Philosophy, page 4-176). "‘t:
*The idea of a design being built up as a sequence of decisions or constraints is not a new one, in 'q‘.t:x
fact, virtually any scarch process can be viewed as a sequence of implicit or explicit decisions. Heunstic oy

Dendral [8], REF-ARF [24] and Stefik’s MOLGEN  planner [93,92] are important examples of synthesis ®
procedures in which the decisions are explicit. v
‘:;::'.
s
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1.1. OVERVIEW 3

Representation of a design as a set of assumable facts is called the Residue Approach in this
work.

In logic, a term denotes an individual of the domain (or universe of discourse, as it
is sometimes ca.lled);' a formula denotes a proposition about the world. In the residue
approach, the domain consists of possible design components and parameter values. Terms
denote such components or values, and formulas express propositions about those terms.
For example, to design a combinational circuit, the domain might be the possible NAND-
gates, wires, inputs of NAND-gates, and outputs of NAND-gates. Synthesis of RC-circuits
via the residue approach might entail a domain of wires, resistors, capacitors, resistors,
capacitances, and resistances. Decisions about the design would be expressed as formulas
denoting propositions about the wires, resistors, resistances, etc.

Example 1.1 Consider a planning problem in which the designer has decided
that (1) a puton(A, B) action will be executed and (2) a puton(B,C) will be
exccuted. These two decisions can be represented via the two formulas:

Execution(puton(A, B), T})
Execution(puton(B, C), T5).

Puton is a function mapping two blocks into an action. Execution is a relation
on an action o and a time ¢ and denotes the proposition that action e will be
executed at time t. Note that the above two facts in no way determine whether
time T is hefore or after time T5.

The Single-Term Approach Deductive synthesis research (See, for example, Green [32],
Waldinger and Lee [99], Luckham and Nilsson [54], Manna and Waldinger [58,59], and Wos,
et al [106].) has traditionally represented designs as a single term, that is, both completed
designs and incomplete designs are represented as a composition of functions. For example,
a robot plan to put block B on block ' and then put block 4 on block 3 might be
represented as

puton(A, B, puton(B, C, Sp)), (1)

where Sy is the initial state of the system, and puton is a function mapping two blocks and
a statc to a state. The above approach of representing the design via a single term will be
called the single-term approach.

The single-term approach requires that all designs, both completed and incomplete, be
a part of the domain. It is not difficult to imagine finding a set of functions with which to
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build terms expressing completed designs, but a set of functions for expressing all desired
incomplete designs is more problematic.

Example 1.2 Consider the example from (1) of the robot plan expressed as
. puton(A, B, puton(B,C, So)). If, during the design process, it is determined that
& the plan should contain a puton(A, B) action and also a puton( B, C) action with-
out specifying their order, it is not clear how to express the incomplete plan as a .
single term. Instead, one must choose either the term puton(A, B, puton(B, C, Sp))
or the term puton(B, C, puton(A4, B, S)).

The difficulty in the above example is that the set of completed designs is easily rep-

resented as a single term, but the set of desired partial designs is much bigger and not as

- -

ammenable to representation as a single term. Note that in order to express the desired
information, the partial design had to be constrained more than necessary.

A
- e T e ey

Advantages of the Residue Approach The thesis claims that it is beneficial to rep-
resent designs, especially incomplete designs, as sets of formulas rather than single terms.
) The following reasons will be elaborated in Chapter 2:

-

1. As illustrated in Examples 1.1 and 1.2, the residue approach is more expressive than
the single-term approach; many design decisions can be expressed easily in the residue
approach, but can only be expressed via a stronger constraint in the single-term

$ approach. In such a case, the lack of expressiveness of the single-term approach can

result in unnecessary backtracking.* Attempts to avoid such difficulties in the single-

‘ term approach are frought with difficulties.

It should be noted that syutactically, any set of formulas can be encoded as a compo-
KR sition of functions — one need only define a new (n + 1)-ary function for each n-ary
‘-,;. relation and connective in the language. Thus, to say that single terms are inherently
less expressive than sets of formulas is in some sense incorrect. On the other hand,
such an encoding of a set of formulas begs the question. Instead of denoting a set of
state transformations constituting a prescription for a design, such a composition of .
X functions would denote any design for which all the encoded propositions hold — a
ot perverse way of taking the residue approach.

*Similar ideas were expressed in Stallman and Sussman’s EL [90] and in the least commitment cycle of
Stefik’s planning engine [93,92].

[
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1.1. OVERVIEW 5 .
D

2. Just as incomplete designs are better represented as sets of facts than as single terms,
one might desire a greater expressness for complete designs as well. In Example 1.2,
for example, it might not matter which action comes first, or even whether they are
executed in parallel. As such, it is usually desirable not to commit to one ordering or
the other (as demanded by the single-term approach). !

: 2

‘ 3. For reasoning about control strategies, performing consistency checking or finding su- 2:

p persumptions (presented in Chapters 3 and 4), it is important to be able to reason :
v about the design. An inference engine can reason directly from a set of facts using '

. well-understood mechanisms of logic. In contrast, reasoning about a single term is an '::

) ad hoc process. :':

1 Q:%

‘ X

; 4. There are problems for which the full expressiveness is not needed, that is, the ex-

' pressiveness of single-term approach is perfectly adequate. For such cases, the residue g

‘ approach can be used on these problems as efficiently as the single-term approach. ;

e,

The above formulation of design problems is not operational — there must be a proce- :’

K dure for finding residues. Chapter 2 presents two such procedures for generating residues, X

' Resolution Residue and Ordered Residue. In addition, it proves appropriate completeness %

results for the two procedures. ‘.‘

B

A 1.1.2 Supersumption — Faster Solution via Added Constraints w

3 In solving design problems via various residue procedures, it was noticed that the systems 'E

* were not able to take advantage of information gained during consistency checking. Rather ‘:%

N than just knowing that a design is consistent, it was desired to know what conditions will b

3 have to hold if the design is to remain consistent. Such a condition can then bhe incorporated -

‘. into the goal to avoid needless search. "

: Supersumption is a such technique for incorporating these conditions, reformulating “j

i goals in such a way that the cost of solving the reformulated goal can be less than the cost '}‘
. of solving the original goal. N

;’ ;

X Example 1.3 Suppose a personal computer owner has numerous 256 Kbyvte :::

: floppy disks, a 50 Mbyte hard disk, and the goal, :}:

“Find all disk files larger than I Mbyte.” ..

X

X

W,

W
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6 CHAPTER 1. INTRODUCTION i

Due to its size, no such file could possibly exist on a floppy disk, but would have
to be on the hard disk. The reformulated goal, s

“Find all hard disk files larger than 1 Mbyte”

would (1) have the same set of solutions as the original goal and (2) presumably Se.
be cheaper to solve than the original goal in that it avoids enumerating the
floppy disk files. . ot

In the above example, the reformulated goal has the same set of solutions as the orignal,
but this need not be the case: O

Example 1.4 Suppose the computer owner of Example 1.3 is given the goal, t4
“Find a disk file larger than 200 Kbytes.”

1f the owner knows that

“Most files larger than 128 Kbytes are on hard disk,” e

he might reformulate the goal as,

“Find a hard disk file larger than 200 Kbytes.” s

The reformulated goal may eliminate some solutions to the original goal, but (1) N
some solution is likely to be found, and (2) the reformulated goal is presumably o

cheaper to solve than the original goal in that it avoids enumerating the floppy O
disk files. The owner may choose to remember the original goal in case no R
solution is found for the reformulated goal. . by

In both of the above examples, an original goal was constrained by additional require-
ments. In Example 1.3 the additional requirement (that the file be on the hard disk) is ::‘i“
logically implied by the goal G, any design decisions D (none in this problem), and the N
known facts W about the world. The subclass of logically implied additional constraints ey
will be called ramifications. In contrast, the additional requirement in Example 1.4 is not
a logical implication of the goal and the known facts about the world; it is likely to be K)8
true of any solution, but some solutions of the original goal may not be sulutions of the 4
reformulated goal. Such a constraint will be called a probable constraint. .o‘u:

The above examples can be characterized by taking a goal G and reformulating the
goal to be G A A. Chapter 3 develops the above notion of supersumption, the conjoining T

‘.‘ (Y
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1.1. OVERVIEW 7

of additional constraints to an existing goal or subgoal. Supersumption may be done with
any additional constraint, either necessary (that is, a ramification) or not, but the thesis
concentrates on ramifications alone.
The above reformulations via supersumption are not sufficient to bring about a speedup,
' however. In additional there must be a strategy for taking advantage of the added constraint.

. Example 1.5 Suppose the goal specification of Example 1.3 is written as

Find an z such that: File(z) A (Size(z) > 1Mbyte).

oy Addition of the ramification Hard-Disk-File(z) produces the goal
Find an z such that: File(z) A (Size(z) > 1Mbyte) A Hard-Disk-File(z),

D e

but says nothing about how to use Hard-Disk-File(z) in speeding up the search.
A speedup is obtained only by specifying a processing method such that the
such that Hard-Disk-File(z) are enumerated rather than the z such that File(z).

In this thesis, the only strategy considered will be reordering the conjuncts of a con-

junctive goal, the subject of research by David E. Smith [86,85).

1.1.3 Ramifications — Generalizing Constraint Propagation

As mentioned in Section 1.1.2, an important class of supersumptions is supersumption with
B ramifications, that is, with constraints logically implied by the current goal G (as opposed to
the original goal), the world model W, and the design decisions D to date. A ramification N
of a goal G and design decisions D is a formula such that the goal has no solution {given the
design decisions to date) for which the ramification does not hold as well. In other words,
if D=D;A...AD,, then N is a formula such that W = (DAG) D N.

Example 1.6 In Example 1.3, a personal computer owner has numerous 256
‘ Kbyte floppy disks, a 50 Mbyte hard disk, and the goal,

“Find all disk files larger than 1 Mbyte.”
As before, no such file could possibly exist on a floppy disk, that is, the condition
“the files are all on hard disk”

is a ramification of the above goal; there is no design for which the ramification
does not hold.
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8 CHAPTER 1. INTRODUCTION

Ramifications and Consistency Checking Ramifications can be generated as a part of
checking consistency of a design, complete or incomplete. If a partial design is inconsistent,
there is no consistent complete design incorporating all the decisions of the partial design,
that is, some design decision has to be relaxed. If consistency checking were free, it would
always pay to know whether the current partial design is consistent. As it turns out,
complete consistency checking is in general intractable and can only be approximated. If
a problem is expressed in first-order logic, then inconsistent designs can be proven to be
inconsistent, but not in a bounded amount of time. In general, there is no way to be sure
that a design is consistent.

Inconsistency can be proven by showing that false logically follows from (1) D, the design
decisions to date, (2) G, the goal at hand, and (3) the world model W. In other words, if
false is a ramification of the current G and D, then the current partial design is inconsistent.
In the process trying to deriving false, one derives other ramifications. In Chapter 4 it is
shown exactly what other ramifications will be derived by various procedures for checking
consistency.

By recording ramifications, one gets additional information in answering the question,
“Is the design to date comsistent?” Instead of a yes/no answer, one receives an answer of
“No,” or an answer, “Yes, the partial design is consistent, but ramification A must hold for
all complete designs incorporating this partial design.”

Ramifications and Constraint Propagation Tinding ramifications may rightfully be
viewed as a generalized form of constraint propagation, a way to fit constraint propagation
into a deductive approach. Constraint propagation is usually thought of as a specific infer-
ences to be carried out when certain triggering conditions are met, for example in Waltz'’s
line labelling program [103,102]. in Stallman and Sussman’s EL [90], or in Stefik’s con-
straint posting [93,92]. In this rescarch ramifications arc found via the general mechanism
of forward inference. Instead of making a specific inference, one faces a search problem with
difficult questions of (1) how to search and (2) what constitutes a useful ramification.

1.2 Approach and Scope of the Thesis

1.2.1 Deductive Synthesis

The approach taken in this thesis is that of deductive synthesis. Deductionis defined as, “the

act or process of reasoning, especially a logical method in which a conclusion necessarily
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1.2. APPROACH AND SCOPE OF THE THESIS 9

follows from the propositions stated.”®> Deductive synthesis refers to the construction of an
implementable specification of an object as part of the proof of a theorem that the object
meets a certain (possibly abstract) specification. In this thesis, the world model W, the
design goal G, and the design D itself are all represented as formulas or sets of formulas in
first-order predicate calculus, but they need not be; there is no reason not to do deductive
synthesis in some other logic (See, for example Konolige [46]). There are also numerous
alternatives to deductive synthesis systems (See, for example, Burstall {11], Manna and
Waldinger [60], Barstow {2], and Green {33]). The fact that a system is not deductive does
not mean that its output is more or less believable than a deductive system’s output — a
deductive system’s deductions are only as good as its axiomatization of the world.

Taking a deductive approach implies a declarative approach to knowledge representation.
In declarative approaches, there is a generally strict separation of control of search and
inference. Instead of expressing algorithms procedurally, one expresses a particular strategy
to control the search through the space of possible inferences, where the inference engine
is making inferences (sound or otherwise) from some body of information about the world.
The declarative approach has its roots in a number of Al systems based upon theorem
proving. Some notable examples are QA3 [32], STRIPS [25], and FOL [26]. Pat Hayes’
early papers [39,38,37) on declarativism were also seminal. A declarativist view is part
and parcel of logic programming, and such a view has been embodied in such systems as
Prolog [78] and MRS [27,79]. See also Kowalski [48,47] for early expressions of declarativism
as it related to logic programming.

In design synthesis, one hopes for a number of advantages in separating control knowl-
edge and world knowledge:

1. Knowledge about design components is expressed independent of its use. The set of
facts about design components need only reflect what is true in the world, and can be
checked independent of the design engine.

2. A different design engine, i.e., different control strategy or different inference engine,
. might use the same body of knowledge about the particular design domain. Research
on control of inference hecomes applicable to particular problems of a declarative sys-

tem.

3. Evolution of knowledge about the domain does not require changes in the design cn-

gine (although changes for the sake of efficiency might be advisable). Bty

4. By compiling the set of inferences made by a particular design engine on a particular KR

set of rules, one can achieve the same speed as with procedural systems. N

" The American Herilage Dictionary, Dell Publishing Co., Inc., New York, NY, 1983.
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10 CHAPTER 1. INTRODUCTION

The above (or similar) claims for declarative representation have often been heard in the
declarative/procedural controversy that has been raging, on and off, since the early 1970’s.
After fifteen years of dispute, the final results and outcome of the controversy are not entirely
clear. See, for example, Winograd [104], or the Handbook of Artificial Intelligence (1] for
discussions of the Declarative/Procedural Controversy. See McDermott [68] for the current

view of a discouraged declarativist.

1.2.2 Number of Solutions to a Problem

There are many sorts of goals® for which a problem solver might be asked to find a solution.
Examples might include:

o Does there exist a file written in the last hour?

Find all files written in the last hour.

Find any file written in the last hour.

Find 4 files written in the last hour.

Find the largest file written in the last hour.

In the relational database literature, the standard problem is to find all tuples meeting some
criterion, for example, all files written in the last hour, or all flights between San Francisco
and Denver leaving between 1 p.m. and 4:30 p.m. on January 10. In contrast, design
problems usually require only one solution. We do not care about finding all circuits to
shift bits in a 24 bit word, in fact, there is usually an infinite number of solutions to such
problems, anyway. Instead, one must find at least one solution.

The residue approach is geared toward finding single solutions. By using an agenda
mechanism for its scarch, a residue procedure can also find multiple solutions. To find the
next solution, the procedure can simply be restarted with the agenda in the state where
it left off. To find all solutions, the residue procedure must be called until its agenda is

8The word goel is commonly used in at least two ways. The goal might be a desired final state, or it
might be the path by which one arrives at that final state. Sometimes the final state is described in terms
of that path, as is the case in the single-term approach. In Chapters 2-5, goals are the former, that is, a
description of the final destination or state in which one desires to be. In this chapter, the word goalis used
a bit more loosely. For example, in the “goal types” enumerated below in the text, the notion of goal is
of yet another variety, that is, an expression of a task to be carried out; it falls into neither the first nor
the second notion of goal described above. Since the proper notion of goal is clear from the context in this
and other examples of the present chapter, the diflerent notions of goals will not be further distinguished.
In future chapters. goals will be specificd according (o the first notion, that is, a description of the desired
state for which we nay find zero, one, or many solutions.
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1.2. APPROACH AND SCOPE OF THE THESIS 11

exhausted or it is known that all solutions have been found.” Thus, for all of the above goal
types except the last, an agenda-based residue procedure can provide answers by simply
being called the appropriate number of times. The last goal type above is not covered in this
work because it reduires an additional mechanism for looking over the set of all solutions
generated. ‘

The notation for queries used in the rest of this thesis is adapted from D. E. Smith [85)

” where g is a formula

and is as follows: Queries are expressed in the form “find n v: g,
containing zero or more free variables, n is the number of solutions desired, or “all” if all
solutions are desired, v is the subset of the free variables in ¢ for which values are required
(th= other free variables are assumed to be existentially quantified). If v is the entire set of
free variables in g, it will be omitted. Most queries will be expressed simply as a formula g;
this means that it is assumed that (1) all free variables are of interest, and (2) it is irrevelant
to the discussion whether one, some, or all solutions are desired.

Whether one needs all answers or just a single answer is important in considering search
methods. For problems requiring all solutions, the order in which the solution space is
searched is not important. As long as there is a possibility of finding an answer in some
corner of the space, that corner must be searched, and it does not matter whether it is
searched first or last. On the other hand, if one only needs to find a single answer to a
problem, it is best to look where an answer is most likely to be found quickest. In fact,
to find any proper subset of all the solutions, it is best to look first where answers will be

found the quickest. To illustrate the above phenomenon, consider the following example:

Example 1.7 Suppose
G(z) = File(z) A Name(z, chess) A Executable(z),

that is, = is an exccutable file named chess. Suppose also that it is known
that chess is a game, and that most executable files for games are on directory
Jusr/games. If the goal is “Find all z: G(z),” it does not help to know that
most of the answers will come from /usr/games. On the other hand, if the goal
is “Find 1 2: G(z),” or “Find 10 z: G(z),” then it would be smart to begin the
search on /usr/games.

In finding a single solution for a conjunctive goal, all the solutions for a single conjunct
will be required in the worst case. Even so, it pays to find the easiest solutions first since

on the average not all the solutions will have to be generated.

"Note also that the order of the search can affect whether the search provides all answers or whether it
loops.
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1.2.3 The Qualification and Ramification Problems

Two major problems in design synthesis are the well-known gqualification problem (Mc-
Carthy [65]) and its dual problem, the ramification problem (discussed below). At the
outset, let us note that these problems are only indirectly addressed by using a declarative
approach. It has long been recognized that for any real-world design component to work
as expected, there are an unbounded number of prerequisites that must be fulfilled. This
problem is usually known as the qualification problem. The classic example is the “potato
in the tailpipe.” A rule might say, “if a car has gas, turning the key in the ignition will
cause the car to start.” The above rule names one prerequisite, namely, that the car has
gasoline. If, however, a potato can be put in the tailpipe of the car, the above rule is no
longer correct.® The rule might be fixed to include a “no potato in the tailpipe” prerequi-

p e -
e

,.
[
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Y

o site, but one can always find another heretofore unmentiones! and obscure prerequisite that
might be violated in the real world.

A declarative approach to synthesis does not directly address the qualification problem.
It may explicitly name known prerequisites for a design component to behave as expected,
but in no way does it tell one what additional qualifications to a rule must be made. Thus,
via sound rules of inference, one can “prove” that a given design will neet its specifications,
K but the proof has meaning only insofar as the descriptions of design components and their
behaviors actually describe the world.

A A second problem endemic to design synthesis, whether declarative or otherwise, is the
ramification problem, a dual problem to the qualification problem. In general, a given design
not only depends upon an unbounded number of prerequisites (the qualification problem}),
but it has an unbounded number of postrequisites, that is, of ramifications. Consider the goal
of removing a single file from a given directory. Removing all the files from that directory
meets the goal specification, but is probably unacceptable.

.2

[ G

In general, there is no way for a given goal specification to name all the postrequisites
that should not be true of a given design, and a declarative and/or deductive approach does

e

s

not directly address this problem any more than other approaches.®

Ny 30ne cannot help but note that the above “potato in the tailpipe” scenario is wrong. though well-
A established in the Al literature. The car will start; it just will not run for very long (assuming yet other
‘a conditions like “no holes in the exhaust system”). See Beverly Hills Cop for demonstration of the more
K realistic scenario.

?The residue approach of Chapter 2 does provide a convenient hook for checking for somne undesirable
postrequisites, namely, the mechanism of consistency checking.

Soht, % » . e
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1.3. READER’S GUIDE 13 i

1.2.4 Best Fit Designs '

This thesis considers the case of designs that meet a given goal specification. An interesting b

. class of problems are those in which the goal is overspecified — even though no design "
is expected to meet the entire goal specification, one desires the design coming closest to i}
doing so according to some metric. Examples of such problems are studied in Barbara Hayes-
Roth and Frederick Hayes-Roth’s errand planning work [41] ard in PROTEAN (Buchanan
. et al [10,40]). o
Although at first glance a deductive approach seems antithetical to “solving” overspeci-
fied problems, it need not be. Given a suitable metric for how much of a given goal has been N

achieved by a certain design, one could consider deductive synthesis of solutions to parts

: of an overspecified goal. Such problems are not considered further in this work, and to the (x
\ best of the author’s knowledge, deductive approaches has not been explored for overspecified o,
) goals. £,

: 1.3 Reader’s Guide

K Each of the main ideas presented in this chapter is covered in detail by a chapter of the

thesis. Chapter 2 covers residues and residue procedures, Chapter 3 covers supersumption, )
, and Chapter 4 is on finding ramifications. Each is designed to be as independent of the o
others as possible. Chapter 2 and Chapter 3 both stand as independent units, and Chapter 4 {8
has only a slight amount of dependence on Chapter 3. Chapter 5 concludes with a summary RN

R

of results, limitations and future work.
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Chapter 2

Residue

This chapter presents design synthesis as a problem of finding residues. Section 2.1 discusses
design synthesis problems and their scope, after which Section 2.2 is devoted to a definition
of design synthesis as a problem in first-order logic. Section 2.3 describes procedures for
generating residues, examples of which are Ordered Residue, presented in Section 2.4, and
Resolution Residue, presented in Section 2.5. Ordered Residue, based on Horn Clause
Resolution, is the residue procedure used in the rest of the thesis. It is presented along
with a limited completeness result. Resolution Residue, based on full binary resolution, is
presented with stronger completeness results. Section 2.6 deals with constructing values for
existentially quantified variables in a goal specification. Section 2.7 compares and contrasts
the residue approach with the “single-term approach” that has been used in most deductive
synthesis systems to date. Section 2.8 compares and contrasts the residue approach to a
number of other recent systems, and Section 2.9 presents conclusions of this chapter.

2.1 Design Synthesis

There exists an almost unlimited variety of synthesis or design problems. Circuit design,
program design, robot planning, building design, chemical synthesis, and genetic synthe-
sis are a tiny subset of the multitude of problems in which primitive building blocks are
composed in such a way that the result meets a sct of output specifications.

The terms synthesis problem, design problem and design synthesis problem have been
used in numerous contexts. The present werk makes no distiction among them (and uses

them interchangably), but it assumcs the following general scenario:

There are two ageiits, a designer and an implementor, not necessarily dis-

tinct. The designer is given a specification (the goal) of the requirements of the

11
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2.2. DESIGN BY FINDING RESIDUES 15

object (material or otherwise) the implementor will implement.! In addition,
the designer has information about components at the implementor’s disposal,
and what the implementor is and is not capable of carrying out. The objective
of the designer is to map the original specification to another specification (the
design) such that the new specification (1) describes an implementation meet-
ing the original specification, and (2) describes the implementation process in
sufficient detail that the implementor is capable of carrying it out. 2

As emphasized in the above paragraph, design synthesis is a mapping of one set of
specifications to another; the design itself is merely another set of specifications. A useful
design will nusually be a set of specifications at less abstract level than the specifications input
to the design engine.

In any particular case, the criterion for what constitutes an adequate design specification
is a somewhat arbitrary. Usually, a given domain will have a language and set of conventions
specifying exactly what constitutes an adequate design. In building design, for example,
there is a standard set of drawings that must be submitted. These drawings do not specify
the construction or construction procedure to any ultimate level of detail. Instead, there is
a set of conventions as to the necessary level of detail. The architect does have to specify
the dimensions and building materials for the walls of a house. In general, he does not
specify what size nails to use or the order in which the nails are driven, although these facts
could in theory be part of the design. In short, there is a certain threshold of detail that is
agreed upon by the designer and implementor as being primitively achievable or assumable
— any such specification need not be further elaborated. An adequate design (or simply
“a design”) can be thought of in these terms as consistent set of primitively achievable

specifications.

2.2 Design by Finding Residues

Design synthesis has long been approached as a problem of extracting a design from a proof.
W. S. Cooper’s [18] 1964 system, and James Slagle’s 1965 system DEDUCOM [84] were
perhaps the first steps in that direction. In 1969, Cordell Green’s QA3 [32] and Waldinger

"To avoid confusion, the the object to be designed and the design specification ilsclf need to be distin-
guished. The use of the expression “speeding up the design,” is also avoided as it is not clear whether the
design process is accelerated or whether the the obiect created by the design will run faster in some sense.

2 Another possibility is that the design output will be used as the specification for some other design
problem. In VL3I design, for example, one might synthesize a sticks level design that is used as the input to
another design problem, namely, layout. Having specified the level of the second design, the designh problem
remnains the same, however.
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Figure 1: Design Synthesis: A Mapping from One Set of Specifications to Another’ e

‘ and Lee’'s PROW [99,98] synthesis systems were both published. QA3 and PROW were X

, both resolution-based theorem-proving systems, formulating similar theorems to be proven, n:

but quite different in their answer extraction techniques. The approach developed in these ::

early systems (called the single-term approach in this thesis) has continued to be used to “'

' the present. In constrast, this section presents an alternative approach to deductive design .

called the residue approach.> As explained in Chapter 1, the residue approach starts with ::

a goal G, world model W, and a language A of assumable specifications, and from these a :

design « ation D must be found. The approach is illustrated in Figure 1 and its main :

‘ compon described in the following subsections. ..!

3 "

; 2.2.1 The Goal G E:

| ¥

' The objcct to be designed is described by a closed formula, G, called the goal or design goal. '

- For now, it will be assumed that the values for any existentially qualified variables are not -

\J

‘ of interest. Later, in Section 2.6 it will be shown how values for existential variables can be :;

: 4

: extracted from the proof of a residue. s:

i . "

¢ ‘.'

) 'C!

Example 2.1 In a blocks world, consider the goal that some block be on top . .

x

: of block B at some future time ¢;. If the current time is T;, then the goal might ::

! be expressed as the formula o

.
2 k)
LA

G = 3ty True(On(x,B),ty) A (t; > T;).

d 3Chakravarthy {12,14] has used the term residuein a quite different manner as will be seen in Chapter 4. ¢

vy
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Note that the above goal formula does not mention the design explicitly, but only says
what must be true at a some time in the future.

2.2.2 The World Model W

In every design problem, it will be assumed that there is a consistent set W of closed for-
mulas modeling the designer’s knowledge of the world. In future sections, there will be
differing assumptions made about the allowed forms of the formulas in W, e.g., that the
formulas in W are implicitly quantified clauses or Horn clauses. In the literature, a dis-
tinction is sometimes made between facts (generally meaning ground atomic formulas) and

rules (generally meaning conditicnais, usually containing universally quantified variables).

No such distinction is made here.
The axioms of W are assumed to represent a number of different sorts of information,
the distinction between them being somewhat arbitrary:

¢ Operator Descriptions: axiownatizaticn of the functionality of the components from
which objects may be synthesized. This set of components need not be the most basic
building blocks, but might be a hierarchy of possible components. In the blocks world,
W might contain the the following rule to describe a puton action:

Vz,y,t True(Clear(z).t) A
True(Clear(y),t) A
zF YA
True(Handempty, t) A
Execution(puton(z,y),t) DO True(On(z,y),t+ 1)

Similarly, to describe one state of a NAND-gate v, W might contain:

Va,b,c,z,t NAND-gate(z) A
Input(z,1,a) A
. Input(z,2,0) A
Output(z.1,c) A
True(Value(e, “17),t) A
True(Value(b, “17),t) D True(Value(c, “0”).t)

¢ State Description: Facts about the state from which the object is to be constructed. e
In synthesis of an electric circuit, one is usually constructing a circuit from scratch,

but for other synthesis problems, say a robot planning problen, a crucial part of the

Vioat, A O ()
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problem is knowing the initial state, that is, the state in which the world will be when

v

' implementation of the design (i.e., execution of the plan) begins. In addition, if other ;

! relevant state transitions will occur independent of the execudion of the design, these o

L must also be described. i
The following formula might express that block A is initially on the table:

True(On(A, Table), 0), ) .

or the fact that block B is fragile might be expressed as: . ;

Vz,t True(On(z, B),t) D True(Broken(B),t + 1). :

4

§

e

. L. . "
¢ Design Rules: Additional formulas may represent the allowed configurations of de-
;" sign components, for example, there might be a prohibition on two inputs to the same vt
L3
v NAND-gate: :f
K Va,b,i,z NAND-gate(z) A :
B Input(z,i,a) A !
y Input(z,2,6) O a=1b 'i
[ !‘
4 p_'
K) .
) it
‘ 2.2.3 Assumables .
‘ As discussed in Section 2.1, for a design to be useful, it must be sufficiently detailed so that .
> the intended implementor is capable of carrying it out. In designing a house, “Bolt board A :“
s to board B” is a primitively achievable goal; we need not further specify this operation. :f
g A
a In VLSI layout, we assume that as long as certain design rules are followed, eny shape of ::
]
. conductor can be put into the silicon.® Again, there is no need for the task to be specified
" further. Y
3 .y . . . ) .i
. For problems discussed here, it will be assumed that a primitively achievable instruction . :v
‘.} ‘n
5 is expressed as an atomic formula, ground or otherwise. Such primitively achievable instruc- ’,‘:
o tions will be called assumables. Furthermore it is assumed that there exists a language A !
: of assumables and an algorithm that decides in negligible time whether or not a formula . 'i'
‘ is in A. In practice, the language of assumables will be specified by a set of relations and :::
' polarities (i.e., negated or not), such that any atomic formula with the appropriate polarity ::
, N
*Whether the design works as intended is a function of its following the “design rules” for that fabrication \]
process. It is assumned that snch design rules are part of W and are gnaranteed by the consistency requirement .
v (discnssed in Section 2.2.5. N
[} \
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and relation is assumable. As stated in Chapter 1, it will be convenient to assume that A
is such that a conjunction A; A...A A, is assumable if each of the A; is assumable.

Example 2.2 In the blocks world planning problem, the following schemata
might describe the language A of assumables:

Execution( < action>,<time>)
<time>; < <timey>
<time>; < <tlimey>

2.2.4 Definition of Design

Given the above discussion of a goal G, a wotld model W, and a language A of assumable

formulas, let us define a residue as follows:

Definition 2.1 (Residue) Given a consistent set W cf well-formed formulas, a closed

formula G, and a set of well-formed formulas D = {Dy,...,Dn}, D is a legal design if
I. W,D E G (Sufficient),

2. WU D is satisfiable (Consistent), and

)

. For all D; € D, D; € A. (Assumable).

The requirement of sufficiency is straightforward — Given the world model W, the
goal G must be entailed by the world model and the design. The requirement of assum-
ability has been discussed in previous sections. Following an example, the requirement of
consistency will be discussed in Section 2.2.5.

Consider a simple example of a design using only propositional calculus.

Example 2.3 Suppose the set of assumable formulas, facts of the world model W,
and goal G are as below:

A AB,C,D,E,F

W: BAD-—J
DAE - K
JANK - M

G: M

O TR T S g oy e 97 § U0 Fg 0,8 0 g 800 U P e G
5¥ ’h‘th‘ ‘;‘.‘z\’ '1’ *5’-—‘1’ ‘»'}!"'a" Tt .6.,-.O'a.l‘»"'ﬂ‘ﬂ':"‘t’é‘-'d-‘ Y » ‘-’"!“.:“.:.":.‘.‘:,‘.l"‘:‘“:‘.“:’.’:’.“:.

0“‘

(]
!..‘t'



PEVADFLIWT WL DO CRZOONGLI Q \
R n.‘.\‘._\P,,_t‘?‘Q,,s'.“_\f“at._,:_qht DL ‘t?»:c“;‘t‘\; SOOMINGIONS '4‘.';‘1.'.‘_.0)‘ D00

RIS

20 CHAPTER 2. RESIDUE

Given the above and rules, WU {B,D,E} |= M, as illustrated by the series
of reduction steps below:

M

JAK

BADAK

BADAE
The set of propositions {B, D, E} is consistent with W, that is,

W [£ ~(BADAE),

so {B, D, E} meets all three criteria of Definition 2.1, and is a residue for the
goal M given world model W and assumables .A.

2.2.5 Consistency of the Design

Let us assume that the axioms in W accurately describe some portion of the real world.
Then, for some D, if W U D is unsatisfiable, one must assume that the D; cannot simul-
taneously describe the any configuration of the real world. As a minimum condition for
implementing a design, the consistency condition of Definition 2.1 must hold.

Fxample 2.4 Suppose W contains a rule saying that “No two actions can take
place simultaneously,” i.e.,

Va,b,c,z,t Execution(a,?;) A
Execution(b,t;) D t; # ta.
By ignoring this rule, one might produce a plan for switching the positions of

two blocks A and B simply by sé.ying, “Move block A to the location of block B
at time T7, and “Move block B to the location of block A at time 7°,” i.e.,

Execution(Move(A, B),T) A Execution(Move(B,A), T).

Given the usual axiomatizations of the Move operator, the goal logically follows
from a plan executing these two actions simultaneously, but there would be no
way to implement this plan in the real world.
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In the above example, a design that was impossible to implement was disallowed. The
consistency requirement also acts to enforce design rules; if the design rules are not satisfied,
there is no guarantee that the object designed will behave as expected. For example,
it is possible to implement a VLSI layout that puts insufficent space between adjacent
conductors, but it probably will not work in the manner the designer planned.

One might ask, “Is there a way for a synthesis system to avoid the need for consistency
checking via careful axiomatization?” The answer is, “yes,” but only in certain cases. This
issue will be discussed further in Section 2.7.

The Complexity of Consistency Checking In everyday life, given some flaw in a de-
sign, we presume we can eventually find it (given enough time and assuming we are capable
of understanding the flaw and its causes), but we cannot say that how long it will take to
find the flaw. In checking whether a design is consistent, the situation is exactly analogous.
Determining the satisfiability of a set of first-order formulas is a non-semidecidable problem.
In other words, there is no procedure that can take an arbitrary set of formulas and always
determine in a finite amount of time that the set of formulas is satisfiable. On the other
hand, showing that a set of formulas is unsatisfiable is semidecidable, that is, there are
procedures guaranteed to prove an unsatisfiable set to be unsatisfiable in a finite amount
of time. So, if a set of first-order formulas is inconsistent,> we can eventually discover this

fact, but there is no way, in general, to ever be sure that a given set of facts is consistent.

, The impact of the above phenomenon for a design problem is clear: either the language
of W, G and D must be restricted, or one must settle for less than perfect guarantees of
consistency. There are numerous useful subsets of first-order logic that are decidable, that
¢ is, for which there exists an algorithm for deciding in a bounded amount of time whether or
not a given formula is valid (and as a result, whether a given set of formulas is consistent).
Besides the obvious example of the propositional calculus, Manni [57], page 107, gives many

examples of other decidable subsets of the first order predicate calculus.

Non-Guaranteed Consistency Checks Although checking consistency of a set of facts
in intractable, for a given problem at the least one hopes to find some way to do an accept-
able, though imperfect job of checking that a design will behave as expected.

For a given W and D it is possible that all search paths will be exhausted in trying to
show that W |= =D, where D is the conjunction of all D; € D. In such a case, the design D

is consistent with W. Failing this, one would like to assume that given an inconsistent

® Inconsistency and unsatisfiability are equivalent conditions in first-order logic, as was proven by Godel
in 1930.
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Valid Formula
True under all interpretations
(Semidecidable)

Satisfiable Formula
True under some interpretations
(Non-semidecidable)

Unsatisfiable Formula

True in no interpretations
(Semidecidable)

Figure 2: Valid, Satisfiable, and Unsatisfiable Formulas of First-Order Logic

design D), the likelihood of proving the design inconsistent increases monotonically with the
amount of time spent in checking consistency. In other words, one might want to assume
that if no inconsistency is found after spending one minute of cpu time, it is quite unlikely
that the design is inconsistent; if after two minutes inconsistency has not been proven, it is
even less likely that the design is inconsistent.

Given the above assumption, a residue procedure can legislate the amount of time or
space spent looking for inconsistency before declaring the design to be consistent. Such
a decision might also be based on the course of the proof, i.e., whether or not it looks
“promising” that the design will be proven inconsistent, although that possibility will not
be considered further here.

Finally, for a given problem it might be reasonable to rely on some ad hoc method of
consistency checking. One may choose to enumerate the classes of potential problems and
check only these possibilities. The checking can be via arbitrary procedures rather than by
any logical inference. The “critics” of Sussman’s HACKER [94) or Sacerdoti’s NoAH [81] are
typical of such an approach.

Example 2.5 Consider building a combinational circuit out of a set of wires
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and NAND-gates. There are a limited number of ways the system can go wrong,
i.e., that is, fail to act as expected in spite of the correct wires being in place:

1. There may be a loop in the circuit.
2. There may be more than one output connected to a single input.

The above two design rules can quickly be checked, and assuming that they are
not violated, the designer may be willing to assume (or “legislate”) that the

circuiiv will work as expected.

2.3 Residue Procedures for Design Synthesis

The previous section formulated design synthesis as the problem of finding residues for
a goal G, a world model W, and a language of assumables A. The current section and
the two following describe two procedures for finding residues. This section describes the
notions common to the entire class of what might be called “residue procedures.” Section 2.4
presents Ordered Residue, a residue procedure based upon backwards inference very similar
to that done in MyciN [82,9] and Prolog [78]. Ordered Residue will be used extensively in
later chapters. Section 2.5 presents Resolution Residue, a more general residue technique
using binary resolution [76] as its backwards inference technique. Appropriate completeness
results are proven for each.

Figure 3 is a high level description of a canonical residue procedure. The central idea is
that the original goal G is reduced to other goals® via a sequence of goal reduction” steps
until an assumable goal is found, that is, a goal for which D € A. In Figure 3, the reduced
goal is represented by the symbol D to emphasize the fact that any goal is potentially a
proposed design. If, at any time, the reduced goal/design is inconsistent (thatis, W = =D},
then this path can be pruned; further reduction steps cannot make the inconsistent design
consistent.

The step “D « Goal Reduction(D)” in Figure 3 is nondeterministic. On each iteration

through the loop, the goal reduction step may produce none, one or many new goals D.

1t is tempting to say, “the goal G is reduced to various subgoals,” but the term “subgoal” has a very
specific (and different) meaning in logic programming, namely, a goal is a conjunction of literals and a
subgoal is one of the conjuncts. To avoid confusion, the word “subgoal” will usually be avoided here. In the
rare insiances in which the word “subgoal” appears, it will refer to the entire goal to which another goal has
been reduced.

7 Gonl reduction known by many other names in the literature, among them backwards inference, goal-
directed reasoning, subgoaling, top-down reasoning, goal regression, and consequent reasoning. Here, the
terms “goal reduction” and “backwards inference” will be used interchangably.
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Consistent(W U {D})?

&
Fail ) ;:i‘;
N

D — Goal Reduction(D)

Consistent(W U {D})?

B.¥
o4
Fall ‘:ti
A

OE&
( * Return(D) ) ::;

Figure 3: Simplified View of a Residue Procedure X4
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KALANIANT NAPAINT

MDK

MALANIANJ

Figure 4: Goal Reduction Steps

Each of the new goals D is a new path in the space of possible goal reductions from the
original goal G. If for some D no goal reductions are possible, that path simply halts without

returning an answer.

Example 2.6 Consider the goal G = H AT A J, where W contains the axioms
KANLDH,M>K,and NAP D H. Figure 4 shows possible goal reductions
that might be made. Each node shown represents a point in the space searched
by the nondeterministic step “D «— Goal Reduction(D).”

The “Consistent(D)?” steps in the flowcharts describe a program step solving an in-
tractable problem, an obvious impossibility. “Consistent(D)?” should be understood to
refer to the heuristic approach (described in the previous section) being used in the particu-
lar problem to approximate deciding whether W = ~D. Note that the consistency checking
step appearing in the loop is not needed for correctness of the procedure, but only to prune
goals that are inconsistent as soon as possible. In practice, one may chose to eliminate this
step entirely or make it a minimal sort of check.

For simplicity’s sake another fiction that has been allowed in Figure 3. Every reduced
goal in the figure springs from exactly one previously existing goal. It is possible, however,
to use more than one goal Dy,...,D, to find a new goal D’ such that Wu {D} & G. Such
is the case in Resolution Residue, but the distiniction is not crucial here.

The rest of this chapter concerns itself with the goal reduction component of residue pro-
cedures and is independent of the consistency checking. iu future chapters, goal rednction
(as opposed to consistency checking) will sometimes be called the “backwards component”

of the residue procedure because it consists of backwards inference from a goal descrip-

tion. Consistency checking will sometimes be referred to as the “forward component™ of
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the procedure, since one can think of consistency checking as forward inference from the set
WU {D} — if false is derived from W U {D}, then D is not a consistent design. As can be
seen from Figure 3, the forward and backwards components compete for resources. Chap-
ters 3 and 4 will generalize consistency checking and deal with the competition between the
forward and backwards components.

2.4 Ordered Residue

This section presents the Ordered Residue procedure. In a nutshell, Ordered Residue is
the residue procedure obtained by performing backwards inference via Ordered Resolution
on Head-First Ordered Horn Clauses under the set of support restriction. All of these
terms will be defined later in this section. In addition, Ordered Resolution under the above
restrictions is a close relative of Prolog (78] as will be discussed in Section 2.4.4.

2.4.1 Ordered Resolution

In the literature on resolution, clauses are variously defined as sets or bags of literals, and
they may be ordered or unordered. For Ordered Resolution,® a clause is a sequence of
distinct literals, that is, an ordered set. Definitions 2.2-2.4 are from Chang and Lee [15].

Definition 2.2 (Ordered Clause) An ordered clause is a sequence of distinct literals.

Definition 2.3 A literal L, is said to be greater than a literal L, in an ordered clause (or

L, is smaller than L,) if and only if L, follows Ly in the sequence specified by the ordered
clause.

Ordered Resolution is defined with Definitions 2.4-2.6.

Definition 2.4 (Ordered Factor) If two or more literals (with the same sign) of an
ordered clause C have a most general unifier o, then the ordered clause obtained from the
sequence Co by deleting any literal that is identical to a s+ -ller literal in the sequence is
called an ordered factor of C.

Definition 2.5 (Ordered Binary Resolvent) Let C'y and C; be ordered clauses with no
variables in common. Let Ly and Ly be the smallest literals in C; and C,, respectively.

If Ly and ~L, have a most general unifier o, and if C' is the ordered clause obtained by

®The resolution rule defined here is a variant of Boyer's Lock Resolution 5], and it differs significantly
from Ordered Resolution as defined in Chang and Lee [15], page 113.

1%,

e PSS

o £
e

-

. AP TR S N A A S CVARAR ) :
BT I A o R e U N e G e



2.4. ORDFRED RESIDUE

concatenating the sequences Cyo and Cy0, removing Lyo and Lo, and deleting any literal
that is identical to a smaller literal in the remaining sequence, then C is called an ordered
binary resolvent of Cy against Cz. The literals Ly and L2 are the literals resolved upon.

* Definition 2.6 (Ordered Deduction) A clause C is said to be deduced via an ordered
deduction from base set § of ordered clauses if and only if there is a tree T such that C is
in T, every node in the fringe of T is a member of S, and for every other node D either:

1. D has one parent P, and D is an ordered factor of P, or
2. D has two parents P and Q, and D is an ordered binary resolvent of P against Q).

Soundness of Ordered Resolution follows from the set of allowed steps being a subset of
the allowed steps in ordinary Binary Resolution. Treitel and Genesereth [95] have proved
the following completeness theorem:

Theorem 2.1 (Completeness of Ordered Resolution on Horn Clauses) [Treitel
and Genesereth] A set S of ordered Horn clauses is unsatisfiable is and only if there is
an ordered deduction of the empty ordered clause O from §.

Ordered Residue uses the set of support restriction, defined as follows:

Definition 2.7 (Set of Support) A subset T of a set S of clauses is called a set of support
of S if S—T is satisfiable. An (ordered) set of support resolution is an (ordered) resolution
of two clauses that are not both from § — T. Aa (ordered) set of support deduction is a

deduction in which every (ordered) resolution step is an (ordered) set of support resolution.

Unless otherwic~ stated, the initial set of support T is understood to be the set of clauses
from the negation of the goal.

Ordered resolution is complete for Horn clauses, but unfortunately it is not compatible
with the set of support restriction unless the positive litesal is always the smallest (first)

. literal in the clanse. Consider the following example:

Example 2.7 Suppose we have a database
{B D A,B}

and a goal A. This would correspond to the unsatisfiable set of ordered claus s

{-4,-BV A, B},
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(]
3
and initial set of support {-~A}. Ordered resolution would not be able to '
prove this set unsatisfiable under the set of support restriction since the or- ::
\
dered clause =B V A does not resolve with —-A. If the ordered clause -B v A ‘Q
]
were replaced with the ordered clause A V ~ B, then there would be an ordered ::
refutation for this set. ’ !
v
¢
| (although an ordered clause AV —B would succeed since it can resolve with ~4). "
] ‘:;
. . . . .. e
We give the name HOH-clause to Horn clauses with the first literal being the positive "
%)
: one. '
Ny
Definition 2.8 (HOH-Clause) A Head-first Ordered Horn clause (HOH-clause) is an '»:
!
_ ordered clause such that all literals in the sequence are negative with the possible exception !::
‘ of the first, which may be positive. 'f
]
§ Given a formnla such as BAC A D D A, any (or all) of the HOH-clauses below might 3
4!
: be found in tue database: *::
: AV-BV-CV-D 8
AV-BV-DV-C o
AV-CV-BV-D h
0
Av-Cv-DvV-B "“
5
Av-Dv-CV-B
]
; Av-Dv-aBvV-C r o
11 o
E For Ordered Resolution on HOH-clauses, the set of support restriction preserves com- .
t
pleteness, as has been proven by Treitel and Genesercth [95]: 4
)
Theorem 2.2 [Treitel and Genesereth] Given a goal G such that the clauses of ~G o,
\
contains only negative literals, a database W of HOH-clauses, and using the ordered clauses . .::‘
; from =G as the initial set of support, there exists an ordered deduction of the null clause O
l from base set W U Clauses(G) and initial set of support Clauses(G) if and only if W = G. '
)
) :
2.4.2 Ordered Residue Procedure )
t.
In order to use ordered resolution for generating residues, it is necessary to somehow ‘.:':!
%

notice negated assumables as the first literal and move them so that the assumable does

not prevent other literals in the clause from being used in subsequent ordered resolution
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$44,¢
DOLK
. ( Start ) My

. T «~ Clauses(—G) ’,f_:::,’

Choose some C € T; T — T ~ {C} o

For all B such that
Assumable-Rotation(C,B) ur
Ordered Factor(C,B) or
Ordered Resolvant(C, £, B)

for some Ee€ W

: T ~Tu{B}

Return(~C) ®

Figure 5: The Ordered Residue Procedure NS
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steps. One simple way to accomplish this goal is to allow the rotation of a negated as-
sumable from the first literal to being the last literal. Let us define a relation called
Assumable-Rotation(a, b) as follows:

Definition 2.9 A pair of ordered clauses a and b s a member of the Assumable-Rotation
relation if and only if for ordered clause a = @y V ...V ap,, —a; is an assumable, and
b=ayV...Van V.

In other words, b has rotated the first literal of a to the rear. Such a rotation can not change
completeness of Ordered Resolution since it ouly adds to the range of possibilities. Such a
rotation also preserves soundness, as the meaning of a derived clause is not a function of
the clause’s order. The Ordered Residue Procedure may then be defined as in Figure 5.

The “Choose some C € T” step has not been fully specified. The implementation of
this step controls the search, e.g., by always choosing the most recently added member of T,
one obtains a depth-first behavior. Similarly, by always choosing the least recently added
member of T, one obtains a breadth-first search. Note also that the clause C chosen is
removed from T after being chosen; there is nc further need for it.

2.4.3 Completeness of Ordered Residue

The completeness results of this section and of Section 2.5.3 are expressed in terms of
one clause subsuming another. The definition of subsumption is the same for ordered and
ordinary clauses, treating them both as sets of literals.

Definition 2.10 A clause C subsumes a clause D if and only if there is a substitution o
such that Co C D. D 1s called a subsumed clause.

The main result of this section can now be stated:

Theorem 2.3 (Completeness of Ordered Residue on HOH-clauses)
Given a residue D for world model W, goal G, and assumable language A, where
W is «a satisfiable set of HOH-clauses,
G =Gy V...VG,,, where the G; are conjunctions of positive literals, and

D = {Dy,...,D,} is a set of atomic assumables,

there exists an ordered set of support deduction of a clause A = -a, V ...V ~q, from
initial set of support Clauses(—~G) such that {a,,...,a,} is a residue for W, G, and A and
such that A subsumes =Dy Vv ...V =D,.
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Before proving Theorem 2.3, a nuinver of other results will be helpful. The following
“lifting lemma” (as stated in Wos et al [106]) is the appropriate formulation for a resolution
systems with separate resolution and factoring steps. It differs from the common formulation
found in Chang and Lee [15].

Lemma 2.4 (Lifting Lemma) [Robinson] If A’ and B’ are, respectively, ground in-
stances of (ordered) clauses A and B (which are assumed to have no variables in com-
mon), and if C' is @ (ordered) resolvent of A' and B', then there ezist (ordered) clauses E
and F' such that an application of (ordered) binary resolution to E and F yields a clause C,
where C' is an instance of C', and where £ = A or is a factor of A and F = B or is a
factor of B.

In addition, Herbrand’s Theorem will be used:

Lemma 2.5 [Herbrand] A set S of (ordered) clauses is unsatisfiable if and only if there

ezists a finite set of ground instances of S that is truth-functionally unsatisfiable.

Finally, the following lemma will be useful.

Lemma 2.6 For any formulas G and A, if there erists a derivation of a clause —A from
base set W U Clauses(~G), then W, A = 3G.

Proof: Let us define Go = Gy V...VG,,, where Clauses(—~G) = {=Gy,...,=Gn}.
By the soundness of resolution, the derivation of =A means that

W,-Go = -A. (2)

Via the deduction theorem and a series of equiavalences we get

W E -GgD-A (3)
W | (3A) D (3Go) (4)
W,3A = 3G, (5)
W,A | 3(GV...VGp). (6)

Formula (6) is the desired formula. It says that there exists some solution to G
for any values of the free variables of A. { |

-
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Proof of Theorem 2.3 Case I: (W | 3G)

oy ww
t gy »,,‘9'..
LT

1

The theorem is vacuously true for this case. Let D be the null set. Then we have

1. D subsumes {}
2. WU D is satisfiable.
3. WuUD E 3G.

Case II: (W £ 3G)

Let M = W U D U Clauses(—~G). Since W U D = G, M is unsatisfiable. By Herbrand’s
Theorem (Lemma 2.5), there must exist some unsatisifiable set Mo of ground instances
of M. Let M be the subset of clauses in Mg from W, Mp be the subset of clauses in
M, from D, and Mg be the subset of clauses in Mg from Clauses(~G). Since WU D is
satisfiable, Mw U Mp is satisfiable and Mg is non-empty. By Theorem 2.2 there exists an
ordered set of support refutation Rp of Mo using Mg as the initial set of support. Since
W £ 3G, Re contains at least one clause from Mp in its fringe.

Consider now the following two lemmas:

Lemma 2.7 Given two ground ordered clauses A} and A for which C' is an ordered binary
resolvent, then there exists an ordered binary resolvent C' for ordered clauses Ay and Az,
where Ay is any ordered clause consisting of the same sequence of literals as A| with some
(possibly empty) set Z, of ground literals anywhere interspersed in its sequence except the
first position, and A, is any ordered clause consisting of the same sequence of literals as Aj
with some (possibly empty) set Z, of ground literals anywhere interspersed in its sequence
except the first position. Furthermore C consists of the same sequence of literals as C' with

some (possibly improper) subset of Zy U Z; interspersed in its sequence.

Proof: Since the first literals of A} and A} are unchanged in 4, and A2, 4,
and A, can be resolved as were A} and Aj. The resulting ordered clause C will
be identical to C’ except for the additional negated literals introduced by Aj
and A). Furthermore, C — C’' C Z, U Z, since some of the literals introduced by
Z, or Z; may be deleted if an identical and smaller literal is present.

Lemma 2.8 Given a ground ordered clause A’ for which C' is an ordered factor, then there
ezists an ordered factor C of ordered clause A, where A consists of the same sequence of
literals as A’ with some (possibly empty) set Z of negated ground literals interspersed in its
sequence, and C consists of the same sequence of literals as C' with some (possibly improper)

subset of Z interspersed in its sequence.
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Proof: For ground ordered clauses, factoring consists only of deleting dupli-
cate literals. The literals of additional literals from Z can not affect a preexisting
possible factorization. 1

Consider some ¢« € Mp, that is, a ground atomic assumable appearing in Ryg. Ro can
be modified by eliminating an ordered resolution of a set of support ordered clause ~a V B
against a ground assumable a. Instead of using the resolvent B, by Lemmas 2.7 and 2.8

a corresponding ordered set of support derivation R; can be constructed with the negated
assumable —a left in the tree and allowed to percolate toward the top. To build the tree,
note that it usually will be necessary to rotate negated ground assumables such as —a to

the end of ordered clauses. Taking R;, one can repeat the process constructing Rs,..., R,

until all members of Mp have been eliminated from the fringe of ordered set of support

deduction R,. R, is then an ordered deduction of some clause C, from base set Mw UMp

such that (1) R, consists only of negations of ground atomic assumables from Mp, and (2)

R, is a set of support deduction with initial set of support Mg.

By the Lifting Lemma (Lemma 2.4), R, can be converted to another set of support
derivation Dj such that the fringe consists of ordered clauses from W U Clauses(~G). The
root of Dj is given by Cp0~ = -a} V ...-a; for some substitution 6, where the a} are

atomic formula from D with some of the constants in these formulas possibly replaced by

variables. Thus for each a!, there exists some substitution ¢ such that ai¢ € D.

So,

1. ~a} V...~a; subsumes ~D; V...-D,
2. WU {aj,...,qa,} is satisfiable since it has a satisfiable instance My U Mp
3. Wu{a},...,a;} = 3G by Lemma 2.6.

2.4.4 Relation to Prolog

As stated carlier, the set of steps allowed by Ordered Resolution is closely related to the

. set of steps made by a Prolog Interpreter (78]. Looking at the search space of Prolog as

an AND-OR tree, with conjunctions of literals to solve via disjunctions of possible ways

to reduce the literals, Prolog considers both conjunctions and disjunctions in depth-first

fashion. In other words, given a goal (that is, a conjunction to be solved)

AANBA Cr',
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Prolog will completely solve (either find an answer for or else fail on) A before considering
B. Given rules (that is, a disjunction of possible ways to solve the conjunct A)

A:-EFG

A:-H]IJLK
A :=L,M,N,

Prolog will also exhaust possibilities for finding answers to A via the first of the rules before
considering the second. Thus, given a goal and an ordering of the rules in the database,
Prolog specifies precisely the order in which inference steps may be made.

Ordered Resolution is similar to Prolog in handling goal conjuncts in order, but differs
from Prolog in not specifying the order in which various rules may be applied. It will turn
out that this depth-first ordering on conjuncts is important to the techniques of Chapters 3
and 4, but there is no need in this work to specify the order in which possible goal reductions

on the same conjunct are tried.

2.5 Resolution Residue

Of the many inference techniques one might use as the backwards inference engine of residue,
perhaps the most obvious one is binary resolution (Robinson [77]). Binary resolution (usu-
ally just called “resolution” for simplicity) has been greatly studied for two decades and
is very well understood. In addition, it is easily implemented, and is refutation complete.
To use resolution as a barkwards inference technique, the set of allowed resolutions must
be restricted since unrestricted resolution allows many more inferences than just backwards
inference steps. Fortunately, one of the best known restrictions on resolution, the set of
support restriction (Wos et al [105]), is exactly that — a restriction on resolution allowing
only backwards inference steps. As shown by Wos, et al, the support restriction preserves
refutation completeness. We might informally say that this results means that that one can
walk a given search path from the goal to the initial state just as well as from the initial to
the goal state,

The remainder of this section explores using resolution under the set of support restric-
tion as the sole backwards inference technique in residue. The procedure sc derived will be

called Resolution Residue and is illustrated in Figure 6.

OO
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. (o )

¢ T « Clauses(—G)

Choose some CET; T — T - {C}

For all B such that
Factor(C,B) or
Resoivant(C,E, B)

for some E e W
> T — Tu{B}

Return(—~C)

Figure 6: The Resolution Residue Procedure
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2.5.1 Definitions

The definitions below are one standard formulation for binary resolution, differing from
Robinson’s original formulation in having separate factoring and resolution steps.® As
contrast to Ordered Resolution, clauses are treated here as sets of literals rather than
sequences. Somewhat different presentations of resolution and the set of support restriction
may be found in texts by Chang and Lee [15], Manna [57], and Wos, et al [106].

Definition 2.11 (Factor) If two or more literals (with the same sign) of a clause C have
a most general unifier o, then Co is called a factor of C. If Co is ¢ unit clause, it is a
called a unit factor of C.

3 -,

[
e T

: Definition 2.12 (Binary Resolvent) Let C; and C; be two clauses (called parent clauses)
o with no variables in common. Let Ly and Lo be two literals in C'y and C,, respectively. If
L, and ~1, have a most general unifier o, then the clause

(C]U - L]O’) U (Czo' - LgO’)

is called a binary resolvent of Cy and C;. The literals Ly and L, are called the literals
resolved upon.

Binary resolvents usually are simply called resolvents.

Definition 2.13 (Deduction) Given a set S of clauses, a (resolution) deduction of C
from S is a finite sequence Cy,C3,...,Cx of clauses such that each C; is either a clause
in S, a binary resolvent of two clauses preceding C; or a factor or a clause preceding C;. A
deduction of the null clause O from S is called u refutation of S.

Theorem 2.9 states Robinson’s well-known result that resolution is sound and refutation
complete. It is given here without proof.}0

Theorem 2.9 [Robinson] (Completeness of the Resolution Principle) A set S of
clauses is unsatisfiable if and only if there is a deduction of the empty clause O from S.

®The definitions here are similar to Loveland’s [52) formulation of resolution.
19Because the formulation of resolution differs from Robinson, one must be careful in claiming his sound- .
" ness and completeness. The formulation here defines factors and binary resolvants identically to Chang and
' Lee, but differs fron Chang and Lee’s definition of deduction in allowing separate factoring steps rather
than only combined factoring-resolution steps. If one is willing to rely on the completeness result proven
. in Chang and Lee, it is clear that allowing a superset of Chang and Lee’s steps cannot hurt completeness.
X In addition, since factoring steps are sound, soundness is preserved as well. Actually, the formulation of
resolution here is identical to that of Loveland [52] in which clauses are sets of literals, and resolution and
factoring steps are separate.
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H Theorem 2.10 is an important result from Wos et al [105], that of the completeness of
the set of support strategy (Definition 2.7):11

Theorem 2.10 [Wos] (Completeness of the Set of Support Strategy) If § is an
unsatisfiable set of clauses and T C S such that S — T is satisfiable, then there ezists a
refutation of S with set of support T'.

2.5.2 The Resolution Residue Procedure

Figure 6 gives the procedure for Resolution Residue, with Resolvent(C, D, E) meauning
that F is a binary resolvent of clauses C and D according to Definition 2.12 and Factor(C, F)
meaning that E is a factor of clause C according to Definition 2.11. As illustrated in Fig-
ure 6, Resolution Residue follows the set of support restriction on an initial set of support
of clauses from ~G.

2.5.3 Completeness of Resolution Residue

This section closely follows the proof of completeness of Ordered Residue on HOH-clauses
in Section 2.4.3. The completeness theorem for resolution residue is as follows:

Theorem 2.11 (Completeness of Resolution Residue)

Given a residue D for world model W, goal G, and assumable language A, where
W is a satisfiable set of clauses,
G =G, V...V Gy, where the G; are conjunctions of literals, and

D = {D1,...,D.} is a set of atomic assumables,

there ezists a set of support deduction of a clause A = =a; V ...V ~q, from initial set
of support Clauses(~G) such that {ay,...,a,} is a residue for W, G, and A and such that
A subsumes -D; V...V -D,.

Proof Case I: (W [ 3G)

The theorem is vacuously true for this case. Let D be the null set. Then we have

1. D subsumes {}
2. WU D is satisfiable.
3. WuUD E 3G.

" The wording here is from Loveland [52].
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Case II: (W £ 3G)

Let M = W U D U Clauses(~G). Since WU D k= G, M is unsatisfiable. By Herbrand’s
Theorem (Lemma 2.5), there must exist some unsatisifiable set Mg of ground instances
of M. Let Mw be the subset of clauses in My from W, Mp be the subset of clauses in
My from D, and Mg be the subset of clauses in Mg from Clauses(—~G). Since W U D is
satisfiable, My U Mp is satisfiable and Mg is non-empty. By Theorem 2.10 there exists a
set of support refutation Ro of Mg using Mg as the initial set of support. Since W [£ 3G,
Ro contains at least one clause from Mp in its fringe.

Consider now the following two lemmas:

Lemma 2.12 If ground clause C’ is a resolvent of ground clauses A} and A% and A, and A,
are such that Ay = AjU Z; and A; = Ay U Z; for sets Z1 and Zy of ground literals, then
there exists a ground literal C = C'U Z; U Z3 such that C is a resolvent of A, and A,.

Proof: A; and A, can be resolved using the same literals as was used in
the resolution of Aj and Aj. The resulting clause C' will be contain every literal

of C' and in addition, will contain any extra literals from Z; and Z;. §

Lemma 2.13 Given a ground clause C' that is a factor of ground clause A’, then there
ezists a factor C = C'U Z of ground clause A = A’ U Z, where Z is some (possibly empty)
set of ground literals.

Proof: For ground clauses, factoring consists only of deleting duplicate liter-
als. The literals of additional literals from Z can not affect a preexisting possible
factorization. R

Consider some a € Mp, that is, a ground a2tomic assumable appearing in Rp. Ry can
be modified by eliminating a resolution of a set of support clause ~a V B against a ground
assumable a. Instead of using the resolvent B, by Lemmas 2.12 and 2.13 a corresponding
set of support derivation R; can be constructed with the negated assumable -a left in
the tree and allowed to percolate toward the top. Taking R,, one can repeat the process
constructing Ry, ..., R, until all members of Mp have been eliminated from the fringe of
ordered set of support deduction R,. I, is then a deduction of some clause Cp from base
set My U Mp such that (1) R, consists only of negations of ground atomic assumables
from Mp, and (2) R, is a set of support deduction with initial set of support Mg.

By the Lifting Lemma (Lemma 2.1), R, can be converted to another set of support

derivation Dy such that the fringe consists of clauses from W U Clauses(~G). The root
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of Dj is given by C,0~! = —a} V... a for some substitution 6, where the a; are atomic
formula from D with some of the constants in these formulas possibly replaced by variables.
Thus for each a/, there exists some substitution ¢ such that al¢ € D.

So, we have

!
9

2. WU {aj,...,a;} is satisfiable since it has a satisfiable instance Mw U Mp
3. Wu{aj,...,a;} = 3G by Lemma 2.6.

1. =@} V...~a] subsumes -D; V...-Dy,

2.6 Residue with Answer Extraction

Given a residue D for a goal G, we know that the union W U D is sufficient to entail G.
But, if G contains existentially quantified variables, it is sometimes desirable to know for
what value of these variables the goal has been proven.

Example 2.8 The goal “Put a block on top of block A” might be stated as the
goal

G = Jz,t True(On(z,A),£) A (¢ > To).

Given some world model W and residue D, one knows that some block can
be placed on block A, but without knowing which block z or at what time 2.
Knowing the value of ¢, z, or both might be important.

It is not always the case that there is a single variable binding that can be given as the
value of an existential variable. Suppose a database contains the axiom

Dog(Fido) V Dog(Rover),

one is given the query

Jz Dog(z).

It can be proven that there is a dog, but it is impossible to say more than “Either Fido is
a dog or Rover is a dog,” that is, 2 = Fido V 2 = Rover. Such disjunctive variable bindings
are called indefinite answers [75] in the database literature.

Cordell Green’s method of answer literals [30,31] is well known for extracting such
answers from resolution refutations. For each clause of the negation of the goal, the literal

Ans(z) is added, where z is an existentially quantified variable of G whose value is of interest.
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If there exists a resolution refutation T' of ~G, then a corresponding deduction tree T’ can
be built starting with G O Ans(z), that is, with the answer literal Ans(z) added to each
clause in the negation of G. The root of T” is a clause

Ans(ay) V...V Ans(a,),

where it can be shown that W |= G for z equal to at least one of the @;.!? If there is a
definite binding for z = a for which W |= G (as proven by refutation T'), then a unit clause
Ans(a) will be the root of 7.

David Luckham and Nils Nilsson {54] found a slight generalization of Green’s method in
which they substitute the tautology C;V -C; for each clause C; of -G. Building a deduction
tree via the same set of resolution and factoring steps as in the refutation of -G, Luckham
and Nilsson deduce a disjunction of one or more formulas =}, but with the appropriate
variables filled in with values used in the refutation. Since each such expression ~C; is an
instance of the goal (or a disjunct of the goal), one can extract appropriate values for each
variable of interest. Luckham and Nilsson show that the answers they obtain are at least as
general as those of Green (in the sense of binding variables with as little restriction on their
values as possible). In addition, for considering values for several variables, Luckham and
Nilsson’s method returns disjunctions of bindings for each of the variables. In other words,
if existential variables =, y and z appear in G, Luckham and Nilsson’s method extracts a
disjunction of triples of values, {z1,¥1,21} V...V {Zn, Yn, 2»} rather than a disjunction of
values for each variable separately. See Nilsson [72] for a more detailed exposition of this
method.

Given an answer extraction method such as Green’s of Luckham and Nilsson’s, we
might ask whether or not such a method can be used to find values for goals to a residue
procedure. The proofs will not be presented here, but neither Green’s nor Luckham and
Nilsson’s answer extraction techniques depend upon the deduction being a refutation (that
is, a deduction of the null clause O), and thus, either method is applicable to both Ordered
Residue and Resolution Residue.

For Ordered Residue, all extracted answers will be definite as well. Indefinite answers in
resolution proofs can occur only when two clauses in the set of support are resolved against
each other. Since all clauses in the initial set of support have cnly negative literals, and
resolution against HOH-clauses preserves this condition on the set of support, then no two

clauses in the set of support can ever be resolved against each other.

1275 first suggested by Waldinger [49], indefinite answers can be avoided by generating a conditional
whenever two clauses that have the same answer literals are resolved. Waldinger and Lee’s PROW [99)
generated conditionals in this fashion, and Green later incorporated conditional generation in QA3.
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2.7. DISCUSSION

2.7 Discussion

The previous sections of this chapter presented both an approach to design and two residue
procedures for generating design descriptions. In this section the residue approach is com-
pared and contrasted to previous work in deductive synthesis.

2.7.1 The Single-Term Approach

In 1963 John McCarthy [66] proposed the situational calculus, that is, the representation
of actions as a mapping from a state to a state, or a situation to a situation in McCarthy’s
terminology. Within the next two years a system by W. S. Cooper [18] and James Slagle’s
DEDUCOM ([84] weie published, these being first attempts at answering database queries
via a proof that the answer exists. The year 1969 saw a synthesis of these approaches in
Cordell Green’s QA3 [32,31] and Waldinger and Lee’s PROW [99,98].

Both QA3 and PROW derived designs by representing the design as a term about
which the design specification can be proven to hold. Their approach is called the single-

PR B Ve,

term approach here, and most previous work in deductive synthesis falls into this category.
In the single-term approach, the proof procedure binds the term to an expression from
which the design can be ascertained. This expression might be a constant (that is, a known

situation in which the design specification holds) or more likely, a function (that is, is a
composition of situation to situation transformations by which the desired situation can be

reached). Consider the following example: .

Example 2.9 To find out how to get block A on top of block B, the system
proposes the goal formula

3d ON(A,B,d)

and proves that this formula follows from the axioms describing the world. The
situation d for which ON(A,B,d) will be bound to a description of a plan to
achieve such a goal. Let us assume that block A is clear and that block C is
on top of block B in the initial situation Sg. Then, one situation d for which
ON(A, B, d) holds is

d=PUTON(A,B,PUTON(C, Table.Sy)),
where the PUTON action is described by:

Ya,b,s CLEAR(a,s) A CLEAR(b,s) D ON(«,b,PUTON(a,b. ¢)).
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42 CHAPTER 2. RESIDUE

We can find the design from the binding of d, that is, cne puts A on B in the

situation attained by putting C on the Table in Sp.1?

In the single-term approach the problem is two-fold: (1) proving that the goal formula
follows from the axioms describing the world, and (2) constructing the “answer,” i.e., ex-
tracting the binding of the situation d for which the goal formula holds. Just as for the
residue approach, any number of different proof procedures might be used. A number of
different methods have been developed for answer extraction. Green [32] originally proposed
the idea of an answer literal (See Section 2.6), an idea that was generalized by Luckham
and Nilsson [54] in 1271 and by Manna and Waldinger [58] in 1980.}4

2.7.2 Problems of Expression

As outlined in the ahove section, the single-term approach represents designs as a single
term. that is, a composition of transformations of one situation to another. For problems
in whicii backtracking through a space of state transformations provides adequate perfor-
mance, the single-term approach works quite well. For other problems, the need to specify
the design as a set of state transformations causes difficulty; a finer-grained set of constraints
is desirable for specification of a design. Residues, that is, sets of atomic formulas, provide
a richer language of constraints. Let us look at some of the difficulties encountered in the

single-term approach and how they are handled in the residue approach.

Implicit Linear Ordering A term, being a composition of functions, implies a single
linear order of application of the transformations. This ordering has been used in various
domains to specify the ordering of components in the design. For example, in planning,
the innermost function specifies the first action taken, the next innermost function specifies
the next action, and so on. Similarly, in program synthesis, the composition of functions
specifies application of fuuctions in a functional programming language such as LISP. In
circuit design, each function represents the output of a circuit component (such as a resistor)

whose arguments are in turn functions specifying the inputs to that component.

13This example is a rough approximation of Green’s viethodology; Green actually developed and used
answer litcrals (Section 2.6) to provide indefinite (disjunctive) answers in situations where an answer provably
cxists, but it is impossiblc to say what the answer is. Even so, each potential answer is represented as a
single term.

*Oun the surface, Manna and Waldinger’s approach does not seem to extract the answer as the binding
of a term, but their “Output Column” can be viewed as a means to more [reely rewrite the design term. In
addition, authors such as Wos et al [106] represent designs via a fixed number of terms, but this does not.
change the fundamental nature of the discussion to follow. The issue is not one or many terms, but the use
of terms rather than formulas.
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If one chooses to build a specification in strictly backwards or strictly forward order, the
above approach presents no problem. Each intermediate specification can be specified by a
composition of functions. On the other hand, one cannot easily insert components into the
middle of such a sequence. An intermediate design suc! as

PUTON(A,B,PUTON(B, C, 5))

does not leave room for specification anywhere except at the innermost position.
Furthermore, because first-order logic does not allow quantification over functions, one

cannot “leave an empty space” in the sequence of compositions. The expression
PUTON(A, B, f(a1,...,a,, PUTON(B, C, s}))

is not a term of first-order logic. (In addition, one has no idea of how many arguments the
function f will have.)

Residues, on the other hand, specify constraints in no particular order. The presence
(or lack thereof) of a particular component can be expressed independently of its temporal
or physical location in the design. As a result, there is no difficulty in specifying partial
orderings, or in inserting a component between two others.

Example 2.10 By assuming the formulas
Execution(Puton(A,B), T;) and Execution(Puton(B, C), T;)

a residue procedure can easily state that actions Puton(A,B) and a Puton(B,C)
are in a plan without stating in what order they will be executed. On the other
hand, the single-term approach has no obvious way to do the same; it must
decide in what order the actions are to take place via the design term

Puton(B,C,Puton(A,B,Sy))

or else the term

Puton(A,B,Puton(B,C,Sg)).

Specification of Components via Functions The single-term approach relies upon
a set of state transformation functions to specify a design. As mentioned in the previous

paragraph, first-order logic does not permit quantification over functions, so the expression

PUTON(A, B, f(a,. . .,an, PUTON(B, C, 5)))
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44 CHAPTER 2. RESIDUE W

is not a term of first-order logic. Once a state transformation function has been added to a
term, it cannot be changed — there is no way to leave the state transformation a variable '
about which other constraints are specified. hil

Expressed as a residue, design components are terms rather than functions. For example, .4
the formula

Execution(a, t) ;«:

might specify that action a is to be executed at time {. One can certainly quantify over the ‘ b
set of actions a (and ¢, too) and specify additional constraints upon a such as B

~Moves-Blocks(a). .

Combining Constraints Residues specify designs via an implied conjunction of the set X
of formulas in the residue. Single terms, on the other hand, cannot depend upon the

semantics of logical conjunction. 5

Example 2.11 Consider the problem of stating that action A should take place
more than 3 but less than 8 seconds after action B. A residue procedure can »

state "

Execute(A, T1)
Execute(B, T2) N
T,+8>T, ‘.,
Ti+3< Ty, . ::.,

In order to do the same with a state transformation. one might invent a new func-
tion such as Delay(t), t2, s) that maps a state into an identical state somewhere

between t; and t; seconds later than the original. The above plan fragment t
could then be expressed as B(Delay(3,8,A(S0)))-

Suppose one then decides that action B must also be more than 4 seconds after

action A. In the residue approach, one simply adds another constraint to the -
WAJ

design, namely #;+4 < 1. In the single-term approach, even though the function :::.

Delay has already been invented there is still a problem. Simply composing this "

additional constraint to give

Delay(4,8,B(Delay(3,8,A(50)))) o
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2.7. DISCUSSION

is not the correct state transformation.

Instead, the system must somehow

unpack the original composed function

B(Delay(3,8,A(5)))

. and know how to transform it to the desired term 2
< v

; !
“ S B(Delay(4,8,A(S0)))- )
X ¢
v

X One might imagine such a program for taking a term (containing some fixed vocabulary)
E: and an additional constraint and from these two elements outputting a new term incorpo- b
;‘ rating that constraint, but to do so is ad hoc, at best. In fact, in order to make the above :
2 transformation, the system probably would have to unpack the term to something closely 3
B resembling a set of formulas. 5
i; In contrast, by expressing constraints on a design as a set of formulas, there is no need for "
,: rewriting the entire design every time that a new constraint is added. Instead of a problem ::
: to be solved in an ad hoc and probably awkward way, there is a simple way to add an g:
additional design constraint, namely set union, and there already exists a well understood '
s; semantics for the language in which the design is expressed. :E
: The same sort of problems arise in trying to express a partial ordering of actions, con- :
:E straints on the values of components (restriction on the voltage drop across a given resistor, E
* or restrictions on the allowed color or shape of a block, for example). Such constraints fit =
¢ poorly into the single-term approach because they are not state transformations; they are o
;:E facts about the design being constructed. f
1
¥ t{‘

: 2.7.3 Reasoning about Partial Designs

X : Much of the rest of the thesis will concern itself with reasoning about a partially completed v
, ' design during the design process. Residue procedures depend upon their ability to do 3
) . . . . - . . N
D) consistency checking. Chapters 3 and 4 will require additional reasoning about a design. :&
3 ht

Terms of a logic are indivisible objects; one can state facts aboutl a whole term, hut

not about a part of a term. Thus, in order to reason about a design expressed as a single 9

term, the composed functions expressing the design must be unpacked into a set of facts

about which we can reason. In the residue approach this is obviously already the case — \

SrS .

all information about the design are already expressed as a sct of formulas; there is no need 0

to tra.sform the design into a form on which a system can reason.
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46 CHAPTER 2. RESIDUE

2.7.4 Minimal Answers

It is not always the case that a completely specified design is needed. If order of two actions
in a plan is immaterial, it is good to know this fact. By keeping options open, one allows
choices to be made later when more information might be known, and one allows for more
possibilities for implementing the assumables that are already specified. In the planning
problem of Example 2.10, for example, if the order of the execution of the actions really
did not matter, a parallel implementation would be possible. As a residue would not need
to specify the ordering of the actions, the possibility of parallel execution would fall out of
the residue approach.!® As long as the parts of the design needed to prove sufficiency can

be expressed as atomic formulas, there is no need for a residue to specify more.

2.7.5 Mimicking the Single-Term Approach with Residues

Ii 1t 1s desired to a residue procedure in a manner similar to the single-term approach,
it is easy to do so. Suppose that instances of the relation EXECUTION are assumable.
EXECUTION(a, s;, sy) means that action « will be executed in situation s; transforming the

world to sitation sy. Writing axioms about state transformation operators in the form
Prereqs(a, s;) A Execution(«, s;, sy) D Postregs(a, sy)

one gets the desired behavior.

Example 2.12 In Section 2.7.1 the following axiom was given for the PUTON

using a single-term approach:
Va,b,s CLEAR(a.s) A CLEAR(b.s) D ON(a,b,PUTON(a,b, s)).

To get the same behavior for a residue procedure, the above axiom would be

written in the form:

Va,b,s;,83 CLEAR(a,s;) A
CLEAR(b, 1) A
EXECUTION(PUTON(a,b), 1) A
PRECEDES(sy,s2) D ON(a, b, s2).

"In this particular example, of course, the order of the exceution really does matter.
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2.7.6 Consistency Checking 9
U4
e
. . 4
Consistency checking is an integral part of the residue approach, but not the single-term :‘:‘
. )8
approach. Why the difference? : ::::
. . |
. At first glance, the answer seems to be that residues add something to the world oW
model W, whereas single terms do not. In other words, the single-term approach is trying o,
¥
to prove that ::,:
¢
. Wk 3dG(d), e
o
. . . . . . W
where G is the design specification, whereas a the residue approach tries to add facts D N4
to W such that »
(A
WuD E G. (7) il
Yy
L
However, one need only rewrite (7) as . ‘:.:z
8y
¢
&
W E (DD G), >
) he.
where D = A D; for all D; € D, to see that there must be some other difference. After all, :‘
the term d might specify an impossible design just as easily as the formulas D. ::.:
The real reason for the difference is the set of search paths considered by single-term ‘I::
approaches. As discussed in Section 2.7.2, single-term approaches can build up a design in
. . . . v
one direction only. Due to the limitations of expression of a term, one cannot build up a o::"
. . . . . M
design from the middle outward, but must either build up the design from the outputs to e
. . L
the inputs (as is commonly done) or perhaps from the inputs to the outputs.!® ':..
. . e
Let us assume that one is working backwards from the goal.l” The original goal is ”
completely regressed through each state transformation to give new goals'®. Thus, at any Y,
time, the state transformations coming after (after in the design itself, not in the design ...I:
process) have already been entirely specified (modulo variable bindings of arguments to the “:“
L}
state tranformation operators) — it is jmpossible to choose which aspects of the design e
to consider in detail first. The importance of making design decisions in an acceptable :
order has been recognized since the beginning of Al. For example, one of the main ideas ‘:‘f:
- . . . . N
! of GPS [71,23] was the notion of solving the goal spanning the “greatest difference” first. ::is.‘
_ . 0
One may not do so under the restrictions of the single-term approach. '::i
3
. '®In order to he able to design in other orders, one might consider a hierarchical approach as in Sacer-
doti’s ABSTRIPS [80]. Given such an approach, one can postpone decisions about the details of parts of the ;0;‘
design. Unfortunately, just like residue methods, a hierarchical approach requires checking that the parts .':0:
mesh as planned, i.c., consistency checking. It was a known limitation of ABSTRIPS that no such checking l’é
was done. ‘!“(,
""The forward case is similar, and to the best of the author's knowledge, no such single-term system has ',:‘.
been proposed.
'*See Waldinger [97] or Nilsson [72] for an explanation of goal regression. » .
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CHAPTER 2. RESIDUE

Example 2.13 If one has a goal of flying from New York to San Francisco,
then taking a trip by ship to Hong Kong, and driving to a hotel in Hong Kong,
it is hardly appropriate to plan the drive to the hotel, and then plan the boat
trip, and finally plan the plane trip. One would almost certainly want to plan
the cruise first, followed by the plane trip, followed by the drive. Instead, a
unidirectional search through a set of state transformations forces one to plan
the drive, then the cruise, and then the flight.

Single-term approaches generally assume that every composition of the allowed state
transformation operators is a meaningful design. Because such terms are all that can be
created, both during the design process and as the output of the design process, there is
no need to check consistency. What is lost is the ability to consider state differences in any
order, to specify partial orderings on operators. to insert application of operators between
existing operators, or to partially specify operators!®.

If the above capabilities are not important, the world model for a residue system can be
set up to mimic the approach of the single-term approach (as explained in Section 2.7.5),
that is, one may perform a strictly backwards search just as in the single-term approach.
Otherwise, one faces the need to design via successive refinements that may or may not be
consistent.

2.8 Related Work

2.8.1 Reiter’s Default Logic

Ray Reiter {74] develops what he calls a “Logic for Default Reasoning”. His goal is to
develop a logic for drawing plausible conclusions that are unprovable, but consistent with
the initial world model. For example, if Fred is known to be a bird, Reiter’s system will
conclude that Fred can fly unless it can prove otherwise. Such a conclusion is made by using
a default, which Reiter expresses as:

R ®)

The default §; is interpreted as, “If a(x) is true and if 3;(x),::-,B,(x) can be consis-
tently believed, then w(x) may he believed.

1%Such systems have also not generally dealt with specifications on the form of the design such as “No
loops allowed” or “No more than four NAND-gates allowed.” To handle such spccifications, a single-term
system would be forced to use some sort of ad hoc procedure to see if the design term meets this specification.
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In the example above, the default was simply: .

bird(x) : M flies(x) (9) ::::‘:
flies(x) o S
‘ Reiter defines a default theory A = (D, W) to be a set of defaults D and a world model

W. A default theory may have extensions E, that is, smallest sets of well-formed formulas

such that:

1. WCE, )
2. F is deductively closed, and 5

3. All defaults that may be added to E are in fact included in E.

In order to decide whether a formula p can be believed, Reiter asks, “Given p and (O
A = (D,W), does there exists an extension F such that p € E?” Unfortunately the L
problem is in general intractable. There is a subclass of the class of general delaz.!* (that '0::'
is, defaults expressed by (8)) such that there is a proof theory for the above question. This 4
subclass is called the class of normal defaults and consists of defaults of the form: A

a(x) : Mu(x) o
wix) 1o R

5 =

Note that 9 is a normal default. For normal default theories, i.e., default theories such RIS

that all é; € D are normal defaults, Reiter proves the following results: A%

1. All normal default thcorae hnve extensions.

2. For a formula p and a normal default theory A, there exists an extension F of A such o,:':,’
that p € I if and only if there exists a top down default proof of p with respect to A. 0';‘

Top down default proofs are Reiter’s proof procedure for finding a subset D, C D such ot
’ that for all formulas p, p € E & W U Consequents(D,) I p, where the Consequents of a 00
default theory D is the set consisting of the w(x) for each default §; € D. o

Relation of Residue and Default Logic Both the residue approach and Default Logic
begin with a world model W. In addition, there is a language of assumables A for residues

corresponding exactly to Reiter’s defaults D. In fact, each assumable can be cxpressed as:

: Mw(x)
6 = ———.
w(x)

11

(11)
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CHAPTER 2. RESIDUE

The meaning of (11) is that w(x) may be assumed if it is consistent to do so. It is seen
from (10) and (11) that assumables are a proper subclass of the set of normal defaults,

namely the class where the prerequisite a(x) is always true. R

The fact that a(x) = True for all assumables means that Top Down Default Proofs re- "

duce to a residue procedure. For this case, one need not construct a sequence of derivation

trees, but only perform a single derivation, just as in a residue procedure. There is a smail ::i,
difference in that Reiter’s proofs assume a control strategy called Linear Resolution (see . ‘:E,
T.oveland [51] or Luchkam {53]) rather than set of support resolution. Linear Resolution 0‘:
seemingly was used only for the sake of simplicity. For set of support resolution, Reiter’s )
proofs go through virtually unchanged. Although Linear Resolution is complete, the disad- :1
vantage of being forced to use Linear Resolution is that it can force the space to be searched £
in an inappropriate direction. For example, linear resolution can sometimes force forward ’.iﬁ
chaining, which often is far branchier than backward chaining. ®
Whereas a residue consists of a set of assumables found necessary by the proof, Reiter g
defines default support as the set of defaults invoked in a given top down default proof. :E:
i These are in exact correspondence. ::,
) The correspondence of designs to extensions is a bit trickier. If two different designs are 5:'

inconsistent, then they cannot both belong to the same extension. On the other hand, there

will in general be numerous extensions of which a given design is a member. A design only x)

specifies part of the world; what happens outside of the design is irrelevant to the design,

but changes the extension. For example, a plan might specify all the actions in the world s
from time ¢ = 0 until ¢ = 10, but says nothing about events after ¢ = 10. Every inconsistent "
course of events after t = 10 will be in a separate extension. :
j' Although residues are somewhat simpler than Reiter’s proof theory, the approach unfor- .::
i tunately suffers from the same computational complexity as Reiter’s work. Both are based :\
i on decision methods for first-order logic and thus are at best semi-decidable. However, "'
neither is even semi-decidable because both depend upon proving satisfiability of the world ;.‘-
model W unioned with the set D, of assumptions made. As a result, both Default Logic . ;::
(as Reiter points out) and residue procedures must rely on heuristic methods to become W

convinced of satisfiability.

2.8.2 Truth Maintenance

A major weaknesses of the residue procedures presented so far is that there is 1.0 way to learn

from previous mistakes. The non-deterministic search procedure presented in Section 2.3

LN
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LA
is neutral on the subject of caching results of previous deductions.?® It does not specify a ';::
procedure for avoiding the pitfalls of blind search or of chronological backtracking, but does :;::3
not tell us we cannot add such a procedure. :::t::
. In his work on assumption-based truth maintenance systems (ATMS) [21,20,19] Johan b
de Kleer has listed a number of known problems with chronological backtracking. Let us Qg
review them here as they relate to Residue. i::,f
- In Futile Backtracking, one finds a contradiction and backs up to a point that could al- :‘,::Ez
ready be eliminated as contradictory based on previously found contradictions. For example, ﬁt:}‘
if {z = 1,y = 1} is a contradictory set, then backing up from a point {z = 1,y = 1,z = 0} °
to another point {z = 1,y = 1,2 = 1} is futile. In a residue procedure, if some set G (con- :o:::"
sisting of assumables and remaining goals) causes a contradiction, i.e., WU G | false, :?"‘;:
then it can pay to note this “nogood” set (Steele [91]). Future set of assumables that either ‘::::;‘
contain or entail the set G can be immediately eliminated. !
Closely related is rediscovering contradictions. In futile backtracking we did not undo .?
one of the choices in the newly discovered nogood set. In addition, we might find an old ::::f
contradiction via a different path. As above, the caching of nogood sets will solve this ::‘.::;
problem. ';::3*
Rediscovering inferencesis a different problem. The fact that a deduction was performed .
on a different search path does not make it inapplicable on the present path. As long as the E:;';::
deduction was not based on a contradictory set of assumptions, then the deduction itself :‘:;;i
is valid whether of not the search path on which it was made was a dead end or not. In :ﬁ:{:{
residue procedures, this is particularly important while checking consistency. There is no
reason not to cache facts derived from W and various assumables in a global database to "i:{;
be used by all search paths (the subject of Chapters 3 and 4). ::::::
Incorrect ordering is de Kleer’s name for finding contradictions at the right time. Of '::E::ﬁ
course, there is no general solution for this problem. In residue procedures, the problem R
expresses itself as the resource trade-off between goal reduction and consistency checking. i‘~
, As de Kleer points out, a Truth Maintenance System (Doyle [22]) solves the first three .:0':,
problems. Since Doyle’s TMS, there have been various other versions of TMS’s, in particular :'::;:
McAllester [64,62,63], Martins {61], McDermott [67], and de Kleer {21,20]. Common to each .'“"f
s of these systems is storing of the justications and assumptions upon which a deduction is )
based. However, they differ in the choice of information maintained. Doyle’s “justification- 0:..';::'
based” TMS stores justification pointers to its immediate predessors and successors, but t:::::
does not propagate new sets of support for each node at each step of the way. On the :‘::E.:;
’ ®
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52 CHAPTER 2. RESIDUE

other hand, de Kleer’s “assumption-based” TMS (the ATMS) maintains a complete list of
“environments”, that is, assumption sets upon which each deduction might be based.?! As
a result, one can quickly see whether a node is a member of a given context (the deductive
closure of WUG for some set of assumptions G. However, insertion of a new fact into such a
database is expensive, as its effects on the various environments must propagate throughout
the system. The justification-based TMS, on the other hand, maintains a single consistent
context at all times. As long as contradictions are not found, insertion of new facts is quite
inexpensive. However, when contradictions are found, the TMS may need to do a good deal
of search in order to find a new consistent context. ‘

2.8.3 Douglas Smith

In [87] Douglas Smith used a natural deduction system for program synthesis, using a
modified single-term approach in extracting the answer from the proof tree. Rather than
prove that the generated program was true for all preconditions, Smith attempted to reduce
his goal to a set of preconditions that fit into one of a number of existing skeletons. The
skeletons were not assumable, but rather were attached to procedures for modifying both

the remaining preconditions and for extracting the program from the existing derivation.
See [88,89].

2.8.4 PROLOG/EX1

In ProroG/Ex1 {101,100}, Adrian Walker modified Prolog such that in case of failure to
produce an answer, the system returns an explanation of what additional facts would be
needed to produce an answer. The elements of such an explanation of failure are analogous
to assumables in residue procedures. As such, Walker faced the problem of deciding what
sufficient set facts are most reasonable to assume to explain the failure. Not just any set of
facts will do — the query itself obviously suffices for producing a proof of the query, but is
hardly an acceptable explanation of why the proof failed. Walker’s approach was to use a
set of three domain-independent rules for deciding what proof steps to assume based upon
depth in the proof tree and upon constants in the query.

2.8.5 Theorist

At the University of Waterloo, David Poole, Randy Goebel and associates have recently
developed a system called Theorist [29,73] for theory formation problems. As Poole et al

21possible only because de Kleer deals only with propositional calculus.
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2.9. CONCLUSION 53

have pointed out, Theorist’s theories are similar to residues, and they also have pointed out
the similarity with Reiter’s Default Theories [74]. There is also a good deal of similarity
between assumability and that of appropriateness of an explanation for diagnosis and/or
theory formation problems. Just as the constitution of a legal design is rather arbitrary,
the same holds true for an explanation of a problem. At some level, either the system or
the system designer must legislate what consititutes a sufficient explanation that need not
be further explained, just as we legislate what design assumptions can be made without
further explanation. Luckily, for design, the problem of deciding what are the primitive
components of a design seems much easier than deciding what constitutes a primitively
acceptable explanation. See Charniak and McDermott [16) and especially McDermott [68]
for pessimistic views on finding such criteria for explanation.

2.9 Conclusion

This chapter presents the residue approach to design synthesis and two procedures for
finding residues. By using a set of atomic formulas to express designs rather than using
a single term, one gains two important advantages: (1) Residues can easily express much
finer-grained decisions than systems based upon a single term, and (2) Parts of designs can
be specified in any order rather than strictly from the goal backwards or from the initial
state forward. In addition, the representation of partially complete designs as sets of facts
enables an inference system using predicate calculus notation to reason directly about the
design. For a given system if the full generality of the residue appraoch is not needed,
the database can be written in such a way that the residue approach reduces to a system
isomorphic to the single-term approach.

Residue procedures have been used in a number of projects at Stanford — DART [28§]
used residues to generate diagnostic tests for combinatoric circuits and in his PhD the-
sis, Narinder Singh [83] used a residue procedure for generating diagnostic tests for IBM
Printer Adapter cards. Residues were also used in Russ Greiner’s analogy understanding
program [34] and in Jock Mackinlay’s APT [55,56] tool for automatic graphical presenta-
tion.

The generality of the residue approach contains the seeds of a potential combinatoric
explosion. In particular, in the most general case residue procedures require a consistency
check, which is a non-semidecidable problem. Usually, however, careful crafting of the
knowledge base prevents consistency checking from being prohibitively expensive.

Chapters 3 and 4 show how the full generality of the residue approach can sometimes
be exploited to bring about large reductions in the search space.
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Chapter 3

Supersumption

3.1 Ramifications of a Goal

It is well-nigh impossible to drive a car without consuming fuel. Similarly, writing a new
version of a disk file will change numerous parameters associated with that file such as write-
date, disk address, and size. In both cases, the latter condition inevitably accompanies the
former; the latter is a remification of the former.

Making the assumption that the world’s behavior (or at least the relevant portion of it)
can be modelled by a set of first-order axioms W, ramifications, such as the above, can be
captured by logical implication. In other words, if W is to capture fuel consumption as a
ramification of driving, a formula denoting consumption of fuel must be a logical implication
of any formula denoting driving of a car.

A goal G is a partial description of a state. If some formula N! is logically implied
by W UG, then in every state S described by G, whatever is denoted by N also holds; N is
a ranmification ¢f G's being true. The process of finding ramifications of a goal can be seen
as (1) looking at a partial description of a hypothetical state S in which G is holds and
(2) trying to fill in more of the description of S based upon our knowledge of consistent or
“allowed” states of the world (where this knowledge is captured in W).

Obviously, it may take an arbitrary amount of inference to find a particular ramification
N. Some facts follow immediately from G while others may require a complicated line of
reasoning to discover. Of course, the “distance” between a goal G and ramification N is a
function of the database and of the inference engine at hand. Having a large file in one’s
directory almost immediately leads one to realize that it will be expensive to keep the file.

On the other hand, it may take a good deal more inference to see that the presence of that

"The symbol N is being used for a ramification instead of R to avoid mistaking the symbol for a residue.
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3.2. USING RAMIFICATIONS OF A GOAL 55

file precludes receiving any additional electronic mail.?

3.2 Using Ramifications of a Goal

There are a number of ways in which to use the known ramifications of a given goal’s being
true. First and foremost is elimination of an inconsistent goal — if a ramification of a goal’s
being true is known to be impossible, then the goal itself is not achievable. Reduction of
problems to the ilalting Problem is a good example of this. Given some goal G, if we show
that achieving G implies that we can solve the Halting Problem, then G is impossible to
achieve. A more mundane example would be to try to find a disk file that is larger than 1
MByte. If it is known that all files are stored on 256 KByte floppies, it can immediately be
said that there can be no such file. On the other hand, if the ramifications of the goal being
true are ignored, all the files in the system will probably be enumerated, checking the size

of each to see if it is larger than 1 MByte. Of course, no such file will be found.

Another use of ramifications is restriction of the search space via additional constraints.
Suppose again that a file that is larger than 1 MByte is sought. This time, however, there
is a 50 MByte hard disk and hundreds of 256K floppy disks. From the above information, it
can be derived that a file larger than 1 MByte must reside on the hard disk. Thus, files that
reside on the floppies need not be considered, and a good deal of search has been avoided.
Elimination of an inconsistent goal is a special case of restriction via additional constraints,
that is, the case in which the entire search space is eliminated from consideration rather
than just part of it.

A third use of ramifications is in enabling additional heuristics to be used. It may be
the case that whatever heuristics used are not directly applicable to the goal at hand, but
are directly applicable 1o some ramification of the goal. Without filling out more of the
description of the goal state, the use of potentially applicable heuristics may be missed.
Suppose we are looking for an executable file for playing chess. Any solutions for the goal
will also fall into the category of being executable files for playing a game. If it is known
that most executable game files are located on directory /usr/games, then we would be well-
advised to look here first for such a file. Note that without realizing that chess is a game
(that is, finding a ramification of the goal), we would not have known that the heuristic

information applies (that is, that most exccutable game files reside on /usr/games).

“This situation often arises in operating systems such as TOPS-20 that impose a hard limit on the amonnt
of disk space a user is allowed to have.
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56 CHAPTER 3. SUPERSUMPTION

3.3 Subgoals, Design Decisions and Ramifications

The discussion so far has been about ramifications of a given goal being true. The discussion
applies, however, not just to the top level goal of any problem, but to any subgoal® generated
in trying to solve the problem.

Example 3.1 Consider the goal G of being in Denver, starting from a state of
being in San Francisco. One way to achieve G is via a commercial airline flight
from San Francisco to Denver, that is, a subgoal S to take a flight from San
Francisco to Denver. If the cheapest such flight costs $150, then a ramification
N of S being true is that at least $150 will be spent. On the other hand, N is
not a ramification of G being true; there might well be a way to get from San

Francisco to Denver for less money, say $100.

The above example shows that ramifications of achieving a subgoal ¢re not necessarily
ramifications of achieving the original goal. Achievement of a subgoal may have additional
ramifications because the subgoal may be more restrictive than the original goal — there is
additional information from which to reason. In Example 3.1, in reducing G to S there was
a desigr decision made, namely, to take 2 commercial flight. Since S’s ramification? that
the trip will cost at least $150 was based upon this design decision, the ramification will
not necessarily hold for the original goal G.

The process of goal reduction can be viewed as a process of making design decisions
restricting the class of solutions to consider. Although most of the previous examples
have been about ramifications of a top-level goal, anything that can be said about using
ramifications of a top-level goal can also be said about using ramifications of a subgoal.

All ramifications of a subgoal will not necessarily hold for the top-level goal, but since the

3There is potential confusion in that the logic programming community uses subgoal to refer to a conjunct
of a goal (which is a conjunction of literals). Here, subgoal is used to mean an entire goal (nsually a
conjunction) to which another entire goal has been reduced.

*The word “ramification” usually refers to one thing being true as part and parcel of another’s being
true. One might speak of the “ramifications of a fact being true,” i.e, “ramifications of achieving a goal,”
and one might also speak of the “ramifications of having a given goal.” In the interest of brevity let us make
the convention that “ramification of a goal G” refers to a ramification of achieving the goal G, rather than a
ramification of having the goal G. Such usage is consistent with viewing a goal G as a partial description of a
desired state. It is also natural to speak of “ramifications of a design decision,” and again, what is meant is
a ramification of implementing the design decision rather than a ramification of making the design decision.
Since both goals and design decisions are represented as formulas (See Chapter 2), there is no formal need to
distinguish between ramifications of goals and ramifications of design decisions — it is only --portant that
it be understood that ramifications of a goal or design decisions refer to achieving a goal and - :plementing
the design decisions.
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3.4. FORMAL DEFINITION OF RAMIFICATIONS 57

subgoal is a sufficient condition for the top-level goal, any ramification of the top-level goal
will be a ramification of any of its subgoals. Later it will be shown (Section 4.7) that there
are cases in which a subgoal is derived from more than one higher-level goal and that a

higher-level goal may have rainifications that are not ramifications of the subgoal.

3.4 Formal Definition of Ramifications

The previous sections have discussed in broad terms how ramifications of a goal being
true can be useful in pruning the search space of a problem. Let us now give a precise
formulation of a ramification a goal’s being true. Although it is tempting to simply say
that a ramification is any formula N for which W = (G D N), the existence of variables
requires a more careful definition.

Definition 3.1 (Ramification) Let W be a satisfiable set of closed formulas, and let G be
a closed formula in prener normal-form, that is, G = Oyz, ...5,,2,, G, where Q; is either 1
or¥, and G s a quanitifier-free formula whose only free variables are z1,...,z4. Suppose N
is a formula whose only free variables are y,...,yn such that {y1,...,yn} C {21,...,24}.
We say that N is a ramification of G given W (or Ramification(W, G, N)) if

Wk Vap...Vz,(G D N). (12)

In addition, we say that N is a strong ramification of G given W (or StrongRam(W,G,N))
if Ramification(W,G,N) and W }£ Vy, ... Vy,N..

Note that for every formula N containing free variables 2;,...,z; not in G there is
obviously a corresponding formula N’ = Vz;...z,N. As a result, the restriction that N’s

free variables be a subset of G’s free variables causes no loss of generality.®

Example 3.2 Consider a goal G = 3z3y A(z)AB(z,y)AC(y) and W containing
a formula

VuVoVw (A(u) A C(v)) D D(u, v, w).

Then the open formula YwD(z,y, w) is a ramification of G given W.

“In Chapter 4, where ramifications will be viewed as clauses, it will be necessary that unquantified vari-
ables appear in ramifications that do not appear in the goal formula. Thisis only an artifact of representation
via clauses; thes- variables are implicitly universally quantified.
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58 CHAPTER 3. SUPERSUMPTION 1

Example 3.3 Consider the goal V]
G = 3zFlies(z) A Hairy(z) A Loves(z, Bertha). (13) 5
Suppose the database W contains the formula i

V y [Flies(y) A Hairy(y) D Bat(y)]. (14) w

Since follows from (14) that TR
W [k V z [Flies(z) A Hairy(z) A Loves(z, Bertha) O Bat(z)], (15) )

Bat(z) is a ramification of G given W. ’::‘

The literal Loves(z, Bertha) is not needed to show that Bat(z) is a ramification e
of G and has no effect on whether Bat(z) is a ramification of G. Similarly we ey
might be able to derive other ramifications dependent upon Loves(z,Bertha),

but with no dependence upon Hairy(z). N

In the previous examples the ramification was provable via application a single appli- by,
cation of modus ponens using a proposition from W. This restriction need not hold, as in i
the following example: W

Example 3.4 Consider a goal formula oy
G = Travel(Palo Alto, Denver) A Duration(Palo Alto, Denver) < 4, (16)

that is, the task at hand is to plan a trip from Palo Alto to Denver that takes
4 hours or less. Suppose W contains axioms (17) - (20): 4ot

Va,y,d,t Travel(z,y)
A Dist(z,y) > d
A Duration(z,y) < t
D AvgSpeed(z,y) > %, :'p"'

(17) o

that is, the average spced required for a trip is greater than or equal to the by

distance covered divided by the maximum time allowed for the trip, o

V(L‘, Y, 51,82, M AVgSpeed(t,y) = 5 1

A MaxSpeed(m) = s, (18) '
$1 > 89 t,

D Mode(z,y) # m, 3

>
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that is, if the average speed required in getting from z to y is greater than the
maximum speed for a given mode of travel, then that mode of travel will not be

used for the this portion of the trip.
Dist(Palo Alto, Denver) = 1000, (19)
that is, the distance between Palo Alto and Denver is 1000 miles, and
MaxSpeed(Auto) = 70, (20)

that is, the maximum speed for an automobile trip is 70 miles per hour.

Consider the formula N = AvgSpeed(Palo Alto, Denver) = 250. Since W = (G D N),

that is,

W = [Travel(Palo Alto, Denver) A Duration(Palo Alto, Denver) < 4]
D AvgSpeed(Palo Alto, Denver) = 250,

N is a ramification of G. Similarly,
Mode(Palo Alto, Denver) # Auto (21)

is also a ramification of G.

Ramifications in the Residue Approach Chapter 2 discussed design as a problem of
finding a residue, that is, a problem of reducing a goal G to a subgoal Dy A ... A Dy such
that for D = {Dy,...,Dq4}

I. WUD k= G
2. Each D; is assumable.

3. WU D is satisfiable.

Goals and designs are distinguished only by the property of assumability (See Section 2.2.3).
A legal design is a goal that happens to he assumable. Because residue procedures express
design decisions as part of a goal, there is no need to distinguish between ramifications of
a goal being achieved and ramifications of making a design decision — both can be derived

fromt W and from a given goal (or subgoal) generated by the residue procedure.
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60 CHAPTER 3. SUPERSUMPTION

. 3.5 Supersumption

The key idea of this chapter is supersumption,® the reformulation of a goal by appending of
additional constraints. In this thesis, all such added constraint will be ramifications, but it

is reasonable to consider adding other constraints to a goal, for example, constraints that

2-: probably follow from the goal.
i ‘
','a Definition 3.2 (Supersumption) Given closed well-formed formulas G = Oz, ...,0z,6 :
Ny = . . ; ; y
e and G', where G is quantifier-free, G' supersumes G (or “G’ is a supersumption of G”) if
¥ G =0z,... ng(é AA),
b .
"
Ny where A’s only free variables are {y1,...,y.} and {y1,...,¥a} C {z1,...,2,}.
o \
) '
[ X ~
Definition 3.2 only requires logical equivalence between Oz;...0z,(G A A) and G'. It
2 does not require that G’ actually be the formula G A A. In particular, if G and A arc ‘“
3 . . . . . . . .
conjunctions, this definition says nothing about the ordering of the conjuncts in G'.
4
X If A is a ramification of G, then the same set of bindings for x cause G and G’ to be
i
K entailed by W. '
Ky ~ g . ¢
t: Theorem 3.1 For a goal G = Ox, ...,0z,G, world model W and Ramification(W, G, N), '
,:‘ every model of W and G is a model of G A N. :
4
;&
* Proof: Because N is a ramification of G, we know that i
W | Vz;...Yz,(G A N). (22)
)
\J
¥ ~
:, Let M be an arbitrary model of W and G. By the deduction theorem and (22), A
' . . = ey 1
X M must also be a model for N, and theretore for G A N. Thus, ,
y ~
1 W E Oz;...0z,(GAN). '
% (]
X 1 \
u |
note that Theorem 3.1 did not preclude W containing a set D of formula such that .

W . Ki
¢ W/ UD = G, where W = W — D. In other words, we have the following corollary: "
§
) ¢The motivation for the term supersumptionis that it is in some sense opposite to subsumptionin which 2 N
) disjunction C (the denial of a goal) is matched with a known formula consisting of a subset of C’s disjuncts. )

Supersuraption, on the other hand, adds conjuncts to a goal; it creates a goal G’ the denial of which is y
» subsumed by the denial of the original goal G. If one considers supersumptions of non-conjunctive goals
K then the analogy breaks down. q
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[}
\" '
& \
'l )

t

“ :

EY
A Sy eE ( FIN DAL AL - N AT AT AL AT R AR T AT AT AT AT {
g I oo e RN A RS (o QAL LI o L RV AR R RS e




L3
¢
{
A
" )
3.6. SPEEDUP VIA SUPERSUMPTION 61 X
B :
! ‘
. {
5 Corollary 3.2 If D is a residue of G = Oz;...0z,G given world model W, and if ‘
,* Ramification(W, G, N), then D is also a residue of of Oz, ...0z,(G A N). .';
0 b
b §
g 1
N . Example 3.5 Consider the goal of trying to find an executable file named chess !
3 on some computer system: ¢
p j
it 3
i ) G = 3zFile(z) A Name(z, chess) A Executable(z). (23) N
One possible supersumption of G would be formed by adding an additional

0 constraint A = Directory-of(z, [usr/games) to form a new goal
' G'= 3¢ File(z) A M
Name(z, chess) A (24) 1

Executable(z) A

:E' Directory-of(z, fusr/games). :2
3 j
‘: If A = Directory-of(x, /usr/games) is a ramification of the gozal, then the new goal G', created
\

5
-
-

by adding the conjunct Directory-of(z, /usr/games) to G, has the same set of solutions as G.

W v
o .
o 3.6 Speedup Via Supersumption b
: :
]
3 y
‘ . . . . . - ’
Y As discussed in Section 3.2, supersumption can reduce a search space by (1) eliminating ,
» inconsistent goals, (2) restricting search space via additional constraints, and (3) allowing .
Y - . . . . ¢
:;o additional heuristics to be used. The first and third of these mechanisms are easily under- X
} g
::: stood. In this section, the second mechanism, restriction of the search space, is discussed \
. . e
'.:’ in more detail. v
9 The purpose of supersumption is to reformulate a goal G as a new goal G’ that is cheaper
;: to solve than G. As in all reformulations, there is a saving if o
K )
N ‘ . . . E t
;:, Cost(Reformulation(G)) + Cost(Solving(G')) < Cost(Solving(G)). (25) 3
4 :
o In other words, the savings in finding solutions for G’ must more that offset the overhead 2
= : of reformulating G. For our purposes, “Solving(G)" can refer to finding solutions by cither \
o . . . .
y;: abduction or dednction. and can refer to problems of finding onre solution or finding all .
0 .
o solutions (assuming a finite number of solutions). )
. \
" . . . . .
o Unfortunately, estimating the cost of solving a given problem is not a well developed }
area. In order to make the problem at all tractable, let us make the following assumptions:
Ay ‘)
. G
o .‘
" 3
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Reformulation

Find Ramifica- L Order Con-
tion N juncts of GA N

GI

e

Figure 7: Reformulation of Conjunctive Goals via Supersumption

1. G and G’ are ordered conjunctive goals. A conjunctive goal is a closed formula ¢ =

K} Oz ...0z4(g1A...Agn), where each g; is an atomic formula. Thus 32YyA(z)AB(z, y) X
;:: is a conjunctive goal, whereas JzVy(A(z) V B(z,y)) D D(z,y) is not. Just as clauses '
:: in resolution can be seen as being either sets or sequences of literals, so can conjunc- .

tions. An ordered conjunctive goal is a sequence of atomic formulas. In an ordered

conjunctive goal it is meaningful to refer to the first (leftmost) conjunct and to speak

of stepping though the conjuncts one at a time from the first to the last (or rightmost)

i Ran

conjunct.

. Conjuncts will be solved in order starting at the left, that is, the leftmost conjunct
K] is solved independent of the remaining conjuncts, and any constraints needed for the

Ry solution to the leftmost conjunct (variable bindings or assumptions made) are imposed

~E e

upon the remaining conjuncts, and the process begun anew.

G Yor problems for which the above two assumptions hold, the supersumption process is
:: illustrated by Figure 7. For such goals G, one first creates a new goal GA N and then orders , é
,:: the conjuncts, yielding an alternative goal G'. b
i:: Chapter 4 deals with finding ramifications for a given conjunctive goal G and world \

model W. The subject of ordering conjunctive goals has received attention in both the
:5.: database and Al literatures. The approaches that have generally made the following as- :
::! sumptions: c.f
g

3. All solutions {y1 — Y¥1....,y; — Y;} to W |= G are sought, where {y;...,y;} is

a subset the set of the existentially quantified variables in G and the Y; are ground

L3

DU YRGS YT E I \ - p A A : g W “
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instances of the y;.”

4. For every conjunct R(Ty,...,T,) appearing in either G or in G, R is either evaluable
or ertensional, where R is a relation symbol and T; is a term. An evaluable relation
is such that the truth value of any ground instance of an atomic formula containing
this relation can be ascertained in constant time. Examples of evaluable relations on
integers are less-than, oddp, or positivep. Extensionalrelations are such that all known
ground instances of each conjunct containing this relation appear directly in W; no
additional ground instances of the conjunct are entailed by W. In short, each conjunct
appearing in G or G’ may simply be looked up in W to find all of its known ground

mnstances.

As stated above, the subject of conjunct ordering has been studied in under most or
all of the above assumptions. Authors such as Blasgen and Eswaren {3], King [44] and
Chakravarthy {13] make Assumptions 1-4 in their work, as is common in the database
literature. David E. Smith [86,85] adds another assumption, that every extensional relation
is indexed on each of its arguments.

This research assumes that there exists the means to order conjuncts reasonably. As-
sumptions 1 and 2 are made, but Assumptions 3-5 will be explicitly stated if they are being

assumed.

3.6.1 Generators and Filters

It will be useful to distinguish two ways that a conjunct can act with respect to a variable,
as a generator or as a filter of its values. If the ordered conjunction is to be solved in order,
then for every variable z in every conjunct C, it can be said whether z will be grounded or
not when solutions are to be found for C'. The first (leftmost) appcarance of each variable
will not be grounded and the rest grounded. Thus, the first conjunct ' in which variable z
appears generates values for x; we say that C'is a generator® ‘or z. For any subsequent

conjuncts 1) in which 2 appears there will be solutions for some subset of the values of z

"Note that this assumption disallows indefinite, i.c., disjunctive solutions. See Reiter [75] for a discussion
of indefinite solutions.

Note also that this assumption is not very strong in that the cost of finding one solution can usually be
reasonably approximated as the time of finding all solutions divided by the number of solutions.

“In programming, given a problem (or subproblem) with many solutions 51, 5,,..., a generator is the
name commonly given to a procednre that returns one solution each time it is called, and if the S, are
cxhausted, returns a token saying that it can produce no more solutions. Generators are commonly 1,
plemented via coroutines, Algol own variables, reference to global data structures, or some other form of
memory between calls.
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New Generator: ol

Directory-of( f, /bin/compilers) Executabl \
*+—— Executable .

&
q
I h’}

Compiler-File

Executable N Compiler-File N

Figure 8: Speedup Obtained Using Additional Constraint as Generator o

generated by C; we say that D is a filter for z. Note that a conjunct can be a generator for
some variables and a filter for others. i

Example 3.6 Given the ordered conjunctive goal C(z) A D(z,y) A E(z, y), C(z)
acts as a generator for z, D(z, y) acts as a filter for z and a generator for y, and
E(z,y) acts as a filter for both = and y. W

3.6.2 Ramifications as Generators Y

One of the ways in which a supersumption G’ = G A A can be cheaper to solve than G itself o
is for the additional constraint A to act as a generator of values for some vaiiable . k:,‘

Let us consider a very simple case in which the cost of finding all solutions to a conjunct C :’"
is equal to the number of ground instances of C appearing in W. The above assumption .
corresponds roughly to a database lookup on a fully indexed extensional relation. Y

Example 3.7 Consider a database W of information about the files of a com-

puter system. Suppose that all solutions to each of the atomic formulas Executable( f), N

10 Y n
g —‘."“.t‘l‘t'ﬁt‘i".l"a} i, .. *’l .'l a'l .l;“h Ji ] Ji q‘!- n‘i -'! » a'l W\l "0‘;‘ "0 (5 N ‘“ » n'l.. .8 .'I. 'l "’ (5 '.Q".Q 0 ‘. '0 On.‘ N‘L l “ 'O.Q .s.l. .‘ (S 28 nl‘ '.I ". ‘l »"s a‘l »‘O'
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3.6. SPEEDUP VIA SUPERSUMPTION 65 Yo

Compiler-File( f), and Directory-of( f, d) can be found with cost equal to the num- o
ber of solutions. Here, Executable is a unary relation holding for all executable OAT
files, Compiler-File is a unary relation that holds for all files of source code, bi- NN
nary code or documentation for compilers of all programming languages, and A
Directory-of is a binary relation such that the second argument is the name of Y
the directory on which the file named by the first argument is found. Only if )
d is a ground term is it assumed that the cost of generating all solutions to a QA

query Directory-of( f,d) is equal to the number of solutions.
Given the above, suppose we have the query )

G = 3 fExecutable( f) A Compiler-File( f), AN
that is, a request has been made to list all executable compiler files. Assuming it
the number of executable files is less than the number of compiler files, the goal by
G is already optimally ordered. G uses Executable( f) as the generator of values o

for f and filters this set of values with Compiler-File( f). The cost of finding all )
solutions to G would be ety

Cost(Solving(G)) = Card(Executable(f)) + S
Card(Executable(f) N Compiler-File(f)),

and St
Card(Executable( f)) < Cost(Solving(G)) < 2 * Card(Executable(f)), Iy
where Card(s) is the cardinality of the set s.

Now, suppoese that it is known that all executable compiler files are on directory "‘Q

/bin/compilers. For example, W might contain a formula Ay

Vy Executable(y) A Compiler-File(y) D Directory-of(y, /bin/compilers). :‘.t,

In such a case, N = Directory-of( f, /bin/compilers) would be a ramification of G,

yielding one possible supersumption .}::':
G’ = 3 fDirectory-of( f, /bin/compilers) A Executable( f) A Compiler-File( f). %0:
. The cost of finding all solutions to G is

Cost{Solving(G')) = ;‘:’ )
Card(Directory-of( f, /bin/compilers)) +

Card(Directory-of( f, /bin/compilers) N Executable( f)) + u"‘@
Card(Directory-of( f, /bin/compilers) N Executable( f) N Compiler-File( f)). L
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Assuming that
Card(Directory-of(z, /bin/compilers)) <« Card(Executable(z))
it can be seen that

Cost(Solving(G')) <  Card(Directory-of( f, /bin/compilers)) +
2 * Card(Executable( f))
& Cost(Solving(G)).

The above example is illustrated in Figure 8.

In the above example, it is assumed that the cost of solving a conjunct is equal to
the number of solutions. Such an assumption essentially means that there is no search
for solutions — they are simply enumerated. In situations where more search is involved,
supersumption can be a more powerful tool.

Example 3.8 Consider the goal
G = 3zFilename(z, Chess) A Executable(z),

that is, find the set of all executable files named chess. This time, let us assume
that both Filename(z, Chess) and Executable(z) can be solved with cost propor-
tional to the number of files in the entire computer system, typically O(i0%).
Ground instances of both of these conjuncts can be solved with unit cost. The
above cost assumptions are a reasonable model of most computer systems. A
list of all files with a given name is not usually directly available on most sys-
tems. To get such a list one must somehow enumerate all the files on the system
and then filter this list to find those with a given name. Thus, assuming that
one knows how to enumerate all the files of the entire system (without further
search for such a procedure), one can find the set of files named Chess in time

proportional to the total number of files.

Given such a goal, a human user would typically either find a short cut based
on other available information, or else resign himself to a large search. Let us
see how supersumption can use such additional infortnation in order to reduce

the search.
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3.6. SPEEDUP VIA SUPERSUMPTION

Suppose now that it is known that
Game(Chess)

and that
V y Game(y) A Executable(y) D Directory-of(y, /usr/games),

that is, all executable files for games are located on directory /usr/games. In
such a case, N = Directory-of(z, /usr/games) is a ramification of G, and the goal

G’ = 3zDirectory-of(x, fusr/games) A Filename(z, Chess) A Executable(z)

is the obvious reordering of 3z(GAN), where G = Filename(z, Chess)AExecutable(z).

In constrast to the other two conjuncts, Directory-of(z, fusr/games) asks for in-
formation that is directly available to a typical system, that is, the solutions to
it can be enumerated with cost proportional to the number of solutions to the
conjunct. Typically, a directory will contain O(10?) files, and thus

Cost(Solving(G')) = 10+ 1+ 1 =~ 10

A speedup of three orders of magnitude seems quite large, but for such a problem it is not
unrealistic — an unreasonable goal was given to the system. Using available information,
one is able to reformulate such a goal to yield much more reasonable one. If all goals given
to a system were formulated in the optimal fashion, there would be no need for many sorts
of optimizations. Indeed systems would have to be far less robust. But, it is for precisely
such badly stated goals that techniques such as supersumption are needed — to allow a
problem-colving system to handle a wider range of goals with acceptable speed.

The above examples contained only a single variable. In addition, the additionzl constraint
was added in front of the first conjunct of the original query G. In general, however.
there may be many variables, and the additional constraint A need not appear as the first

conjunction in order to act as a generator for some variable z;.

3.6.3 Additional Restrictions on Arguments

A related way in which ramifications can help in generation is by restriction of additional

variables on a given database lookup.
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Example 3.9 Suppose W contains ground formulas of the form

Teaches({Instructor}, {Subject), (Hour), (room)), (26)

M N

and the following query is posed:

Nl A A

G = JF43rTeaches(i, Math, 1pm, 7). (27)

If it is known (or can be derived) that Fred is the only teacher of afternoon math
courses, i.e.,

V i, h Teaches(i, Math, h, r) A Afternoon(h) D i = Fred (28)

e T

then one instead can look for tuples of the form

P

G' = IrTeaches(Fred, Math, 1pm, r). (29)

If the Teaches relation is indexed on its first argument, the constraint that
i = Fred can result in a large speedup in enumerating solutions. If the first
argument is the only argument indexed, then G requires scanning all tuples of
the Teaches relation. G’, on the other hand, requires scanning only those tuples
with Fred in the first position.

Even if other arguments of the Teaches relation are indexed, G’ can still be
cheaper than G. For example, if the second argument is indexed, one would
have to scan all Math classes to solve G, a set that would typically be much

larger than the set scanned in solving G', the set of classes that Fred teaches.

Query improvement via restrictions on variables is discussed thoroughly in King [44] and
by 1i. 5. Chakravarthy [12,14,13]. Note also that equality is not the only useful restriction
that can be found. If the set of tuples for a given relation are sorted according to some
ordering of one of its arguments (a “sorted index”), then finding some restriction on the
range of values for this argument can also allow for a speedup. Again, see King [44] for
many such examples.

3.6.4 Ramifications as Filters

Besides helping to generate fewer possibilties to test, knowing ramifications can reduce the

expense of finding answers in by filtering partial answers. Consider a goal

G = Jz3IyA(z) A B(z,y).
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3.6. SPEEDUP VIA SUPERSUMPTION 69

In order to find the answers to such a goal, the set of z’s for which A(z) holds is generated
and then for each of these z’s, the set of y’s for which B(z,y) holds is generated.
Suppose now that some ramification N = N(z) is derived for G. Consider the modified
(and reordered) goal
G’ = 3z3yA(z) A N(z) A B(z,y).

If N(z) reduces the number of z’s to consider, then one can avoid generating the set
of possible y’s for each of the z’s eliminated from consideration. Note, of course, that the
proper reordering of the conjuncts A(z), B(z,y), and N(z) is necessary to take advantage
of any possible speedup.

Restating the above, let a is the number of z’s for which A(z) holds and b be the average
cost of finding all y’s for which B(X, y) holds, where X is an arbitrary ground term. Then,
without using N(z) as a filter, O(ab) pairs of values must be considered for the ordered
conjunction 3z3yA(z) A B(z,y), that is

Cost(Solving(G)) = Cost(Solving(A(x))) + ab. (30)

Assume now that N(z) holds only for some fraction % of the « answers for A(z). Then, for
ordered conjunct G’ = A(z) A N(z) A B(z,y),

Cost(Solving(G')) =
Cost(Solving(A(2))) +

aCost(Solving(N( X)) +

ab

n

In other words, only % of the pairs (z,y) that were considered for G need be considered for
G’. By filtering one generated sel first, the size of its cross product with another set has

been reduced.

Example 3.10 Suppose we are looking for the set of radical staff imembers of

presidents, that is,

G = JzdyPresident(x) A OnTheStaff(«. y} A Radical{ y). (31)

In order to find the pairs (z, y) satislying this formula, we would have to generate
the 40 2°s for which President(x) hold, and thea for each of these 10 presidents

we minst generate the say A people for whom OnTheStaff(u, y) holds, for some

LN PR Oy
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£
i
. y. Finally, Radical{y) is looked up on (z,y) pairs already generated. It generates
Y no new pairs (although it may eliminate some old pairs), so in total, 40/ pairs
L] . .
1 of values will be considered.
'
¥
i
Lookup Number of Values Generated
President(z) 40
OnTheStaff(z,y) K (32)
\ Radical(y) 1
)
Product 40K
i
: Now, suppose W contains the proposition “Only a Democrat would have a
\ . . .
f radical on his staff,” that is,
K
A Y u,v [ Radical(») A OnTheStaff(u,v) D Democrat(u)]. (33)
Since Democrat(x) is a ramification of G, consider the new ordered query
; G’ = Jr3yPresident(z) A Democrat(z) A OnTheStaff(z, y) A Radical(y). (34)
)
. It is true that all 40 presidents must still be generated, but only 6 of the 40
\ presidents have been Democrats.® Thus, the ramification Democrat(z) filtered
: the set of 40 presidents to only 6 Democratic presidents. By doing the filtering
] hefore generating the cross product of  and y, we generate only 6K rather than
' 40N pairs as shown in Figure 35.
b
! Lookup Number of Values Generated
! President{z) 10
Democrat(x) %
o OnTheStaff(«, y) N (35)
‘\ Radical(y) 1
. Product O
| Figure 9 illustrates how filtering works in this example. The presidents are
along the o axis, and the vertical lines represent he staff members of cach of
the presidents, To solve G’ only the bold vertical lines are needed. whereas to
]
solve Goall =407 vertical lines are needed,
V'T\\m)tlnr);v’ \\Tilr\')inrhf'».ﬂli) Rf)r;r_'\'_r-l—r‘ ILH‘( vS Troman Yabu I Reoancde, Lvndon B Iohnson, and Timms
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Staff

President

Figure 9: Using a Ramification as a Filter

Note also that the ramification Democrat(z) would be a terrible generator in
this example. Since there are many, many more than 40 Democrats, trying to
use the ramification Democrat(z) as a generator would have generated this huge

set before using President(z) to reduce the set to only 6 Democratic presidents.

3.7 Summary

This chapter has defined ramifications, conditions that must accompany the achievement
of a goal, and supersumption, the reformulation of a goal to include additional constraints
such as ramifications. One purpose of finding and using ramifications is to widen the set
ol heuristics known to be applicable to a goal. Viewing goals as being partial descriptions
of states, ramifications help complete the state’s description thereby making a potentially
larger set of heuristics directly applicable.  Alternatively, ramifications, acting cither as
filters or generators of goal reductions, can reduce the size of the search space in which
solutions might be found. As a filter & ramification is a formula that can be evaluated
for a given goal, and if false. the goal can be imuediately pruned. As a generator, the
ramification is used as a source of potential goal reductions; if it is significantly cheaper
to generate solntions via the ramification than via the original goal, an overall «avines can
result,

There has heen a good deal of work related to supersumption, finding ramifications,

and the mechanisims by which supersminptions of a goal can be cheaper to solve than the
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IR W

original goal. The related work will be discussed that the end of Chapter 4, which discusses
procedures for finding ramifications of a goal.
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Chapter 4

Finding Ramifications

4.1 Introduction

Chapter 3 defined ramifications and showed how they can reduce the size of a scarch space.

This chapter considers the problem of generating ramifications, that is,

Given a database W of facts and a goal G, what procedure P will enumerate

formulas N such that
W k= Vz;...Vz, (GO N), (36)

where G is assumed to be in prenex-conjunctive normal form! with matrix Ga
prefix Oz, ...0z, and such that y, C {z1,...,z,}, where yn is the set of free

variables of N.

For any such procedure P, we must consider a number of factors. First, how efficient
is P? Second, is P sound and complete, that is, for a given W and G, wiill P eventually
generate all N for which (36) holds and none others? Third, does P lend itself to caching
its results for use in finding ramifications on other goals?

Four procedures will be considered for generating ramifications:
1. Lexical Generation of Ramifications (P, ),
2. Natural Deduction on Subgoals (Pwat),

3. Resolution on Goal Clauses (Pre: ), and

"Prenex-disjunctive normal form is also acceptable. See Manna [57) for presentation of prenex: conunetive
and prefix-disjunctive normal forms. The important result is that every sentence of fisst-order predicate
caleulns can be converted to a logically equivalent sentence in prenex-conjunctive (ot in prenex-disjunctive)
normal form in thne proportional to the length of the formula.

Actually, a shightly weaker notion (defined in Section 4.5) of completencss suffices and will be weed here,

i
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4. Resolution with Partial Subsumption (Pgrps).

The first two methods, Pr., and Ppq:, are sound and complete, but terribly inefficient;
they are briefly presented to show that soundness and completeness are easily achieved, but
in and of themselves, these procedures are of little interest. The remaining two methods
are based on binary resolution [76] under the set of support restriction [105]. The use of
resolution in these two procedures differs from the usual use of resolution. Traditionally,
resolution has been used as a refutation technique, that its, a technique for showing that a set
of sentences is unsatisfiable. Prgs and Prps use resolution as a deduction technique, that
is, 2 way to find logical implications of a given sentence (Section 4.5 contains a discussion
on the motivation for such usage of resolution.) Prgc is a straightforward use of resolution
as a forward inference technique. Soundness and completeness results are proven for Prgc
in Section 4.5. Prpg is a less obvious and superior way in which to find ramifications.
Prps derives ramifications via resolutions on the world model W, but restricts the allowed
resolutions via a restriction defined in terms of the goal G. Prps allows different goals to
share their searches for ramifications, and even without such caching is identical in efliciency
to Prge-

Complexity of Finding Ramifications For arbitrary first-order formulas, the complex-
ity of finding ramifications is bound by the limitation that the set of ramifications of a goal
is recursively enumerable, but not recursive. A procedure such as Pr., is such an enumer-
ation procedure, but there is no procedure to decide in finite time whether an arbitrary
formula is or is not a ramification of a given goal. It is easy to see this: If there were such a
algorithm, one could decide whether a given formula N is a ramification of the goal “true”,
that is, whether or not
W E N,

a known impossibility. Thus, one can enumerate all ramifications, and one can determine
in a finite (though unbounded) amount of time that a given formula is a ramification of a
given goal and world model, but one cannot in general determine in a finite amount of time

that a given formula is not a ramification of a given goal and world model.

4.2 Lexical Generation of Formulas (Pp.;)

One sound and complete but very inefficient method of generating all ramifications of a goal
is to systematically generate every possible well-formed formula (wff), checking each one to

see if it is a ramification of the goal G. Procedure PL.; is an outline of such a procedure.
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4.3. NATURAL DEDUCTION ON SUBGOALS (Pnar)

- (0) Procedure Pr.c v
: (1) ¢ — 0 (* number of candidate wffs so far *) E
' (2) for | « 1 to oo do (* length of wff *) f
) (3) F — {f | fis auwff oflengthland contains free variables xo C x } N
' (4) for each f € F do : ]

: (5) B. «— WUCNF(~(Vz;...Vz, (G D f))) ]
¥ (6) ¢« c+l '
(7) fork « 0 toc do .
(R) r «— result of a resolution step on By (if possible) -

(9) if 7 = NULL then output(f;)

It is easy to see that Pr., is complete. There are a finite number (modulo variable

names) of wifs of a given length and quite simple to find an algorithm for generating them

all in a finite length of time. Such an algorithm is assumed in Step 3. Steps 4-6 set up

Y

the base set for checking (via resolution) whether a given wff f. is a ramification of G. \

Finally, Steps 7-9 performs a single resolution step on every candidate wff f generated so

> -

far, outputting any f for which

Wk Vor...¥e, (G5 f). (37) ¢

. Note that since a procedure checking a given f will not necessarily halt there must be

interleaving of the checking of formulas of a given length with generation and checking of

-,

formulas of greater length. Procedure Pr.; guarantees that every candidate wff f eventually

reccives an unbounded number of resolution steps in attempting to prove (37). Thus it is

2 o

. guaranteed that for a given f, a proof of (37) will eventually be found if one exists.

Procedure Pr.,, while sound and complete, is a very poor method of generating ram-

e

ifications. Its failing is that it does not use the problem at hand in guiding its search for

ramifications. nor does the procedure seem casily ammenable to such guidance. In order to

make the procedure he responsive to the problem, the subgoal and known facts themselves

-]

must be used to guide the search for possible ramifications.

4.3 Natural Deduction on Subgoals (Py )

Probably the best known examples of deductively complete? systems for fivst-order predicate bt

calculus are various natural deduction schemes, for exaimnple, the Gentzen system presented
pie, \ ]

- e B

*Deductive compleleness is to be carefully distingnished from refutation completeness. A system s de-

ductively complete if {or any proposition entailed by a sct of propositions, there exists a deduction of that 5
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CHAPTER 4. FINDING RAMIFICATIONS

in Manna [57], page 108. Let us suppose a world model W consisting of a finite satisfiable

set of closed well-formed formulas of first-order predicate calculus. Let G be a closed formula

in prenex-conjunctive normal form with matrix G and prefix Oz, ...0X,.

The procedure Py, follows. Note that Step 2 is only partially specified. Even though

the natural deduction system is complete, nothing has been stated about controlling the

: natural deduction steps. To insure that every possible ramification is eventually deduced,

W there must also be a control strategy guaranteeing that every possible proof will eventually i
$ be tried. ‘
The Py, Procedure:

- Replace Variables z,,...,z, of G via substitution ¢ with a set of new and distinct

constants Xq,..., X,.

2. Apply Natural Deduction Rules to WU {aa}

N 3. Backsubstitute: For any formula N’ deduced, return N = Vy; .. .Vy,(N'o~1), where §

{%1,.-.,yn} is the set of free variables in N'g—!.4

e - e

The replacement of the variables z; ..., z4 by new constants is needed so that the natural

deduction will not deduce “ramifications” that are not true for all values of the variables of

’ G in the formulas deduced. Since these constants are arbitrary, any formula N deduced is

entailed for all values of z,,...,z,. By soundness of the natural deduction system, for any

S -

® .
> formula N’ derived,
¢

W,Go =N

and by the Deduction Theorein,

i ~

:?'. W E (Go D N).

Iy The inverse substitution 6! can be applied to nz to regain the original free variables 21,..., 7. 3
: Prar is a complete method for finding ramifications of a subgoal. It is far better than .
f; Pres in that it is guided by the database W at hand. However, it is still lacking an essential '
;; feature - it is not sensitive to the act.ua.l goal at hand, that is, it will just as readily find ) :‘
: implications of two random facts in the database as it will combine known facts with the

goal in order to produce ramifications that depend upon the goal. But, The ramifications

of most interest are those which depend upon the goal.

proposition. A system is refutation complete if “false” can be deduced from every unsatisfiable set of formu-
las. Resolution is refutation complete, but not deductively complete. For example, given a set of formulas ]
[ {a, ~a V b}, resolution cannot derive the formula bV ¢ in spite of the fact that {a, ~a V b} entails bV c. )
X *It is assumed. without loss of generality, that the set of variables of N’ and of G are disjoint. If not, the

names of free variables of N’ must be changed.
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4.4. DEFINITIONS FOR RESOLUTION-BASED FORWARD REASONING

In order to find ramifications that are consequences of the goal rather than the database
alone, the search must be restricted to those formulas that depend upon the goal for support.
Although we could constrain natural deduction to make only those deductions, it is easier
to do so using resolution.®

4.4 Definitions for Resolution-Based Forward Reasoning

The Prec and Prps procedures use binary resolution [77] to generate ramifications. In
presenting the two procedures, the definitions and terminology of this section will be uscful.

In the rest of this chapter, it will be assumed that W consists of a finite set of clauses,
each clause being implicitly universally quantified over each of its variables. Recall that a
resolution refutation

Recall that a resolution refutation begins by creating the base set, that is, WUCNF(-G),
where CNF(f) is the set of clauses in the conjunctive normal form of f. It will be assumed
that unless otherwise specified, all set of support deductions® have CNF(-G) as the initial
set of support. Each clause C in the set of support is the denial of the conjunction S =
3y; ... 3y.~C, where {y1,...,yc} is the set of variables in C. S can be viewed as a goal to
which the original goal G has been reduced, that is, if we can find a solution to S we would
also have a solution to the original goal G.

Example 4.1 Suppose w; = ~Zebra(z) V Striped(z) € W and G = Striped(z).
CNF(-G) = { - Striped(z)} and via resolution of this clause against w;, the
clause —Zebra(y) would be derived. -Zebra(y) is the denial of the subgoal
JyZebra(y) to which we have reduced the original goal G.

The Extended World Model W* is the set of all clauses from W, all clanses with all
its parents in W*, and no other clauses. In other words, W* is all clauses derived strictly
from W. and as such, for all w € W*, W = w.

The Goal Set G* includes CNF(=G), any clause with at least one parent in G™. and no
other clauses. G* is synonymous with the set of support obtained by starting with CNF(-G).

Given the above definitions, every deduction step on base set W U CNF(=G) fits into

exactly one of the following classes:

*Use of a natural deduction. as opposed to a resolution-based system, does not proclude nsing the goal
in directing the scarch. See, for example, Boyrr and Moore [7,6] or Bledsoe [1]
®See Section 2.4 for definitions of xet of support and set of support deduction.
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78 CHAPTER 4. FINDING RAMIFICATIONS

1. WG Resolution - a resolution between a clause of G* and a clause of W* yielding
g a new clause of G*. !

o : 2. GG Resolution - a resolution between two clauses of G* yielding a new clause of G*.
3. G Factoring - factoring a clause of G* yielding a new clause of G*.

3

N

: 4. WW Resolution - a resolution between two clauses of W* yielding a new clause of s
; A" Al P

5. W Factoring - factoring a clause of W* yielding a new clause of W*.

:e Standard problem solving techniques can be viewed in terms of these resolution types. ‘:
:: Backwards Reasoning (Goal Reduction) consists of GG and WG Resolution and G Factoring ;
X Steps. Forward Reasoning from the known facts of a problem consists of WW Resolution ¢
2 and WW Factoring Steps. Because most problems are such that goal reduction techniques .
o search a smaller part of the space than forward reasoning from the known facts, we often !
' restrict ourselves to backwards reasoning techniques such as the set of support strategy (of .'
:: which backwards chaining is a special case). While generation of ramifications is a form of :
! forward reasoning it differs from the common usage of forward reasoning in problem solving .
:. in a crucial way: Rather than reason forward from the known facts for an entire problem, N
,:% ramifications are generated by reasoning forward from goals created in the course of goal .:
f" reduction. :‘
K y
;’:‘ 4.5 Resolution on Subgoal Clauses (Pggc) A
i o
:s Procedures Prge and Prps are based upon binary resolution [77]. Traditionally, resolution :',
x:: has been presented as a method for refutation of a set of clauscs, that is, a proof that the set f
of clauses is unsatisfiable. Such a view is reinforced by resolution being refutation complete,
;" but not deductively complete — resolution can deduce false from any unsatisfiable set of
K’ clauses, but cannot deduce all sentences (or even all clauses) entailed by a set of clauses. N
; In practice, however, resolution is very useful as a deduction rule as well. As was '
f discussed in Chapter 2, goal-directed backwards reasoning can be performed via the set '
:: of support restriction on resolution. Further ordering of the allowed resolution steps gives ’ ’f
kY depth-first, breadth-first or other search belhavior. The main reason that resolution is useful :‘
‘.: in spite of its lack of deductive completeness is simple — the . entences entailed by the base :‘:
R set but not deducible using resolution are generally not of interest. As was seen in Chapter 2 )
- and as will be seen in the following scctions, if resolution cannot derive a proposition P, .
' b
."A
\]
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4.5. RESOLUTION ON SUBGOAL CLAUSES (Prcc) 79

it can derive a set of clauses which together are at least as useful as P. In backwards

reasoning, useful will mean weaker, and in forward reasoning stronger.

The RGC Procedure Let G be a closed formula in prenex-conjunctive normal form with
matrix G and prefix Oz, ...0z,. Procedure Prge is as follows:

1. Replace Variables z,,...,z4 of G via substitution o with a set of new and distinct

constants Xy,...,X,.

9. Perform Set of Support Resolution’ on base set W U {Go} using the conjuncts
of Go as the initial set of support.

3. Backsubstitute: For any formula N’ deduced, return N = Vy; ...Vy,(N'c~!), where

{¥1,.--,Ya} is the set of free variables in N'¢~1.8

Let us illustrate Prge with a simple example:

Example 4.2 Let G = 3z3y(A(z) A -B(z,y) A C(y)) be the original goal, and
let W = {-A(2) V E(z,v) V =D(z,v),~D(q,7) v =C(r) V H(r,s),I(t)}.

1. Replace Variables: Let 6§ = {z — X,y « Y} vielding GO = A(X) A
~B(X,¥)AC(Y)

2. Perform Set of Support Resolution on base set WU{A(X),-B(X,Y),C(Y)}
and initial set of support {A(X),~B(X,Y),C(Y)}. The resolution steps
in the deduction tree below illustrate the derivation of the clause N’ =
E(X,Y) VvV H(Y,m).

E(X, YV V H(Y, m)

~A(n) V E(n, Y) VH(Y, p)

WA(2YVE(z,vYV -D(z,v) SD(q.r) v -C(r) VH(r, &) C(Y) A{X)

3. Backsubstition into E{(_.X, Y )VH(Y, m), yields the ramification N = YmE(z, y)v
H{y,m).

"Sce Section 2.5.1 for definition of resolution, set of support, and deductions.
81t is assumed, without loss of generality. that the set of variables of N’ and of G are disjoint. 1 not, the
names of frec variables of N’ inust be changed.
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80 CHAPTER 4. FINDING RAMIFICATIONS o

As was the case with Py, replacement of the variables of G’s prefix prevents the res-
olution steps from deriving ramifications that are ramifications for any values of the free Wy
variables of G. For example, consider a goal 3zA(z) and a world model W containing the (XY
clause -A(4) v D(4). Without substituting some new ground variable for the z in A(z), one o)
might think that D(4) is a ramification of A(z). Indeed it is not, since )

~A(4)V D(4) [ Yz (A(z) D D(4)). o

4.5.1 Soundness of Prge 2

The soundness of Prge is an immediate consequence of the soundness of the resolution e
procedure. N

Theorem 4.1 (Soundness of Prgc) For any goal G, if Prge returns N then N is a rami-
fication of G.

Proof: Prgce starts with base set W U Go. Note that since Go is a set of
ground clauses, it is already in conjunct normal form. By the soundness of the ! :'_
resolution and factoring rules (See, for example, Theorem 5.1, page 72 of Chang [
and Lee [15]), we know that any clause N’ derived via the resolution procedure "‘;‘
is a logical consequence of the base set, i.e., X

WuUGe | N, (38)
or by the Deduction Theorem, N0
W E Go O N (39) ok

—\1
-
Since o is a ground substitution to arbitrary constants that do appear in W, L4

R

W E Goo ' D Nol,

-
>
!

M

and
W h ‘v’xl...Vmg(a :)Vyl ---Vyn(N’g_l))a '

or finally,
Wk Vo, ...¥z,(G D N). .
)
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4.5. RESOLUTION ON SUBGOAL CLAUSES (Prac) 81

4.5.2 Completeness of Prge

The following theorem is the basic completeness result for Prge:
Theorem 4.2 (Completeness of Prge)® Suppose we are given

1. W, a satisfiable set of clauses, implicitly universally quantified
2. G ={g,.-.,8}, a set of ground literals, and

3. N=n1 V...Vny,, a clause with variables {y1,...,Ym}

such that W | (g A...Ag,) D Vy...VymN and such that W [£ N, then there ezists
a set of support deduction of clause M from base set W U G with initial set of support G
such that M subsumes N.

Proof Since W = (g; A...Ag,) D Vy1...Vyn N, then for new and distinct
constants Y1, ..., Yy, and substitution § = {y; — ¥1,...,¥m — ¥Yn}, it must be
that WUG E N6. Thus, the set WUGU{=n,0,...-n,,0} is unsatisfiable, and
by Herbrand’s Theorem, there exists a finite set C of ground instances of the
above set that is unsatisfiable. Let C,, be the set of ground instances of clause
of W ihat are in C, and similarly define C; C G and C,, C {-m0,...-nn,0}.
By hypothesis, W }£ N and therefore W [£ N6, since the Y; are arbitrary. Thus
C,, U C, is satisfiable, and so there must exist a set of support refutation of C
from initial set of support C,. By Lemmas 2.12 and 2.13, this refutation can be
converted to a set of support deduction of a clause M’ with base set C,, U Cy,
initial set of support Cg4, and such that M’ C N#. We now use the Lifing Lemma
to build another deduction in which the clauses from C,, are replaced by the
corresponding clauses from W. This builds a set of support deduction of a
clause M from W U G and initial set of support G, and such that Mp = M’ for
some p. So, we have Mp C N§, but since 8 is invertible (i.e., the Y; are distinct),
M¢ C N, where ¢ = pf~1'. Thus, there exists a sct of support deduction of
a clause M from base set W U G, initial set of support G. and such that M

subsumes N. §

The above result does not say that Preger can deduce any ramification of any conjunctive
aoal. Instead, it says that if it cannot deduce that ramification, it will deduce one that is

at least as powerful. Before discussing this, a word on clausal forni is in order:

>This theorem, though found independently, is a variation of theorems proven by Lee {50} and Minicozzi
and Reiter [70]. Sce Section 4.8.8.

[ e " n R

v g 8¢ Uy 79 079, 8% QO na Ve, Q \ O 0 ) N
R R R ) ‘d"-’..’\'t‘n’.'-‘!‘n"-’-'“u‘.':‘.'n‘:‘n".'t'*‘l".'t‘.'l"'l"'.‘. U DA O I.:‘l‘o WG !‘l

Wty o.l‘l, X ’

3

-

v P
+ ¥y

‘e

e,



82 CHAPTER 4. FINDING RAMIFICATIONS

An arbitrary formula is not necessarily equivalent to its conjunct normal-form. The lack

of equivalence arises due to Skolemization.

Example 4.3 A(K) is a conjunct normal-form for the formula 3zA(z), where K
is a Skolem constant. Suppose the domain is the set of natural numbers and A(0)
is valid, but ~A(y) for all y > 0. Then A(K) is false under any interpretation
in which K is assigned a non-zero constant, but 3zA(z) can still be true under
such an interpretation.

Note also that the conjunct normal-form for a given formula is not unique — one can
choose any new name for Skolem functions.

What Theorem 4.2 says is that for some way of converting an arbitrary formula N to
conjunct normal-form, Prge can derive a set of clauses N’ such that each clause in the
conjunct normal-form of N is subsumed by a clause of N'.

One might question whether finding a subsuming clause is of value. After all, the original
goal itself is “at least as powerful” as the ramification in the sense that the necessasry
constraint can be derived from it. It turns out, however, that subsumption is just the
desired relationship between an arbitrary clause N and a clause N’ derived by Prgc. The
subsumed clause N can differ from N’ only in (1) having more disjuncts (literals), and
(2) having some variables in N’ replaced by constrants in N. It immediately follows that
the subsumed clause N is a ramification if N’ is a ramification. It is preferable to know
that A is a ramification of G rather than that A v B is a ramification. Similarly, it is
preferable to know that VyA(y) is a ramification of G rather than to know only that A(4)
is a ramification of G. Stated differently and only slightly inaccurately, Prgc does can find
arbitrary ramifications; it simply eliminates unnecessary variable bindings and unnecessary

disjuncts.

4.5.3 Caching the Results of Pprge

In performing goal reduction on some goal G, it is likely that one will encounter many
similar subgoals. In terms of resolution, many clauses in the set of support will have sets
of literals in commen.!? As a result some of the ramifications of one subgoal clause will

often be the same!?

as the ramifications of other clauses; it would be wasteful to generate
these ramifications from scratch for each similar subgoal clause. In addition, it is usually

impossible to compute all the ramifications of a subgoal. For a given subgoal clause it is

"Modulo variable names
1 Again modulo variable names
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4.5. RESOLUTION ON SUBGOAL CLAUSES (Pgrac) 83

desirable to store the results to date in order to begin the search anew sometime later. As
will be seen in Section 4.7, a third reason to cache ramifications is that subgoals of a goal
usually inherit all the ramifications of that goal.

Fortunately, there is a straightforward way to cache such results, namely, in W itself.
By definition, if clause N is a ramification of conjunction G = Gy A...A Gg, then

WE -G V...VaGy VN,

and so =G; V...V =G4 V N can be added to W.
If the ramification follows from a proper subset G’ of the conjuncts of G it is preferable
to note this fact in W via a clause =G’ v N instead of -G Vv N.

et us refer to G’ as a foundation of N, that is,

Definition 4.1 For a conjunctive goal G and a clause N, where N is a ramification of G, a
a foundation of N is any subset G’ of the conjunction G such that W | -G’V N.

One would like to require a foundation to be minimal, that is, that no subset of a foundation
is also a foundation of that ramification. Unfortunately, the problem of determining whether
a given foundation is minimal is semi-decidable, and minimality will not be required in the
discussion that follows.

A given deduction of a ramification N from a goal G may not involve all of the conjuncts
of G. While minimality is too strong a condition to require, it is easy to note only the
conjuncts of G that were actually needed in the given deduction of G. To do so, Prge can
be modified to record such a foundation of each ramification deduced. Let us notate the

foundation of a clause i as F;. The modified procedure is:

I. Replace Variables z,....,2, of G via substitution o with a set of new and distinct

constants Xy,...,.X,.

2. Record Initial Foundations of clauses from W and literals of Go. Vor every

clause w of W, [, = {}. Tor every literal g in Go, F, = ¢.

3. Perform Set of Support Resolution on base set W U {@0} using the conjuncts of
Ga as the initial set of support. For each clause n deduced, if n Las only one parent .

then I, = I,. If n has parents p and ¢, then I, = F, U F,.

4. Backsubstitute: For any formula N’ deduced, return N = Vy, .. . Vi, (N'o™!), where
{y1,. ... ya}is theset of free variables in N'a =1, In addition, the clause ((\/ - [y )W)

may be added to W, where ¢ is a uniforin renaming of the variables in '/ ~Fn/) V N.
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. i
i)
o
F:"
[N
Example 4.4 Suppose we are given :::
~ "
G = {A(y),B(y,2)} W
wy = =A(m)VC(m,n) o
: &
wy = ~C(o,p)V D(o) W
o
wy,wy € W, . :;?
4
l..
The substitution {y — Y,z — Z} is used to replace the variables of G. When KN
Prcc generates Ny = C(Y,n), Fn, is {A(Y)} so ~A(q)V C(g,7) can be added to
W, where ¢ and r are new variables. Similarly, upon generation of N; = D(Y), 2
—A(s) V D(s) can be added to W. o
4.6 Resolution with Partial Subsumption (Pgpg) o3
S
The Prgc Procedure of Section 4.5 takes a conjunction of literals G = g; A ... A g, and “
reasons forward from it in order to generate ramifications. Unfortunately, G does not appear o
in the normal course of resolution (or resolution-based residue techniques); its nega*ion,!? "
the clause C = -G appears in the set of support. In order to use Prgc a new base set :‘.’,
Brgc = W U ~Co must be constructed (where o is a substitution replacing variables of G ;f:‘
LS
with new and distinct constants) on which to perform resolution. e
By a slight modification of Prgc backward reasoning (goal reduction) and forward %
reasoning {generation of ramifications) can be performed without re-negation of goal clauses :::?
and using the same resolution inference engine. The modified technique will be called ‘::
. . R (W
“Resolution with Partial Subsumption™® or Pyps. s':
Prps is a severely restriction on set of WW-Resolution and W-Factoring steps, gener- W
ating the same set of ramifications ramifications as were generated by Prge. Instead of o
directly generating the ramifications as does Prge, Prps generates clauses of the form , :.1:
0
P=¢V...V¢, VN V... Vn,, ":‘:
i‘:“i
where Pc = ¢; V...V ¢, subsumes the negation of a G and Py = n; V...V n, is a . -
‘.
ramification of G. As stated above, if resolution is being used for goal reduction (as in X
4
Resolution Residue), the conjunct G will not explicitly appear, but rather its negation. § ‘:‘
A%
'2More accurately, the disjunction of the complement of each of its conjuncts. ’:‘L
13The name “Partial Subsumption” has been used to show the similarity to Chakravarthy’s use of the N
same term (Chakravarthy (12,14,13)). )
l:.‘
o
.{‘i
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4.6. RESOLUTION WITH PARTIAL SUBSUMPTION (Prps) 85 ly

Example 4.5 Suppose W contains clauses ~AVB and -BVC. Given G = AAZ, iyt
Proc it negates the clause -A V —Z that actually appeared and derives the 's‘,‘?
R ramification C. In contrast, Prps simply resolves the two clauses of W* together 3.4
producing a new clause -~A V C stating that C is a ramification of any subgoal o
containing the conjunct A.

The above scheme has the advantage that the same database can be used for both Liet
forward and backward reasoning. In addition, if the results of forward reasoning happen to @
apply to more than one subgoal, they will already be present without any explicit caching e
mechanism. Let us now explore Prps in more detail. bt

4.6.1 The Prps Procedure ®

Suppose that W is a satisfiable set of clauses, and that there exists a goal G = G A. LA G, bk
where the G; are literals. In other words, -G € G*. Let o be a substitution replacing each ol

}
variable of G with a new and distinct constant. T

The Prps procedure is stated as the following restriction on resolution as follows: ‘

For Cg € G*, Prps starts with base set W and allows any resolution (or
factoring) steps such that the resolvent (factor) contains a literal L that unifies e
with a literal of Cgo. R

Note that it is impossible that a resolvent (or factor) C have a literal that unifies with iy

a literal of Cg unless the same is true for at least one parent of C. dey

Example 4.6 Given goal G = A(z)AB(z)AC(z),0 = {z — X}and wy,.... w5 € ®
W, where R

wy = -A(z)Vv D(z) oy
w, = -D(y)VE(y) e
' wy = ~D(4)v F(4) e
wy = ~A(u)V -B(w)VH(u) X
ws = =l(v)VvA(v), Neth

Prps can resolve w; and wy and add the resolvent wg = ~A(1) v E(1). e
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Prps can not resolve wy; and w3 because the resolvent -A(4) vV F(4) has no %
literals that unify with a literal in ~Go. a

Prps can not resolve wy and ws because the resolvent -i(s)VvD(s) has no literals i
that unify with a literal in =Go. L

Prps can resolve wy and ws — the resolvent —l(r) v =B(r) v H(r) has a literal s
that unifies with a literal in =Go. (]

It is tempting to try to use a stronger restriction, namely that if a parent has a literal that
unifies with a literal in Cg, then the resolvent (factor) must also have a literal that unifies ]
with that literal of Cq. It turns out that this is too strong a restriction for completeness. e

4.6.2 Soundness of Pgps 1o

Prps is sound in that each clause deduced is the proof of a given ramification. ha

Theorem 4.3 (Soundness of Prps) Suppose

1. W is a satisfiable set of clauses, o
2. G =g V...V~g, € G* Q.

3. C=c¢1V...Veq is a clause deduced by Prps. N

Then there exists a substitution 8 and some non-empty C’ C C' such that C'68 C G’ and
W = (A(=C) o V(€ -C).

Proof: The proof is quite straightforward. Let ¢ be the substitution replacing
the variables of G by new and distinct constants. Since Prps performs resolution .“::

)
on base set W, any clause C generated by Prps is such that W | C. So, for e
any C' C C, 1::‘.!

W E (A(-C) D V(¢ -C). :

Furthermore, since cvery clause C generated by Ppps contains at least one N
literal that unifies with a literal from G’o it is gnaranteed that there is some '..\.;_

substitution 8 such that at least one of the literals in C'8 is a literal of G'. Thus, N

C' need not be emptv. 1 ®
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M

4.6.3 Completeness of Pgrps o
The basic completeness result for Prps is similar to that for Prgc — not every ramifica- l%
tion N can be deduced, but ramifications that subsume every clause in a conjunct normal E"
. form of N are deducible by Prps. In addition, the deduced clauses tell which conjuncts a
of G were needed for the deduction. ’ ~ N
The completeness result for Prps is Theorem 4.7, but prior to proving it, some prelim- :§

‘ inary results are needed. ::.
) 1
Lemma 4.4 (Bubble Lemma) Suppose that D' is a binary resolvent of clauses C{ and C3. .
Suppose further that Cy = Ci¢7'UM and C, = C4d3" UN for some substitution ¢y and ¢, ‘ “
and sets of literals M and N. Then Cy and C (or factors of Cy and/or C3) have a binary 3
resolvent D such that for some 8, D' C D@, and D8 — D' C (M U N)6. ‘:
b

Proof By the Lifting Lemma (Lemma 2.4), the clauses C47! and C2¢;' (or x
facotrs of these clauses) have a resolvent Q such that D’ is an instance of @, that ‘

is, for some substitution 8, Q0 = D’. The addition of literals M to clauses C1¢7 1 :j;

and N to Cy¢;' does not change the fact that 8 is still an mgu for literals :\

in C107 1 and Caoy ! and thus clauses C; and C; (or factors of these clauses) L

must also have a resolvent D via mgu 8. All literals present in @ will also be ::
present in D, so D' C D#. The additional literals of D will be from (M U N)f. .‘

so D8 — D' C (M U N)8. Note that some of the literals of (M U N)@ might he :
identical to literals of @, and thus it is not correct to say (D — (M UN))d = D'. g

3 '.:-

\

Lemma 4.5 (Bubble Lemma (Factoring)) Suppose that D' is a factor of clause C'. ‘c‘.
Suppose further that clause C = C'o~ UM for some substitution ¢, and a set of literals M. ::t
Then C' has a factor D such that for some 8, D' C D8, and D8 — D' C M6. ‘.‘
X

Proof By hypothesis, there exists some substitution p, a most general unilier ::

of two or more literals of C’'. Since (C'— M)y = C’, it must be the case that :E

the substitution @p unifies two or more literals of C', and thus D' C Dgp and '.:‘

. Dpp — D' C Mpp. Even if @p is not an mgu of the subset of literals from (. ‘
the existence of p implies the existence of an mgu @ with the above properties. E:

] ‘:E

)

Theorem 4.6 (Bubble Theorem) Let M le « satisfiable set of clauscs and U be a sal- ."!
isfiable set of unit clauses such that there exists a set of support deduction D of a clause N’ :,f
3
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Jrom base set MUU and initial set of support U. Let S be the smallest subset of M contain-
ing all ~lauses with a literal L such that ~L unifies with some v € U. Then there ezists a

set of support deduction of a clause C = NUP from base set M and initial set of support S,
where

1. N’ is an instance of N, and

2. P subsumes the clause P' = \/ -u for all u € U.

Proof: Since U is satisfiable, no two clauses of U can resolve against each other.
Therefore every clause from U in the fringe of D is resolved against a clause of M.
Consider a new deduction tree D’ with a fringe Fringe(D’) = Fringe(D) - U. For
every subtree of D, there will be a corresponding deduction, i.e., subtiee of D’
for which the theorem holds. The proof is by induction on the height n of the
subtrees of deduction tree D'.

Base Case (n = 1): Since D is a set of support deduction using nodes from
U as the initial set of support, every clause m in the fringe of D’ is a clause that
resolved against a clause of U in D. Thus the clause m contains a literals whose
negation unifies with some u € U, In addition, m = nUp, where p is a singleton
set that subsumes P’ (in other words, p contains the literal that resolved against
the unit clause of U), and nf = r, where r is the resolvent of m and a clause
from U in D.

Induction Step (n = k): Assume that the theorem holds for all subtrees
of height k — 1 or less. Each subtree of height k was created either via a binary
resolution or via a factoring step. If the step was a binary resolution step, by
Lemma 4.4, there exists a resolvent C = N U P such that (1) the corresponding
node in D is an instance of N and (2) there exists a substitution @ such that
Pos C P'. Since by hypothesis at least one of the parent clauses of C was in
the set of support, then so is C'. Simlarly, if the step was a factoring step, then
by Lemma 4.5 and a similar argument, the factor is in the set of suppport, the
corresponding node of D is an instance of some of the literals of the clause, and
the remaining literals subsume P’. 1

The major result of this section can now be stated and proven:

Theorem 4.7 (Completeness of Prps) Suppose

1. W 1is a satisfiable set of clauses,
2. G =g, A....Ag, is a conjunction of literals. such that W U {G} is satisfiablc,

BSOOKRICN] QOOUIOUCIONRO A .
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4.6. RESOLUTION WITH PARTIAL SUBSUMPTION (Prps) 89

3. N=nyV...Vn, is a clause and a ramification of G given W, and such that W }£ N,

There ezists a set of support deduction D of a clause M = Mg U My from base set W and
initial set of support S, where

1. Mg subsumes G,
2. My subsumes N, and
3. S contains ezactly those clauses of W having a literal | such that -l unifies with

some g;.
4. FEvery non-fringe clause in D contains at least one literal | such that -l unifies with

some g,.
Proof:

Let 0y = {21 — X31,...,24 — X}, where {z1,...,2,} is the set of variables
in G, and {Xy,...,X,} is a set of new and distinct constants.
Let 0, = {y1 = Y1,...,yn — Yi}, where {y1,...,9,]} is the set of variables
in Nog, and {Y3,...,Y,} is a set of new and distinct constants.

Let G = {g,0y,-..,8,0,4} and let N’ = {-n10404,...,7n,0,0,}.

Since N is a ramification of G, and because the X; and Y; are distinct and
arbitrary,

W = (g19gA...Nggay) D Nogon,

and therefore the set W U G U N’ is unsatisfiable. By Herbrand’s Theorem,
there must exist a finite set H of ground instances of W U G U N’ that is also
unsatisfiable. Since W U N’ and W U G are both satisfiable, H must contain
clauses both from G and N’. Let the set of clauses in H from W, G and N’ be
notated as W, G and 1/\1\', respectively.

Constuction 0: Let Wy be the subset of W constructed by removing froin W
every clause gUm, where ¢ € é, and let Hp = V/V\o uGuU I’\I\' Since Hg contains
all the unit ground clauses g € G, Hy E H, and Hy is also unsatisfiable. Since
WU N’ is satisfiable, so is V/V\OU I/\I\', and so by Theorem 4.2, there must then be
a set of support deduction Dy of a clause Ng from base set Wo U G and initial
set of support G such that Ng subsumes (is a subset of ) No,0,,.

Constuction 1: Let VV;G be the subset of V/\70 containing all clauses that con-
tain a literal [ such that -/ € G. Based on deduction Dy and Theorem 4.6,
there also exists a set of support deduction D, of a clause C; = P; U N, from
base set \TV;) and initial set of support VS/’Zg, where Nj subsumes Ny (and there-

fore subsumes Nogo,) and Py subsumes V; ~g;, for all g; € G. Furthermore,

Wi ’-“'l"#‘“l?-‘l,c'&’&"fq'ito'ieiv'fq'l‘-w'l’s i’c"?n".s‘l?i" d
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since W\o contains no clauses with a literal | € é, every non-fringe clause of D,
is guaranteed to contain a literal ! such that -l € G.
Lifting: The Lifting Lemma can be used to turn Deduction D; into the desired
Deduction D. Each node in the fringe of Deduction D) can be replaced by the
corresponding clause in W. By induction on subtrees, the Lifting Lemma can
be shown to lift these variables to the root, deriving a clause M. Since each
clause of Dy contains a literal ! such that -l € G‘r, each non-fringe clause of D
contains a literal whose complement unifies with a clause of G. Furthermore,
since the X; do not appear in W, each non-fringe clause of D contains a literal /
whose complement unifies with a conjunct of G.

By Theorem 4.6 it is also the case that N; is an instance of My, that is,

there exists a @ such that

Mn6 =N, C Noyo,.
But since (040,,) is invertible,

MNH(agan)_1 CN,

in other words, My subsumes N. 1

4.7 Inheritance of Ramifications

So far, deduction of ramifications of a single goal has been considered. In practice, however,
finding ramifications and goal reduction via backwards reasoning are interleaved. Instead
of just wanting to know ramifications of a single goal, it would also be useful to know
whether ramifications of a goal G; are still valid for goals further down in the backwards-
reasoning deduction tree. If so, any work done in finding ramifications for a goal G; need
not be repeated to find the same ramification for goal G;. Furthermore, to find additional
ramifications for G;, forward reasoning could start from the inherited ramification rather
than from scratch.

Although it seems reasonable that ramifications can be inherited, it is not always the
case thai a ramification of one goal is a ramification of its offspring. One reason is the
renaming and binding of variables, but that is easily taken care of. The other reason is
due to somewhat pathological cases involving the merging of two goals (GG-Resolutions,
in the terminology of Section 4.4). In this section, a precise formulation is given for what

ramifications may be gleaned from ramifications of an ancestor goal.
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4.7. INHERITANCE OF RAMIFICATIONS 91

Usually, ramifications are inherited from parent nodes (modulo variable substitutions).
It is easy to see why this is so: Suppose a goal G; gives rise to a new goal G, via backward
reasoning. Suppose also that G; has ramification N. Since G, was derived from G; via
backwards reasoning, then G, could be derived from G, by forward reasoning. But, since N
was derived from G; via forward reasoning as well,

FR .
G2 ( E’ N,

that is, N should be derivable from both G, and G, by forward reasoning.

Example 4.7 Consider a goal G; = CAD. If C D N, then N is a ramification
on G;. Suppose now that A A B D C is applied to reduce G, to G, = AABAD.
Clearly, since AAB D> Cand C DO N, then AAB D N, and so the ramification N
is inherited by G,.

Let us now consider inheritance of ramifications for clauses in G* for various possible
steps of a resolution refutation (See Section 4.4 for explanation of terms G*, W*, WG
Resolution, GG Resolution, etc.). Consider a clause Cg € G*, that is, clauses from the
negation of the original goal G has been reduced via 0 or more resolution and factoring steps
to a clause Cg. Let Gy(y) = ~Cq. Suppose also that G; has some ramification N. If G, is
further reduced to some new goal Ga, will N also be a ramification (modulo variable names)
of G27 The next three subsections address that issue with a series of theorems which follow
easily {rom the definitions of resolution and ramification.

4.7.1 Inheritance under WG-Resolution Steps

The following theorem holds for WG Resolution steps:

Theorem 4.8 Suppose C¢ is a clause from G*, Cw is a clause from W*, and Cg is a
resolvent of Cq; and C'w via unifier 0. IfN is a ramification of ~Cg then No is a ramification

of Cr.

Proof: Let us represent the various clauses as follows:

Co=-LenV...Valcgn (40)
Cw ==Ly V...V=lyn (1)

Cro =~Lgao V...V =lepoVaLlwioV.. .V “Lwmo, {42)
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92 CHAPTER 4. FINDING RAMIFICATIONS

where L;; represents a positive or negative literal. Note that in representing Cr as above,

we have assumed (without loss of generality) that
-~Lgio = Lw, 0.
Since N is a ramification of Cg,
WE(Lg A...Lgn) DN
So, the following instance of (43) holds:

W k= (Lgio A ... Lgno) D Noj.

Rewriting (41) gives
LwaA...ALwm D ~Lwy,

and therefore

w ‘: (LWQG'/\.../\ Lwmo A Lgao A .../\LGnO') D ~Ly,o.

But, Lo and Lyqo are identical literals, so

W E (Lw20 A.. .ALwmo ALgao A ... A Lgno) D Leyo.
Combining (47) and (44) gives the desired result:

W E (Lwao A...ALwmo ALgao A .. A Lgpu) O No,

or equivalently,

A% }: ﬁCR D No.

4.7.2 Inheritance under G Factoring Steps

(43)

(44)

(45)

(46)

(47)

(48)

(49)

Theorem 4.9 Suppose Cq is a clause from G*, and Cg is a factor of Cg via unifiero. If

N is a ramification of ~C¢ then No is a ramification of ~Cg.

Proof: Let us represent the various clauses as follows:

Co==LaV...V-Lgn
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wy =-AV-BVG G =G wy=AV-CVG
Gy =-AV-B (%) Gs=AvV-C
W4="AVN

Gy =BV -C (x+)
(*) - N is ramification of G.
(#+) - N is not a ramification of Gs.

Figure 10: Non-Inheritance of Ramifications

Cro=-lLlgo V...V ~Lgao,

93

(51)

where L;; represents a positive or negative literal. Note that in representing Cr as above,

it has been assumed (without loss of generality) that the factoring unifies only the first two

literals, that is,

LGI o = L(,hg a.

Since N is a ramification of Cg

W (LeiA...Lga) D N.

o addition the instance of (53) obtained by making substitution o holds, so:

WE (LgioA...Lguo) D No.
But, only one of the identical literals appears in (52}, that is,

W (Lgo A ... Lgno) D Na).
So, from (55) the desired result follows, that is,

W = -Cpr D No.

4.7.3 Inheritance under GG Resolution Steps

(52)

(53)

(54)

Ramifications arc not necessarily inherited under GG-Resolution. Consider the followiig

example:
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Example 4.8 Figure 10 illustrates a goal that does not inherit the ramifications
of its parents. Conisder agoal Gandrules AABDG,-AAC DG,and ADN.

In clausal and non-clausal form, these are as follows:

Clausal Form Non-Clausal
G, -G G
wy ~AV-BVG AABDCG
w, AV-CVG “AANCDOG
wy ~AVN ADN

WG-Resolution (Backchaining) gives two new goals

G, -AV-B AAB
Gs Av-C “AANC

Performing GG-Resolution on G2 and G3 gives a new goal

Gy -BvV-C BAC

Note that G, has N as a ramification (via w; ). Goal G, gives rise to G4 via GG-
Resolution, but G4 does not inherit N as a ramification (although some other

line of reasoning may establish N as a ramification of Gg4).

Theorem 4.10 Suppose C4 and C'g are clauses from G*, Cg is a resclvent of C4 and Cp
via unifier a, and N is a ramification of ~C 4. Suppose further that the literal on which C 4
and Cg are resolved is not a member of all foundations of N, that is,

W E (LaA...A LA(,'_])/\LA(,'_,_])/\...LA,,) ON (37)
for Ca =Ly A...A Lan. Then No is a ramification of ~Chp.

Proof: Let us represent the various clauses as follows:

Cao=>LayV...V~-La, (58)
Cyp=-LgyV...V-Lpn, (59)
Cro=-LjsoV...VaLagyaV=LpoVv...V-lgyo, (60)

where L,; represents a positive or negative literal. Note that in representing Cr as above,

we have assumed (without loss of generality) that

'WL,“U = LHIU-
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The result follows immediately from (57). We know that the instance of (57) obtained
by substitution ¢ must hold, that is,

W E (LagoA...... Lan)o D No. (61)

Note that (61) is derivable fiom (57) assuming that ¢ = 1, that is, the first literal is the one
resolved away. Since ~CR contains a superset of the literals needed in (61) to prove No, it
must also be sufficient to prove No. Thus we have,

W | (LgsoAN...ANLpgyo ALgao A...A Lgno) DO No, (62)

or

W E -Cgro D No. (63)

4.8 Related Work

4.8.1 McSkimin and Minker

McSkimmin and Minker [69] was an early effort at using semantic information to improve
efficiency of database queries. Via information stored in a semantic network!?, McSkimmin
and Minker (1) allowed unification of variables only with variables from the same domain
(semantic unification), (2) checked to seec if a query is inconsistent with a series of allowed
forms (semantic well-formedness), and (3) based on information on the number of possible
answers to a query, checked to see whether all the answers to a query had been found and

therefore no more scarch is needed (semantic actions).

4.8.2 Stalllman and Sussman

Stallman and Sussman’s EL [90] was among the first to explicitly use forward reasoning in a
declarative forin to restrict a scarch.!” EL's goals consisted of a set of variables to be hound
in such a way as to be consistent with a model of various electrical circuit components. The
values of the variables werce currents, voltages. and states of transistors. The svstem had no

backwards reasoning component or database lookup component, but rather had procedures

"“The semantic network uscd by McSkimmin and Minker was very close to prediacte logic, however.

*Farlier, David Waltz {102} line-labeling program had propagaled counstraints via special-purpose
procedures.
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| 522
| for guessing values of variables. After each guess, it reasoned forward to find ramifications ,:
‘ of the existing bindings of its variables. Rather than allow random forward inference, EL’s :::
inference was limited to one-step deductions, that is, instantiation of Horn clauses of the :’,:’
form ::,
AtA...AAn DN, N
where all the A;’s were known to be true. After a new design decision was made, EL would ':E:
perform all possible one-step deductions in an attempt to either show the design decisions . :::
to date to be inconsistent, or else to derive constraints on remaining circuit parameters. ::3
4.8.3 MYCIN {;’.’_
¢
While primarily a backwards inference system, in the Mycin System (Shortliffe, Buchanan, ‘::;'
et al [96,9,17]) it was beneficial to use a form of interleaved forward and backwards inference :::
in certain cases. The backwards search of MYCIN possessed state information in what was )
called contczts. This state information was used in conjunction with forward reasoning o
for two purposes. First, the preview mechanism acted as a filter on rules, that is, if the "
premise of a rule could be immediately proven to be false, the rule could be eliminated from ;0::
consideration. Consider a rule AA B D C. Since large amounts of inference and (more g
importantly) interaction with the user might be involved in trying to establish A, it was ";_,
critical to prune this rule if B was already known to be false. The second use of forward :::
reasoning was similar to using ramifications. In order to smooth the interaction with users, :::
it was necessary to ask questions in a fairly constrained fashion. One method for doing so 9"'
was to force a set of questions to be asked whenever a context was instantiated. Antecedent o
rules were used to see whether answers to questions had already uniquely specified the :'v:
answer to other questions, and thus, obviate the need to ask the certain questions. The :::!:
forward reasoning was in the form of one-step deductions, as in EL, and results of one-step :‘,
deductions could cause other one-step deductions to be triggered. ‘
a0
4.8.4 Stefik’s MOLGEN - B
Mark Stefik’s MOLGEN planner [93,92] worked in the domain of genetics experiment ,‘
design. His basic notion was that in this domain, a hierarchical approach to experiment . a
design would require very little backtracking if only the constraints created at any point are :E::
immediately propagated to the rest of the plan. At cvery point it was preferred to either ::::
make decisions for which cnly a single choice is possible or propagate a constraint rather '.1::
than making gucsses that might have to be retracted. Stefik dubbed such search control ‘
the least commitment cycle. ’.‘
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4.8. RELATED WORK

Constraint satisfaction and propagation in MOLGEN was done by LISP procedures
for each constraint or constraint type. Each operator introduced into the plan could also
introduce a set of constraints, and had the ability to regress or progress constraints through
its action. One can view Stefik’s constraints as a special class of preicqnisite, a prerequisite
that one should satisfy via as a side effect of other actions or variable choices in the plan
rather than try to satisfy via introduction of special actions for this purpose.

4.8.5 King’s QUIST

Jonathan King ’s Ph.D. research [44] was embodied in a system called QUIST for “query
optimization by semantic reasoning.” The notion was that besides standard syntactic trans-
formations on database queries, semantic restrictions upon the database could be used to
reformulate a query as a less expensive query. For example, if all ships above a certain
tonnage is known to be supertankers, and it is cheaper to find all supertankers than all
ships, this fact could be used in answering queries about ships. King defined the notion of
semantic equivalence transformations, transformations of a query Q io a query Q' such that
are not logically equivalent, but for every permitted interpretation, the two queries have the
same set of answers.
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In order to generate semantically equivalent queries, QUIST defined a set of transfor-
mations allowing the system to do one-step deductions and manipulate conjunctions and
disjunctions. The process produced new, semantically equivalent queries that could be
cheaper to solve by the same mechanisms outlined in Section 3.6. Estimates of costs of
queries were established by working with well-defined models of the database and queries.
It considered only the class of restrict-join-project queries, an incomplete but very useful
class of relational database queries, and used a simple model of access and storage (based
in the work of Blasgen and Eswaren [3] at IBM) to measure the cost of processing a given
query.

i o
oS S T L

4.8.6 Kohli and Minker

In [45], Madhur Kohli and Jack Minker proposed controlling backwards search by using

integrity constraints.’® Their paper dealt with logic programs written in function-free or-
dered Horn clauses, and it assumed the presence of integrity constraints ou the database,
also expressed as Horn clauses. Like Ordered Resolution on HOH-clauses (See Section 2.1),

and in coutrast to Prolog, the search strategy is not restricted to be depth-first. The paper

1°In [{ohli and Minker's terminology, the roles of “forward” and “backward™ are reversed.
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98 CHAPTER 4. FINDING RAMIFICATIONS

proposed checking every goal generated against all integrity constraints, the pruning of in-
consistent goals, and notions similar to generators and filters.!” Kohli and Minker cached
ramifications they derived (“implicit integrity constraints” in their terminology), and be-
cause only Horn clauses were considered, all ramifications are inherited from parent goals
(See Section 4.7).

4.8.7 Chakravarathy, et al

In {12,14,13] U. S. Chakravarthy, Jack Minker and their colleagues have described the
extension of Semantic Query Optimization to deal with deductive databases.!® In Chakra-
varthy’s system, it is assumed that there will be many, many queries and a fairly limited
number of integrity constraints. Rather than trying to optimize each query as King does,
Chakravarthy’s system stores appropriate supersumptions with each intensional and exten-
sional relation. When a query is presented to the system, it may then quickly see which
of its cached supersumptions are appropriate. Given the huge potential speedup on iarge
databases, it is worth the overhead of deriving and storing supersumptions with each rela-
tion. Note that it is usually combinations of relat’ons in a query that make supersumptions
useful. To cache all potentially useful supersumptions for each relation is combinatorically
explosive, but given Chakravarthy’s assumptions about the number of queries versus the
number of relations and integrity constraints, it is reasonable to do so.

Chakravarthy starts with integrity constraints and intensional and extensional database
definitions stated in clausal form. To find potentially useful supersumptions, Chakravarthy
looks at partial subsumptions of definitions of relations, that is, definitions that are sub-
sumed by a subset of literals in an integrity constraint. Using subsumption rather than
simple unification forces the supersumption to hold for all values of all variables. The treat-
uent is quite similar to the Ppps Procedure of this thesis (See Section 4.6, and the name
Prps “resolution with partial subsumption™ was chosen to point out the similarity with
Chakravarthy’s approach to database optimization.

A number of other researchers have consider semantic query optimization on databases,
including Hammer and Zdonik {35}, Xu [107] and Jarke et al [43].

""I4 is not clear to the present author that the mechanism proposed for generators is guaranteed to produce
only correct answers.

% As described in Reiter [75], databases are divided into eztensional and intensional relations, where
extensional relations are relations that can be looked np in the database, whereas intensional relations must
be reduced to combinations of intensional relations. The reduction of intensional relations takes place via
rules from which the extensional definition of an intensional relation may be deduced — hence the name
deductive dalabase.
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4.8.8 Lee, et al.

Theorem 4.2, Section 4.5 shows that although resolution in not deductively complete, it can
deduce a clause that subsumes any clause implied by the base set. Although the proof was
done independently, it turns out that a virtually identical result was published exactly 20
years ago in Richard C. T. Lee’s PhD thesis [50] and extended to linear resolution (of which
set of support is a special case in this case) by Minicozzi and Reiter [70] in 1972. Thus, it is
only fair to view Theorem 4.2 and Theorem 4.6.3 as very minor variations on these earlier
results. Thanks to Richard Waldinger and Mark Stickel for pointing out this research to
me.

4.9 Summary

This chapter has explored deduction of ramifications from a conjunctive goal G = Gy A... A
G,,., where the G; are atomic formulas. Two resolution-based procedures, Prgc and Prps
are shown to be complete for this problem, though not in the usual sense of generating
all possible ramifications. Instead they are umplete in that for any ramification N, both
of these procedures will generate a ramification that is at least as “strong” as N. More
precisely, for every clause N; in a conjunct normal-form of N, Prgc and Prps can generate
a clause N! that subsumes N;. Prps is superior to Prgc in that it is completely within the
framework of resolution on the world model W, that is, Prpgs is a restriction on resolutions
on base set W that disallows resolutions unrelated to the goal G at hand, but still allows
all needed ramifications to be found.

In database retrievals, a single goal G is given and variable bindings for £ must be found
such that G holds. As discussed in Chapter 2, the problems considered here involve goal
reduction, that is, reduction of the orignal goal to other goals via backwards reasoning.
BBecause ramifications could be deduced from any such goal, it is important to consider
whether the search for ramifications of one goal can be used in the search for ramifications
of another goal. There are two forms of sharing of search explored in this chapter: (1)
Inheritance of ramifications from parent goals, and (2) Ceching of ramifications along with
the goal conjuncts from which they were derived. Section 4.7 derived results for what
ramifications are and are not inherited from parents. A simple modification of Prec for
caching ramifications and the conjuncts on which they are hased is presented in Section 1.5.3.
Prps, on the other hand, handles the caching of ramifications in a much more natural

fashion, at all timies recording the goal conjuncts (and only those goal conjuncts) on which

a deduction of a ramification is based.




Chapter 5

Conclusion

Synthesis problems constitute a major class of problems encountered in many fields. Robot
planning. circuit design, automatic generation of diagnostic tests, program synthesis, and
automatic theorem proving are among the synthesis problems commonly encountered in the
Al literature. Automatic design synthesis has been of interest since the very beginnings of
Al Deductive approaches to synthesis problems, that is, constructing a design as part of
the proof of a theorem, date from the work of Green [32] and Waldinger and Lee [99] in the
late 1960’s.

The current research continues in the tradition of deductive design synthesis. In previous
deductive synt} =sis, design has been a process of backwards reasoning from a goal formula,
representing the design as a term in the logic. In reasoning only backwards during the design
process, such systems have not considered interactions of various parts of the design already
specified with each other and with the remaining subgoals. In addition, representation of
the design as a term, that is, a composition of functions, has made it unnatural to reason
about the design, and has limited the set of design decisions that can easily be expressed.

This thesis has two main themes. First, for reasonable behavior over a wide spectrum
of goals, the design process should be bidirectional; one should reason backwards from the
goal (goal reduction) and forward from the goal and any design decisions that have been
made (consistency checking and/or supersumption). Second, designs should be represented
as formulas rather than as terms. By doing so one gains expressiveness in representing
design decisions and the ability to reason directly about the design.

The main points of this thesis are summarized in the following sections. The first
presents the main contributions of this thesis. The second section summarizes its main
limitations, and the third suggests directions for future work in this area and improvements
of this thesis.
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5.1. SUMMARY OF CONTRIBUTIONS 101

5.1 Summary of Contributions

5.1.1 A Framework for Design

Chapter 2 defined a residue, a new definition for specification of a design object. In this
formulation, both complete and incomplete designs are represented as single formula of
first-order predicate calculus. A formula is a residue, i.e., a legal design, if it (1) logically
implies the goal specification, (2) is consistent with the set of axioms describing the world,
and (3) is a conjunction of formulas, each of which can be assumed to be achievable in the
world being modeled. '

The chief advantage of Residue’s approach is that the system can use the entire set of
relations of the logic to be used to express constraints on the design. The ability to express
all desired design constraints is crucial during the design process, when imposition of an un-
necessarily strong constraint can lead to needless backtracking. In contrast, representation
of the design as a term limits the expressible design constraints to those for which there is
a single pre-existing function.

Consistency checking corresponds to seeing that all the constraints imposed upon the
design can be realized at once, an integral part of complicated design problems. Witlont the
ability to check consistency of a design, one may not partially specify a component on which
other, possibly inconsistent, constraints will later be imposed. For a design represented as a
formula, this notion corresponds to consistency of the design formula with the set of axioms
describing the world. In contrast, checking consistency of a design expressed as a single
term is an ad hoc process. There is no general way to use a set of axioms describing the
world to check whether the object denoted by a given term is consistent with that set of
axioms. As a result, single-term approaches have usually been limited to design problems
in which consistency checking is not needed, a severe limitation.

5.1.2 Procedure for Design Synthesis

Chapter 2 also described two procedures, Resolution Residue and Ordered Residue, for
generation of residues. Both of these procedures work by reducing a goal specification via
backwards reasoning to a set of primitively achievable specifications. Resolution Residue
uses binary resolution for its backwards inference, and Ordered Residue uses an ordered
resolution on Horn clauses.

For both residue procedures, appropriate completeness resnlts were proven. The com-
pleteness results show that although not every residue can be generated, lor every residue

not generated, a residue at least as general will be generated.
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102 CHAPTER 5. CONCLUSION ‘

5.1.3 Supersumption

This research has dealt with the derivation and use of constraints derived from a goal (or
subgoal) via forward reasoning. Such constraints are called ramifications and the process '
of using those constraints is called supersumption. Supersumption captures the notion that P -
one should not only consider the consistency of a partially specified solution, but should be

.

able to make use of any conditions necessary for consistency. g
The Residue Procedure allows pruning of inconsistent designs during the design proce- ' K

e e Ve

-

dure. Supersumption is a way to (1) avoid generating some of those inconsistent designs, \
and (2) avoid some of the overhead of consistency checking over a large set of designs.

5.1.4 Procedure for Finding Ramifications

Chapter 4 presented two procedures for finding ramifications, constraints necessary for con- ‘
sistency of a set of design constraints and any remaining subgoal. Both of these procedures

find ramifications as a part of of the checking consistency process.

ﬁ; The first procedure Prgc uses resolution as a deduction procedure rather than its usual 3
* use as a refutation procedure. Although resolution is not deductively complete, the com- :f
pleteness results of this chapter show that for every ramification not derivable by resolution, s
t 4 a ramification that is at least as strong is derivable. In addition, Prgc uses conjuncts of
l the goal as a set of support from which to perform resolutions. This has the important f
: properiy that any ramification that is derivable is derivable without resolving random facts ‘
about the world with each other — all ramifications are derivable from goal conjuncts. ]
N The second of the two procedures, Prpg, has all the above properties of the Prgc with .
".f one major difference: Ppps derives ramifications in the form of facts that may be directly .i
’ added to the database of axioms about the world. Such facts record the ramification derived, 4
:: and the goal conjuncts that were needed to derive that ramification. By recording such facts,
- other goals with conjuncts in common (modulo variable names) may use the result of the d
' previous derivation of ramifications. :
: ©R
. 5.2 Main Limitations of the Approach {.
‘ 5.2.1 Assumable Formulas must be Atomic . .
IN i
:' Chapter 2 makes the assumption that the design will consist of a set of primitively achievable :‘
::: atomic formulas. Disjunctions and conditions are thus excluded from designs. This assump- :f
. tion appears both in the completeness theorems of Chapter 2 as well as in the Resolution ¥
> Residue and Ordered Residue procedurcs. In these procedures, designs are represented as Y
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the negation of a single clause, that is, a design is a conjunction of literals. To represent a

design containing disjunctions, multiple clauses would have to be used for the design.

The severity of this restriction is not entirely clear. At first glance it would appear
that conditional plans would be impossible to build as residues, but in fact they have been
synthesized. To do so, it was necessary only to represent actions as mappings to one of
several possible succeeding states based upon the outcome of that action. It is as yet
unknown whether procedures can be found for generating non-atomic residues, and under

what circumstances it is desirable to generate designs out of such components.

5.2.2 Design and Subdesigns Have No Name

The Residue Procedure, in contrast to the single-term approach, does not reify the design;
there is no perfectly natural way to refer to the design as a whole, nor is there a way to
refer to portions of the design. Instead, th~ - t of design decisions comprising the design
are stated as facts describing the entire world. For example, it is awkward to say that
the cost of the design must be less than $1.00. One can probably avoid this problem by
introducing a relation on design components and designs (or subdesigns) such that the
relation holds for every component of a particular design (or subdesign), but to date, use

of such axiomatizations has not been explored.

5.2.3 Rederivation of Cached Deductions

A good deal of the power of supersumption comes from its caching of ramifications; the
cached ramifications can be used to filter (prune) other design candidates without the
ramification being rederived. In this thesis, as in many other systems, the caching of the
result of a series of deductions does not mean that those deductions will not be perforiaed

again as forward reasoning from another goal.

In systems for which it is important to preserve completeness, it is a difficult nrahlem
knowing when old results can be reused without further exploration of the path on which
they were found. The old path might not have been completely explored, or new facts

might enable derivation of new resuits that were not possible when the path was previously

explored.
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i
5.3 Further Work :|
!
5.3.1 Control Heuristics for Residue :‘
Besides the usual search control issues in searching a search space, Residue involves both . 3
forward reasoning (consistency checking) and backwards reasoning (goal reduction). Al- s
w though it is not logically necessary to check consistency of a design until it is complete, one :2
" of the major motivations for Residue is the ability to quickly prune inconsistent designs. . :l;
To date, there has not been work on when consistency checking is heuristically appropriate i,
during the design process. Similarly, there is little known on how much effort to spend
checking consistency at any given point. Such a decision will depend upon such factors ’:'
" as the branchiness of an upcoming decision point, how close to being overconstrained the ‘-
design currently is, and the extent to which the upcoming decision is perceived to further :3
constrain the set of design candidates. {,
h
5.3.2 Cost of Solving a Problem "
(
| In order to know when to use a given supersumption, one must be able to estimate the cost ':2
of finding a solution to a given goal. To date, we have good models only under strong sets .
of assumptions. In particular, we are good at estimating the cost of lookups on conjunctive '.",
queries in extensional databases. For subgoals whose solutions involve backwards reasoning, ..
there is still very little work. é’
L
5.3.3 Control Heuristics for Finding Ramifications '
g
As was discussed in Chapter 4, ramifications can be found as part of the process of consis- l:;
tency checking. If one checks consistency of partially completed designs, there is a tradeoff ;::
of forward and backwards reasoning (as mentioned above in Section 5.3.1). A similar trade- "
off exists when forward reasoning is used to find ramifications for supersumption; good "
heuristics to decide when to do such forward reasoning and what forward reasoning are ) a‘é
necessary. There may be cases where it would pay off to look for ramifications, whereas !‘.::
consistency checking would not be called for. oﬁ?’
r :‘;‘
5.3.4 Probable Constraints :::
&
The above research has involved finding ramifications of a goal. As was mentioned in ':?:
Chapter 3, supersumption can be used with other constraints as well. For probleis in which d
not all solutions to a problem are needed, use of probable constraints, that is. constraints ;
X
]
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derived by plausible reasoning from a goal, is at least as useful as supersumption using only
ramifications.

The general use of probable constraints is equivalent to heuristic search. Finding prob-
able constraints by plausible reasoning from goals (and subgoals) and the addition of such
constraints to the goal at hand is a very specific form of heuristic search guidance. It has the
same control problems as supersumption with ramifications, and heuristics for search con-
trol applicable to supersumption with ramifications should be applicable to supersumption
with probable constraints as well.
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