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- ABSTRACT

:!.:: N Simulation of systems at an architectural level can offer an effective way to study critical

_;}t.s design choices if (1) the performance of the simulator is adequate to examine designs executing

:;‘: significant code bodies -- not just toy problems or small application fragments, (2) the details

i.;o:. of the simulation include the critical details of the design, (3) the view of the design presented

it by the simulator instrumentation leads to useful insights on the problems with the design, and

4 (4) there is enough flexibility in thehsin}ul;tion sl);stem SO thatdthe asking of unplanned

I questions is not suppressed by the weight of the mechanics involved in making changes either

:‘:“‘: in the design or its measurement. A simulation system with these goals is described together

’:.’;‘ with the approach to its implementation. Its application to the study of a particular class of

A multiprocessor hardware system architectures is illustrated. ( ;

:l.‘: K F \ é‘—/

My

1 INTRODUCTION

s

t’,:',: Simulation systems are quite often developed in the context of a particular problem. To a

:.:eﬁ degree, this is true for SIMPLE, an event based simulation system, and CARE, the computer

My array emulator that runs on SIMPLE.! The problem motivating the development of both

bl SIMPLE and CARE was the performance study of 100 to 1000-element multiprocessor systems

‘ executing a set[o:f" signal interpretation applications implemented as "1000 rule equivalent

N expert systems” [2].

i "

ZE::: A set of constraints pertinent to this problem governed the design of SIMPLE/CARE. The

Y applications represented significant bodies of code and so simulation run times were expected

RN to be an important consideration. Moreover, the issues involved with the interactions of

dyt multiprocessor syst;m Cel;néents were o;ufficient}y unexplored prior to simulation that
simplifications in the CA system model, specifically with respect to element interactions,

¥y were suspect. This need for detail was, of course, in tension with the need for simulation

“’ - »

Hy performance. The ways that simulated system components would be composed into complete

s systems was initially difficult to bound. Further, it was clear that the models of these

l.: components would be elaborated over time and would undergo substantial change as design

:‘,"!' concepts evolved. It was also clear that the ways of examining the operation of these

ot

components would change independently (and at a great rate) as early experience indicated
o what alternative aspect of system operation shou/d have been monitored in any given
Wi completed run.

The design goals that emerged then were (1) that the simulation system should support the
b - management of substantial flexibility with regard to simulated system structure, function, and
s instrumentation and (2) that, in order to accomplish runs in acceptable elapsed times, the detail
. of simulation should be particularly focused on the communications, process scheduling, and
context switching support facilities of the simulated system -- that is, on just those aspects of

1.;-: system execution critical to multiprocessor (as opposed to uniprocessor) operation.

i ,‘

1".

:0:.‘ ISIMPLE and CARE were developed by the authors at the Knowledge Systems Lab of Stanford University. SIMPLE
s is a descendent of PALLADIO [1]) optimized for the subset of PALLADIO's capabilities relevant to hierarchical design
4‘,;:} capture and simulation. lt. is written in Zetalisp [3] and currently runs on Symbolics 3600 machines and TI Explorers.
d.':'n

o This work was supported by DARPA Contract F30602-85-C-0012, NASA Ames
o Contract NCC 2-220-S1, and Boeing Contract W266875. Greg Byrd_ was

W supported by an NSF Graduate Fellowship and by the Stanford University
Department of Electrical Engineering.

R DA A X T RO N

I PO PO RO SO AN O PO A M MW N X 1 A AL S I LA LA L A AN
B R A N R IR N RN G Q T 1t
St b ST b e N e c‘.?\'».'0:J‘:fﬂht‘.?s"ﬂ‘,\.!'.q:t'»f":!"of*?r%!o’l,‘vf!. oy, .02‘!0.‘5.‘3!.‘5.‘?::'5.‘!h'h,'!: e

¥



that
ipulate ign
u es
that,tions omp Whe
ti c tor
dures par ther rts: ula h
rocfationilh och pr?e slme suca
tion ith the cgpsuract Wz-1t sgrt- ¢ oncte °€ed
Opera wit h en inte inate y p e“tsiv,e sta nec
Time nents S“farzﬂ)s tel't'.‘:), °"§mpg'3ut tof con R
comsﬁggz“'andpo"z" e
An ign ev c°md s n se t into Sys
n eS-n e.c° as t in an
ractio of ddeslgoncr;ttsweene .tracth.elr‘ !uné abou tation plex. of ge.
: Inte te ge mp b ar th ios on en om use er f
o Time the stama,;a Cgtionztio':;er “;:nula;sse’“ instr“mandhiouﬂgtio“clgss :d
R to ies. ne ne e s id t un fin
Wty sign . of ay dar Con con tog the d to and ﬂu. ied tf iven de the
N De tion w un ized, It ut late r, th cifi en 81 lass f
SN 1.1 sula cleard boo,,;._anze ) po ugho ans haVio's bo spe pon the ac rt o e b){
o e ine d po iti ting hro tr be P nent oo of Pls don ra
P ate s o X (irmina " desan raont :3in=:5ng:; “Thig nulsied
'j's'u (3 ' ug lat d et be coma d nen en s p a misi n. of sim di
e alon thro imu ecte plet can ure, ing mp°-nd°9tio“ nd i a ru ion ing t an ea
pO nly The conr et uct ey 2 ly i fini o and ing lizat itori us mad
"a’u o ste he ¢ is ¢ one nts. str ma een rge de sysl a duri ia oni po“u; m
»,»,‘ a sy s t ion mp one tem in etw is la of ted ically d specr m om th e
B, ows ti co p ys o b di et la au.ore. a fo hc e th
k“.-llue om fs elp ip an $ m“m it is d ar f e
initia on re of he nshi r ai a si uto on ed ur“nea‘:an ion o th
p ini of the issues tion tio dito in LE : a be m-tol' ed ee ition m al
e ,-t f o iss ra ela e ted IMP is o oni r°°bet‘” class ini fro ior
N po 18 0 ing sldehe r ture sula S tion is t e m d p s tral def RE) hav deal
.‘v.: por ition con t truc ap in a nta hat b an ship ces he CA be ) n
o ti f s, s enc ti mett tto res on an t e les ee
o paf.ns ohat hics is nen stru nen en ctu lati al, . out by Th v tw nt
};;2:! dO“’SL'.‘;,,t f,;‘i.ﬂv{:'com‘,’,‘; ggmp&m&ﬁ t’i‘;:allliiegeh“:ﬁes":uat;,o;':ﬁgb ,.cﬁ°:ﬁo;‘6n?;g:eso
OIN u tive, ;yed y ¢ iza t.t se ion rm ti rt
-~ str rac nt Eac nt lat ver 1C niz gh n to (as be ditlo- fo the A po
" inte nent. b sima of ¢ basorga rou ion ed ort nt on e in in form sup ure
" o o hat the cl‘-‘”&i“'ni"hent co is ea“d-ns p “uu"‘uirs s“'-[:;u“‘“s et it’def‘“,.tr°
KN -‘3‘inlt.l th -box ain are nde er“srface erni a;e § is ani min n a the W €O e
,:A:u: def ngnns’!,ed nd mtiO',‘ndeP‘ cO“cinle govpressec‘l’f t ) Tt:id "z‘grammatl"‘inlt flo lanlu:nsd
AN arr:’um:ng :meni‘:lly ! g of uage ntrol o eﬁendy i&bl::ate. an pr iafor Chagone“ tion berswe.
r l";,DOninit;‘tl“t ition'l:\‘s ?l?)%' tc‘?ch n:lzpe&te e\:rlo :Iicatl:f ‘h;stemé comapplei;a “:moes“'t id be
e related su e on, (which | state e fics he s Bing co th £ such
KRN re ate, r p am ion ts tion, ma rfor the ecif f t han f be tem ,hof suc
] par e rogr. at neﬂma inte pe £ sp ts o f ¢ r °m-. sys on 0 be
KN had flmhn P fol'mmpo-nfo its ions O the nen ly o nte the tion ati vior tto n
‘|’a.' A icatio n cor g1 nd ncti tion on po! dent leme to | ula inform eha ou tio
:g:..: p“ca -n‘ of tlnent ae fu entaonlye compen imp ble e sim at lnthe b ed collec the
i :ﬂa,merb’t‘i;;"wi:nm‘%:‘om ‘f‘m:'%'é‘lz':«goti’e and e . e s dons of “’“be
® d el’ic%. th‘,tions lated han i't beh“s er s'je nm tion l"p yste ,"‘fo t p £ pr is is n
R initio ing it es,ro.ica m,s le"o*n,! a
5 se'xl’ts odef‘"l S‘mgther ting 15 t ramn:,ctur env if he d tion the pr"mkind it on of
W po el The the in “uage prog 3"uti°" he ,pecm t entafrom h ,nfven tion. fit inds of
:"I“ mod . on art |a“s tion dataexec i’, t fl:osu'un-,on icula ag ifica they-ch k-nds .
fiie '1?cl’ﬂ°'a‘pv"»‘iiw";'- o, w*:ev?:‘?ﬁaéi‘e"“i‘o = from o “v?ia:,e“lw""l
et dp app The w bod ition al‘e-y ion p obes ass um men n icates in ¢ ents,
- an the mure ini 'y ibilit tion t pr itp instr stru ath dica ts i trum ime
f ior. ay ed def t typeexl rma en as e i in rm in en inst t to
) 0 av m roc be en flex fo pon ion th an info 1so pon Is, ign
. behayior or p R ompon for flexil oronat od i ication § om et of des e met
oy 'n'-erfrdi ent om ing the lar.cfol’m ed ed wha tio of ¢ P of sys m .
Wy Keywo ¢ each c igni ide ticu n ptur lud and cifica ) obes, set tion n be tim
,'G." . keyw comp ea des dlv ar the. ca inc led' spe lasses pr_ a . ula ca un uce
aulh e for In her m p to ) is are sca ent s he ent e in sim oals nr rod X
et Th ed ts. furt fro lied nels Is nd tis. whiv pon don the e g tio o p nta
e tur en ng PP pa ane a . str -s. w om is by nc. ula t sy the
cap pon t to appi be a n f p beledhe lnhatl s, c' S i orma slm,bral’yr the'fy
R com rian e ms to belwe;s 0! e lal T ds (t ne‘! nshlpe usegerf and nt li s fo peci A
o impo mation g Deiwe Yt panel kin 1t relatio  Jlasion ions efinition lated
N issues, a (an how the h pa ich e ion lati cti e Aofial These lat
RN iss oml ha ™ C hi of t ctior ul era co e imu ‘-b“
g transf P‘,{'°°f,,‘:n-,‘3°o“t§3 to :,",itio';,'mp°“°?"‘°{§a‘tiﬁ$f;3:n e a;itg“i,eing o caing on
KiW) iv. itio sc f -C ese ] t a hared iven
:::?:: geﬁ“':,tne": disngoﬂne‘:he geintert. T;ti‘o“s ::c"gne“.tgra_'y't ions rl system ] ei‘nﬁu&-’:ﬁ s
' Mﬂgﬂ are to her al:s anarchit:;en?w“?. c"mpthe ;:)D"caocesso ,f““,\‘:;”':"“'
e, 1o ar t ces, ep be e in ior tg.: in
i Sro"?ins ‘;"?ntffys‘ﬂ?w iton togﬁﬂegﬁ,cm:: multip s
:i %y t ion n ar u i t s ily
‘f::; l:;ica‘i':ns .giyent ruth°it?n8 e 4 mm‘fltput to ipmﬁ:";&e‘:g“'“
i e e i Some am e
. l“ne"atel ‘lsu'“c-tated wnisms progr: to W"‘in"r;l"d
a : i
i oP:,',cul;;ﬂy'"fo prov Suppled th fang
fet and u:e used itives 'uxg;:rl::‘m
0 2 rfa rim ot o
» inte p rad bu
. m'”inl bjecs
::&‘f m.mm
o ‘s’m'r,e-?,'s’ve*
.':.‘ prim
@

() ()
AW 0,
LA I,Q.
WU N, 5
) Ull\, 1
Y |' 1} ‘l‘i.
D) |. ¢ LMY
Y () ‘.’r
.vl';:‘:‘z.!"
oy SO
§ \‘u‘\: It
W Y0 3
vy k.w,,! i
3¢ A g\
X S ¥
~ \0, Y b L
g '“ L3
3 + '-, . '(“
AS “l"“‘
4ys, o s
',ﬂ,‘i" B
‘ "‘n"::‘i""'"
1‘!;‘,1' R,
3 Yoy

. LR
M ..l .




i SR RN N

o’ s

Y N ..

e

R X B )

O

RN

)

*
5

.
Al
[

'
'sf‘

R o R o e O e
i

applicstion cods

multiprocessor
component |library

programming language
Intertace

component probe
Interface

IMMWMLN@@ ctremit]

specificeation Iv

[tastramdnt pensls)
simulation run

design time Iintesractions

Figure 1: Design Time Interactions and Run Time Representations

The definitions used to generate component probes are associated with each library
component to be monitored. There may be several such definitions, each appropriate to
measuring a different aspect of the associated component’'s operation. An instrument
specification selects from these definitions, elaborates them with selections from a set of probe
operation modules to include any pre-processing (for example, a moving average) to be
calculated by the probe, and indicates under what conditions what information from the probe
is to be sent to which panels of the instrument and how it is to be transformed and displayed
there. Instrument specifications also partition the screen among the panels of the instrument.
The end product of these design time interactions is an instrumented circuit and an instrument.
The instrument comprises a set of instrument panels and a set of constraints relating them to
the instrument screen. The instrumented circuit ties together instances of components, probes,
.nd panels for a simulation run.

For each defined class of component and its associated probes, the design time interactions
produce code bodies that accomplish simulation operations during a run. It is an attribute of
the underlying Lisp base of the simulation system that changes in these definitions have
immediate effect even during a simulation run -- an important capability during debugging.

2 STRUCTURE AND COMPOSITION

Design time interactions to specify a system include the establishment of component
relationships. Such specifications can be said to accomplish the composition of the system
from its components and so define its structure. SIMPLE supports hierarchical composition:
components may be described in terms of a fixed set of relationships among their sub-
components. Additionally, such composite components may have function beyond what can be
inferred strictly from their composition. All this can then be included a higher level
composite and so on indefinitely until the top level "circuit”, the system structure, is reached.

Composition is described graphically and interactively in SIMPLE by picking a previously
specified component type from a menu, placing it in relationship to other components with
“mouse” movements, and, through the same means, specifying the connections between its
selected ports and those of other components.
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Although any connection of components can be created by the means noted previously, for
some repetitive, well patterned systems of connections, composition can be automated. The
CARE library includes a component, the iterated-cell, which represents a template for the
creation of composite components by iteration of a unit cell. The specializations include a
method for responding to a request to provide a wiring list. Such a list associates each source
port of a cell with the corresponding destination port (in terms of port names) and the
4 position of the destination cell relative to the source cell in the iterated structure. The iterated

o e
Py Py T PO

W cell component uses this information to make the required connections between each of its
b constituent cells.

i

! 3 INSTRUMENTATION

f‘, The results of a simulation are primarily the insights it provides into the operation of the
u simulated system. The “insight” we frequently experienced using an early version of the
o simulation system was that more interesting results could have been produced by the run just
v completed if only the instrumentation had been different. With this in mind, the design for
. the current ver<'-n of the §1mulatlon instrumentation system was aimed at flexibility. Tuis
. was attained v. .out significant performance impact by building efficient run-time system
: structures before each run, as outlined in section 1.1, from the declarations defining the
X instrumentation.

)

(

0

j

.'

: :ApplyRules

* :(:r€351t€9 P

* .create

Figure 2: Instrument System Organization

The organization of the instrumentation system is pictured in figure 2. The simulator
interacts with component instances through assertions, that is, calls on an assert function, in
behavior rules (the methods associated with :ApplyRules messages). All instrumented
components are specializations of an Instrumented-box (as well as other classes). After each
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invocation of :ApplyRules for such components, the :ApplyRules method for a generic
instrumented-box is applied. This causes invocation of the :trigger method for each
component-prote associated with that component. Data from component_probes 1S 'collected
and displayed by instrument panels. Since this flow of measurements is accomplished by
means invisible to the the writer of behavior methods for a component, the concerns
surrounding component design are effectively partitioned from component instrumentation.
Panels are put together in an instrument screen according to a set of layout constraints
manipulated by the underlying window system. The finished screen might look like figure 3.
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4 CONCLUSIONS

The design goals of simulation flexibility and simulation environment completeness have
been supported as discussed above. In summary, the system is flexible in that it supports:

o Arbitrary data types and lengths in simulation. The information whose flow and

creation is controlled by simulated components may be of arbitrary complexity
-- from numbers and keywords to procedure bodies and execution environments.
Instantaneous effect of definition change at both the application and component
modeling level (even during a simulation run).
A broad range of instrumentation customization. Customizations may involve
arbitrary expressions for probe data transformations, many to many probe to panel
mappings, information from summary analyses on one panel's data included in
another, and control of what state is saved and for how long.
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by

« Separation of probe and component definitions to facilitate their independent
modification. ' ‘ .

« An application language interface that is easily extended or changed without
recasting the inf-rmation flow control described by the component behaviors.

While there is always room for additional capability, SIMPLE/CARE is a usefully complete
system. It now includes:

« Supplied components for a network multiprocessor simulation with many of their
parameters customizable by menu interactions.

« A hierarchical structure editor that currently provides automatic grid and torus
composition operators. (Automated composition of richer topologies, such as
hypercubes, has been provided for in the basic design).

« A rule language that supports a synchronous design style without incurring the
overhead of (naive) synchronous simulation. .

» Method invocation for functional simulation that is integrated into the behavioral
simulation rule system and which provides for operations by and on both local and
hierarchically related components.

» Method specification design aids provided by the underlying program development
environment (for example, method dictionaries and quick access to method sources
from the debugging system).

« An evolved set of panel templates providing histograms and sorted, scrollable text
lines as well as self and fixed scaling, "two and a half” dimensioned, his.ory
sensitive displays which may be scatter plots, strip charts, line graphs, intensity
maps, and signal animations.

We set off to build a multiprocessor simulation system with performance adequate for the
understanding of multiprocessor systems executing significant applications. The
SIMPLE/CARE simulation system has been used to study the operation of “expert systems” of
respectable size [2]. Depending on instrumentation load, these studies have involved
simulation runs from 20 minutes to several hours each. While faster would surely be better,
performance has proven adequate to these needs.
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