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;gf TENTH SYMPOSIUM ON TURBULENCE J
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) o
s dS& Sunday, September 21, 1986
4
e 7:00-10:00 p.m. Registration and Social Hour, Zeno's Motel and Steak House,
o Rolla, Missouri
o
LW
Rga Monday, September 22, 1986
f{, 7:30-8:30 a.m. Late Registration -- Miner Lounge, University Center-East, UMR
fﬁﬁ 8:30 a.m. Symposium Opening -- Centennial Hall-West
R ".
£$$ 8:35 a.m. Welcoming Remarks, Dr. Martin Jischke, Chancellor, UMR
L)
Qﬂﬂ 8:45 a.m. Announcements and General Information
i«.‘b‘ v
‘“0 )
et Monday (cont.)
::':5. Y . e
k&? OHERENCE IN TURBULENCE - Centennial Hall-Kest Paper
Whee Session Chairman - A.K.f.FTHussain Number
§§§ Irvited Lecturers - Hassan Mahmoud Nagib, I1linois Institute of Technology,
i?' and Yann G. Guezennec, The Ohio State University, "On Coherent Large Scale
hq: Structures in Turbulent Boundary Layers and Their Suppression" 1
’;b“‘ .
i dﬁﬁb R. Erbeck and W. Merzkirch, Universitat Essen, Republic of Germany,
- "Speckle Photographic Measurement of Turbulence in an Air Stream With
g"q Fluctuating Temperature" 2
:l'l ]
‘553 N. Toy and C. Wisby, University of Surrey, Guildford, United Kingdom,
b&b "A Preliminary Investigation of Real-Time Image Analysis of a Visualized
o Turbulent Wake" 3
5}5 Thomas B. Francis and Joseph Katz, Purdue University, "The Study of the
ﬁﬁ& Flow Structure of Tip Vortices on a Hydrofoil" 4
L
gh: H. Maekawa, T. Nozaki, M. Tao and S. Yamazaki, Kagoshima University,

B Kagoshima, Japan, "Visualized Large-Scale Motions in the Turbulent Wake
N Behind a Thin Symmetrical Airfoil" 5
‘.'. L
g}{ J.T. Kegelman, McDonnell Douglas Research Laboratories, "A Flow-Visualization

\ Technique for Examining Complex Three-Dimensional Flow Structures" 6
:f; J.T. Kegelman and F.W. Roos, McDonnell Douglas Research Laboratories,
) "Spanwise Coherence of Vortical Structures in a Reattaching Turbulent Shear -4
N Layer" 7
»,.ll|'
M
433 C.C. Chu and R.E. Falco, Michigan State University, "A Vortex Ring/Viscous
0 Wall Layer Interaction Model of the Turbulence Production Process Near Walls" 8
b ‘Q§0 Stephen K. Robinson, NASA Ames Research Center, "Large-Eddy Detection in a ‘ } !
ﬁs' Supersonic Turbulent Boundary Layer" 9
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- Charles G. Speziale, Georgia Institute of Technology, "On the
Decomposition of Turbulent Flow Fields for the Analysis of Coherent
+ Structures"

J. Swirydczuk, Polish Academy of Sciences, Gdansk, Poland, "Formation of a
Concentrated Vortex Structure Induced by an Interaction of a Single Vortex
with Unsteady Vortex Layer Shedding from an Airfoil"

JNUMERICAL SIMULATION AND MODELING ¢ Centennial Hall-West
Session Chairman - M.M, Reischmana}
Invited Lecturers - J.R. Herringngational Center for Atmospheric Research

and Olivier Metais, NCAR, Advanced Program and CNRS, Grenoble, France,
“Numerical and Theoretical Calculations of Stratified Turbulence"

V. Eswaran and S.B. Pope, Cornell University, "An Examination of Forcing
in Full Turbulence Simulations"

P. Andre, R. Creff and’J. Batina, Universite d'Orleans, Orleans, France,
"A Numerical Investigation of the Turbulent Pulsating Flow in a Pipe"

Karam Azab and John B. McLaughlin, Clarkson University, "Numerical
Simulation of ‘the Viscous Wall Region"

F.F. Grinstein, Berkeley Research Associates, E.S. Oran and J.P, Boris,

U.S. Naval Research Laboratory, and A.K.M.F. Hussain, University of Houston,
“Numerical Study of the Mean Static Pressure Field of an Axisymmetric

Free dJet"

L. Shtilman, City College of the City University of New York, R.B. Pelz,
Rutgers University, A. Tsinober, Tel Aviv University, Tel Aviv, Israel,
"Numerical Investigation of Helicity in Turbulent Flow"

Steven Keleti and X B Reed, Jr., University of Missouri-Rolla, "Spectral
Properties of Exact Random Solutions to Burgers' Equation for Modified
Thomas Initial Conditions"

Tuesday, September 23, 1986

Y]
STABILITY, TRANSITION AND DEVELOPMENT = Centennial Hall-West
Session Chairman - R.J. Hansen R

Invited Lecturer - W.S. Saric, Arizona State University, "Boundary Layer
Transition to Turbulence: The Last Five Years"

F.0. Thomas and K.M. Prakash, Oklahoma State University, "An Experimental
Investigation of a Global Resonance Mechanism in the Two-Dimensional
Turbulent Jet"

Beatrice Martinet and Ronald J. Adrian, University of I1linois at Urbana-
Champaign, "Rayleigh~Benard Convection: Experimental Study of the Oscillatory
Instability"

foor

X} RO W LR '
AN INAERA AT SN AN !:'-'f‘-!!a'?:.‘!:.“!c.‘. Wl

NN

Paper
Number

10

11

12

13

14

15

16

17

18

19

20

21

e




e Paper
£E / Number
l".

kh {ggg {R.N. Miksad, R.S. Solis and E.J. Powers, The University of Texas at

i ‘ ‘Austin, "Experiments on the Influence of Mean Flow Unsteadiness on the

. ‘Laminar-Turbulent Transition of a Wake" 22
(R

i; ffncurrent Sessions

"

23 NOVEL EXPERIMENTAL APPROACHESHn Centennial Hall-West

G Session Chairman - W.G. Tiede

A J.P. Giovanangeli, Institut de Mecanique Statistique de la Turbulence,

lb Marseille, France, "A New Method fpr Measuring in Stream Small Scale Static

;5! Pressure Fluctuations with Application to Wind-Wave Interactions” 23
» /

o Christopher Landreth and Ronald J. Adrian, University of T1linois at

: Urpana-Champaign, “Double Pulised Laser Velocimeter with Directional

& Resolution for Complex Flows" . 25
l..

;k: L.G. Ozimek and R.S. Azad, The University of Manitoba, Manitoba, Canada,

el "A Compar1son of Analog and Digital Systems of Measurements of Turbulence

0 Parameters" K 27
' /

Ry H. Branover and S. Sukdn1ansky, Ben-Gurion University of the Negev,

. Beer-Sheva, Israel, ¥Flows with Strongly Anisotropic Turbulence-Dynamic

W and Heat Transfer Aspects" 29

e
X )
e i&ib Ioannis C. Lekakis, Ronald J. Adrian and Barclay G. Jones, University of
i [1linois at-Urbana-Champaign, "Time Delay Correlations of the Reynolds-Stress

J Tensor in Turbulent Pipe Flow" 31
|‘:

:Q A. Tsinober, E. Kit, and M, Teitel, Tel Aviv University, Tel Aviv, Israel,

K "Electromagnetic Methods of Turbulence Measurements: Shortcomings and

o Advantages" 33
o ‘C.B. Reed, B.F. Picologlou, P.V. Dauzvardis and J.L. Bailey, Argonne

N * National Laboratory, "Techniques for Measurement of Velocity in Liquid-Metal

oy &pHD Flows" 35
|

> COMPLEX TURBULENT FLOWS WITH WALL EFFECT%, Mark Twain Room

’ Session Chairman - David Stock [__,_,M__“_—_—-*~M~M~m' =
s

IX)

ﬁ: Shiki Okamoto, Shibaura Institute of Technology, Tokyo, Japan, "Experimental

ag Study of Mutual Interference Between Two Spheres Placed on Plane Boundary" 24
]

N. Toy and T.A. Fox, University of Surrey, Guildford, United Kingdom, "The

=) Generation of Turbulence from Displaced Cross-Members in Uniform Flow" 26
W

}: Paul Dawson, Brian Lamb, Daniel Martin, and David Stock, Washington State

3 University, "Modeling of Exhaust Fume Concentrations Near Buildings" 28
)

. ° Essam Eldin Khalil, Cairo Uniyersity, Cairo, Egypt, "Numericai Computations

B Lo of Flow Patterns in Aluminum Reduction Cells" 30
$ Barry Gilbert, Grumman Corporate Research Center, "Turbulence Measurements

) in a Flow Generated by the Collision of Radially Flowing Wall Jets" 32
o
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// Number
gﬁgﬁ /J .M.M. Barata, D.F.G. Durao and M.V, Heitor, Instituto Superior Tecnico,
‘ Lisboa, Portugal, "Experimental and Numerical Study on the Aerodynamics of

'Jets in Ground Effect" 34

Ve

I Richard D. Gould, Warren H. Stevenson and H. Doyle Thompson, Purdue
{ Un1vers1ty, "Exper1menta1 and Computational Investigation of Turbulent
K;fansport in an Axisymmetric Sudden Expansion” 36

e A W

ONFINED TURBULENT FLOWS -\ Centennial Hall-West
Session Chairman - Barc]aw J. Jones

M.M.A. Khalifa and A.C. Trupp, University of Manitoba, Manitoba, Canada,
"Measurements of Fully Developed Turbulent Flow in a Trapezoidal Duct" 37

o i
[ A

’ A.M. El-Kersh, Minia University, Minia, Egypt, and A.H. E1-Gammal,

Alexandria University, Alexandria, Egypt, "A Lag-Entrainment Method for the
Prediction of a Turbulent Boundary Layer in an Annular Diffuser with

Swirled Flow" 39

v .t
oo 0

0. Turan, R.S. Azad, and S,Z. Kassab, " University of Manitoba, Manitoba,
Canada, "Evaluation of k1 Spectral Law in Three Wall-Bounded Flows" 41

»

-~

" J.C. Lai, University of New South Wales, Duntroon, Australia, and
K.J. Bullock, University of Queensland, St. Lucia, Australia, "Distribution
o of Convect1on Velocities and Lifetimes of Turbu]ence Structures in Fully
%ﬂ@ Developed Pipe Flow" 43

N e~

v

A ?ﬁEE SHEAR TURBULENCE, = Mark Twain Room __ . . ..o
Session Chairman - R “#drian

: R.D. Mehta and J.H. Bell, Stanford University, Q Inoue and L.S. King, NASA
Ames Research Center, "Experimental and Computational Studies of Plane Mixing
Layers” 38

D.F.G., Durao, M.V. Heitor and J.C.F, Pereira, Instituto Superior Tecnico,
Lisboa, Portugal, "The Turbulent and Periodic Flows Behind a Squared Obstacle" 40

C.A. Thompson, N.G. Fico and F. Costa Filho, Instituto Militar De Engenharia,
Rio de Janeior, Brazil, "Circular Jets: Effects of Sinusoidal Forcing and
; Strouhal Number" 42

C.A. Thompson, N.G. Fico and F. Costa Filho, Instituto Militar De Engenharia, ﬁ
Rio de Janeiro, Brazil, "Hot-Wire Measurements on a Plane Turbulent Jet" 44

Return to Single Session

DRAG REDUCTION - Centennial Hall-West
Session Chairman - J.L. Zakin

° Mark T. Coughran, David G. Bogard, and Choon L. Gan, Univerity of Texas,

ww "An Experimental Study of the Burst Structure in a LEBU~Modified Boundary
Layer" 45
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NASA Technical Memorandum 88896

Direct Numerical Simulations of a

Temporally Evolving Mixing Layer

Subject to Forcing

Russell W. Claus
Lewis Research Center
Cleveland, Ohio

Prepared for the

10th Symposium on Turbulence

cosponsored by the Office of Naval Research
and the University of Missouri—Rolla

Rolla, Missouri, September 22-24, 1986
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Session I

1
R. ERBECK AND W. MERZKIRCH, UNIVBRSIT.AT
ESSEN, REPUBLIC OF GERMANY
As in

single beam holography, can speckle
photography focus on narrow x-y planes
normal to the beam?

A }Nx (39
O

Y] ~
\ |+ J d(n(‘“t?w
¥
goat’u
Merzkirch: Yes, when it is applied for
measuring velocity in a flow that has

been seeded with tracer particles.

In my presentation, speckle photography
was applied for measuring density
fluctuations in a flow without tracers.
The light beam is transmitted through
the flow and it integrates all the
information along its path. We have
shown how this information can be
disintegrated in the case of isotropic
turbulence. It is not possible to
obtain information with a light sheet
(no scatterers!).

Hussain, Universjty of Houyston: I know
that speckle velocimetry is rather
promising under some circumstances.
Could you indicate when it is so. Also,
could you please comment on its
limitations, vis-a-vis other measureaent
techniques?

Merzkjrch: Speckle velocimetry is a
promising technique when the aim is to
measure two velocity components in one
plane simultaneously for one particular
instant of time, and when the velocities
are nrot too high. Yhe latter
limitation, probably the most severe at
this time, results from intensity
problems. The intensity per unit area
in a laser light sheet is much lower

than the intensity concentrated in the

‘A ) () 1
(NNARA 'zla‘ e 'e‘,’n‘n'o W)

LN I.Q‘ .l, se, 0]

e - T

measuring volume of a LDA. The higher
the velocity, the shorter must be the
light pulse generating the sheet, and
the lower is the available irntensity
scattered from tracers in the sheet,
The low sensitivity of ordinary
photographic material at the wavelength
emitted by a ruby laser is adding to
this limitation.

It should be pointed out, that the
subject of my paper is not speckle
velocimetry from tracers, but
weasurement of density by means of a
speckle method.

N. TOY AND C. WISBY, UNIVERSITY OF
SURREY

Hussain, Universi of Houston:
Sufficiently far from the point of
introduction of smoke, the smoke
boundary has little to do with the local
vertical flow boundary or local coherent
structures. Thus, you can say little
about the structure from smoke pictures.

Flow visualization is extremely helpful
when supplementing quantitative data but

can be extremely misleading.

Toy: The limitations of smoke flow
visualization have been appreciated for
many years and extreme caution must be
excercised when attempting to obtain
quantitative information from this
technique. It is proposed that a direct
comparison of the considered flow case
be undertaken in the future using
established measurement techniques in
order to appreciate more fully the
correlation between the obtained
sba;istics.
Brodkey, Ohjo State University: What
are the effects of velocity and scan
rate on blurring?

Wisby: Standard vidicon technology
causes the image to be integrated over
the field acquisition time of 20 ms
(ignoring blanking periods and assuming

50 Hz video rate), causing a ‘blur’
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phenomenon. In order to examine this
effect, a snap-shot solid-state CCD
camera has been emplcyed that allows
variable integration periods of between
1-20 as while maintaining standard video
output rates.

Nagidb titut C H
How will you account for smoke and light
intensity variations in the quantitative
utilization of the image intensity
exercises you indicated as extensions in
future work?

Wisby: Work is presently being
undertaken to investigate the extent to
which variations in injected smoke
volumes and associated physical
injection details can affect
consequential variations in the
registered light intensity
distributions. As a preliminary
investigation, the light intensity
distributions are being interpreted on a
purely relative basis with regard to

individual experiments,

THOMAS B. FRANCTS AND JOSEPH KATZ,
PURDIE UUNIVERSTTY

Rebi Mehta, Stanford University:
Secondary vortices are generated near
the wing surface due to the induced
velocities (by the main vortex) on the
sheet of opposite signed vorticity-
necessary to satisfy the no—-slip
condition in the cross-flow plane. How
do you define the vortex diameter——how
is it measured from the photographs?
Katz: D is pnot the diameter of the
core, but a characteristic vortex size.
It can be defined as the diameter of the
space creatoed by the streamline
(actually a projection of the
streamline) that makes a complete loop.
It was weasured on the TV monitor’s
screen. Future work with injected
particles will determine the core
diameter, the diameter based on the
traces with the highest speed. Note,

) ‘t ’.0

TN T L L' Wirve vary

unfortunately, there is an error in the
formula for D/C. The coefficient 0.9
should be replaced by 0.9/24.

- D

H, MAEKAWA, T. NOZAKI, M. TAO AKD 3.
YAMAZAKI, KAGOSHIMA UNIVERSITY

Hussain, Univeprsity of Houston:

(a) I assume that the self-preserving
region of a plane wake of a circular
cylinder would not be different frou the
self-preserving region of a airfoil or a
flat plate. If that is so0, then the
cylinder wake does not start with the
double ring structure that Kobashi and

Ichijo have recommended. How then will
the structure that you recommend for a

wake develop in the case of the cylinder
wake?

(b) You are probably aware of the wake
structure study of Hayakawa recently
completed at University of Houston. The
far field structure found by him in a
cylinder wake is ratner different from
that proposed by you.

Maekawa: In the case of the turbulent
wake behind an airfoil, 3-D coherent
structure already exists just behind the
trailing edge. I assume that they will
be aligned wavily in the spanwise
direction, in the case of the cylinder
wake, and make the 2-dimensional
vorticity concentrations that you and
Dr. Hayakawa found in the self-

preserving region of a cylinder wake.
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J.T. KEGELMAN AND F.W. ROOS, McDONMELL
DQUGLAS RESEARCH LABORATORIES

Hussain iv Houst

Comment: The apparent up and down
bouncing of the mixing layer boundary as
revealed by your visualization, may not
indicate flapping of the mixing layer.
It may be due to passage of large-—scale
structures connected by ribs. That is,
the mixing layer thickness at the ribs
is much lower than at the rolls.
Furthermore, no flow facility can be
built disturbance-free. Typically,
facilities include resonant acoustic
modes (the only way to establish that
the modes are weak 1s to show free-

stream velocity spectrum). Even when
the fluctuation level is small, the

energy may be concentrated in narrow
bands. Only small peaks {n a receptive
or ‘dangerous’ frequency range can
trigger instability. 1In the presence of
even a small disturbance, a shear layer
roll up may be organized spanwise. This
organization can even be augmented due
to feedback in situations such as
reattaching shear layers, as you have
studied. We have seen in a direct
nume~ical simulation of mixing layers
(Metcalfe, et al. 1985) that the mixing
layer structures are not at all
organized spanwise, contrary to the
results of Browand and Troutt. In their
case, the strong spanwise contortions
within the large-scale structures in the
plane mixing layer (established by
multi-wire vorticity map data in our
laboratory) are smocthed out because
their data are taken not with vorticity
probes, but with single wires in the
potential flow outside the mixing layer.
Even a slight amount of spanwise forcing
introduced in the numerical simulation
(which shows large-scale structures
without spanwise coherence) induces

spanwise cohercice from the start.

n,‘.o.‘ Q.‘ (A
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P. BUCHHAVE, LDA TECH. (DANTEC)

Mehta, Stanford Uujversity: How do you
deal with the apparent coincidence
problem in 3-D systems and keep the
probe volume down to a reasonable size
(necessary for 3-D)? Do you have any 3-
D (simultanerus) mcasurerent. wnich 2an
be validated through comparison with
theory or other measurement technigue
(say, a cross-wire)?

Buchhave: We use off-axis detection by
combining two optical units. One acts
as a transmitter of blue and receiver of
green, whereas the other acts as
receiver of blue and transmitter of
green, The resulting measuring volume
is small, s/n is improved, and particles
are detected within the szme neasurenent
volune for blue and green beams.

Thompson, Military Institute of

Engineering: How do you handle seedirg
a free jet with an L.D.A. systenm?
Buchhave: You have to seed the entire
room.

Carl Gibson, Scripps, Inst.: Are there
any advantages to using fiber optics in
LDA's? What are the disadvantages?
Buchhave: Advantages are ability to
access areas inaccessible to normal
LDA’'s, easier traversing, and using an
optical link from the laser to the fiber
optlc head, you can place the laser

further away from the measurement.

CHARLES G, SPEZIALE, GEORGIA INSTITUTE
OF TECHNOLOGY

Hansen, NRL: You make the point that
the helicity is not Galilean invariant,
Recent calculations of this quantity
(Pelz, et al. 19R8S) suggest that this

quantity is very small in turbulent
shear flows. Would you comment further

on the validity of this finding.
Speziale: In my opinion, no direct
correlation can be established between
the helicity density v.w and turbulence

activity in general turbulent shear
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flows since it is got Galilean
invariant. This lack of invariance
allows for a situation where there can
be arbitrarilv different fluctuations in
the helicity density for a given set of
turbulence statistics (see Speziale,
Quart, Appl, Math,. in press, for more
details). This measure of local
helicity may be of some use in the
analysis of homogeneous, isotropic
turbulence which has a preferred
reference frame (namely, the frame in
which the wmean velocity vanishes).
However, general turbulent shear flows

have no_preferred reference frame (the

croblem of turbulent Couette flow
discussed ir oy presentation serves as a
0o¢ example of this fact), and hence
the lack of Galilean invariance
constitutes a serious deficiency. If a
direct correlation is to be established
between helicity and such turbulence
activity as coherent structures and
small scale 1ntenmi£tency, it will have
to be based on some alternative measure
of local helicity that is properly
invariant (the coherent helicity
discussed in my paper may be of some use

in this regard).
Hussain, Upiv i Hougt

This is
an additicnal response to the question
by R.J. Hansen to Speziale in re
helicity.

That helicity can be related to
dissipation is a direct consequence of
the simple identity

lut? + lu x ol? = lul?1wl?,

which is equivalent to the trigonometric
identity,

cosze + sinze =1

and the fact that u x w is the nonlinear
term in the Navier-Stokes equation which
is responsible for energy cascade, and
thus creation of smaller scales and also
dissipation. Thus, domains of high
dissipation can be assumed to be
different from domains of high helicity

369,
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density u.e,--a suggestion mace by
Moffatt and by Tsinober and Levich.
However, the association of coherent
structures with high helicity is based
on the expectation that ccherent
structures are indeed long-lived. Fven
though most researchers believe that
coherent structures have long life-
times, we have long contended otherwice,
i.e. their life-time is of the order of
their turnover time.

The claim of Tsinober and Levich that
coherent structures are helizal was
countered by my stating that the
spanwise roll in the plane nmixing layer
and the toroidal structure in the near
field of an axisymmetric jet have g0

helicity. They have then countered by
the claim that all three-dimensional
structures are helical. Clearly this is
always true as it is impossible to
conceive of a three-dimensional vortical
structure in a flow which is helicity
free.

Jack Herxing. NCAR:
large helicity (density) may be expected

Isn't the reason

to be associated with a coherent
structure is that regions where it is
large have (relatively) small forcing
[ux (V x u)], and so would last longer
than regions where it is small?
Speziale:

regions of low dissipation (retarded

It is not strictly true that

energy cascade) are assocaiated with
high helicity. 1In fact, only the
solenoidal part of u x w contributes to
the energy cascade. Low magnitudes of
the solenoidal part of u x w can be
associated with either high or low
helicity. Therefore, there is no direct
correlation between local helicity and
the energy cascade. Consequently,
arguments concerning the connection
between high helicity and long-lived

turbulence structures are unrigorous.
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Session II

J.F. HERRING, NATIONAL CENTER FOR
ATOMOSPHERIC RESEARCH

Carl Gibson, Seripps, Inst,: It would

be interesting to know the hydrodynamic
state of the temperature field during
the course of your numerical simulation
using a hydrodynamic phase diagram, that
is, a normalized Froude number versus

normalized Reynolds' number plot (Gibson

1986 JFM), .
Fe o b
Fe,  Lp,
T 40 GC\;Ve,

¢
ic gW,;I
ep = 250N
Ly = (e/mn1/?
Ly = (e /nl/2 - 1.6 L
Ro o p

at beginning of
fossilization
L = =arimun cverturn
scale - Thorpe Lcale.

Herring: At present we have not

‘assemtled from the numerical runs all

the information needed to place our
zxperiments on your diagram. For the
runs described in my talk, the Froude
number ranged from 0.8 (the least stable
flow) down to 0.1 (the most stable
case). The value of the Reynolds’
number (R ) is about 30, but remember we
apply a hyperviscosity (V ) to keep
small =cales under control. This also

complicates the evaluation of epe
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V. ESWARAN AND S.B. POPE, CORNELL
UNIVERSITY

Russ Claus, NASA Lewis: The order of
your time-stepping and wave number
truncation can affect the stability of
your results. What order accuracy is
the time-stepping and what form (if any)
of truncation was used. Can you comment
on the effects of these parameters?
Eswaran:
a secord-order Runge-Kutte scheme. The

The time-stepping was done by

highest wave number (cut off) was
21/2

3
on one side of the computational cube

and k
o

Nko, where N is the number of nodes

is the lowest non-zero wave
number. The ratio of the cut off wave
number to ko will affect the spatial
resolution of the grid. However, if the
flow is well-resolved, this ratio should
not affect the numerical stability.
Although no value of the critical
Courant number has been theoretically
predicted for our scheme, I would expect
that an increased order of the time-
stepping procedure would increase the
numerical stability of the computations.
Victor Goldschmidt, Purdue University:
Did you vary the distribution over wave
number of the forcing function? (If
not, what guarantee do we have that the
high wave number quantities were not
dependent on the forcing parameters?)
Eswaran:
distribution of the forcing function.

No, we did not vary the

However, the energy input rate at each
wave number was usually different (as it
also depended on the Fourier modes of
the velocity). We intend to study the
effect of forcing different numbers of
nodes.
will not be substantially different. We

I would expect that the results

varied the forcing parameters over a
large range without detecting

significant differences in the high
wave-number quantities (at the same

Reynolds’ number). The results strongly
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::::‘ suggest that these quantities are very that the same dimensionless quantity may

2 insensitive to the low-wave number relate the overall behavior of

::‘ : forcing. oscillating flows: the numerical

.2!':‘ H CAR: Could you comment analysis devoted to steady anc'l unsteady

'.::'; on why your computed skewness decreases (forced) quantities and experiments on

T:.-i: as R). increase. turbulent intensity, shear stress, etc.

?0.‘.% Eswaran: The physical relevance of the in an oscillating boundary layer show

-‘,: skewnesses su and SG are explained in that thexl-e_’;s a range of possible values

':‘:I: Kerr (1983). We chose these quantities for @/Re” """ with which oscillating

:;:::: to give us a basis of comparison for our flows may not be considered as quasi-

’itﬂ! results with Kerr’s. The results were steady; in this case they may display an

.‘;ql': substantially the same. interaction between the natural

! turbulence and the forced modulation in

e P. ANDRE, R. CREFF AND J. BATINA, S0 far as they are not quasi-steady.

a.:::: UNIVERSITE d* ORLEANS 2) The predictions agree, at least

3:‘:‘:, Jack Ha NRL: 1) Could you explain qualitively, with existing experiments

:CE::: further the 3—order of magnitude dealing with dynamic phenomena only
discrepancy in your numerically (OHMI (1976]); more precisely:

,‘\ . °°n°l'i‘d;§ quasi-steady condition 1) the annular effect and the tenderncy

‘l‘l.: (Q/Re”""7) and that in experiments? of the peak amplitude position to

:_A':,:Q', 2) How do your predictions of velooity approach the wall =3 the frequency

:‘f;:'. profiles etc., compare with existing inoreases,

oy experiments? ii) the phase velocity behavior along
Andre: 1) The first shown order of the tube radius vs the frequency

-:o \ wagnitude for the factor n/Rel‘”, 11i) the similarity of steady and

:01:: namely Q/Rel'”( $.6 x 10_7, comes from unsteady velocity profiles when

::’.:‘ the comparison of the steady velocity approaching the quasi-steadiness.

L‘:t":: profile and the unsteady velocity As long as the boundary conditions are
aoplitude profile as computed with the the same and icentical values for Re and

v,:;o' model, If the relative difference Q are maintained, good agreement with

‘.‘\ between those two distridbutions does not experiments is expected. This was done

i;E::: exceed 1%, it is, a priori. proposed as by CHMI using. for the theoretical

‘:::" a criterion that the flow may be stated approach, a several region model for the

- as quasi-steady. An almost identical eddy diffusivity instead of a mixing -

0;«; criterion was proposed by Ohmi et al. length model as in the present case.
(1978). On the other hand, there are no

"‘ From several experiments undertaken in available experimental results about the

‘is boundary layer flows subjected to unsteady thermal fluid field in

3 oscillations, it appears that the oscillating flows and this is what we

@ different criteria given by authors to will achieve in the near future.

::.'. depict the quui-stea.diness of the flow P { Uny { { Houstop: It was

;::“' can also be expressed as q‘;?‘;;“'auve ' oy understanding that a large number of

:‘::: values for the factor @/Re * studies of pulsation of turbulent

::':': Unfortunately. there is a discrepancy boundary layers and pipe flows showed no

) between those different values and the effect of pulsation on time-average

:‘r'> one suggested from the results of the measures of the mean and rms turbulent

::':f: podel. Therefore, it is interesting

.::;J
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velocity profiles. It seems that your general behavior) of lorced auantitien

Could you (numerical model) and to state the

o

results suggest otherwise.

! please explain and delineate what is interaction between oscillations and the

-

boundary layer (experirents).
Finally, would it be not the one and

new?
André: The important result brought up
by MIZUSHINA (1978) is that,

Qnly one criterion helpful in qualifyin_

the dynamics of i1l 1 ?
effectively, for a certain range of the y ¢ oscillating flows?

forced modulaticn frequency, no change

’.

“ g KARAM AZAB AND JOHN B. McLAUGHLIN,

_i is observed on the mean velocity profile CLARKSON UNIVERSITY

K as well as on the rms turbulent velocity W T4 rdue Upiversitv: What
4 - )

: distribution. But, he has shown also is the upper limit for your integrations

y that ther: ¢iists a preferred value of with respect to time when you calculate
. the frequency for which a sort of average values? If the bursting period
1,

) resonan?e appears betuee? the forced is an appropriate time-scale for the

q modulation and the bursting process; at ) wall region, then T+2200(90)= 18, 000,

K -

N the same time, the rms turbulence Since your only mechanism for

i intensity profiles show important (non interaction is the mean profile, I would
[] necligible) departures from classical

expect poor correspondence in calculated

rms profiles. Moreover, since —
p les ov and measured uv levels. Have you made

v w -

1 ' i
MIZUSHINA's experiments, several works this comparison?

deali with purely dynamic phenomena in
ng p y dy p McLaughlin:

-~

We have integrated for

+
' oscillating flows and/or transport T =2000. Ve compute averages over x arg

properties, have confirmed, directly or
indirectly, the existence of preferred
values for the frequency combined with
the Reynolds’ nunber value which may
affect the normal or classical
distributions [see, for instance,
RAMASRIAN and TU, JFM, (1979); Binder
(1985)....).

From the proposed model it appears that
the same dimenionless quantity, namely
anel'75, may help to predict:

i) the quasi-steadiness of the flow

ii) the possible combination of @ and Re
values leading to non-negligible, purely
unsteady effects between two opposite
limits: quasi-steadiness for small
frequencies and large Re, or small
unsteady amplitudes for large
frequencies and relatively small Re,
The criteria proposed from recent
experiments relative to point i) may be

re-expressed as functions of n/nel'7’.

Finally., the same quantity (OIR01'75)

can help to state the amplitude (and

< as well as time in an effort to
improve statistics. We find reasonably
good agreement with experiment for the
Reynolds’ stress and the production of
turbulent kinetic energy.

€, Petty, Michigan State University:

1) Have you gained any insight about
what terms in the Navier-Stokes
equations are important in the viscous
sublayer? A comparison with Sternberg's
earlier hypothesis would be interesting.
2) Did you study the temporal structure
the flow?

3) What was the correlztion coefficiw«nt
for the Reynolds' stress?

MgLaughlin: 1) We haven't attempted to
obtain that information, but we shall
consider it.

2) We have obtained frequency spectra of
the spatial Fourier components of the
flow corresponding to the wavel . _iin
measured by Morrison, Rullock, and
¥Kronauer, and we obtained good agreement
with their phase velocity, based on the

e e
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frequency for which our spectrum reaches
a maximus. However, the spectra were
very broad.

3) We haven't computed the Reynolds’
stress coefficient.

Rrodkev Upnjversity: It
would seem that the cyclic b.c. is the
cause of the 15% unsteady initial
contribution and the final deviation.

Did you use longer (or could you), x

values?
hA 4 We haven't attempted to use
larver pericdicity lengths beccuse we

are currently limited by the size and
speed of the miniconputer on which the
It should

be possible to make runs with larger

calculations were performed.

periodicity lengths on a supercomputer.
It is
worthwhile to note that while Laufer's

pipe dote are unquestionabiy reliable,

Hugsai iversi t

there are serious doubts regarding
Laufer's channel data. It seems that
his flow was not fully developed at the
measurement location.

F.F. GRINSTEIN, BERKELEY RESEARCH
ASSOCIATES

V. Goldschmidt, Purdue University: You

compare predictions of momentum flux
variations at exit velocities of 200m/s
to data for much lower exit velocities.
Have you tried to run your model for
incompressible flows?

Grinstein: Our present numerical model
(involving an explicit solver) was
tailored for compressible calculations.
In the incompressible limit the

time steps dictated by the Ccurant
condition for numerical stability are
unreasonably small from the physical
Because of this,
calculations at the nozzle exit

point of new.

velocities of the experiments were
inefficient and extremely expensive at
this stage, and therefore they were not
attempted.

Ve are presently testing an
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implicit version of the model suitable
for incompressible fluids and hope to be
able to do these comparisons in the near
future.

L. SHTILMAN, CITY COLLEGE OF THE CITY
UNIVERSITY OF NEW YORK

A University o 8: The
plots of P(cos@) vs © look much like the
result you would expect if 8 were a
random variable uniformly distributed
What do the results
look like for P(9)?
shtilman:
for P(8) too, but in 3-d the measure of

isotropy of the angle between velocity
and vorticity is cos® and not O,

between (-x,n),

The peaks at +1 were observed

Indeed, the elementary solid angle
between these vectors d2 ~ d(cos8)
unlike the 2-d case.

eziale, (eor, najtit of
Technology:

your direct simulations of isotropic

You used the results of
turbulence, where the ,referred
orientation of veloecity parallel to
vorticity (and, hence the existence of
large helicity density) are accompanied
by low dissipation, to draw general
conclusions. However, for a two-
dimensional turbulence (which can be
approached by agy turbulent flow in a
rapidly rotating framework sufficiently
far from solid boundaries) the helicity
density is small while the dissipaticn
rate is also small due to spectral
blocking. Consequently, how can you
claim that there is a direct correlation
between the helicity density and the
dissipation?

Shtilman: Rapidly rotating fluid is not
exactly two—dimensional flow and the
product of vertical velocity by a very
large vorticity is not small.
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STEVEN XELETI AND X B REED, JR.
UNIVERSITY OF MISSOURI-ROLLA

Gibson, Scripps: It would be
interesting to see your Kolmogoroff
norpalized spectra compared to universal
forms for 3D turbulence.

Reed: That's a good idea. We will take
a look at that.

Miksad, Universitv of Texas: The
nonlinear advective term in Burgers'
equation, when transformed, yields a
term where any two wave numbers which
sum or difference to k can potentially
transfer energy to the k wave number as
time progresses. How did you handle
this term? Was your procedure ‘exact’?
Reed: Yes, it was an exact solution, so
that spectral transfer was computed from
the exact solution. No attempt was made
to obtain contributions to one wave
nunber band, (k, k + Ak) from other
bands. Consequently, detailed
comparisons with, e.g., direct-

interaction calculations were not made.

Session III

F.0. THOMAS AND K.M. PRAKASH, OKLAHOMA
STATE UNIVERSITY

Hugsain. University of Hougton: One
perhaps needs to be careful about
talking about potential cores which is a
time-mean, and almost useless, concept
when one is dealing with instantaneous
flow dynamics including vortex pairing.
Instantaneously, the jet core fluid
remains potential for a much longer
distance than is apparent from
centerline time-mean data.

X B Reed, Jxr.. University of Missouri-
Rolla: Spectral coherence measurements
are typically 'ragged’. Did you
‘window' your spectral coherence
measurements? If so, with which one(s)
and why? If not, why?

Thomas: In our coherence measurements

ve employed a Hanning window. We found

that in many applications this gives
good performance. The application of a
simple cosine window gave results with
no appreciable difference, suggesting
that the results we presented are not
sensitive to window choice. In order to
smooth the coherence spectra we used
ensemble averaging over approximately
200 samples. The coherence spectra were
computed digitally with standard FFT

techniques.

R.W. MIKSAD, R.S. SOLIS AND E.J. POWERS,
THE UNIVERSITY OF TEXAS AT AUSTIN

Thomas. Oklahoma Scate Unjversicy:

Three part question: 1) Are the
bicoherence and complex digital
demodulation technicues restricted to
streamwise locations where the flow is
'orderly’, and if so, in what respect?
2) Were the bicoherence measurements
ensemble averaged? and

3) What do you consider to be sufficient
frequency resolution for such
measurements?

Miksad: 1) The answer is twofold. -
Bicoherence spectra are best suited for
regions of flow where you have some
randomness (turbulent or quasi-turbulent
flow). When the flow is orderly, you
have to do averaging over an ensemble.
You are looking for a statistically
meaningful phase coherence between three
spectral components. The phases of
three coupled modes always sum to the
same value (’'null out’). Just because
three such null out at an instant in
time, however, thac does not guarantee
that is the true value for all times,
and an ensemble average must be carried
out in order to establish the coherence
betwvesn the phases. Digital complex
demodulation is complementary to this
and is most suited for orderly flows.
Complex demodulation is equivalent to
the old technique of heterodyning in
radio receivers. The idea is to

identify the center frequency (one must

initiaiits |
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tell the technique what to look for) and
then determine variations of phase and
amplitude modulation. But in a jittery
flow, the carrier frequency cannot be
identified very well and the technique
gives a Qorc of ’fuzzy’ output. When
nonlinear 3-wave interactions occur, and
one of the waves is very low frequency,
then when it interacts back with high
frequency modes, it produces sum and
difference frequencies (side bands to
carrier frequency). The side band
structure in the frequency domain is the
spectral signature of a wave whose
amplitude and phase are modulated in the
time domain. You can look at nonlinear
interactions with either bicoherence
techniques or demodulation techniques.
When you use the latter, you are looking
at behavior in the time domain, when the
former, you are looking at nonlinear
interactions in the frequency domain.
Bicoherence thus yields useful
information at virtually all stages,
whereas demodulation loses its utility
rapidly as jitter enters.

2) Yes. That's the key to whole ’
process.

3) The answer is complicated. It
depends on whether the dominant
interaction involves the production of
high freq
frequency (difference modes). If it is

y (sum modes) or low

high frequency (producing, say,
harmonics), then you don’t need so great

a record length. If the interaction
scheme involves low frequency modes

interacting with high frequency modes,
then you have a problem. You must take
longer records in order to resolve low
frequency fluctuations; the usual
limitation {s then the data acquisition
systes. In a real flow, you have both
sua and difference modes and these are
the ’'black art’ sorts of questions of
signal analysis, (J.S. Bendat and A.G.

lo.
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Plersol, Random Data: Analysis and
Measurement Procedures, Wiley-
Interscience, 1971. A. Papoulis,
Probability, Random Variables, and
Stochastic Processes, 2nd edition,
McGraw-H11l (1984)).

For further exposition on these matters,
see R.W. Miksad, F.L. Jones, C.P. Ritz,
and E.J. Powers, ‘‘The rate of nonlinear
wave-wave interactions in laminar-
turbulent transition’' Archives of
Mechanics, in press, probably Dec. ‘87
publication date.

Session IV

J.P. GIOVANANGELI, INSTITUT de MECANIQUE
STATISTIQUE de la TURBULENCE

Khalifa, University of Manitoba: How do
you calibrate the ring around the pitot

tube.

Giovagangell: The same way that we
calibrate the hot wire,.

C. LANDRETH AND R.J. ADRIAN, UNIVERSITY
OF ILLINOIS AT URBANA-CHAMPAIGN

H val Rese oratory:
What is the difference between mean
square estimation and Lumley’s
orthogonal decomposition? The equations
look similar.
Adrian: The intent of mean square
estimation is to estimate the state of
the fluid around a point where the staie
is prescribed. Practically, the method
provides a picture of the large scale
structure that occurs in a volume on t.-.
order of several integral scales in
dimension. It provides a means of
interpreting 2-point spatial
correlations in terms of vector fields.
By itself, orthogonul decomposition (the
Karhunen-Loéve expansion) determines a
set of deterministic orthogonal
functions that best represent the random
process in the sense of rapid

convergence. The eigenfunctions do not
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necessarily look like coherent
structures. for example, in homogeneous
turbulence, the eigenfunctions are just
the set of complex exponentials.
Randormness in the orthogonal
decomposition is relegated to the
Fourier coefficients in the expansion.
Lumley extracts compact structures from
the orthogonal decompositon by combining
it with a shot-noise model. When this
is done, the results of mean square
estimation and shot-noise decomposition
become not dissimilar, but still not
identical. In homogeneous turbulence
Lunley’s characteristic eddies are more
compact than the conditional eddies.

J, Herrinm, NCAR:

your experiment stable, and if so, do

Is the core region in

you see oscillations where frequencies
correspond to the stability?

Adrian: We did not measure the mean
tempercture but on the basis of other
experiwents, I expect that the core was
stably stratified. The Brunt-Vaisala
frequency would be somewhat higher than
100mHz if the temperature stratification
exceeded 0.2°C/cm, so internal waves
could have been present in the higher
frequency range of our spectra. We see
no strong peaks in this range, however.
R Q Unive : To
what accuracy can you get the vorticity
norual to the photographic plane?

Landreth: This is a topic of ongoing
investigation., With our present system

we anticipate measurement errors of
between 10% and 20%.

K.R. Saricelli., McDonnell Douglas:

(a) wWhat is the major difference between
your technique and the speckle
velocimetry? .
(b) What are the maximun volocities for
which this technique is used? And what
about laser power?

Landreth: (a) The particle density is
the difference. In this technique, the
density used is such that particle )

" Ju 1 ‘a‘q)“u“ o ‘ AN y ' ‘5'0““9‘ Q’l" %‘ f, 4 ’l‘&‘l* .0:' '.
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images do not overlap on the PLV
photograph, which would result in the
formation of speckle.

(b) This technique can be used up to 500
w/sec, and they used 2 1/2 J/Pulse
Pulsed Ruby Laser.

L.G. OZIMEK AND R.S. AZAD, THE
UNIVERSITY OF MANITOBA

Giovanangeld, Institut de Mecanique
t d u ence: In your

analog method, how did you determine u

and v? What was the turbulence

intensity?

Azad:

following method:

The u and v were separated by the

u+vs=se (1)

1

u-v=se,, (2

u =2 +§). (3:
1 2

v = 2(e1 - ez). (4)

3 was determined from calibration of
each wire and they were matched to zive
the same value of s the turbulence
intensity varied from § to 60%

R r,, Unjversit Missouri-
Rolla:

and how did you determine it?

1) What was your sampling rate
After

your spectral measurements?

2) Your -;2; extrema were always greater
for digital than for analog measurement.
Is there a reason?

Azad:

3 x 10°
Diffuser Flow--sampling rate--2 x 10“

1) Boundary layer--sampling rate-

samples/sec.

samples/sec.
First, the sampling rate was fixed in
the boundary layer by comparing the
results with other published data and
then it was extrapolated to diffuser
flow. The moments must agree with other
results in the literature for boundary
layers.

2) Experimental errors of the flow from
one day to another can produce the
errors that you have pointed out at
extrema.
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AN H. BRANOVER AND S.  SUKORIANSKY, BEN- Session V

A GURION UNIVERSITY OF THE NEGEV

N C. B, Reed, Argonne National Laboratory: N. TOY AMD T.A. FOX, UNIVERSITY OF

ﬁ’ What was the interaction parameter in SURREY

i: these experiments? Sanderson, Iowa State Universjty: Were
3‘ Sukoriansky: Unity the side forces on either the forward or

trailing members neasured or deduced.
A. TSINOBER, E. KIT AND M. TEITEL, TEL

AVIV UNIVERSITY There is work showing that spacing of

p‘ L1 : two parallel members may experience a
i - : s
Wy Branovex. Ben-Guxion University

silver chloride coating of electrode

o spacings?
: tips to take care of all the electro-

. Fox: The drag forces have been
y chemical effects? If yes, how long does

maximum in side forces at certain

calculated at the center—line of each
it last and how does it deteriorate with

member in the configuration and these

Wy time?
W show that maximums do occur at certain
K) 2) My second question is of a more
]( spacings. However, the side forces have
oy provocative nature. You conclude for

b not been calculated at this stage in the
AN some special cases of turbulence

study. It would be useful to consider

q measurements in water (electrolyte) that

] such forces in conjunction with aspects
2 the method you discussed can be applied.

h of the dynamic response of cach mezter
i The remaining question, though, is why

*y . to changes in the member spacing.

3 should one go through all the trouble of

& King, NASA-Apea: Have you looked at the
8, squeezing a water flow into a gap of a

\ acoustics of this setup, particularly
: magnet and other troubles, while other

with regard to edgetone reneration below
the critical gap width.

methods of turbulence measurement exist?
e Isinober: 1) The AgCZ coating, when

Fox: Considerable work has-been done in
properly made, reduces the electro

the past on the acouatic characteristes
chemical noise (offset) to the level of
of t cylinders arranged in parallel
the noise of the electronics, which is o ey & P

hen modellin ower lines. In the
approximately 0.3uV (0 + 200 Hz). It is when node € P

present investigation this particular

¥ stable for several days if not exposed

i aspect has not been considered, and it
& to air.

$ . is difficult to define the practical
;: 2) Even for only the vorticity r

. application of such a study,
5 measurements, it ls worth while spending pplica y

several hundreds of Kj. The reason is P. DAWSOM, R. LAMB, D. MARTIN AMD D.

that this method is an absolute one (and STOCK, WASHINGTON STATE UNIVERSITY
does not require any calibration).

A o

TR

Gilbert, Grumman: COMMENT: Your last

Therefore, it promises t btain results
ore P °e° slides show disagreement between

of fundamental value for turbulence. My

measured and predicted concentration
confidence in this presently is

values at the ground along a ljne

increased after spending a couple of

:: pending P directly downstrean of the model.
months in the laborat rof. J.

B nens aboratory of P However, you showed that the predicted

k Wallace buildi d calibrat -hot

: ace du ng and calibracing g-ho downstream plume slants off to the left.
wire prnbes. Other 1 tant advantages

ﬁ ® probe mportant a & Perhaps the results could correlate
of the PDP method are described in the,

q better if you used values along a line
paper.

K that tracks the center of the plume,

I
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Stoek: Good suggestion, we will try it.
Also, we will remove the asymmetry in
future computations.
R, Claus, M !

accuracy can seriously affect your

Numerical

calculated results, sspecially in the
scalar field. Your modifications to the
k-¢ turbulence model can be invalidated
by numerical diffusion. Care to
comment?

Stock: The k-¢ model was compared with
the vertical profile of the Leipzig
data, and that calculation was used to
evaluate the changes to the standard k-s
nodel. For the l-dimensional
calculation a very fine grid could be
used. We did not try to use our 3-D
calculation to tune the turbulence
podel .

R, Priveite, Goodvear Aerospace Corp,:
Have any calculations been performed
using a less computationally intensive
closure model in an effort to evaluate
the ability of other methods to predict
the cxperimental results,

Stock: We are interested in flow with
recirculation nones and therefore
believe that the k-e model is the least
computationally intensive model that
should be used.

3. GILRERT, GRUMMAN CORPORATE RESEARCH
CENTER

K.R. Sapripalli, McDonell Douglas: How

significant is the contribution of this
flow to V/STOL flow field, since the
important jet impingement region has
been excluded. Are you aware of the
recent work at McDonell-Douglas Research
Laboratories on the V/STOL flow field
.that inocluded the jet impingement region
which reveal 1owor'spread1ng ratea and
higher turbulence inbensitigs.

Gilberk: We are planning further
studies of the problem to include the
impinging jets. By studying the problem
without impinging Jjets, the idea is to

isolate and quantify the effects of
coupling between the impinging jets and
the fountain. I am not aware of the
recent work at McDonell Douglas on the

twin-impinging-jet-fountain flows.

R.D. GOULD, W.H, STEVENSON AND H.D,
THOMPSON, PURDUE UNIVERSITY

Eswarap, Cornell University: Did you
obtain the constants for the k—¢ model

from the literature or did you

optimize them to fit your data?

Gould: We used the standard constants
given by Pun and Spalding (1976). The

reference is given in the paper,
Session VI

M.M.A. KHALIFA AND A.C. TRUPP,
UNIVERSITY OF MANITOBA

André, Université de Orleans: What are
the expected effects on the pressure
drop and on heat transfer due to the
trapezoidal shape?

Khalifa: The Blasius and Dittus-Boelter
equations hold to within about 10% if
the equivalent hydraulic diameter is
used.

d I ois: By
orienting your probe geometry with
respect to the fixed duct axes, the v
and w components as you approach the
side walls will not be directly
interpretable with respect to T, and
thus the conparispn with rectangular and
circular duet data may lead to
discrepancies. Can you clarify how vou
rationalize direct comparison of such

results?
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Khalifa: Only the Reynolds stresses
for fluid adjacent to the top and bottom
walls (and not the inclined wall) were
compared to the results for square and
circular ducts. For these two walls,
the peasurement coordinate system is
aligned parallel and normal to them.,

For the inclined wall, the Reynolds

the two rectangular jets. I am worried
about influences, even coupling, of the
2ingle-strean wixing layer ail around on
the two-stream mixing layer, in the
mixing layer that you have studied.

6) The measurements you mention are
time-average measures and thus may not

reveal any coupling.

Sy
e
ot stress components must be computed from Mehta: 1) Yes, this is borne out oy the
'ﬁ’b the transformation corresponding to a 3
e ° results-—-(v')” (the normal Reynolds
N 30" rotation of the coordinate system.
8, ) stress) is high in the computations (by
i a faclor of ~3)--we aliribute this to
‘;4? Session VII the lack of the three-dimensionality in
»
Jﬂ: the simulations which would relax this
DR
I R.D, MEHTA AND J.F. BELL, STANFORD stress.
A UNIVERSITY 2) We hope to use experimental data (USC

. Adrian, U I . How or Imperial College, for example) to

were the forced oscillations imposed guide us, At this coment we are only

upon the vortices in the vortex blob including one or two longitudinal

T

5:&/ calculation? vortices (very high computation times
fﬂ;‘ Hehta: By including a sine function on are the pain problem).

;k‘q the normal (v) velocity of the form: 3) I think you mean streamwise structure
'v:‘ vf(t) = A sin(2nft) spacing. Nominally 2-D boundary layers
O Hugs l Houston: 1) Your always have spanwise variation ir
:~£‘ simulation, which is two~dimensional, properties (e.z., 8, c., etc..) the
ey does rnot take into account the most level and wavelength of which is
:fx, crucial feature of the mixing layer, determined by the flow conditioning (cee

namely, longitudiual vortices or 'ribs’, Mehta and Hoffmann, Tr~G6, Aero and
O Yithout these the central physics of the Astro Dept., Stanford University Report,
'ﬁ{i niring layer will be missed. for example). It has been found (e.g.
Hzﬁ 2) In your numerical study with Wood, Ph.D, thesis, Imperial College)
?ﬁg' artificially induced longitudinal that this spanwise variation feeds into
4 vortices that you plan in the future, the mixing layer. It is concejvable

*F?f what spanwise spacing would you use? tﬁat the longitudinal vortices, or
':&. 3) The spanwise structure in the mixing rather their spacing, would be triggered
;QQ: layer is not necessarily a legacy of by this.

‘2“: upstream boundary layer but results from 4) Yes but I am not sure if ‘real’
il secondary or spanwise instability of the mixing layers (in the laboratory) show
) shear layer itself. any known scaling for the structures.
¥ 4) This instability has been studied by 5) So were we. In the near-field our
3&: Lin and Corcos and by Pierrehumbert and data seems to agree with other rasulta
A Uidnal}, and self-similar solutions--thig hus all
'ﬁ: $) I an concernad by the fact that your been discussed in an article (latest
nixing layer is in free space between Exp. in Fluids). We have also recently
;< two rectangular jets, tius surrounded by checked the measurements with a test
‘;‘ the shear layers around the perimater of section installed.
vy
"i:
- /.
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Stock: Good suggestion, we will try it.
Also, we will remove the asymxetry in
future computations.

R, Claus, NASA ig: Numerical
accuracy can seriously affect your
calculated results, especially in the
scalar field. Your modifications to the
k-¢ turbulence model can be invalidated
by numerical diffusion., Care to
corment?

Stock: The k-¢ model was compared with
the vertical profile of the Leipzig
data, and that calculation was used to
evaluate the changes to the standard k-e
nodel. For the l-dimensional
calculation a very fine grid could be
used. We did not try to use our 3-D
calculation to tune the turbulence
codel.

R, Privette ar Ae c

Have any calculations been performed
using a less computationally intensive
c.osure model in an effort to evaluate
the ability of other methods to predict
the experimental results.

Stock: We are interested in flow with
recirculation zones and therefore
believe that the k-e model is the least
comput.ationally intensive model that
should be used.

3. GILRERT. GRUMMAN CORPORATE RESEARCH
CENTFR

K.B. Saripalli, McDone)l Douglas: How
sianificani is the contribution of this
flow to V/STOL flow field, since the
important jet impingement region has
been excluded, Are you aware of the
recent work at McDonell-Douglas Research
Laboratories on the V/STOL flow field
that inoluded the jet impingement region
which reveal lover'spreedinz ratea and
higher turbulence intensitigs.

Gilbert: We are planning further
studies of the problem to include the
ispinging jets. By studying the problem
without impinging jJets, the idea is to

N " Ny
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isolate and quantify the effects of
coupling between the impirging jets and
the fountain. I am not aware of the
recent work at McDonell Douglas on the

twin-impinging-jet-fountain flows.

R.D. GOULD, W.H, STEVENSON AND H.D.
THOMPSON, PURDUE UNIVERSITY

1'al 21l University: Did you
obtain the constants for the k-¢ model
from the literature or did you

optimize them to fit your data?

Gould: We used the standard constants
given by Pun and Spalding (1976). The

reference is given in the paper.
Sescion VI

M.M.A. KHALIFA AND A.C. TRUPP,
UNIVERSITY OF MANITOBA

Andpé, Université de Orleans: What are
the expected effects on the pressure
drop and on heat transfer due to the
trapezoidal shape?

Khalifa: The Blasius and Dittus-Boelter
equations hold to within about 10% if
the equivalent hydraulic diameter is
used.

d i Illinois: By
orienting your probe geometry with
respect to the fixed duct axes, the v
and w components as you approach the
side walls will not be directly
interpretable with respect to T, and
thus the comparison with rectangular and
eircular duet data may lead to
discrepancies. Can you clarify how you
rationalize direct comparison of such

results?
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20 ppm and was well mixed before
entering the test section.

Pacceraon, University of Arxizona: Did
you inject insoluble polymer threads
into the wall region for comparison with
your results in order to prove the
hypothesis that the polymer threads
alter the turbulence?

Frings: No, because we have not found
an insoluble polymer which has nearly

the same density as water and is not

sufficiently small with respect to the
Kolmogoroff scale?

3) The -11/3 roll-off at high k, which
was derived for Pr<<l, seems also to

hold for Pr>1l. Can you explain this?
Gibson: 1) I agree that this is an

interesting approach, and have been able
to derive equations for the kinematics
of iso-enstrophy and iso-helicity

surfaces and extrema, similar to those

N . presented for 1so-scalar surfaces and
a: toxic (necessary because the outlet of extrems used in y 1968 theory. They
’ the test pipe is connected with the are more ocaplex and harder co
i sever). visualize, but I think worth thinking
¥ about and computing from numerical
:b Session IX simulations.
i 2) The velocity sensor was an 0.1 mm
gANG;::gg'A:glzg§:;;: ggsgqtéggng;A AT conical hot film and the microbead
; OCEANOCRAPHY thermistor was even smaller. The
: L._Herring. NGAR: For low Pr, you seem velocity sensor was spatially'limited
" to show -17/3 spectra, even for cases for the very high Reynolds number flow -
: (Kerr's numerical simulations) in which R'H = 270,000, but the temperature
) there is no -5/3 range for the velocity signal was limited only by electronic
i field. Could you comment. noise, and neither frequency response
B cibsen: The rfk-17/3 subranges observed nor spatial resoluction.
: from both the laboratory measurements 3) I chink the numerical Pr>1 spectra
? and numerf{cal simulations occupy a hit the noise.before they canishow
. narrow range of wavenumbers because the departure from the Batchelor exponential
. spectrum is so steep, of order form. The laboratory and ocean s
; log [Pr'l/al decades. The subrange temperature (Pr~10) do not show k
? widths are smaller than the inertial subranges.
; subranges of the velocity fields, but Reed, University of Missouri-Rolla: 1)
' are displaced to higher wave numbers-- What do you see as the 'next’ good
4 which does not seem unreasonsble for a question(s) in the area? Paradoxes?

v e e e e

mixing process--in this case 'uniform-
gradient-wrinkling’.
Hussain. Universicy of Houston: 1)1
wonder {f you have looked at the
implication of scaler pinch-off in the
flow topology, in particular, the

* vorticity field. If there is a
corresponding pinch off of vortex lines,
this will be interesting from the point
of view of helicity dynamics, in
particular, creation of helicity.
2) In Clay’s measurement, was the sensor

2) A phrase was missing from your
presentation--passive additive--which
would underline my 2nd question: Have
you begun to look at mixing with source
terms, such as buoyancy in liquids or
modelling local turbulence in
combustion, with an eye toward small
scales and universality?

Gibgon: 1) Does the ‘gradient-pinching’
mechanism work in the 3-D simulations?
How do the strain-rate-mixing models
interact with the vorticity field in 3-D

/17
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simulations? Why is the W 1773
displaced to higher wave-numbers than

spectrum

the k's/3 velocity spectral subrange?
2) The Batchelor (1959) spectral form
should be produced even {f the rate-of-
strain field which mixes the
microstructure is non-turbulent, as
shown in my paper in J, Geoph, Res.
(1982) on 'Fossil Turbulence in the
Denmark Strait’.
Claus, NASA Lewis:

comment on the development of a subscale

Would you care to

model of the scalar field that might
result from this work?

Gibson:
scale models can be devised which

To the extent that sub-grid-

exploit the new scalar mixing mechanisms
and the new general spectral forms, 1
would certainly expect progress in
developing more representative sub-grid-
scale models.
Brodkev, Ohio State Unfiversity: How
does 1283 size compare to kB where
development of numerical simulation from
Clay occurs.
Gibson: The Kerr (1985) numerical
simulation used a mesh size of about
1/6 Lx so for Pr<l the Batchelor scale
- LePr -1/2

the mesh size.

J. Hansen, NRL: In light of the

limitations of 2D turbulence simulations

will be much larger than

which you have correctly noted, what
level of confidence do you have that the
gradient pinching mechanism identified
there is a reality?

Gibson:
the gradient pinching mechanism fails

1 would be very surprised if

for 3-D simulations because there is
such a straight-forwvard explanation for

the mechanism using the expression
2

Vg - U= - 190 Ve. The scalar field

should follow the velocity best where

|v8| is large, in both 2-D and 3-D

(20 (R)
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R.W. CLAUS, NASA LEWIS RESEARCH CENTER

Raccerson, Univexsity of Arizopa: What
do you expect closure modellers of
chemical reactions in turbulent mixing
to learn from full direct digital scalar
modeling?

Claus:

provide the early, pre-transition,

Direct numerical simulations can

information that closure models fail to
represent. Hopefully, these simulations
will be run at increasingly higher
Reynolds’' number to someday provide
information for closure model
development. It is currently premature
to tie numerical simulations to the

development of reaction closures.

A. PICART AND R. BORGHI, CNRS, MONT-
SAINT-AIGNAN
Patterson. University of Arizopa: Do

you think that a value of 5 or any value
>1 for ¢ in U-kCA(l-CA)o
enough for your further experiments?
Picart: A higher value of 4 will
produce a steeper gradient in the scalar
field and,

=5 is a realistic value for a premixed

{s realistic

so, numerical instabilities.

flame whose flame velocity is not too
high. The limitation of ¢ is due to the
numerical code. These are limited to
low Re number and, so, low Schmidt
number.

J1. Hansen, NRL:

anticipate the next steps in your

1) What do you

numerical study will be?

2) 1Is 323 resolution adequate for this
calculation?
Picart: 1) The next steps will be a

full simulation until CA nears zero with

different characteristic times T
T

so, of the ratio :S
T

Damkohler number) the forcing of the

and,

(which {s the

turbulence field would be interesting in
order to get a siationary turbulence
field. I think it would be

interesting to introduce two scalar

Afterwards,
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fields in the code in order to simulate
a diffusion flame.

2) 323 is adequate for the behavior of
mean statistical results. This limits
the Reynolds’ number, but with 1283
which is the higher resolution, the Re
number is not much higher.

Read, University of Missouxi-Rolla:

Have you looked at the effect of inftfal
conditions on your results? (e.g.,
different initial spectra, different
concentration ratios?)

Picart: Yes, I have looked, but the
initial conditions have no influence on
mean quantities such as the mean value,
the variance, and the correlation. The
shape of the scalar spectra determines
the shape of the scalar P.D.F. and joint
P.D.F. and the values of the length
scales (scalar). The concentration
ratio is not important if it is near one
(1.e., far from the concentration where
the reaction proceeds). The decrease of
length scale is due to an inicial
spectrua which is not in equilibriua.

T. LOOKMAN AND P. SULLIVAN, UNIVERSITY
OF WESTERN ONTARIO

J. Herring, NCAR: It would be
interesting to compare your calculation
to the work of H. Aref (JFM?; 84)
Sullivan: Yes. When more results are

in we will certainly compare.

T.H. CHEN, A.J. LIGHTMAN, W.J. SCHMOLL
AND P.P. YANEY, UNIVERSITY OF DAYTON

Reed, Universicy of Missouri-Rolla:
COMMENTS: 1) Your lst color slide
beautifully illustrates the source of
the local minimum of u’' on the axis for
some distance downstreanm.

2) The downstream development of shear
flows and in particular of jets is

‘moment by moment’, in the sense that U
first becomes self preserving, then u’

and so on to higher moments. Thus, the

lower moments may already start

‘decaying’ before the high moments have
‘come up’ to statistical equilibrium
(similarity).

Almost all your fluctuating fields
showed a more pronounced 'RHS’ than
'LHS‘. Was that a flow asymmetry or an
artifact (perhaps optical)?

Chen: Jet flows are very sensitive to
the surrounding boundary conditions. It
is especially true for the low-velocity
jets. The configurations of optical
hardware and laser safety covers around
the jet are by no meang axisymmetrical.
Due to this asymmetrical far field
condition, the jet is slightly bent
towards the 'LHS'. Consequently, the
‘RHS' shows more fluctuations. However,
it can be seen from the fluctuation
contours that the transitional regime is
fairly axisymmetrical. The asymmetry
occurs further downstream and would not
affect the results of our study
significantly.

Gould. Puxdue University: How did you
separate your LDV signal from your Raman
signal? Did you have to stagger the
signal in time, and if you did, did this
affect the velocity-concentration
correlation?

Chen: The LDV and Raman systems are
based on two different Argon laser

wave lengths, LDV at 514.5 nm and Raman
at 488 nm. The Raman signal is
frequency shifted from the elastic
scattering (Rayleigh) by the appropriate
Raman shift. The spectrometer used to
isolate the Raman signal rejects the
Rayleigh component sufficiently that
stray signal never exceeds J% at the
Raman frequency. As a result the Raman
and LDV signal are independent and there
is no induced velocity-concentration

correlation.
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ey Session X :R IggN:Nb G.K. PATTERSON, UNIVERSITY OF
v
e
':o. R.M. PRIVETTE, W.G. TIEDERMAN AND W.M. - Reed, University of Missouri-Rolla:
:0:| PHILLIPS, PURDUE UNIVERSITY COMMENT: We are three of the half dozen :
4
:;’ Raian Menon, TSI. Imc.: Since odd people (pun intended) who worry J
i;?' statistics are calculated on a cycle-to- about turbulence in flows not like flat ;
~ cycle basis it would be good to know plates and axisymmetric jets. It's a !
3y : the amount of error (error bands) dircy job, but somebody’'s got to do it. ]
;0". — You are to be commended for the
. especially for u’'v’ calculations.
:.'3 N meagsurement program, and for doing
\ Iiederman: The statistics at eac
‘:u,l something to guantify the well-
e location were averaged over 35 cycles.
M recognized periodicity due to the blades
r Since the velocities were sampled on an
3 and to take it into account in viscous
25 equal time interval basis, the major
o dissipation calculations that needed to
‘.‘!’ sources of uncertainty are the finite
’.}.' be done.
").' size of the ensemble and the finite size
s Bxodkey, Ohjo State Univers{ty:
." of the window for ’'filtered’ data. the
A 1) Can you discuss the energy balance?
. unfiltered data also includes an
® 2) Have you discarded the trailing edge
Wy uncertainty due to cycle-to-cycle
,‘i‘ vortex in ¢, which (t.e.v.) still can be
N variation of the mean signal. The
NV important in the mixing mechanism?
“.: uncertainty of the turbulence
TS Patterson: 1) The energy was balanced
N intensities and the Reynolds’' stress for
e for each of several regions between
! the filtered data are on the order of
Lo measurédment locations in the impeller
58,
e stream. Both turbulent (total including
[N ] . . .
;.:. R. CREFF AND P. ANDRE, UNIVERSITE d' periodic) and mean kinetic energies were
.:l: ORLEANS {included. The balances were good to a
U
::': Reed, Universicy of Missouri-Rella: A few percent.
A
.4 ‘bullet’ of parabolic shape can be used 2) The periodic turbulence does not
- which, when moved linearly along the contribute to energy dissipation where
/iy
N axis, provides for a linear variation of it exists. When vorticity is connected
.' . velocity ip the steady state. How was downstream, where it degrades to non-
2 ! our high frequency periodically periodic turbulence (real turbulence),
¢ y 4 q
’p’?‘ variable-flow generator designed? energy dissipation results at the
Andre: I am afraid of a downstream location.
e
»:v:' misunderstanding about the frequency Relschman, Qffice of Naval Research:
o}
i:h" range used in the sctudy. This is a low What is the influence of, and have you
:;:. frequency range. ever changed the geometry of, the
:':': The frequencies which are obtained by external mixing vanes (baffles)?
) means of the time varying sonic-section Ratterson: So far we haven't changed
s:‘.:t range between 0 and 35 Hz. The two 'the wall baffles. Their influence is to
:::.: acoustic resonance modes obtained here ' kill strong fluid rotation in the vessel
:‘:;: are squal to 9.3 Hz and 27.7 Hz, as a whole and to produce large vortices
\
,.':. respactively. near the wall.
‘b.,.
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Direct Numerical Simulations of a Temporally Evolving Mixing Layer Subject to Forcing

i Russell W. Claus
“ National Aeronautics and Space Adminisiration
N - Lewns Research Center

Cleveland, Ohso 44135
H Abstract

! The vortical evolution of mixing layers subject to various types of forcing is nu-
o merically simulated using psuedospectral methods. The effect of harmonic forcing and
. random noise in the initial conditions is examined with some results compared to exper-
X imental data. Spanwise forcing is found to enhance streamwise vorticity in a nonlinear
X process leading to a slow, secondary growth of the shear layer. The effect of forcing
! on a chemical reaction is favorably compared with experimental data at low Reynolds

numbers. Combining harmonic and subharmonic forcing is shown to both augment
and later destroy streamwise vorticity.

:“:

N Nomenclature

p Yy =radial location where U = (U—oo + U0 }/2

. A = forcing wavelength

:: fy.90 = radial distance where the flow reaches 90 percent of Uy

‘¢

-;' Introduction

4

. Direct numerical simulations of turbulent fi.ws are increasingly being used to ex-
e tract turbulent flow physics ( e.g., refs. 1and 2). This technique has distinct advantages
over laboratory experiments. First, numerical simulations can unambigiously perform
experiments where the effect of changing one single parameter can be individually
: studied in detail. Experimental studies, done in the laboratory, can rarely separate

individual cause and effect trends. Second, numerical simulations contain all the infor-
mation concerning flow dynamics. Various statistical properties can be easily extracted

L)

: from the computations. Laboratory experiments usually cannot measure all important
, flow quantities and measurement accuracy is always a preblem.

4 But numerical simulations are not without basic limitations as well. Although
q numerical simulations can sample any statistical quantity, these computations are very
. computer intensive, requiring on the order of several CPU hours to calculate only a few
p seconds of flow time. Whereas an experiment can usually be run for hours to measure
" various statistics, the numerical simulations have to be sampled over a much shorter
X time period. Another limitation of the numerical simulations is related to the range

of turbulent scales which can be represented on the computational mesh. In direct
numerical simulations, highly accurate (pseudospectral) numerical methods are used
to sulve the Navier-Stokes equations on a computational mesh. Despite the high phase
and amplitude accuracy of these techniques, turbulent fluctuations both larger than
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and smaller than the computational mesh cannot be resolved. The later restriction
limits the simulation to a low Reynolds number flow {approximately 50 to 100 based

o on the Taylor microscale). When one applies the results of a low Reynolds number
! calculation to understand high Reynolds number turbulence, an inherent assumption
" is made that the large energetic scales of turbulent motion display characteristics that
By are Reynolds number independent. Testing of this assumption provides part of the
o motivation for this report.
;s}’ Another motivation for this report is to examine the impact of vortical motion
o on mixing and chemical reactions in a planar mixing layer. The planar mixing layer
o is a convectively unstable type of flow in which small perturbations, either naturally
r occurring or induced by the flow hardware, can rapidly grow as these perturbations are

5 convected downstream (ref. 3). This prototypical flow provides a unique opportunity
o to study the effect of small changes in the initial conditions of the flow and to observe
= how these changes alter the characteristics of a passive chemical reaction. A chemical
W reaction is quite sensitive to the dynamics of mixing at the smallest scales (ref. 4), and
‘ this will be examined in a comparison with experimental data.

K There have been a number of previous numerical studies of mixing layers (refs.
K 5 thru 8). In relation to this report, the most pertinent of these is reference 5, in
W which the importance of large scale motions in enhancing chemical reactions is illus-
o trated. Primarily, this study used two-dimensional numerical simulations to represent
: the increased interfacial area and enhanced entrainment that can result from large scale
A vortex rollup. However, two-dimensional simulations cannot represent the small-scale
v (inherently three-dimensional) structures that have been experimentally shown to occur
0 in the mixing layer. These small-scale structures lead to a substantial increase in scalar
s mixing (ref. 9). The formation of these structures and the related increase in mixing

is termed the “mixing transition.” Before the mixing transition the flow is principally
i two-dimensional and laminar. After the mixing transition the flow is turbulent and
: three-dimensional while still retaining some of the characteristics of two-dimensionality.
i Previous studies have failed to observe the onset of the mixing transition because of a
lack of grid refinement limiting the resolvable Reynolds number. The mixing transition
occurs somewhere around a Reynolds number of 5000 (based on the local momentum
thickness), whereas the simulations are typically one-fifth this level.

A new generation of supercomputers is currently becoming available which should
eliminate this restriction. The first high speed processor obtained under NASA’s Nu-
merical Aerodynamic Simulation (NAS) project combines a relatively fast CPU with
about 258 million words of memory. This may permit numerical simulations up to and
perhaps beyond the mixing transition. This report details the initial calculations made
with the NAS in a continuing study to examine various factors influencing mixing in
chemically reacting, mixing layers. The effects of various types of forcing are studied
and the vortical evolution of the flow is graphically illustrated. Although these calcula-
tions were made typically at low Reynolds number, they form the basis for future high
. Reynolds number studies.
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; Computational Approach

The numerically-simulated mixing layer is conceptually represented as shown in
figure 1. The orientation of typical streamwise and spanwise vorticity along with the
orientation of the axes is illustrated. The mean axial velocity profile is initially set to
a hyperbolic-tangent profile representative of experimental data (ref. 10). Imposed on
this profile is a low level of random noise corresponding to a noise spectrum that is
well resolved on the computational mesh. This provides a divergence-free, low level
(typically less than one percent) of turbulence in all velocity components. To simulate
spanwise forcing, harmonic and (sometimes) subharmonic perturbations are imposed
in the initial conditions to generate a rapid spanwise-vortex rollup.

The time-dependent Navier-Stokes equations are solved for incompressible flow.
Three scalar transport equations are solved to simulate a passive (no heat release)
chemical reaction. This system of differential equations is solved explicitly by using
second-order accurate time-differencing and pseudospectral approximations (Fourier
series) of the spatial field as noted in reference 6. Spherical wavenumber truncation
was performed by following the method described in refernce 11. The flow Reynolds
number was about 200 based on the initial velocity thickness, and the Damkohler
number of the chemical reaction was set to 5.

The computational box size for these numerical simulations was scaled to include
one complete cycle of the longest forced wavelength in the X (axial) direction. The Y
X direction was typically slightly more than twice this length, and the Z direction extent
o was typically equal to one-half the X direction length. Grid points were equally spaced
y along each direction. Boundary conditions in the X and Z direction were periodic. In
W the Y direction, no stress type boundary conditions were used; quantities such as U
! (axial velocity) were set to provide a zero gradient across the boundary and quantities
¥ such as V (radial velocity) were set to provide a reflection across the boundary.

‘ As noted previously the numerical simulations reported here are for a time-evolving
“ mixing layer. This comprises a Lagrangian description of the spatially developing
4 mixing layer with the computational domain following the mean flow velocity. The
P drawback that this imposes in comparisons with experimental data is offset by the
¥
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increased numerical resolution available in the Lagrangian description of the flow. The
time-evolving simulation cannot represent some important features of experimental
data (such as the asymmetric development of the layer) and should be looked at as
more of a tool to study “idealizations” of real flows where the primary aim is to study

p . the structure of turbulent flows.

Results and Discussion

Y

o Numerical simulations of mixing layers subject to various types of forcing are

examined here. Initially, the effect of harmonic forcing and random noise in the initial
conditions is examined and some results are compared with experimental data (refs. 12-
13). In the second section, the effect of combined harmonic and subharmonic forcing is
illustrated. The wavelength of the harmonic forcing corresponds to the most amplified
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frequency as predicted from linear stability theory (ref. 10). The subharmonic is twice
this length.

Harmonic Forcing and Random Noise

A series of numerical simulations of a mixing layer subject to harmonic forcing is

N compared to the experimental data of references 12 and 13. Both of these experiments
i employed a high degree of spanwise forcing in the entrance flow. This simplifies the
: specification of the initial conditions for the numerical simulation, since the high level
B of spanwise forcing dominates the natural random noise normally associated with high
" Reynolds number experimental flows. The spatially evolving shear layer is among those
types of flows classified as convectively unstable; therefore, any small disturbance can
rapidly grow as it is convected downstream. The highly excited harmonic forcing should
grow more rapidly than the lower level random disturbances. This leads to the early
, part of the flow being largely two-dimensional. By taking advantage of this fact, we
will examine how well a two-dimensional numerical simulation describes the velocity

field of a harmonically excited shear layer.

oy The mean velocity half-width calculated from a two-dimensional numerical simu-
el lation (64x65 grid points) with harmonic excitation is compared to the experimental
R data of reference 12 in figure 2. For this comparison, data from the slow speed side of
oy the layer is chosen as the dynamics of growth and saturation are more apparent than on

the high speed side. It should be noted that the simulation is of a time-evolving layer
whereas, the experiment spatially evolves, a transformation similar to that described

s in reference 8 must be performed to relate the spatial and temporal information. Once
B this transformation is performed the evolution of the experimental data is well simu-
Lo lated up to the point of saturation of the shear layer (60-80 cm). Beyond this point
] (> 100 cm) the slow growth of the layer is simulated poorly. Enlarging the computa-
e tional domain and inputting various perturbations fails to reproduce the slow growth
represented in the experimental data. The two-dimensional simulations simply exhibit
Sy vortex nutation or a change in the orientation of the axis of the rolled-up vortex with
R no significant increase in shear layer width. These results are similar to the findings
of reference 14 where two-dimensional simulations were compared to the experimental
N data of Ho and Huang (ref. 15). Again the simulations fairly represented the early
i;:':: rollup and saturation, but failed downstream of this region. Reference 16 indicates
:;:::: that streamwise vorticity can be more significant beyond saturation, and these results
Sy tend to support that finding. In other words, the two-dimensional simulations fail to

: represent the growth of three-dimensional streamwise vorticity following saturation in
R the shear layer.

B The Reynolds stresses at two different axial locations are compared in figure 3.
i The locations selected for comparison are within the region where the flow is primarily
Lo two-dimensional; hence, the comparison between simulation and experimental data

is qualitatively good. The simulation does not match the peak experimental values,
B and the simulated profiles appear to be spread over a greater radial distance than the
S experimental data; however, the change in sign observed experimentally is faithfully
S reproduced. This correctly represents the change in the energy transfer between the
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mean flow and the turbulence. When the Reynolds stresses are negative, energy is

transferred from the turbulence to the mean flow causing the decrease in shear layer

o thickness seen in figure 2 (around 60 cm). The failure of the simulation to more closely

! match the experimental data profile is probably due to the difference in Reynolds
' number between the two flows.

The mean velocity half-width of three-dimensional simulations (32x33x32 grid
points) using harmonic forcing with a low level of random noise or just random noise
with no forcing is displayed in figure 4. The simulation using harmonic forcing ex-
hibits a development similar to the two-dimensional calculations (figure 2) up to and
just beyond the point of saturation. Beyond saturation the three-dimensional forced
simulation displays a slow, steady growth which is in general agreement with the ex-
perimental trend. In contrast to the forced results, the mean velocity half-width of the

“random noise only” simulation indicates a much slower overall growth of the shear
layer.

Three-dimensional surface plots of constant vorticity are shown for the harmonic
forcing simulation in figure 5. In the streamwise vorticity plots, both positive and nega-
tive vorticity levels are displayed with alternate colors indicating the change in vorticity
rotation. The sireamwise vorticity is weak and poorly organized at T=19.2 seconds,
whereas, counter-rotating vortex pairs are clearly evident in the T=43.2 seconds plot.
These are the mushroom-shaped structures experimentally observed by Bernal (ref.
17). In the simulation these structures evolve from the weak level of random noise
included in the initial conditions. It is interesting to note that these structures do not
get organized until after saturation of the harmonic wave. Apparently the orientation
of the main spanwise vortex, which is involved in the change in sign of the Reynolds
stresses (ref. 18) also contributes to the generation of streamwise vorticity.

Total vorticity surface plots are also shown in figure 5 for T=19.2 and 43.2 seconds.
Two different magnitudes of vorticity are color coded to indicate that the strongest
vorticity is associated with the harmonic rollup (or spanwise vorticity). A lower level
of total vorticity is also plotted to display the formation of streamwise vorticity on the
spanwise structure. At much later times the spanwise vorticity grows sufficiently in
strength to disrupt the spanwise structure.

Figure 6 displays the results of a high resolution calculation of the harmonically
excited shear layer. In this simulation, 128x129x32 grid points are used to more fully
resolve the flow field. Essentially, the dynamics of the flow are unchanged from the
results noted earlier indicating that the vorticity field is sufficiently well resolved in
these simulations. Also evident in the simulation is the distortion of the spanwise
structure caused by the strong streamwise vorticity. The streamwise vorticity appears
to gain energy at the expense of the spanwise structure.

Three-dimensional surface plots of constant vorticity for the numerical simulation
with random noise only in the initial conditions are shown in figure 7. From these
images it is apparent that both the spanwise structure and the streamwise vorticity
take longer to evolve. Although the spanwise structure takes longer to evolve, the
streamwise vorticity again does not appear until after saturation of the harmonic wave.
Once it does form, the streamwise vorticity is notably weaker than the streamwise
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vorticity that formed under harmonic forcing (fig. 5). Despite the fact that harmonic

forcing adds no energy into the Z direction modes, the nonlinear interaction with the

spanwise structure is important to the formation of the streamwise vorticity.
Forcing can also have a notable impact on scalar mixing and, thereby, on a chemical
g reaction. The previous two numerical simulations were repeated using much finer mesh
resolution (128x129x32 in the X, Y, and Z direction respectively) to accurately simulate
a passive chemical reaction. Figure 8 displays the results of these calculations compared
with the experimental data of reference 13. (Here the total product versus time from the
simulations is compared to the experimentally measured product thickness as defined
in ref. 18. This provides a qualitatively comparable basis for examining both flows.)
The effect of experimental forcing noted at low Reynolds number is qualitatively similar
to the trend seen in the numerical simulations. Since the cumerical simulations are for
a low Reynolds number (less than 1000 based on the local momentum thickness) this
qualitative agreement is expected. What seems unusual about these results is that the
effect of increased mixing that should result from the formation of strong streamwise
vorticity (especially in the forced simulations for times greater than 20 seconds) is not
readily apparent. Purely two-dimensional simulations (with no streamwise vorticity)
display very similar levels of product formation. Previous simulations have shown that
5 the majority of the product is formed in the vortex cores (ref. 5). The braid region
) contributes only slightly to the total amount of product formed. Therefore, though
the streamwise vorticity may increase product formation, it only does this along the
braids, and does not significantly affect the total amount of product formed.

In the high Reynolds number experiment, the rapid increase in product formed for
distances greater than 20 cm may be due to increased mixing resulting from smaller
scale streamwise vorticity. Numerical simulations (not shown) run at a higher Reynolds
number, but with no other changes in the simulation, actually produced less product
than the low Reynolds number simulation primarily because of the reduction in dif-
fussivity necessary to maintain a constant Prandtl pumber. This is certainly contrary
" to the experimental trend. It seems likely that as the Reynolds number is increased in
o these simulations, the initial noise spectrum will also have to be changed to add more
: energy at the higher wavenumbers. This would more closely replicate “real” experi-
mental flows which have more small-scale fluctuations at the high Reynolds number.
These additional small-scale fluctuations might make up for the reduced diffussivity

oy and lead to greater product formation.

Combined Harmonic and Subharmonic Forcing

g: The temporal evolution of both streamwise and total vorticity of a shear layer

n subject to harmonic and subharmonic forcing is displayed in figures 9, 10, and 11.

;:: At a time of 15 seconds (fig. 9), fairly coherent counter-rotating pairs of streamwise
K vorticity are apparent in the region between the two spanwise vorticities. Less well
. organized streamwise vorticity is obvious in the braid region at the limits of the X

axis, resulting from the strong random noise in the initial conditions. At a time of
24 seconds (fig. 10), the two forced spanwise structures are merged together. This
merging greatly reduces the area between the two structures and vortex stretching




2 enhances the streamwise vorticity in this region. This streamwise vorticity is rotated
approximately 270 degrees between T=15 and 24 seconds, whereas, the streamwise
vorticity in the outer braid region is stretched to a much lesser extent. At T=33
seconds the streamwise vorticity in the center of the new merged vortex core is no
longer apparent in the simulation. Dissipation being proportional to the square of the
vorticity, it appears that these streamwise structures are so strongly stretched that
they become sensitive to the viscosity of the fluid. There exists no strong mechanism
(such as a mean shear in the proper direction) to transfer energy into these structures
as rapidly as it is dissipated, therefore, the vorticity in the vortex core disappears. The
Reynolds number of this flow remains less than 1000 during the calculation so that
the dissipation that occurs in this simulation may not occur in high Reynolds number
flows. This Reynolds number effect can be a significant factor in the transition to
turbulence process. As the viscosity of the fluid is reduced (as the Reynolds number
increases) these small intense streamwise structures should play an increasingly more
important role in turbulent mixing. The large (forced) spanwise structures will entrain
fluid which will then be intensely mixed by the remanents of the streamwise vorticities
as suggested by reference 19.

The subharmonic pairing process is also evident in the high resolution simulations
of figure 12. In these figures the total vorticity is used to simultaneously observe both
the streamwise vorticity and the forced spanwise structures. These calculations used
128x129x32 grid points to resolve the flow field and the random noise was introduced
A at a very low level (<0.1 percent). This lower level of random noise leads to the
development of much less streamwise vorticity which is readily dissipated by vortex
stretching. Some streamwise vorticity is apparent at T=9 seconds in the braid region,
but no streamwise vorticity is evident between the large spanwise structures as they
collide (T=18) and merge (T=27). At T=36 seconds some streamwise vorticity appears
to regenerate based on the rollup of the single merged vortex.

The evolution of streamwise vorticity in this flow suggests an answer to the rescal-
ing question posed in reference 20. Experimentally it has been observed that the
streamwise vorticity appears to rescale after the pairing process with fewer streamwise
vortex pairs evident after pairing of the spanwise vortices. These simulations suggest
F that the streamwise vorticity is regenerated based on the local scale of the spanwise
‘ structure. Of course, these simulations cannot provide a definitive answer because of
the limits on Reynolds number in the simulated flow, and the dissipating effect this
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. has on the small-scale streamwise vorticity. In addition, attempting to draw defini-

tive conclusions based on only one numerical simulation is analogous to using a single
flow visualization experiment which may or may not be representative of the usual
behaviour of the flow. Additional simulations are necessary to build up confidence in
the noted results.
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Summary of Results

Numerical studies of a planar mixing layer subject to various types of forcing
indicate

1. Low Reynolds number direct numerical simulations qualitatively represent some
velocity field features of a high Reynolds number turbulent shear layer subject to har-
monic forcing.

2. The effect of forcing on a chemical reaction is qualitatively similar for low
Reynolds number experimental data and numerical simulations. Currently, the exper-
imental trends seen at high Reynolds number have not been accurately simulated.

3. Streamwise vorticity is greatly enhanced by periodic spanwise forcing and can
contribute (albeit weakly) to shear layer growth.

4. In low Reynolds number numerical simulations of the vortex pairing process,
streamwise vorticity can be both significantly enhanced and then dissipated as the
spanwise vortices merge.

Concluding Remarks

The active control of turbulence through various types of forcing has a great po-
tential for manipulating combustion processes. The numerical simulations displayed in
this report have indicated some of the changes in vortical structure that are possible
using various types of forcing. Although current simulations of chemical reactions have
only compared favorably with low Reynolds number data, it seems likely that the high
resolution computations, that are now possible, will overcome this limitation. The re-
sulting increased understanding of chemically reacting flows that will evolve from these
studies promises significant technological benefits for many applications.
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FIGURE 1. ~ SCHEMATIC REPRESENTATION OF THREE-DIMENSIONAL, PLANE SHEAR LAYER.
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ON THE STRUCTURE OF TURBULENT BOUNDARY
LAYERS

Hassan M. Nagib,
Illinois Institute of Technology,
Chicago, Illlinois, 60616

Yann G. Guezennec,
The Ohio State University
Columbus, Ohio, 43210

Introduction

The structure of turbulent boundary layers has
been the object of numerous studies over the past
twenty years. From the wealth of available
information, one realizes that they are
characterized by a hierarchy of three-dimensional
scales. At least, three major scales have been
identified and seem to play a prominent role in the
overall dynamics of the boundary layer. The
following paragraphs will summarize some of their
key features.

Streaks, First observed visually by Hama
(1956, see Corrsin, 1957), they have been the
object of numerous visual studies; e.g., Schraub
and Kline (1965), Kline et al. (1967) and others.
They appear to be omnipresent in the near-wall
region and to have very long streamwise extend of
the order of 1000 wall units. These findings have
been confirmed by the measurements of Achia and
Thompson (1976), Tiederman and Oldaker (1977),
Hanratty (1982) and others. Blackwelder (1978)
demonstrated that the streaks are formed by two
elongated streamwise vortices pumping low-speed
fluid away from the wall. They appear to have a
quasi-periodicity in the spanwise direction of the
order of 100 to 150 wall units.

Nagakawa and Nezu (1981) and Smith and Metzler
(1982) studied their spanwise distribution as a
function of height in the boundary layer. They
found that the distributions are highly skewed
towards large separations and that the average
spacing between them increases linearly with
increasing distance from the wall. However, they
point out that the streaks sre confined to a very

thin region near the wall (y+< 30) and are
increasingly difficult to locate farther up in the
boundary layer.

In summary, these streaks are assocfated with
pairs of counter-rotating vortices located very
near the wall and confined to that region. They
are omnipresent and they persist for large
downstream distances and reform immediately when
disturbed, 1.e. they seem to represent a product
of an "eigenmode" of the viscous wall region.

Kline ot 8l. (1967)
first observed that occasionally a streak would
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lift up, oscillate and erupt violently (bursting
sequence). Kim et al. (1971) associated those
bursting events with lifting and stretching
hairpins that lead to high shear above the wall
layer. The visual evidence of those bursts and
ejections obtained by Kline et al. (1967), Kim et
al. (1971), Corino and Brodkey (1969) and others
points to an event which is very energetic and has
a scale much larger than the streaks, but less than
the outer scales. The evidence of an intermediate
scale associated with the bursting motion can also
be found in the measurements of Blackwelder and
Kaplan (1976), Chen and Blackwelder (1978), Corke
et al. (1982) and others.

The strong perturbation associated with these
events extends well beyond the viscous sublayer

into the logarithmic region (y+- 100-200). A good
indication of that i1s the fact that the frequency
of detected events does not vary significantly up

to y+- 100 (Blackwelder and Kaplan, 1976). There is
a general agreement that the ejection phase of the
bursting motion contributes to a very large
turbulence production over a rather short period of
time. Most models of that process (Kim et al,
1971; Offen and Kline, 1974, 1975; Hinze, 1975;
Smith, 1978; etc.) involve horseshoe or hairpin
eddies being lifted from the wall and inducing a
strong ejection of fluid between them. Recently,
Moin and Kim (1986) also identified hairpin
vortices associated with the ejection and sveep
events in a numerical simulation of a turbulent
channel flow.

Quter-Flow Structures, Blackwelder and
Kovaznay (1972) showed that velocity fluctuations
near the wall (y/§ = 0.03) remain substantially
correlated through a large portion of the boundary
layer. This was also confirmed by Brown and Thomas
(1977) and Chen and Blackwelder (1978), who
recorded the presence of large-scale structures
inclined at a small angle over the wall and
spanning the entire boundary layer. More recently,
Kim (1985) identified large-scale disturbances
associated with the VITA-detection of events near
the wall in a turbulent channel flow simulation.
The recent work on drag reduction by Corke et al.
(1982) and others on the control and suppression of
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large scales also demonstrates a clear link between
the events at the wall and the large scales.

Many studies have attempted to meld some or
all of these observations into a unified view of
the boundary layer and the turbulence production
cycle. In support of such an effort, many
techniques have been developed to detect and count
the sn-called hursts or wall events during which
most of the turbulence production occurs. However,
it is clear that each technique focuses on a
particular feature of this complex phenomenon, and
hence it is hard to reconcile and link the various
findings.

In this study, it is proposed to integrate the
various facets of the turbulence production cycle,
and systematically investigate the interrelation
between the structures identified by various
techniques. In addition, based on the findings of
a related study (Guezennec and Nagib, 1986), a
model of the turbulent boundary layer will be
proposed.

The experiments were performed in the
high-speed test section of the Mark V. Morkovin
wind tunnel at 1.1.T. The tunnel operates in a
closed return mode and is powered by a vane-axial
fan. A series of honeycomb and screens preceeds a
four-to-one contraction leading to the test
section, allowing turbulence intensities of less
than 0.1 percent for speeds up to 35 m/s.

The test section has a rectangular cross
section of 0.61 m by 0.91 m and an overall length
of 5.88 m. An aluminum test plate is suspended in
the test section 30 cm. above the floor and
levelled. The leading edge of the plate is machined
to a razor-thin edge and slightly curved downwards.
This nose geometry ensured that the stagnation line
was always on the upper side of the plate
(measurement side) and that no separation occurred.
A 20 cm. section near the leading edge of the plate
wvas covered by 24 grit sand paper and recessed in
such a way that the upper surface of the sand paper
substrate was flush with the other plate sections.
This configuration allowed to fix the transition
rather than actually tripping the boundary layer.
To compensatz for the growth of the boundary layers
on the test plate, roof and the side walls of the
test section, an ajustable flexible ceiling was set
to provide a zero pressure gradient along the whole
length of the plate.

All measurements were performed digitally
through the course of this experiment. The analog
outputs of the transducers were conditioned before
digital acquisition. This signal conditioning
consisted of a biasing of the DC component and
subsequent amplification to use the full range of
the A/D converter and ensure the maximum
resolution. Thus, the actual resolution of the
transducer signals was of the order of a fraction
of a millivolt. In addition to this conditionning,
the signals were low-pass filtered using
fourth-order Butterworth analog filters. The
cut-off frequency was set according to the Nyquist
criterion as a function of the sampling rate. The
hot-wires signals were linearized digitally and
¢compensated to arcount for the small variations in
the tunnel operating temperature.

1-2

Measurements were performed using a fixed
V-shaped array of wall-shear sensors and a movable
X-wire probe traversed in space with respect to the
wall probe. Details of the eeometry of the probes
can be found in a report by Guezerrec and Nagib
(1985). In order to maximize the spatial resolution
of the probes, a free-stream velocity of 11 m/s was
chosen. The Reynolds number based on the momentum
thickness was 4900 at the location of the wall
sensors and was deemed sufficiently high +o be
representative of a high Reynolds number turbulent
boundary layer. A series of mean velocity profiles
taken at various downstream station along the plate
are shown in Figure 1. The profiles follow the law
of the wall with the usual constants and the
boundary layer is clearly self-similar. For more
details about the characteristics of the flow
field, the reader is refered to Guezennec and Nagib
(1985).

u

Several standard techniques for the detection
of wall events were used in this study, involving
one or more sensors. In addition, a new technique
was developed to permit the non-intrusive detection
of wall events. Each technique and its practical
implementation will be described in the following
paragraphs.

VITA Technigue. Introduced originally by
Blackwelder and Kaplan (1976), the Variable
Interval Time Averaging (VITA) technique has been
used by a large number of investigators. It relies
on the short-term variance, which is defined as
follows:

T T
o B

1 2.2 1 2 2

var(e,T,) = 1 | o u’(o)de (3 | pue)de)
h'_h h, 'h
C°—2 -—2

vhere t is time, Th is the averaging time and u is

the quantity to be processed (typically the
streamwise velocity signal). It should be pointed
out that this process acts in effect as a
non-linear band-pass filter. The high frequency
fluctuations are averaged over the integration time
and the low frequencies do not contribute since the
short-term variance is computed with respect to the
local mean. The non-linearity arises from the
squaring vhich emphasizes the large excursions from
the local mean. Hence, this processing technique
responds to the most energetic events which have
the proper time scale. The detection of wall events
15 achieved by requiring the local variance to
exceed a given threshold. This threshold is usually
defined with respect to the long-term variance of
the signal:

2

I(t) = 1 if var(t.Th) > knu

I(t) = 0 otherwise

where I(t) is the detection function, k the
threshold and ai is the long term variance. The

detection point is normally set in the center of
the region where the threshold is exceeded. A
alternate definition of the detection point will be
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;Qﬂ' introduced later. In addition, the slope of the
&ﬁd nx original signal at the point of detection is
:l:v', :@ examined to further discriminate between positive
730 ’ and negative slope events (accelerating and
" deccelerating events). These events will be
WY referred to as positive VITA (Vp) and negative VITA
i%b (Vn) events for the remainder of this paper.
i)
3&5 ec u This method was first
) introduced by Willmarth and Lu (1972) and has been
LX) widely used since. It relies on sorting the
P streamwise and normal velocity fluctuations u and v
; into four "quadrants” defined by the four
F combinations of their respective signs. In the
g;gg second and fourth quadrant (u<0, v>0 and w0, v<0
ﬂdﬁ respectively), the Reynolds stress is negative and
du!z therefore contributes to the turbulence production.
‘J*% On the other hand, the first and tnird quadrant
t{{ motions contribute to negative turbulence
M production. Events are detected whenever the (u,v)
. pair is in the correct quadrant and the absolute
qhﬂ value of their product exceeds a given threshold
ﬁﬁq (k'). The threshold is defined with respect to the
L%; product of the r.m.s. of u and v. Throughout the
RN rest of this paper, second and fourth quadrant
AN events will be referred to as Q2 and Q4 events,
435 respectively. Their detection is implemented as
i follows:
A Q2: I(t) =1 4if ,u<0
;’!.;; ) {
0 v>0
'\ uv > k'g o
e uv
1%5%
a&ﬁ' I(t) = 0 otherwise
.\y‘_ N an
v 9 Q4: I(t) =1 if Lu>0
R {v <0
?i*‘ uv > k'o o
.‘c:.’
iu“; I(t) =0 otherwise
TRy
ot
bb: vhere o and o_ are the r.m.s of the streanwise and
. ATy u v
normal velocity fluctuations and k' is the
o detection threshold.
50
,3ﬁg This technique was
nkv developed in an attempt to be non-intrusive and to
) 4 allow the spanwise registering or centering of the
??ﬂ, wall events over the detection probe.
LI Careful examination of the joint probability
density function of u and v in the near wall region
Wy reveals that motions associated with a very large
X negative u have a very low probability of
;ﬂg.’ occurrence in the third quadrant. This signifies
;bﬂ‘ that strong second quadrant motions can be detected
N“d solely on the basis of u. The converse holds true
;33' for strong fourth quadrant motions being detectable
Ly by a very large positive u. Hence, for strong Q2
(] and Q4 events, the quadrant can be inferred solely

by u on a statistical basis. Moreover, a strong u
is most likely to be associated with a large v (and
therefore turbulence production) due to the shape
of the joint probability demsity function.

Due to the large degree of coherence of u in
the vertical direction near the wall (See Corke et
al., 1982, for example), this pseudo-quadrant
method can be extrapolated to the wall. Strong u
in the buffer region is likely to be associated
with strong instantaneous streamwise shear, 'hx‘
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Hence, strong second quadrant events (Q2) will be
associated with large negative shx peaks, and

fourth quadrant events (Q4) will be associated with
large positive shx peaks.

In addition, the centering of the structures
over the probe can be achieved by requiring that
the instantaneous spanwise component of the shear
shz, be very small, i.e. that both shear sensors

detect strong but symmetric signals. Given the

spanwise spacing of the wall sensor (Az+-45) and
the typical spanwise wavelength associated with

near wall motions (A+- 100), any assymmetry of the
shear signals should represent a misalignment of
the structure over the probe. Therefore, this
centering technique provides a way to decrease the
spanvwise jitter of the detected structures, and to
enhance the definition of the ensemble-averages.
The shear sensor detection technique can be
summarized as follows:

Q2 I(t) ~ 1 if { shx < kxashx ' kx< 0
shz < kzashz
I(t) = 0 otherwise
Q4 I(t) =1 if { shx > kxashx H kx> 0
Shz < kzashz
I(t) = 0 otherwise

OO AR
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where I(t) is the detector function, shx and shz

are the streamwise and spanwise shear fluctuations,
% hx and Ochz AT€ their respective r.m.s. values

and kx and kz are the detector thresholds.
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In this section, the characteristics of the
classes of wall events detected by the various
techniques described above will be presented. In
addition, the relationship between those events
will also be examined and their contribution to the
turbulence production will be evaluated.

Vi e eV
Iechnigque. It has been shown before that the VITA
technique acts as a band-pass filter and selects
events associated with a particular time scale
related to the averaging time used. A typical
signature of the velocity traces obtained for the
positive VITA technique (Vp) is shown on the top of
Figure 2 for a non-dimensional averaging time of
10. The ensemble averaged signatures were obtained
by educting the streamwise (u) and normal (v)
velocity components and the Reynolds stress (uv)
around the detection point. The detection point
was defined in the usual manner at the mid-point of
the period during which the short-time variance
exceeds the prescribed threshold. After removing
their mean values, the velocity signals are
normalized by their r.m.s. values. The Reynolds
stress is normalized by the product of the r.m.s of
u and v. The time is counted from the detection
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point and is non-dimensionalized by inner
variables. This normalization of the signals and
time will be used throughout the rest of this
study. The threshold used in this figure was 1.0,
but similar results have been obtained for other
values.

As observed by other investigators, the
streamvise velocity exhibits a deceleration
followed by & very rapid acceleration and slow
return to the average value. The normal velocity
exnibits a positive pear (upward motion) followed
by a weak and relatively broad negative peak before
returning to its average value. The Reynolds
stress is characterized by a strong negative peak
aligned with the negative peak in the u signal,
followed by a weak and broad peak aftor the
detection point. The second Reynolds stress peak
is always weaker than the first one, especially for
short averaging times.

Most investigators have recognizec only one
Reynolds stress peak associated with VITA events.
Based on the existence of a small but broad second
peak after the detection of a positive VITA event,
it was felt that there may be a second Reynolds
stress contribution which was not brought out
properly by the detection technique, because of the
poor registering of individual events and the
resulting smearing by the ensemble-averaging
process. Hence, the definition of the detection
point in the VITA technique was redefined to
correspond to the location of the first u-peak
followirg the normal VITA detection point. Using
this modified rechnique, the same data were
reprocessed. A comparison ~f the ensemble averaged
velocities and Reynolds stress signatures of
positive VITA events obtained for the normal and
modified definition of the detection point is shown
oun the bottom of Figure 2. The detection parameters
used in this case are identical to those used for
the normal VITA detection above. The modified
definition of the detection point clearly brings
out the second Reynolds stress peak while reducing
and broadening the first one. This confirms the
conclusion that positive VITA events are comprised
of two turbulence-producing events occurring in
rapid succession, but within a range of time
delays. Moreover, the normal VITA processing tends
to register the detection on the negative u-peak
and smears out the opposite phase sub-event.

The corresponding ensemble-averaged velocities
and Reynolds stress signatures of negative VITA
events (Vn) have been also obtained as shown on the
top of Figure 3. The threshold and averaging times
are identical to those used for the positive VITA
events. The structure of the event appears
reversed, i.e. the u-signal exhibits a positive
peak followed by a rapid deceleration to negative
values and return to zero. The normal veiocity
exhibits a weak negative peak (downward motion)
followed by a strong positive (upward motion) peak.
The Reynolds stress exhibits two peaks, with the
second one much larger than the first one.

A similar redefinition of the detection point
was performed for the negative VITA event. In this
case, the detection point was defined at the
location of the u-peak preceeding the normal VITA
detection point. The ensemble-averaged signatures
obtained with the modified definition of the
detection point is shown in the bottom of Figure 3.
This alternate definition of the detectiom point
increases the strength of the first Reynolds stress
peak while broadening and weakening the second one.

'i .’. A' ‘..'
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This indicates that negative VITA events are also
associated with two Reynolds stress events, the
first of which may not be clearly brought out by
the standard VITA detection technique.

aracterisitics of Events Detected by the
Quadrant Technjque. The ensemble-averaged
velocities and Reynolds stress signatures obtained
with the quadrant technique for second quadrant
events (Q2) are shown on the top of Figure 4 for a
threshold value k' = 3.0. The streamwise velocity
exhibits a large negative peak and the normal
component undergoes a large positive peak (upward
motion). The Reynolds stress is characterized by a
very large and narrow peak. Thus, it is clear that
second quadrant events correspond to ejections, f.e
low speed fluid moving upward away from the wall,
and that this type of motion contributes to very
large Reynolds stresses and hence turbulence
production. Unlike the VITA detected events, the
Q2 events are associated with one single Reymolds
stress contribution and all peaks are centered at
the detection time.

The ensemble-averaged velocities and Reynolds
stress signatures associated with fourth quadrant
events (Q4) are shown on the bottom of Figure &.
These signatures were obtained for a threshold
k' = 3.0. The streamwise velocity exhibits a broad
positive peak while the normal component displays a
narrovw negative spike. This type of event clearly
represents the sweep of high speed fluid moving
towards the wall and is associated with a very
large Reynolds stress. As in the Q2 case, all
peaks are aligned at the detection point, although
the broad streamwise velocity signature possibly
indicates the passage of the large disturbance
which initiates a very local downward motion.

on veen V nique and
Technique Events, In light '© the previous
paragraphs, it is clear that the VITA technique and
the quadrant technique do not detect the same
events. Given the prominent part played by both
techniques in detecting turbulence-producing wall
events, efforts were made to understand the
relationship between those two classes of events
and their role in the turbulence production
process. Close examination of VITA events reveals
that each Reynolds stress peak is very similar to
individual second and fourth quadrant events
detected by the quadrant technique. In other
words, positive VITA events appear to be composed
of a Q2 event (ejection) followed by a Q4 event
(sweep) in rapid succession. Conversely, negative
VITA events appear to consist of a Q4 event
followed by a Q2 event. To further investigate
this apparent relationship, the location and
strength of the Reynolds stress peaks,
corresponding to second and fourth quadrant
motions, and immediately preceeding or following
VITA events were recorded. The Reynolds-stress
peaks chosen for this analysis were the closest
peaks belonging to the proper quadrant, within 20
viscous time units from the VITA events. The
search was performed for Reynolds-stress peaks both
before and after the VITA events. For this

particular analysis, an averaging time Th of 10 and

a threshold of 1.0 were used to detect VITA events.
Figure 5 (top) depicts the probability of

occurrence of Q2 and Q4 peaks before and after

positive VITA events (Vp) as a function of the
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absolute value of the time delay between the
Reyrolds-stress peaks and the VITA events. Again,
this time delay has been non-dimensionalized with
inner variables. The figure shows a peak centered
near zero time delay for Q4 events occurring before
Vp events and Q2 events occurring after Vp events.
The probability of such a succession of events
decreases rapidly to zero as the time delay
increases. The opposite succession of events, i.e.
Q2 before Vp and Q4 after Vp, is characterized by a
broad probability peak centered around a delay of
six to eight viscous time unlts. Those successions
of events correspond to the sequence proposed
earlier. However, the peak near zero time delay
corresponding to Q4-Vp and Vp-Q2 sequences does not
agree with this scenario. It should be kept in
mind that all Reynolds-stress peaks are included
here, regardless of their strength. Thus, a more
meaningful way to judge the relative importance of
each sequence is to weight the probability
distributions of the delays by the strength of the
peaks. This is shown in the bottom part of Figure
5. The only significant sequences are the Q2-Vp
and Vp-Q4 sequences, hence confirming that a
positive VITA event corresponds to a Q2 event
followed by a Q4 event. It should also be noted
that the distribution of time delays for the Vp-Q4
sequence is broader than for Q2-Vp, which is
consistent with the smearing of the second
Reynolds-stress peak (Q4) in the ensemble-averaged
VITA signatures.

To confirm the significance of this result,
the probability density distribution of the
strength of the Reynolds-stress peaks neighboring
positive VITA events is shown in Figure 6 (top).
The most likely sequences (Q2-Vp and Vp-Q4) are
associated with significant Reynolds stress while
the Q4-Vp and Vp-Q2 sequences are weak (below 2.0).
In the bottom part of the same figure, the same
probability distributions have been weighted by the
Rexmolds stress to represent the contrihutions of
those sequences to the overall production. This
figure illustrates the overwhelming importance of
the Q2-Vp and Vp-Q4 sequences and confirms that Vp
events are comprised of significant Q2-Q4
sequences.

A similar analysis has been performed for the
negative VITA events (Vn). The probability
distributions of the various sequences are shown as
a function of time delay in Figure 7. The top part
of the figure represents the regular probability
distribution, and the boctom part is weighted by
the intensity of the Reynolds-stress peaks. This
figure shows that the Q4-Vn and Vn-Q2 have the
largest probability of occurrence and those
sequences are most likely to exist with time delays
of six to eight viscous time units. Once again,
the distribution of delays between Q4 and Vn is
broader than between Vn and Q2, which explains the
partial smearing of the first Reynolds-stress peak
in the ensemble-averaged signatures of negative
VITA events. Figure 8 depicts the probability
distributions of the Reynolds-stress intensity of
the Q2 and Q4 events neighboring Vn events. The top
part is not weighted while the bottom part is
weighted by the Reynolds stress. This figure shows
the importance of the Q4-Vn and Vn-Q2 sequences and
confirms that negative VITA events consist of a Q4
event followed by a Q2 event.

This processing clearly demonstrates that VITA
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events are made of ejection/sweep or aweep/ejection
sequences in rapid succession. To completely
establish the equivalence, the data base was
searched for Q2 and Q4 events occurring in rapid
succession. The velocity and Reynolds stress
signals were ensemble-averaged about tiie mid-point
of these sequences. Based on the results described
above, a threshold (k') of 2.0 was used for
detecting individual Q2 and Q4 events. Furthermore,
a time window of 4 to 24 viscous time units was
chosen to select pairs of Q2-Q4 or Q4-Q2. The
choice of those values was based on the probability
distributions presented earlier, and represent the
most likely events in a pair. Figure 9 shows a
comparison between the ensemble-averaged velocities
and Reynolds-stress signatures of Q2-Q4 pairs
(synthetic Vp) and true Vp. The streamwise velocity
signatures are in close agreement. The normal
component exhibits good qualitative agreement, but
8 higher amplitude is observed in the synthetic
case. The Reynolds stress traces also compare very
well. The minor differences in the normal velocity
and Reynolds-stress traces can be attributed to a
better registering of the events in the synthetic
case. The time scale of the two events matches
rather closely. A similar comparison between a
negative VITA event and a synthetic (Q4-Q2) event
i{s depicted in Figure 10. The agreement is
particularly good. Once again, however, the firs:
Reynolds-stress peak is better resolved in the
synthetic case. Incidentally, a comparable number
of VITA detections and synthetic Q2-Q4 or Q4-Q2
sequences was found.

The link between VITA events and Q2-Q4 or
Q4-Q2 sequences has just been conclusively
demonstrated. However, a large number of Q2 or Q4
events do not appear in rapid pairs and therefore
are not associated with VITA events. In other
words, only a fraction of the turbulence producing
events are tagged by the VITA technique. The
percentage of the Q2 and Q4 population involved in
positive VITA events is shown on the top of Figure
11 as a function of their Reynolds stress
intensity. This figure indicates that only a small
percentage of the individual Q2 and Q4 events are
interacting to form positive VITA events. A
similar result is obtained for the Q4-Q2 sequences
and is shown in the bottom of Figure 11.

Characteristics of Events Detected by the
Shear Sensor Technigue. The ensemble-averaged
wall-shear signatures obtained using the shear
sensor detection technique are shown in Figure 12
(top) for deccelerated events, i.e second quadrant
events. This figure depicts the streamwise and
spanwise wall-shear signatures obtained using
thresholds of -1.9 and 0.7 in the streamwise (kx)

and spanwise (kz) direction, respectively. As

expected, no significant spanwise motion can be
observed, hence demonstrating that the detected
events are symmetric about the detecting probe at
the wall, at least in the statistical sense
(ensemble-averaged sense). The streamwise shear
exhibits a strong single peak, very reminiscent of
the streanwise velocity signature obtained with th-
quadrant technique for the Q2 event. More evidence
about the relationship between events detected by
the quadrant technique and the shear-sensor
technique will be given later.
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The ensemble-averaged wall-shear signatures
associated with Q4 events detected by the
shear-sensor technique are shown in the bottom of
Figure 12. The thresholds used in this particular
case were 2.5 and 0.7 for kx and kz. respectively.

As in the Q2 case, the spanwise wall-shear
signature is virtually zero, indicative of the
adequate centering of the structures at the wall.
The strcamwise wall-shear exhibits a strong
positive peak similar to the streamwise velocity
peak associated with Q4 events detected by the
quadrant technique.

vee -Se
Quadrant Technigue Events, In order to validate the
use of the wall shear sensor detection technique, a
similar analysis was performed to correlats events
detected at the wall to second and fourth quadrant

events at y+- 55 by an X-wire. Figure 13 gives the
probability distribution of delays between Q2

events detected at y+- 55 and those detected at the
wall. The distribution is centered around zero time
delay and is rather narrow. The probability

distribution of Reynolds-stress intensity at y+— 55
for Q2 events detected at the wall is shown in
Figure 14. The unweighted distribution (top)
exhibits a peak around 2.5. The Reynolds-stress
veighted probability distribution is shown on the
bottom, and clearly indicates that the shear-sensor
detection technique recognizes strong second
quadrant events which contribute significantly to
the global turbulence production.

The same processing was performed to correlate

Q4 events at y+- 55 using an X-wire probe to Q4
events detected at the wall by the shear-sensor
technique. The probability distribution of the
time delays between the two events is presented in
Figure 15. Once again, the distribution {is
centered around zero time delay and is fairly
narrow, which indicates the good registration of
the energetic Q4 events by the shear-sensor
technique. The probability distribution of the

Reynolds-stress intensity at y*- 55 for events
detected at the wall is shown in Figure 16, both
unweighted (top) and Reynolds-stress weighted
(bottom). This figure confirms the feasibility of
detecting strong Q4 events at the wall, and that
those events contribute significantly to the global
turbulence production.

Riscussion

In & related study, Guezennec and Nagib (1986)
have shown that wall-detected Q2 and Q4 events are
assocfated with large scale structures, but that
their frequency of occurence scales with inner
variables. Actually, the scaling of the frequency
of occurrence of individual Q2 and Q4 events has
not been established yet. However, the results
presented earlier clearly demonstrate that their
mutual interaction is the VITA event, which implies
that this interaction occurs at a frequency which
scales with inner variables. The following section
will attempt to resolve this apparent dichotomy and
tc formulate a model of the turbulent boundary
layer consistent with these new results and past
findings.
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In the study mentionned above, the
three-dimensional mapping of Q2 and Q4 wall events
was performed using the non-intrusive detection
scheme based on wall-shear sensors. The reader is
referred to Guezennec and Nagib (1986) for a
complete description of the experiment and the
results. It was found that these strong wall events
are associated with a pair of large-scale
counter-rotating roller-like structures. These
results are best summarized by looking at a
composite figure showing the streamwise evolution
of the vector maps of normal (v) and spanwise (w)
velocity perturbations associated with each event.
The Q4 event is depicted in this fashion in Figure
17, and the Q2 event in Figure 18. Regardless of
the amount of smearing inherent to the
ensemble-averaging process used to generate those
maps, it is clear that the structures detected at
the wall have a very large scale and cannot be
characterized as wall or inner structures. Although
their shape is somewhat reminiscent of the
elongated streamwise vortices of Blackwelder
(1978), Hatziavramidis and Hanratty (1979),
Bakewell snd Lumley (1967) or more recently Herzog
(1985), they clearly represent a different
structure which spans most of the boundary layer.
Also, they represent the dominant secondary motion
in that region, while being intimately related to
the strongest events at the wall. These
roller-like structures have a typical spanwise
extent of 400 to 600 wall units, and extend up to

at least y+ of 600, especially in their downstream
part.

Evidence of such organized motion has been
previously obtained, although in a totally
different context which did not link them to the
wall events. This evidence stems from the work of
Blackwelder and Kovaznay (1972). A composite of
their iso-correlation contours is presented in
Figure 19. The top part of the figure represents a
vertical cut through the space-time correlation
maps of streamwise velocity (Ru“) with respect to a

fixed probe located near the wall at Y/§ = 0.03.
The bottom figure represents isocorrelation
contours of streamwise velocity (Ruu) in a

horizontal plane at y/6 = 0.5. The end view added
on the bottom left corner of the figure represents
the interpretation of these correlation maps in
light of the roller-like structures found in this
study.

This figure clearly illustrates that velocity
fluctuations at the wall are strongly correlated
with fluctuations over a large portion of the
boundary layer. These regions of correlated motions
are also inclined at a fairly small angle to the
wall. The spanwise correlation map is consistent
with the proposed motions depicted on the side, and
that can be induced by a pair of rollers. Since
those are time-averaged correlation measurements,
no information can be inferred directly from them
about the sense of rotation of the streamwise
rollers. Given a boundary layer thickness of the
order of 1000 wall units in our case (see Figure
1), the spanwise scale of the rollers found in this
study is commensurate with the correlation maps of
Blackwelder and Kovasnay (1972). It i{s very
important to note that the correlation maps were
not conditionned on a wall event and encompass all
motions. Therefore, the agreement with the presert
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data indicates that the newly identified rollers
are the most dominant coherent motion in the
boundary layer.

The vortex line patterns of the
ensemble-averaged flow field (See Guezennec and
Nagib, 1986) are in reasonable qualitative

‘agreement with those of Kim and Moin (1986). A

composite of their results is shown in Figure 20
for the Q4 and Q2 events. The differences may be
attributed in part to the imperfect spatial
resolution in the experimental study. However, the
qualitative features of the flow fields are
essentially the same. In line with the numerous
investigations indicating the presence of hairpins
(see review above), Kim and Moin (1986) concluded
from the same data that the hairpins are the
predominant flow module assocfated with wall
events. The general outline of the rollers found by
Guezennec and Nagib (1986) was superimposed on
their distorted sheets of vortex lines in Figure
20. It can be seen that the rollers are not
inconsistent with the hairpin-shaped eddies. 1In
fact, they can induce the deformation of \urtex
lines into. that particular configuration. 1In other
words, the rollers are the cause, rather than the
result of the hairpin eddies. The predominant
hairpin orientation found in other studies (Head
and Bandyophadyay, 1978, 1981; Perry and Chong,
1982; Moin and Kim, 1985 and others) of 45 degrees
1s also observed in that study. This is only
representative of the tilting and reorientation of
the hairpins along the principal axis of strain by
the mean shear once they have been deflected in the
normal direction by the rollers.

In other words, the rollers correspond to
coherent regions of instantaneous secondary flows.
They should not be considered as vortices in the
inviscid sense, since vortex lines are threading in
and out of them. This phenomenon is very
reminiscent of the recent interpretation by
Williams (1985) of the so-called "lambda vortex" in
transitional boundary layers. He argues that the
coherent structure is not a vortex tube, but a
spatially coherent realignment of the vorticity
vector.

It is important to recognize that the
large-scale roller-like structures are only
perfectly symmetric in the ensemble averages.
Individual structures may have substantial
asymmetries. These deviations result from the
complex and random features of the superposed range
of turbulent scales.

It is interesting that the presence of large
scale roller-like structures can be inferred from
the results of an earlier paper by Kim (1985),
where the three-dimensional flow field associated
with a VISA event was ensemble-averaged. The VISA
events are the spatial counterparts of the temporal
VITA events. A composite of his results is shown
in Figure 21. The top part of the figure depicts
contours of equal perturbation streamwise velocity
on the centerplane of the event. The middle and
bottom parts of the figure show the streamlines
associated with the secondary flow in the
cross-stream plane, at sections A and B, upstream
and downstream of the event, respectively. The
perturbation streamwise velocity contours clearly
delineate the succession of two very large inclined
structures, one on each side of the detection
point. Each of those structures is very similar to
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those obtained for the Q4 and Q2 event on
centerline (See Guezennec and Nagib, 1986).

This i{s in good agreement with the results
presented in earlier, where positive VITA events
were shown to be made up of a Q2 event followed in
time by a Q4 event (corresponding to a Q2 event
downstream of a Q4 event, as shown in Kim's data).
The two cross sections presented in the middle and
bortor of Figure 21, {llustrate the large scale
motions associated with both phases of the VISA
(VITA) event. The scale of those structures in the
spanvise direction {s comparable to the cross-cuts
obtained from the present data (see composite
Figures 17 and 18). The marking of Q2 and Q4
events on the figure is based on estimates from the
present measurements.

This spatial configuration o. the VISA (VITA)
events is consistent with the findings of the
present study. Due to their higher convection
velocity (see Guezennec and Nagib, 1986), Q4 events
partially overtake Q2 events, creating near the
wall the region of sharp acceleration which is so
characteristic of positive VITA events. As it has
been previously recognized, the positive VIIa
events may be more important for the productien
cycle than the negative VITA events. Here, it has
been established that the former is the result of
Q4-rollers catching up and interacting with
Q2-rollers as depicted in Figure 21. The opposite
signature of the negative VITA event is consistent
with the Q4-rollers running away from the slower
Q2-rollers, and hence this interaction is less
common.

In spite of the large size of the rollers
associated with wall events, most of the production
occurs near the wall (Klebanoff, 1954). This can be
easily reconciled by recalling that the production
is proportional to the shear. Hence, it is clear
that the site of maximum production will remain
confined to the near-wall region even if the
Reynolds stresses associated with the large-scale
rollers is constant with height. It is in the near
wall layer that most of the turbulent kinetic
energy is produced, and where the largest energy
transfer between the mean flow and the turbulence
occurs. Such mechanisms as vortex tilting and
stretching are much more powerful near the wall.
This i{s supported by the results Guezennec and
Nagib (1986) who found that most of the high
vorticity regions are located on the lower side of
the rollers. This is true not only for Q2 events
with ejection away from the wall but also for the
Q4 rollers that sweep fluid towards the wall.

Based on the present work and the wealth of
available literature, a model of the main features
of the turbulent boundary layer and their
interrelation is given in Figure 22. The least
understood part of this model is the evolution of
the large-scale coherent rollers from the
intermediate scales of hairpin and inverted-hairpin
eddies. In particular, no clear mechanism is
documented for the growth of their transverse scale
as they are tilted and convected. As far as the
frequency of their interaction which has been
termed the VITA event, one can argue that it must
be related to the frequency of their formation.
Therefore, it {s not inconsisient that it scales
with inner variables since the origin of the
intermediate hairpin scales lies in the wall layer
and {ts instabilities.
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It is quite evident that this proposed model
of the turbulence production cycle does not involve
the streaky structure as a direct component of the
cycle. The streaks are probably related to
independent instability mechanisms involving the
wall layer only. As pointed out many times
previously, ithe viscous sublayer undergoes a
two-dimensional instability which is rendered
immediately three-dimensional by the randomizing
effect of the turbulence in the buffer layer. The
large aspect ratio of the streaks is also governed
by the streamwise stretching in that region, and
the localization of the three-dimensional
disturbances in the sublayer. The important role
played by the streaks in the bursting process is to
provide concentrations or seeds of spanwise
vorticity which, under the excitation provided by
the large-scale rollers, can become unstable and
break up in a violent way to initiate the bursting
motion and the formation of hairpin eddies. This
role of the streaks was quite apparent in the most
recent work of Moin {(1985). In a turbulent channel
flow computation, he showed that streaks of low
streamvise momentum fluid are ubiquitous and spaced
roughly every 100 wall units, but that "hot spots”
of normal velocity component are only detected at a
few places, resulting in a spacing of the
turbulence-producing events of the order of 500
wali units or more. This energy production is much
more "spotty" and associated with a much larger
spanwise spacing, like that of the rollers.

Conclusion

In summary, it has been found that VITA
detected events have two distinct contributions to
the turbulence production process per event. In
fact, they represent pairs of second and fourth
quadrant events in rapid succession. This was
shown to hold true both for accelerating and
deccelerating events (positive and negative VITA
events).

A new non-intrusive technique based on a
V-shaped array of wall-shear sensors was developed
to detect strong second and fourth quadrant
motions. The events detected by this technique were
shown to be highly correlated with events detected
by the conventional quadrant technique, provided
that only strong events be considered. In
addition, this technique allows a better
registering of the structures in the spanwise
direction over the probe.

Based on these results and those of a related
study, a model of the turbulent boundary layer was
proposed, wherby the flow is dominated by
large-scale counterrotating roller-like structures,
and their interaction.
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SPECKLE PHOTOGRAPHIC MEASUREMENT OF
TURBULENCE IN AN AIR STREAM WITH FLUC-
TUATING TEMPERATURE

R. Erbeck, W. Merzkirch

Lehrstuhl fiir Stromungslehre
Universitat Essen
D-4300 Essen, F.R.Germany

ABSTRACT

The deflection of laser light passing through
the mildly heated, turbulent air stream in a low-
speed wind tunnel is measured by means of speckle
photography. This optical whole-field method pro-
vides a dense distribution of data values of the
deflection angle in the field of view. When iso-
tropic turbulence is assumed, it becomes possible
to calculate the correlation function of the three-
dimensional, turbulent temperature (or density)
field from the correlation function of the plane
distribution of measured deflection angles. Spectra
and characteristic length scales are determined and
compared with cold-wire data reported in the 1it-
erature.

1. INTRODUCTION

Fluctuating values of density and/or tempera-
ture in turbulent air flows have been measured by
means of the cold-wire technique (see e.q. Petit
et al., 1985). Though a number of corrections for
the interaction between the mechanical prcbe and
the flow have been proposed, the measured data in-
clude a certain, usually unknown error due to this
mechanical interaction. If one determines spatial
correlation functions of the density or temperature
data measured with one probe at a fixed position
and as a function of time, it is necessary to make
use of Taylor's hypothesis, the application of
which requires the existence of a constant mean
convective velocity in the flow, This assumption is
the less valid the greater the distance over which
the znatia, correlation is done.

A true spatial correlation is possible if the

:ln’a

data can be derived from a whole-field record (flow
visualization). With optical visualization methods,
which are sensitive to changes of the fluid densi-
ty, one integrates the information along the 1ight
path through the flow field. It is therefore not
possible to determine, by simple means, the in-
stantaneous, three-dimensional density distribution
in a turbulent flow. Uberoi and Kovasznay (1955}
have proposed a method that allows one for deter-
mining the spatial correlation function of the flu-
id density from the turbulent pattern recorded with
a shadowgraph. This method requires the existence
of isotropic turbulence in the flow, an assumption
that replaces the missing information in the third
direction. Uberoi and Kovasznay failed with verify-
ing the proposed procedure because it is not pos-
sible to derive quantitative data from a shadow-
graph. The same is true for the cases of the schlie-
ren method or interferometry; these classical opti-
cal techniques are not appropriate for providing
the necessary quantitative data for turbulent flows
with fluctuating density.

It had been shown by Wernekinck et al. (1985)
that quantitative measurements in turbulent density
fields can be performed by means of speckle photo-
graphy. With this novel technique, originated by
Kopf (1972) and by Debrus et al. (1972), one meas-
ures the deflection angles of light rays which have
passed through a respective flow; i.e. the informa-
tion is similar to that obtainable with a schlieren
system, but the information is quantitative and the
technique has a number of advantages over the clas-
siral optical methods, as discussed e.g. by Werne-
kinck and Merzkirch (1986). The method of speckle
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photography is applied here for studying the iso-
tropic turbulent flow downstream of a turbulence
grid in a low-speed wind tunnel. Weak density {luc-
tuations are generated by means of electrically
heated grid wires. The experimental conditions are
chosen such that a comparison with cold-wire re-
sults from different sources becomes possible. The
analytical step, by which the correlation of the
measured light deflection is converted into the
correlation of the density, is performed in analogy
to the proposal by Uberoi and Kovasznay (1955),
however with a certain modification because the
shadowgraph reacts on density changes in a differ-
ent way than the speckle technique The result of
the experiments and of the data processing is a
true spatial correlation of the turbulent density
field, and the flow is not mechanically disturbed
since the applied technique is an optical method.

A detailed description of these investigations has
been given by Erbeck (1986).

2. EXPERIMENTAL METHOD AND FLOW CONDITIONS

The experiments have been performed in a small,
low-speed wind tunnel with a guadratic test section
of 457 x 457 mm?. Nearly isotropic turbulence is
generated by a quadratic grid of mesh size M=41mm,
One mesh size downstream of the turbulence grid is
a system of vertical, electrically heated wires
whose spacing is equal to M. With an applied volt-
age of 130 V and an electrical current of 18 A, the
wire surface temperature is estimated to be 800°C.
This heating of the air flow results in mean values
of the temperature fluctuation in the order of 1°C.
The mean flow velocity is kept at 3.5 m/s, and the
Reynolds number formed with the mesh size M is
about 10,000, Geometry, heating system, and flow
conditions closely match the conditions of a number
of reported experiments in which the temperature
fluctuations were measured with a cold-wire probe
(Mills et al., 1958; van Atta and Yeh, 1972; Sepri,
1976, Warhaft and Lumley, 1978).

The optical set-up is shown in Fig.
zontal,

1. A hori-
parallel beam of laser light, 80 mm in dia-
is directed through the test section,
to the tunnel axis.

meter, naormal
The vertical mid-plane of the

flow is iwaged onto a plane ground glass. The pho-
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Fig. 1: Optical set-up for taking speckle photo-

graphic measurements of the light deflec-
tion in a flow with density differences

tographic plane is imaged onto a vertical plane be-
ing at a small distance to the left of the ground
glass in Fig. 1. This optical arrangement has been
described by Wernekinck and Merzkirch (1986). A
pulsed ruby laser serves as the light source. Two
exposures are taken on the same photographic plate:
the first without flow, the second with the flow
and the heating system turned on. With the first
exposure one generates, on the photographic film,

a reference pattern of optical speckles as caused
by the granular structure of the ground glass. Due
to the light deflection in the density field, the
speckle pattern obtained in the second exposure is
displaced with respect to the reference pattern,
the displacement giving information on the deflec-
tion angle - in each point (x,y) of the field of
view. This displacement can be measured with the
"point-by-point" reconstruction method, a standard
method of speckle photography (see e.g. Gartner et
al., 1986). An automated version of this evaluation
procedure (Erbeck, 1985) is used here; it provides
a large number of data values ¢ (Xi’yj) from each
double-exposure. Such a large number of data is
necessary for performing a reliable statistical
analysis of the measured deflection angles. The da-
ta are stored in the memory of a micro-computer
that controls the automatic evaluation.

The optical experiments are performed at two
axial positions, x/M=18 and x/M= 34, downstream
of the turbulence grid. It should be noted that the
photographic double-exposure ("specklegram") can
also be analyzed with a method ("spatial filter-
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7 @ ing") that provides a visual pattern analogous to a R. ’

schlieren record (Wernekinck and Merzkirch, 1986). 1

" 3. DATA ANALYSIS

o The distribution of the light deflection angte 05

:? e(x,y) is available in the field of view, a circu- '

: lar area of 80 mm in diameter. x,y are the coordi- 1

- nates in the recording plane, z is the direction

i of the parallel light beam. Instead of x,y a rec- 0 v v - . Yo—y

A N 1 di . 1i 10 S0 t/mm
i angular coordinate system p,q is applied

Zso which might be rotated with respect to the x,y sys- L

;f: tem. The speckle photographic measurement delivers 0.5
v the two components, ¢, and e, of the deflection )
. angle e. The correlation function Re of the com- Fig. 2: Normalized correlation function of the de-
= : . : flection angle gq for the correlation ta-
!@: ponent ¢_ in the points (p,q) and (p+£,gq+n) is ken in p-direction (symbol ,) and in -
WY formed according to direction (symboi ).

o

Req(é;,n) = <eq(P,Q)-eq(D'r£,Q+n),> AV (1) spatial-filtering of the the specklegram (see

above). Such a record produced by this reconstruc-

4 where the symbol <ee>py designates an integration tion method (Fig. 3) indeed shows more frequent
B

) over the whole field (see e.g. Hinze, 1975). Values changes of sign in vertical (q-) direction than in
ﬂv; of € exist in a finite number of measured points horizontal (p-) direction.

]

' @ (pi;qj,‘ with 8 < pgo<m, 0 < g < n. The correla- The relationship between deflection angle € and
P tion of Eq in p-direction (symbol J_) is calculated fluid density o

) as L

= Eq(pQQ) = K I a_u_p( a'q :2) dz , (4)

p  (E=t,n=0) = Raq {1)
€q) L (2)

" = W— Z E (1,CI)‘E (i+7,q)

i and the correlation of £q in g-direction {symbol)

O is

)

I\
o R (£=0,n=1) = R__ (1)

» eq (57T T Reqy, (3)

: 1 net |

. = z sile (p,j+
3;' LEL R eqiPsd) €q(Py+T)
R
9; Eqs. (2) and (3) are finite approximations of the
NS
:3: correlation function (1). The approximation is the
5:' better the higher the values of m and n.

(] The two correlation functions of ¢ , formed in

:i either the p- or g-direction, are shown in Fig. 2

i for an experiment taken at position x/M=18. Reay

:: has positive and negative values, while Rscu_ is

:4 only positive. A change in sign of the correlation Fig. 3: Reconstruction and visualization of the
o) ; : turbulent density field by means of spa-

function should cause a change from bright to dark tial filtering.

.;;I, or vice versa in the visual pattern obtained by

4
4y 2-3
R

4,.

e

“ A ow -

iy 0 8,0

'r'_i.'b..h .lv“'v"n-'a'n OO AR 4 § CANMRYR
O DDA B0 TN | 4 ' Y |,
. 5‘ LA X ."‘"‘Sh ? |"‘ '. 'g A8 ‘h iy .i ‘ "

2 oy
" :’ .; ,q’ : ‘.'n"!.x "'c‘a'l‘ " ‘o'i:: 1:":



‘i
:"‘Q
)f:” -
Joly S
z':' % with K being the Gladstone-Dale constant and L the
3
-‘3': width of the test section in z-direction, can be R,
14
. introduced in eq. (1). The result is a relation- 1'0\ -~ Spetkle photogruphy
,«'“ ship between Rr and the correlation function of \ o  Mills et al (1958)
:::. the density, Rr;(gn,c); \ «  van Atta & Yeh (1972}
;:7: LL o o Sepr1(1978)
. 2 \
UK = - K ) tggn \
O Reg(Ean) [ [ s R (Ens0) d27 a2t () NS
00 ' N
\
R Correlation is formed between density values at N
A ) .
"‘54: points (p,q,z') and (p+&,q+n,z'+r), and 2" =z'+ ¢. I o~
‘;0 Simple integration and setting L+« gives Cor
:’?" © 00— —-at——- L b “-\‘ﬁ 2 N
iy . : 0.5 10 15 U
) g = 2 4 32 ‘ : ' 20 r . u
7 Req(t,,n) = - 2K Loj e Rp(f,,r],c) dr . (6) W m
3',3‘ Fig. 4: Normalized correlation function of the
~:,l For isotropic turbulence, the correlation functions temperature, RE, as function of the non-
'y X 3 ! . _
:::', do not depend on direction, and they are only func- glzsgrsljcozgle;aa;a]chg]:;?ggeﬁoigi%:\ex[}];iia
;;'.‘i tions of the radial distances 1, resp. r: Referred data were taken for x/M positions
Wy of 17 (Mills et al.), 35 (van Atta and
'S Yeh), 40 (Sepri).
o T o= /B,
Y . . :
A ro= ETETE = ATV dial distance r/M. Since measurements have been
::" taken from the specklegram every 0.4 mm, it is not
A . 2 . R )
:" R (1) = -2k L [33*2 R (VAZ%27) dz . (7) possible to resolve individual measurement points
A €q 0 n”oe in the speckle results. The maximum distance over
A A further simplification is possible for the two which a corre‘elatwn C'?n be.performed is the diame-
t:;‘i cases designated above by the symbols | und .. The ter of the field of view, i.e. r=80 mm or r/M =2.
L] ’ . » . " Y i i i
):. resulting equations can be inverted (for details The speckle photographic result is compared with
‘z - . . .
1,‘,: see Erbeck, 1986), the result of the inversion is cold-wire data from different sources. Since theS(?
W data have been taken as a function of time t and in
’ (8a . . ) - .
1 ' \8a) a flowwith amean convective velocity U, the spatial
L R (r) = —o { —— ([ R %) di*)di ) ) .
J..: P mL K STST Fq ’ correlation of the cold-wire results is referred to
2»::‘ r v a radial distance Ust. It should be noted that
t) o . . P
) there is a difference in the axial position x/M
s R(P) = —lrf I R _(1)4d (8b) N .
N ) LK | oo rap T where the individual experiments have been per-
r formed. If one resolves the curve of speckle meas-
:::' With egs. (8) one has the correlation function of urements with a much finer radial scale, it becomes
:'t ‘ the density expressed explicitely as a function of evident that the curve starts at r=0 with nearly

the correlation function of the measured deflection
angles. The integrals in (8a), (8b) can be evalua-

horizontal slope.

Fourier analysis of the correlation function

°® ted by standard methods. With the gas equation and allows for determining the one-dimensional energy
;:.. assuming a constant pressure, it is possible to re- spectrum E”. In Fig. 5, the spectra of the speckle
:'“ place the density by the temperature. measurements at axial positions x/M=18 and x/M=34
!|:: are compared with the result of Sepri (1976). The
::\: 4, RESULTS limiting frequencies or wave numbers k1 for the

il The normalized correlation function (correla- speckle results are determined by the diameter of
A %"—i tion coefficient) of the temperature, R¥, is shown the field of view (80 mm) and the smallest distance
':u in Fig. 5 as a function of the non-dimensional ra- between measurement points in evaluating the speck-
¥

s
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::’ @ distance x/M (Fig. 6), give information on the de-

" Ey, Ik) cay rate of the turbulence. The two data points of

' Pc,"’"ol the speckle measurements agree well with respective

:::;‘ N cold-wire data also shown in Fig. 6. From this dia-

;::; gqram one can conclude that the heating of the flow

:‘;: 0t and the turbulence intensity in the present experi-

't:y’ ments were such that a comparison with the referred

=~ data is allowed. Only the experiments of Lin and

,:;:' ©° Lin (1973) have been performed with a much higher

.‘.:', heat input.

‘:‘;: . The micro-scale Ay has been determined both

-‘n:Q: © from the curvature of the correlation function for
r~0 and from the slope of a straight line through

. , the {two) data points in Fig. 6. The result, given

, ° as a function of x/M (Fig. 7), is in reasonable

4‘; \ agreement with the data of Mills et al. (1958) and

;;;; | o B o ‘ N van Atta and Yeh (1972). A relatively large error

N 0 10 0 1000 ki is of course attributed to the values that have

' Fig. 5: One-dimensional energy spectrum ET as been <3|er1'ved from the curvature of the t?orrelation

W function of wave number k function. The turbulent macro-scale L; is deter-

}:‘: --- speckle method, x/L =118 T

! —— speckle method, x/L = 34

o] —-— Sepri (1976), x/L = 39
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mined by an integration of the correlation func-
tion, and the values are compared with results from
the same sources (Fiq. 8}.

5. DISCUSSION

Correlation measurements in an air flow of iso-
tropic turbulence and with density and temperature
fluctuations have been performed with an optical
whole-field method based on speckle photography.
This experimental method is non-intrusive, and it
allows for performing a true spatial correlation
of the measured data, without making use of Tay-
lor's hypothesis. First experimental results are in
good agreement with respective cold-wire data from
different sources. The turbulent macro-scale LT
determined by an integration of the correlation
function exhibits the most pronounced difference
petween the results from the two experimental
methods. With only two experimental points from
the new technique available, it is somewhat diffi-
cult to come to a definite conclusion explaining
It is believed that the new method
is more reliaple, when the correlation is performed

this difference.

over large distances. The higher values of LT from
the speckle measurements are a consequence of the
higher values of the correlation function for large
r. Whether the speckle technique delivers the more
reliable data for this length scale has to be in-
vestigated with additional experiments.

In the present application, the method relies
If this
assumption cannot be made, it becomes necessary
either to develop another model that replaces the

on the existence of isotropic turbulence.

condition of isotropy , or to directly measure the
instantaneous, three-dimensional distribution of
the fluid density, e.g. by means of a tomographic
processing of the optical data. This will be a

subject of future experiments.
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A PRELIMINARY INVESTIGATION INTO
THE REAL-TIME IMAGE ANALYSIS OF A
VISUALIZED TURBULENT WAKE

N. Toy and C. Wisby,

Department of Civil Engineering,
University of Surrey,

Guildford, Surrey, U.K., GU2 5XH.

ABSTRACT

A novel technique is presented that attempts
to utilize modern digital
with

visualization to

imaging concepts in
flow
flow

information. Statistical information regarding the

conjunction traditional smoke

obtain quant.tative
turbulent/ non-turbulent interface associated with
the wake region of a thin, sharp-edged flat-plate
model held normal to a uniform flow are presented.
Flow information is derived from a real-time video
digitization procedure operating with a standard
detector device. The

or solid-state video

information presented includes autocorrelation

functions and associated derivative shedding

frequencies, probability density distributions,
higher-order moments, intermittency functions and

mean wake interface locations.

1. INTRODUCTION

It has been appreciated for many vyears that

free turbulent flows such as jets, wakes and
boundary layers exhibit a sharp interface between
an interior rtegion of turbulent flow and an

external region of non-turbulent or irrotational

flow. Observations of the signal from a hot-wire
probe placed near the outer edge of such a flow
were first reported by Corrsin (1943} who
identified two distinct signal contributions,

indicating slow and smoothly varying velocity
fluctuations indispersed with sections of much
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more rapid velocity fluctuations. The fraction of
the total time that the signal is 'turbulent' is
where the

intermittency function I(x,t) is defined by:

called the intermittency factor Y ,

1 : point (x,t) in turbulent region
I{x,t) =

0 : point (x,t) in non-turbulent region

More extensive studies of intermittency were
conducted initially by Townsend (1948) and Corrsin
and Kistler (1955).

The mechanism by which a turbulent medium

propagates into a non-turbulent iedium is a

particularly interesting and challenging problem.
An easily observable and obvious mechanism for the
turbulent shear flows is the
which have been found to play

in the entrainment process

lateral growth of
large-scale eddies,
a central role
(1970)) .
entrainment must also include a description of the
with  the

Theoretical

(Townsend Any complete explanation of

small-scale activity associated

turbulent/ non-turbulent interface.
eoxplanations of intermittency and entrainment have
been undertaken (1972),

Kistler, Townsend), but a precise specification of

(phillips Corrsin and
the instantancous interface position would appear
to be a theoretical pre-requisite.

The determination of the intermittency
function in experimental Fluid Mechanics generally
establishment of an

requires  the arbitrary
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hia Adn b le Slhe Al 4

v’ '{’,'3“ . ..‘ Ll ‘ 'k"‘\ '\(“\\\
d H' AN \ \ \
.k‘.'}x’l.’-‘{.u.u LA\..\A..AI’L.'?L()(*& hnl-l'-‘uhnu A.}s. \ \

2y



s P

’a"‘ﬁ. e

.

R Wy

‘- -

’ kAT At e e
AR ORCRICThehaNCf

W

\

>

o

W

descriminating characteristic in order to define a
turbulent or
Ideally, the condition for a flow to be defined as
turbulent or

flow as either non-turbulent.

not, involves the determination of
the variance of the vorticity fluctuations. In
and a

practice, this is not easily obtainable,

simplified descriminator, such as velocity
fluctuations
probes

anemometer

is more often employed. Velocity

such as the hot-wire and pulsed~wire

are widely used in turbulence

measurement, although hot-wire signals used as
a turbulent/

complicated by potential motions induced

non-turbulent  descriminator are
in the
non-turbulent fluid by pressure fluctuations.
Other passive scalars (such as excess temperature)
are also used as the descriminating scalar (Fabris
(1984)), the turbulence condition being satisfied
when the value of the chosen scalar exceeds a
given threshold level.

For many years experimenters have introduced

tracer elements into flow regimes in order to

qualitatively observe instantaneous, large-scale

flow patterns. Combined with ciné or
photography,
most direct method of describing detailed complex

time-lapse
visualization techniques provide the
flow patterns. Flow visualization has also been
previously used to provide direct quantitative
data, intermittency measurements within a boundary
layer being conducted using smoke as a passive
and Head (1966)). In these

experiments a photo—electric probe was

contaminant (Fiedler
focussed
onto an illuminated boundary layer. When smoke
passed through the focal point of the probe lens a
signal was generated which was used as the
interface detector. A comparison was made between
the photo-probe and a hot-wire (situated as close
together

as possible) and the results reportedly

confirmed the identity of smoke with turbulence
although

The

distributions, there were  some

discrepancies. inconsistencies  observed
between the photo-probe and hot-wire intermittency
thought to be

probe

functions were due to the

photo-electric distinguishing a narrow

region of smoke-free fluid in a location where the

hot-wire recorded a velocity fluctuation

3-2

indistinguishable from turbulence. Fiedler and
that the photo-electric probe

revealed folding in the boundary

Head concluded
layer which was
later confirmed by results obtained using velocity
probe techniques (Imaki (1968)). The use of smoke
as a passive contaminant to distinguish turbulent
from non-turbulent fluid relies on the smoke being
rapidly diffused throughout the entire turbulent
fluid. The

that such an assumption would not be unreasonable,

results obtained appear to indicate

although this must remain open to conjecture at

present.

More recently, a number of attempts have been
made to

utilize digital image pracessing
techniques to enhance traditional flow
visualization capabilities. Measurements of

instantaneous concentration fields have been
reported by Schon et al. (1979), this work being
developed to study dispersion problems (Balint
(1982)) (1984)) .

Jimenez interesting and

and stack emissions
(1984)
revealing study of a two-dimensional mixing-layer,
the

three—dimensional

(Schon
presented an

results being presented primarily as pseudo
representations, capable of
complex viewing orientations. Restrictions were
encountered with these and other techniques with
respect to obtaining quantitative statistical
information, there having been an average of only
a few hundred frames considered in each case.

The study has attempted to

incorporate the established technique of flow

present

visualization with a digital image acguisition

system in order to obtain quantitative,

statistical information regarding the turbulent/
non-turbulent interface. Preliminary studies have
been thin, sharp-edged

tlat-plate model held normal to a uniform flow.

conducted using a
Real-time video digitization of the visualized
wake region combined with a software implemented
edge detection algorithm has allowed data analysis
concerning the interface motion to be performed. A
good statistical population has been ensured by
considering samples of no less than 5,000 images,

with a pocssible 100,000 available, if required.
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2. EXPERIMENTAL DETAILS

A specialised low-specd smoke tunnel facility

has been constructed in the Civil Engineering

Department of the University of Surrey. The
working section of the tunnel is 0.75m x 0.624m
and freestream velocities of up to 15 m/s are

capable at a turbulence intensity of approximately
0.2%. An efficient smoke filtration system located
at  the

introduction of smoke

tunnel exit allows the continuous
into the working section
whilst maintaining an open-return configuration.
Experiments were conducted on the wake of a thin,
sharp-edged flat-plate (50.8mm in width) which
spanned the side of the tunnel. The wake of the
plate was visualized using a passive smoke
5 mW He-Ne laser

projected normally through the wake region. When

contaminant and a low-power

viewed with a video camera of either raster-scan
solid-state the beam
illuminated a bar of smoke the ends of which
the turbulent/
(Figure 1

or technology, laser

coincided with non-turbulent

interface shows a schematic

representation of the experimental arrangement).

3. IMAGING EQUIPMENT

A DEC Micro PDP 11/73 has been interfaced
with an Imaging Technology IP-512 Imaging System
which incorporates a high-speed video digitizer
and frame buffer. The IP-512 system allows images
to be digitized,
512 by 512 pixel
offering 256 grey levels. The frame buffer permits

stored and displayed to a
resolution at 8-bit accuracy

simultaneous host access via an I/0 port and

paired register configuration. A single 256 Byte
input look-up table and three separate output
look-up tables (R, G, B signals) are individually
programmable grey

display output.

allowing variable level

assignment and pseudo-colour
Images are acquired as sequential, non-interlaced
fields and have a corresponding resolution of 512
pixels horizontally by 256 pixels vertically. A
recent addition to the imaging equipment has been
This

device allows a variable image integration time

a solid-state ‘snap-shot' video camera.
ranging from 1 to 20 mS whilst maintaining a
standard 50 Hz output. The camera is manufactured

in the U.K. bv E.E.V. Ltd.

Model \ '

v

CCD Video Camera

SmiN He-Ne

Laser

Real-Time

Video Display

RGB
Micro
Output
PDPII/73
Analog Processor AP-512
Q-bus Frame Buffer FB-512

FIGURE 1.

SCHEMATIC REPRESENTATION

OF EXPEFIMENTAL ARRANGEMENT
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4. RESULTS

Initial experiments have been undertaken with
a thin, sharp—edged flat-plate model held normal
to the flow direction. The flat-plate spanned the
working section of the tunnel and represented an
area blockage of 8.14%, with a length to width
aspect
been
nature of the video technique. Results have been

ratio of 14.76. The use of end-plates has
restricted in these experiments due to the
obtained at downstream locations ranging from
3 plate-widths to 12 plate-widths, and at
freestream tunnel velocities of between 1 and
6 m/s representing a Reynold's number ranging from
3,400 to 20,400.
Figure 2 represents a typical 'twin-edge’
probability density distribution function obtained
using the imaging technique. The functions
represent the possibility of encountering the wake
interface at any chosen spanwise location at a
particular streamwise station, at a given instance
in time. Given the symmetrical model and assuming
a two-dimensional flow regime, it may be expected
that the two probability functions be symmetrical.
with the probability

distributions are the higher-order moments such as

Associated density

the skewness (third moment) which in terms of the
velocity gradient describes the rate of production
of vorticity and kurtosis or 'flatness factor'
(fourth moment) which descibes the deviation from
a normal distribution, as well as the previously
described

the cumulative probability distribution.

intermittency function which represents

Time-dependent interface motion fluctuations
were analysed using the autocorrelation function,
defined as:

f;”"v‘ jf(t) £(e+T) dT
R(T) = —:—’—— e e

J’f(t (t) dT

A typical autocorrelation function for both wake

interfaces 1is presented in Figure 3. Subsequent
spectral analysis of the autocorrelelogram yields
any associated dominant frequencies such as the

vortex shedding frequency of the turbulent wake.
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A series of experiments has been conducted at

various downstream Jlocations in the wake of the
flat-plate model at the plate mid-span section, at
a constant freestream tunnel velocity of 2.0 m/s
(Reynold's number

the calculated mean wake interface 1locations and

of 6,800). Figure 4 represents

variance for various downstream stations. Figure 5
represents the intermittency functions associated
with the downstream stations,
locations X/D = 9.0, X/D = 11.0 and X/D = 12.0

having been omitted in order to avoid confusion

aforement ioned

caused by the close proximity of the curves.

A further
conducted
X/D =
shedding

series of experiments has been
at a single downstream station of
5.0. The probability moments and vortex
obtained at

frequencies various

freestream velocities are presented in Table 1.

vel. | Mean |Variance | Skewness| Kurtosis| Freg
m/s X/D X/D Hz
1.0 1.485 ) 0.853 0.704 3.190 2.95
2.0 1.419 | 0.851 0.687 3.130 5.90
3.0 1.371 | 0.802 0.601 3.002 9.00
4.0 1.283 | 0.809 0.578 3.441 11.97
5.0 1.265 | 0.765 0.505 3.564 15.05
6.0 1.240 | 0.760 0.381 2.953 17.95
Table 1. Moments and Shedding Frequencies
Figure 6 indicates the wvariation of the

number
n+ D/ U, where n is the shedding frequency, D is
the normal dimension of the model and U is the
with Reynold's number, for

downstream

non—dimensional Strouhal (expressed as

freestream velocity)
the aforementioned location of
%/D = 5.0. The Strouhal numbers presented have not
been corrected for the blockage effect of the
model.

It 1is not intended to interpret the results
obtained at this stage, as this would inevitably
require presumptions concerning certain procedural
characteristics, some of which are still to be

completely evaluated.
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5. DISCUSSION

The primary objective of this study has becn
the
traditional and well-established technique of flow

to examine the possibility of combining

visualization with a modern digital imaging system
in order to obtain statistical flow information.
The

that it is

results presented in this paper illustrate
possible to obtain statistical
information regarding the turbulent/ non-turbulent
wake interface. There are, however, inevitable
limitations associated with the technique which
must be fully appreciated. The restrictions of the
present system may be overcome in the future with
the

facilities, although it has always been one of the

implementation of some improved hardware

principal objectives of this study to utilize
standard,
and acquisition equipment.

commercially available image analysis

The desire to utilize a real-time video
imaging process has some disadvantages compared to
the more traditional ciné
film, when

comparing a video system with that of ciné are a

recording medium of
The most important considerations
loss of sensitivity, a reduction in resolution and

a lack of an economic high-speed recording

"- n‘.l' | s "'.'a.'..o
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Video,

instantaneous

facility. however, offers real-time,
image acquisition,
playback (if desired).

is 50 Hz which

recording and
The standard European video
tate indicates that each image
field is normally comprised of a 20 mS integration

period (raster timings ignored), thus leading to a

degree of image blur for a wmoving image and
providing an upper limitation in frequency
analysis of 25 Hz. With regard to the

consideration of blur, an attempt has been made to
reduce this with the adoption of a variable
integration time solid-state camera. This device
provides integration periods of between 1 mS and
20 mS whilst maintaining a standard rate video
output. Solid-state CCD (Charge-coupled Device) or
CID (Charge-injection Device) video cameras also
offer a possibility of obtaining higher framing
rates in order to

increase frequency range

capabilities. In comparison to traditional
a solid-state
stability in both spatial

and temporal characteristics.

raster-scan type video cameras,
device offers superior
Individual pixel
characteristics often vary within any given CCD
and it has been established that the
statistical analysis of a CCD array 1line may

array,

reveal pixel characteristics with reqgard to

various light intensities.




o

-
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A further procedure that may also lead to the
possibility of a random-sampling technigue along
similar lines to that described by Gaster and
Bradbury (1975)
may be the adoption of a shuttered light source.

for the pulsed-wire anemometer,

Investigations to-date have been concerned

with single location, time-dependent wake

interface motions. 1t 1is envisaged that the
provision of alternative lighting facilities could
enable concepts such as spatial and auto-spatial
correlations to be  investigated. Present
investigations are also examining the variation of
individual pixel intensities with regard to time
across an entire wake line. It
further

provide a more complete comprehension of the

is envisaged that

statistical data along such lines will

capabilities of this technique and may eventually

offer a non-intrusive measurement technique
capable of providing a wide range of statistical

flow information.

6. CONCLUSIONS

Preliminary statistical information regarding
the interface motion of the wake of a thin,
flat-plate model has been achieved.

image analysis of a visualized turbulent wake

The real-time

would appear to provide a non-intrusive
measurement  technique capable of providing
statistical information of a relatively unique

nature. The results presented in this

paper
indicate that the technique is capable of yielding
both spatial and temporal statistical information.
The limitations associated with the European
standard video rate of 50 Hz which are comparable
with the U.S. video rate have been highlighted, 1t
would seem plausible,

however, that future

developments in solid-state imagery will provide
the possibility of variable framing rates,
associated with flexible frame dimensions,

allowing greater system flexibility and higher

froguency Tooiynition capabilities,

th
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It is envisaged that future investigations
concerned with the temporal statistics associated
with the 1light

individual pixels from within the wake region will

intensity fluctuations of
also provide some useful flow information. It is
also proposed to study the thin, sharp-edged
flat-plate model at wvarying angles to the
freestream flow as well as to consider other
two—dimensional model cases.
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A STUDY OF THE FLOW STRUCTURE

OF TIP VORTICES ON A HYDROFOIL

T.B.Francis and J.Katz
Hydraulics Department

Purdue University

West Lafayette, Indiana 47907

ABSTRACT

A detailed study of the tip vortices generated
on a NACA-66 series hydrofoil was performed in the
Purdue University towing tank. The investigation
included flow visualization experiments and pres=~
sure measurements performed under various test con-
ditions.

Laser induced fluorescence was utilized as the
means of flow visualization. An argon ion laser
beam was expanded into a thin sheet of light which
then sliced a vertical and lateral cross section of
the flow field. Rhodamine dye was injected either
from the model, or spread in the water upstream of
it. This dye then became visible 1in the laser
sheet, unobstructed by the rest of the flow field.
The image was then recorded by a TV camera which
trailed behind the model.

Pressure measurements were
scanning valve
control svstem.
located on the
information was
routed through
computer.

performed with a
and a specially designed pneumatic
An extensive number of oorts were
model surface from which pressure
gathered, This information was
an A-D conversion and stored in a

Results obtained from the
experiments showed several
the size of the tip vortex increased as it
developed downstream along the hydrofoil chord.
Second, the size of the tip vortex increased and
its center line hecame more detached as the angle
of attack of the foil was increased. Third, the
tip vortex experienced a size reduction and an out-
ward center line shift as the speed (Reynolds
Number) was increased. Additionall