BTG fie WUk

AAMRL-TR-87-040

AD-A187 125

INTEGRATED ANALYSIS TECHNIQUES FOR COMMAND, CONTROL,

LY

AND COMMUNICATIONS SYSTEMS (1)

Velume I: Methadology (U)

JOSEPH G. WOHL
ROBERTR. TENNEY

ALPHATECH, INC.

NOVEMBER 1987

FINAL REPORT FOR AUGUST 1982 - DECEMBER 1985

Approved for public release, distribution is unlimited.

HARRY G. ARMSTRONG AEROSPACE MEDICAL RESEARCH [LABORATORY

HUMAN SYSTEMS DIVISION
AIP FORCE SYSTEMS COMMAND

WRIGHT-PATTERSON AIR FORCFE BASIE:, OHIQ 45433-6573

pTIC




NOTICES

When US Government drawings, specifications, or other data are used for any
purpose other than a definitely related Government procurement operation,
the Govermment thereby incurs no responsibility nor any obligation whatso-
ever, and the fact that the Government may have formulated, furnished, or
in any way supplied the said drawings, specifications, or other data, is
not to be regarded by implication or otherwise, as in any manner licensing
the holder or any other person or corporation, or conveying any rights or
permission to manufacture, use, or sell any patented invention that may in
any way be related thereto.

Please do not request copies of this report from Armstrong Aerospace Medi-
cal Research Laboratory. Additicnal copies may be purchased from:

National Technical Information Service

5285 Port Royal Road

Soringfield, Virginia 22161
Federal Government agencies and their contractors registered with Defense
Technical Information Center should direct requests for copies of this
report to:

Defense Technical Information Center

Cameron Station

Alexandria, Virginia 22314

TECHNICAL REVIEW AND APPROVAL

AAMRL-TR-87-040

This report has been reviewed by the Office of Public Affairs (PA) and is
releasable to the National Technical Information Service (NTIS). At NTIS,
it will be available to the general public, including foreign nations.

This technical report has been reviewed and is approved for publication.

FOR THE COMMANDER

CHARSES BATES, OR.
Director, Human £ngineering Division
armstron Aercspace Medical Research Laboratory

[P,



\

SECURITY CLASSIFICATION OF THIS PAGE

REPORT DOCUMENTATION PAGE

Form Approved
OMS8 No. 0704-0188

1a. REPORT SECURITY CLASSIFICATION
UNCLASSIFIED

1b. RESTRICTIVE MARKINGS

23. SECURITY CLASSIFICATION AUTKORITY

3. DISTRIBUTION/AVAILABILITY OF REPORT
Approved for public release; distribution is

2b. DECLASSIFICATION / DOWNGRADING SCHEDULE

unlimited

4. PERFORMING ORGANIZATION REPORT NUMBER(S)

TR-293-1 vyolume I

S. MONITORING ORGANIZATION REPORT NUMBER(S)
AAMRL~TR-87-040

6b. OFFICE SYMBOL

6a. NAME OF PERFORMING ORGANIZATION
(If applicable)

"ALPHATECH, Inc.

7a. NAME OF MONITORING ORGANIZATION
Harry G. Armstrong Aerospace Medical
Research Laboratory - AAMRL/HED

6c. ADDRESS (City, State, and ZIP Code)

.2 Burlington Executive Center
111 Middlesex Turnpike
Burlington, MA 01803

7b. ADDRESS (City, State, and ZIP Code)

Wright-Patterson AFB, OH  45433-6573

8b. OFFICE SYMBOL
(!f applicable)

8a. NAME OF FUNDING /SPONSORING
ORGANIZATION

9. PROCUREMENT INSTRUMENT 1DENTIFICATION NUMBER

F33615-82-C-0509

8c. ADORZCSS (City, State, and ZiP Code)

10. SOURCE OF FUNDING NUMBERS

PROGRAM PROJECT TASK WORK UNIT
ELEMENT NO. | NO. NO. . ACCESSION NO.
62202F 6893 04 63

11, TITLE (Include Security Classification)
INTEGRATED ANALYSIS TECHNIQUES FOR COMMAND, CONTROL, AND COMMUNICATIONS SYSTEMS
VOLUME T: METHODOLOGY (U)

12. PERSONAL AUTHOR(S)
Wohl, Joseph G., and Tenney, Robert R.

18, DATE OF REPORT (Year, Month, Day) |1S. PAGE COUNT

13a. TYPE OF REPORT 13b. TIME COVERED
1987 November 191

Final FROM _3/32 10

12/85

16. SUPPLEMENTARY NOTATION

17. COSATI CODES 18. SUBJECT TERMS (Continue on reverse if necessary and identify by block number)
FIELD GROUP SUB-GROUF system representation, system analysis, rerformance
05 08 analysis, Pctri nets, queuing networks, hierarchical
17 02 decomposition

19 ARSTRATT (Continue on reverse if necessary and identify by block number)
This is the first volume of a two-volume regort describing research on Integrated
Analysis Techniques (IAT) sponsored by AAMRL's C° Operator Performance Engineering (COPE)
« Program. At its present state of development, IAT is a comprehensive framework for the
representation and analysis of c3 systems. This framework consists of:
. ® A hierarchical method for describing a c3 system along the four dimensions
of process, resource, organization, and goal,

® A mathematical construct for C3 system modeling (Stochastic, Timed,
Attributed Petri Nets, or STAPNs), and

& Several (3 system performance analysis methods (STAPNs, PERT/CPM, and
queuing networks). (Continued over)

21. ABSTRACT SECURITY CLASSIFICATION
UNCLASSIFIED

20. DISTRIBUTION / AVAILABILITY OF ABSTRACT

CJ UNCLASSIFIED/UNUIMITED KX SAME AS RPT. [ RTIC USERS

?2a. NAME OF RESPONSIBLE INDIVIDUAL 22c. OFFICE SYMBOL

Donald L. Monk (513) 255-8814 AAMRL/HiD

22b. TELEPHONE (Include Area Code)

'D Form 1473, jUN 86 Previous editions are obsolete. SECURITY CLASSIFICATION OF THIS PAGE

* UNCLASSIFIED




UNCLASSIFIED

19. Abstract (Continued)

As reported in Volume II, several trial applications of IAT were completed, which helped
evolve the approach and also supported the basic validity of the framework. However,
these applications did indicate that for IAT ever to become a useful analyst's tool, it
must be computer-aided.

Aogcession For

NTIS GRA&I K .
DTIC TAB

Unannounced a

Justification —— — .

By.

pistribution/

LA K d —
Availabiligy_podqs

Avail and/or

Dist Special

A-l




.

SUMMARY

This report consists of two volumes: In Volume 1, the Integrated Analy-
sis Techniques (IAT) for Command, Control and Communications (C%) systems are
described, along with the background, concept, requisite methodologies, and
recommendations for an automated analyst's aid. 1In Volume I1I, recommendations
for an automated analyst's aid. 1In Volume 2, the evolution of IAT via succes-
sive trial applications to three (C3) systems or subsystems is described and
the lessons learned are summarized.” S -

I

This first volume summarizes the results achieved to date. These results
clearly indicate the feasibility of IAT, as well as the relationships with
existing techniques (e.g., DeMarco Data Flow Diagrams, IDEF,, Operational
Sequence Diagrams, simulation languages, etc.). 1In particular, the following
results are described:

- A four-dimensional analytic framework for IAT, along with a
definitive set of requirements to be met;

- A symbolie language involving a major extension of Petri net
theory, for modeling and evaluating the performance of manned
C3 systems at any level of description or decomposition;

- A convenient means for aggregating and modularizing system
details without masking their impact on system performance;

- A set of nested, self-consistent and upward-aggregatable system
performance and effectiveness measures derived directly from
the symbolic language;

- A sct of rules for applying the overall methodology;

- A flexible database management approach to building and storing
the requisite model structure and data; and

- Recommend features for an automated analyst's aid to applying
IAT to manned C3 systems,

Detalls of the methodology and guidelines for thelr application are described
in a series of Appendices.

The accompanying figure summarizes the relationship among IAT elements
and also indicates both progress and areas of future work.
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SECTION 1

INTRODUCTION

1.1 PURPOSE OF THIS STUDY

This three-year study was undertaken to begin the development of a set
of Integrated Analysis Techniques (IAT) for deriving quantitative measures
of the performance and military effectiveness of Command, Control, and Commu-
nications (C3) systems. The approach taken was to study several c? systems
(or portions thereof) in depth; to develop a method for representing these
systems (i{.e., accurately describing their subsystems, performance parameters,
irterrelationships, human activities, and military effectiveness); to apply
the method to the selected systems; and to codify the method so that other
analysts could apply it as neceded to other systems. This report summarizes
the study results.

The developmental results to date clearly indicate the feasibility of
1AT as well as the relationships with existing techniques (i.e., DeMarco data
flow diagraws, IDEF,, operational sequence diagrams, simulation languages,
etc.). Trial applications have resulted in critical “lessons learned” that
are also presented here.

In a word, the main obstacle to integration of the many representational
techniques has been the lack of a siugle underlying analytical framework
({.e., a Theory of C3) which at once could (1) support quantitative perfor-
mance evaluation, (2) be used at any level of system description, (3) utiliza
inputs obtained from any other representational methnd (e.g., one most famil-
far to che user), and (4) reprerent Ca-specific system characteristics such
as hierarchical organization structure and the means for system adaptability
and survivability in the tace of enemy attack.

1,2 GENERIC C3 ANALYSIS ISSUES

The following subsections highlight the current issues in analyzing C?
systems: (1) System represcntation and modeling 1ssues; (2) How 3 systems
differ from other complex large-scale system; (3) Human-related issues in o3
systens; and (4) Assisting the decisionmakers within cd s stems, and assisting
C’ analysts who arc analyzing, Adesipning or redesigning C° systems.

|
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1.2.1 System Representation and Modeling

In almost all quantitative systems engineering analysis, the usual
starting point {s the development of a wmathematical model to represent the
system under investigation or development. Such a model is essential to ob-
talning both a precise understanding of system function and structure (i.e.,
‘architecture) and a quantitative evaluation of system performance. However, =2
for large-scale, complex systems, a single "super-model” or set of equations
is generally 1lupossible to develop without first decomposing the system into
a number of submodels. The performance characteristics of these lower-level
"models can then be derived quantitatively, and the results aggregated bottom-
up Into overall performance measures for the system. Computer simulation is
often employed both to embody the lower-level models and to compute the desired
measures.

For extremely complex systems, however, the modeling process usually
begins with a more limited objective, namely, finding a graphic way to repre-
sent system structure and function (i.e., system architecture). This is a
first step prior to any attempt at quantitative analysis. It is not uncommon
for the analyst to go through the following stages in evolving a graphic rep-
resentational scheme:

1. First, he develops an understanding of what the system is and
how {t works. <Critical to such an understanding is a means of
“"visualizing” the system, its parts, its boundaries, and its
functions. To help in the process of visualization, he may
drav diagrams to represent the subsystems and their functional
interrelationships. He may also develop several decomposition
levels of such diagrams, in order to indicate succesecively more
detailed understanding and to provide a basis for later detailed
mathematical modeling.

2. Second, he tries to communicate this understanding to others,
usuvally via his diagrams. He immediately finds that the
sawe dilagram can mean different things to different people,
reflecting differences in their background and experience.

3. He then searches for a more or less standard (or at least
well-accepted) visuali~ation method (e.g., IDEF, functional
block diagrams, DeMarco data flow diagrams, etc.) and attempts
to translate his original diagrams into the new form.

4. He may find things In his original representation that are
difficult to translate into the new form, and may need tu
iuvent modifications to the standard method to represent these
exceptions.

5. He may try to galn peer acceptance for the "new” or "modified
standard” method.

14




1.2.2 Differences Between C} and Other Large-Scale Systems

The foregoing approach generally works until a new class of system is
encountered for which the new method is inadequate. While it has proven
quite effective for selected large-scale systems such as power distribution
"“gystems (Shaw and Bertsekas, 1985) and large electronics maintenance facili-
ties (Pattipati et a’., 1984), it has not worked well for complex military c3
systems. Indeed, for the past six years, the problem of system modeling and
representation his been among the most important focal points for the Annual
Conferences on Command, Control and Communications sponsored jointly by the
Massachusetts Institute of Technology and the U.S. Office of Naval Research.

One might well ask why this is so. The main reason is that there seem to
be major differences between military c3 systems and other large-scale systems.
These differences appear to be of both degree and kind. First, c? systems
differ in degree because they are generally more geographically extensive,
more complex, and involve interactions among more different types of subsys-
tems as well as humans. Examples include the North American Aerospace Defense
System, the Tactical Air Control System, and the current conceptual development
of a Battle Management/c3 System for the new U.S. Strategic Defense Initiative.

More importantly, however, c? systems differ in kind from other large-
scale systems. Specifically:

1. Their performance 1s measured in terms of their contributions
to an offensive or defensive military mission rather than as
an end in 1itself;

2. Rather than having to meet a single pertormance goal (e.g.,
end-to-end message delay, units produced per unit time), they
must Ye capable of meeting multiple and even conflicting goals
(e.g., tia..imize enemy aircraft engaged per unit time while
minimizing fratricide). They must also be able to adap: to
changes in the military situation as required.

3. They must be able to survive deliberute enemy attacks against
them in addition tc responding to normal internal system
degradation and fallures;

4, They must exist and function within a rigid, hierarchically-
structured military organization.

Finally, whereas the analysis of systems such as manufacturing and iaven-
tory control systems, pure communications systems, and management information
systems 1involves consideration of eficher {nformation quantities such as mes-
sages or physical quantitities such as manufactured items, analysis of C3
systens inﬁalvcs'both, and in a very speclal way. In effect, a race occurs
between the information quantities and the physical quantities in the system.
For example, as shown in Fig. l-1, in a Strategic Defense System target detec-
tfon, {identification and weapon allocaticn mersages must all be generated and
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reach their appropriate destinations before the attacking missiles can carry
out their missions of destruction. In addition, while the time available

for data flow in the C3 system is determined by enemy action (i.e., it is
scenario-driven), the time required for defense system response is determined
by a combination of c¥ and weapon system capabllities. These include (1) data
flow rates and decision delays in the C’ structure and (2) weapon activation,

~“response and flight times for the weapon system.

) 1CBM/SLBM EVENTS

BOOST-PHASE POST BOOST-PHASE
e e ™ eI

( |
! 1

f

LAUNCH

e T
i
|

LEAK TO
NEXT LAYER

¢ C3 SYSTEM EVENTS

I ] | 1 |1 ]
1 1 I i T 1
DETECT REPORT  ALLOCATION TARGET
T0 8M DECISION DESTRUCTION
TARGET
ENGAGEMENT R-2142A

Figure 1-1. ICBM/SLBM Versus C3 System Race

1.2.3 Human-Related Issues in C3 Systems

It is important to note the multi-faceted nature of the ruies played
by humans in c3 systems. They may function as communicators, equipment oper-
ators, or decisionmakers (and sometimes as all three simultanecusly). More
important, however, is the fact that wherever a human exists in a system, he/
she not only represents a physical resource but also carries out a function
or process while meeting the authority/responsibilty requirements and also
the assigned goal of an organizational element.

It is this very fact which provides the flexibility and adaptability,
and also contributes significantly to the functional survivability
of C3 systems. As organizational elements, humans can reassign
goals, processes, resources and organizational responsibilities to
other humans or to other mechanisms to improve overall system per-
formance or to help reconstitute a partially destroyed system.
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Note also that human performance itself is a dependent variable, affected
by many system design parameters as well as by other people in the system and

by specific threat and environment characteristics.

Regardless of role, human activities must be represented or modeled, as
well as measured, in ways which are compatible with the models and measures of
other system components and functions, in order that self-consistent aggregate
system performance measures way be obtasined; this has been the source of major
difficulties for systems analysts and engineers 1in the past.

A current example of this need is taken from the SDI program. A
critical factor in the ability of the proposed Space Defense System
to meet its ballistic missile “shield” objective 1is its ability to
detect and kill attacking missiles while they are still in their
boost phase. While the time required between detection and weapon
agsignment can be minimal, weapon release will depend on the inter- -
vention of human decisionmakers. The time available for decision
will be completely circumscribed by the time between booster launch
detection and re-entry vehicle deployment, and the decision itself
will be further complicated by such factors as raid size, probable
targets, and intelligence information. For this reason, alternate
"tules of engagement” or defensive modes for the system must be
developed long before it is actually ewployed, with defense selec-
tion being done in near—real-time based on the kinds of factors
mentioned above.

The implications of the foregolng facts for c3 system design represent
an additional set of human-related issues: How should certain components of
such systems be designed so as to assist individusl humans as well as teams of
humans in their various roles and tasks in order to improve theilr performance
as system components? To make the best use of their special capabilities?
To counterbalance the effects of human limitations?

1.2.4 The Requirement to Help Decisionmakers

We must now distinguish between two fundamentally different decision-
makers. There are those who are imbedded within a C3 system, such as the
weapon release deci{sfonmaker in the SD1 example given above, or the identi-
fication officer in an air defense system. Clearly, these individuals per-
form critical tasks involving situation assessment and target discrimination.
These tasks way require varylug degrees of assistance, depending upon such
factors as time avallable, degree of expertise, task complexity, and so forth.
The kinds of issues noted in the preceding subsection are directly relevant
to imbedded decisionmakers.

However, we must also understand the needs of another class of decision-
makers, namely those who analyze and design C3 systems. As described earlier
In this section, the problems of system representation and modeling, of mea-
surement, and especially of tracing human contributions to system performance
and effectlveness have become sufficiently complex and critical that new tools
are needed to help C3 systems analysts and designers in doing their jobs.
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1.3 THE IAT QUESTIONS

In recognition of (1) the needs of systems analysts for new analysis
tools, (2) the differences between C3 and other types of systems, and (3) the
impact of these differences on the requirements for C3 system representation
and modeling, a set of critical questions was posed in early 1982 by Mr. M.
Vikmanis and Capt. R. Poturalski of the Harry G. Armstrong Aerospace Medical
Research Laboratory. Slightly paraphrased and reordered to improve clarity,
the questions are as follows:

ll

Given a static structural description of a C3 system, how can
one determine the system's performance?

What can the static structural description tell one about:

- the strengths and weaknesses of the way functions are
performed (i.e., by the mechanisms or resources which
carry out the functions)?

~ the strengths and weaknesses of the way functions are
combined (i.e., carried out by the same resource)?

- the dependency of functions (i.e., upon other functions,
resources, etc.)?

- the strengths and weaknesses of data flows and controls
(i.e., functional connectivity)?

- the criticality of functions, data flows, mechanisms,
and controls?

How can one use a static structural description, along with

any other transformations, augmentations, or other data, to
answer the questions in 2 above? What measures can be used?

What can the static structural description tell us about the
dynamic performance of the system? How does it address or

e e

support issues of:

= timeliness

- probability of error

- survivability?

What do classical systems engineering theory, organization
theory, or uetwork theory offer in the way of properties or
measures to address the foregoing issues?

How can the answers to the above questions be used to improve

system performance?
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These original IAT questions provided the impetus for a 1982 study
entitled "Integrated Analysis Techniques (IAT) for Application to Command,

Control and Communications Systems” (Colter et al., 1982), whose results are
summarized below. (The degree to which these questions can now be answered
will be discussed in subsection 3.9.)

1.4 SUMMARY OF PREVIOUS STUDY RESULTS

While the direction for the 1982 study was based on the representational
capabllities of the IDEF, methodology (see Section 2 for a summary description),
its stated objective was "...to examine additional analysis and evaluation
procedures in order to address the above issues.” {Colter, et al., 1982, p. 1).

The study clearly indicated the inadequacy of IDEF, by itself to provide
anything other than a skeletal structure on which to build improved analysis
tools. Only limited quantitative analyses or measures are possible from an C
IDEF, representation of a C3 system, regardless of the level of decomposition
to which it is carried. 1In addition, the IDEF, symbology would have to be
expanded to include such "new” standard functions as data stores.

Most important, however, was the conclusion that "...the choice of the
technique(s) to be used therefore depends on the desired measurements/
characteristics, the information needs of the techniques, and the existing
knowledge base,” (Colter et al., 1982, p. 170).

The most significant results of the 1982 study are summarized in Table
1-1. This table identifies the specific C3 system measures conslidered, the
various analysis techniques applicabdle to them, the ability of each technique
to provide quantitative versus qualitative analysis, and whether or not such
analysis requires additional information beyond that embodied in the analysis
technique 1itself.

The study concluded that the tools needed for C3 system analysis will
depend on the desired measures to be taken on the system; that no single
existing technique can provide for more than a few such measures; and finally,
that while IDEF, with suitable modifications can usefully support other types
of analyses as well as -ertain direct qualitative analyses (e.g., tracing
functional connectivity), it cannot provide any quantititive measures by
itself.

In another study (Bachert et al., 1981) an attempt was made to use IDEF,
as a "front-end” to SAINT, a simulation language developed specifically for
simulating manned systems (Chubb, 1981). However, while IDEF, could provide
much of the connectivity and precedence information needed to structure the
simulation, the quantitative data about processes and assigned resources,
necessary Lo complete the simulation, could not bte cxtracted and had to be
separately developed.
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In effect, then, we may counclude that at the outset of the present study,
there was no single, existing, avallable Integrated Analysis Technique that
could provide answers to all of the IAT questions listed in the preceding
subsection. Furthermore, there were no techniques available to meet these
needs.

1.5 CURRENT STATUS

The work reported on in this report completes two of the four stages in
IAT develcpment. The first stage was the formulation of a static descriptiun
methodology applicable to any system to be analyzed. The second stage was the
development of quantitative techniques for estimating critical system perfor-
mance parameters. The third stage, being initiated under separate subcon-
tract, is to imbed the descriptive methodology developed to date in an easy-
to~use job aid which will insure, to the extent possible, both completeness
and consistency of system description and analysis. This will also provide a
"quick-look” capability for quantitative performance prediction at any given
level of system description or decomposition. The final stage will involve
the capability for analyzing the dynamic reconfigurability of a C3 system and
the allocation of resources to functions.

1.6 CONTENTS OF TidlS REPORT

] The objective of this report, then, is to show how to describe a complex
C’ system in such a manner that subsequent system analysis and performance
questions can be answered quantitatively. Our focus has been on how one
should describe an existing system (as opposed to designing a new system),
so as to capture the critical attributes of the system in ever-increasing
(hierarchical) detail. However, we feel that the methodology will be equally
useful in evaluating the design of new syst-ms.

Section 2 of this volume summarizes the requirements for a static repre-
sentation technique, while Section 3 describes the new hierarchical method
for C3 system description and decomposition. Section 4 describes quantitative
analytic tools for use with the static description. Finaliy, Section 5 pro-
vides a summary of the results to date and a set of recommendations for com-
pleting the development of Integrated Analysis Techniques for ¢l systems, with
special reference to the role of humans in these systems. Volume II of this
report presents the results of separate applications of portions of the method
to a simulated system and two actual systems, and the lessons learned from
these applicatioas.
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SECTION 2

REQUIREMENTS FOR A HIERARCHICAL METHOD FOR STATIC SYSTEM DESCRIPTION

2.1 INTRODUCTION

The primary objective (and successful result) of IAT development since
1982 was to find a single, self-consistent way to describe and model a complex
c3 system in such a manner that manned system analysis and performance ques-
tions could be answered quantitatively. The initial focus was on how one
should describe an existing system (as opposed to designing a new system).
The approach taken was to (1) capture the critical attributes of the system
in ever—-increasing (hierarchical) detall and (2) overcome some of the major
problems summarized in the 1982 study noted in the introduction.

In this section we summarize the requirements which must be met by a
static representation and modeling technique in order to be able to answer the
IAT questions in Section 1. These include the descriptive dimensions for c3
systems; their decomposition requirements; the relationships among the dimen-
sions; the types of system measures to be evaluated for a system; and the data
management requirements for IAT.

2.2 FOUR DIMENSIONS FOR DESCRIBING C3 SYSTEMS

For the simplest of systems, straightforward representations of physical
composition and connectivity such as system block diagrams, engineering draw-
ings, "exploded” views, and "family trees" have long been generally accepted
techniques. For more complex systems, so-called functional description tech-
niques such as functional block diagrams (Goode and Machol, 1957) and Data
Flow Diagrams (DFDs) (DeMarco, 1979) were developed as aids to diagnosing sys-
tem failures and to designing new systems. Systems involving human operators
and decisionmakers exhibited special requirements for representing information
flow, display, control and workplace design implications; and techniques such
as the Operational Sequence Diagram (0SD) were developed to meet these needs
(Brooks, 1960).

With the advent of computer software, such process charts as data flow
and operaticnal sequence diagrams evolved into the more or less standard meth-
odology of the programming flow chart. However, as programs themselves became
increasingly complex, new graphical representation techniques were developed
for the analysis and design of complex software systems. The Structured
Analysis and Design Technique (SADT) is an example of such attempts at man-—
aging software complexity through “"software engineering” (SOFTECH, 1978).

23




More recently, extension of these techniques to manufacturing systems and
to information systems description has required that the physical resources
needed to support the various functions and processes be incorporated directly
into the description (e.g., as in the Integrated Computer-Aided Manufacturing
Definition Language (IDEF,) as developed for the U.S. Air Force (SOFTECH, 1981).

However, when dealing with a complex, large-scale system such as a ¢3 = ==
system consisting of a large collection of hardware and people performing
highly interrelated and interdependent functions, we find that organizational

... d1ssues and constraints transcend both the physical (resource) and functional
- (process) characteristics of such systems and must enter prominently into the
methods for description and analysis. As an example, an Air Defense c3 system
- .. -will exhibit longer response times to attacking enemy aircraft if information
flow must follow strict hierarchical reporting paths than if the organization
peruits cross-telling of tracks. Classically, methods of organizational de-
scription and analysis have evolved separately from (although they are often
confused with) those of process description and analysis. They include organ-
ization charts which display lines of authority, responsibility, and coordi-

nation as well as methods of representing organizational dynamics (Beer, 1959;
Berne, 1963).

Finally, whiie all systems are in some sense goal-driven, the most com~-
plex of these (including ¢l systems) involve "organizations of organizations”
of subsystems and people and are characterized by a complex, interrelated and
dynamic hierarchy of goals which must be explicitly accounted for in system
description and analysis. Methods of goal decomposition and diagrammatic

representation have evolved for such complex, large-scale systems (Warfield,
1973).

On the basis of problems encountered in applying earlier methods for
system static description (e.g., IDEF,, 0SDs, DFDs, etc.) and considering
the unique requirements imposed by military C3 systems noted in the preceding
subsection, we conclude then that the following four distinct dimensions are
required to describe such systems adequately at varying levels of detall:

L Resource (physical wechanism, human, geographic location, node)
L] Process (function, procedure, algorithm)

L] Organizational element (subdivision, unit, individual)

L4 Goal (intent, perforwance objective)

Finally (and of c¢ritical importance), the descriy e nmethods ultimately
developed must be cable of generating important measures of system capability.

2.3 C? SYSTEM DECOMPOSITION REQUIREMENTS

A In the preceding subsection we defined the four dimensions along which
C’ systems must be described in order to capture their complexity as well as
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their critical atrributes. In this subsection we summarize the requiremerts
for system decomposition.

1t is important to note that the very concept of decomposition implies
a hierarchical set of relationships within each of the four dimensions !den-
“tiried "above. One of the major requirements of ITAT 1s that it contains a
descriptive methodology capable of representing not only the decomposition
within but also the interrelationships among the four dimensions while main-
taining concordance among the hierarchical levels of decomposition/detail.

Another critical requirement is that cach dimension must undergo recursive
decomposition, starting at some inicial or highest level of minimum detail,
(The notion of a system boundary is implied here, at least for purposes of
analysis and/or desiyn.) The decowmposition hierarchy can then be viewed as
a '"tree," with the "truuk' representing the highest level and the "branches"
constituting each succeeding level of greater detail. For analysis purposes, .
we cafine the "leaf" level as the point at which the decomposition is terui-
nated and a model 1is used for the process representation. The model parameters
and characteristics are then determined by the requirements and constraints
set by the physical resource and organization entities and by the goal hier-
archy to which the system is responding.

The IAT methodology requires that at any decomposition Jevel, nodels must
be capable of being defined and exercised in order to be able to estimate sys=-
tem performance and effectiveness. At the higher levels (less detail) these
models must, of necessity, be extremely aggregated. This 1s well reflected in
past allempls (o represent entire C3 systems by siupie time delays. However,

- - = A = ————— > S 4 A AR e T B o - > o~
"

must_be 'weneric,' that 1is, f{dentically applicable at each lavel of decomposi-

EERKLJigﬂlJEQELJJBiEéﬁgigzﬂliyﬁé}}“ﬁpd the parameter values changing between
Jevels. Thus, selection of the most appropriate models and definition of
their {interdimensicual relationships (as, for example the effect of a given
resource on the process that it supports) has been a major requirement for
successful TAT developnent.,

In the following subsections we define in further detall the four decom-
position dimeusf‘ons and the wanner by which successive levels of detuill must
evolve. hote that the ability to decowpose a systew along any of 1ts diwen=-
sions separately will be essential for C3 systens analysis and synthesis,

2.3.1 Process Deconposition

Included fn the process dimension are such things as functions, processes,
procedures, protocols, and scripts. Thiy dinensfion hae long been recognized

and used as thce most salient dimension for decomposition, and has receifved
the greatest attenticn in earlier cfforts (SOFTECH, 1981). The hierarchical
orvanization ¢f a €3 sysem, that 4s, its subdivision into subsystens (e.g.,
survel 1lance, weapon control, eics) s directly reflected {r process decon-
position,  Wiite souclimes reterred to as system orpantzation or cven systen
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structure, in this report we will use the term "process decomposition” through-
out, since "organization" usually refers to the representation of authority,
responsibility and coordination; while "structure" refers to the function
connectivity among system resources. (See further discussion of these terms

in subsection 2.3,3 below.)

Thus, the primary decomposition of a process PL ar a level L0 {nvolves
specifying the following:

1, What higher-level process pL=l {¢ 15 a part of; and
2. What lower-level processes (PL*)] 1t consists of.

1t 18 also necessary to specify {its functional connectivities, that is, to

- o o o ——

Included in the resource dimension are the physical resources, equip-
ments, nodes, locations, and physical connectivities which support or carry
out the processes, The resources of the system include both its physical
factlities and hardware (including imbedded computers and associated software)
as> well as 1ts human operators and decisionmakers.

The decomposition of a resource into its component parts is usually well-
defined from the standpoint of its physical composition. Thus a resource RL
at level L>0 (e.g., an aircraft) is part of a larger resource pl-l (e.g., a
squadron) and f{tself consists of a set of subresources or components {RL+1}
(e.g., {ts engine, avionics, etc.) at Jevel L+]1, We make the following
assumptions:

Al. Resource deconposition is nonoverlapping, i.e.,
Rby ARby =0, 14y

Physically, this means that {f Rly 1s removed (from rRL-1)y,
the RLi {#) remain iucact (even though they may not function).
And, of course, since the sum of the parts equals the whole,

A2. A human resource is nondecomposable*. Hence, if

e — e - B > —— -

*In some previous work, varlous human attributes have been defined as sepa-
rately avaflable (sub)resources. However, we believe this to be erroneous.
While an indtvidual can perform sceveral tasks in an apparently siuultancous
manner, it i{s clear that the apparent siwultaneity 1s really the result of
"chunking'" of data, effi{cient time-sharing among the several tasks, and
well-trained response organizations. We will assuwme that tihe human, as an
operator or decisionmaker, is only capable of acting as a scerial processor.
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Uy RE is a person, then Rbj4; = RLy

A3. In the case of computers, we will assume that the hardware
memory elements, disks, etc. are resources. However, the
programs can be either processes or resources, depending
on the application (e.g., imbedded computers, which are part
of a fire control system, use programs that are part of
the imbedded computer resources).

In a few instances, the decomposition of a resource can be
non~unique, as for example when there is no a priori logical
way to group the parts that comprise the whole. To minimize
non-uniqueness, we establish a linkage between resource and
process decomposition by assuming that:

A4. The subresources {RL+1i} at level L+l must be those that are
assigned to support or carry out the subprocesses {PL+1j} at
the same level of decomposition.

In existing systems, it is usually the case that resources
and processes are more or less directly related (in the sense
that specific resources were selected to support specific
processes); thus assumption A4 will generally be satisfied.
However, it is important to recognize the fact that while a
given resource is assigned to support only one process, it
may be capable of supporting several. The notions of flexi-
bility and adaptability derive in large part from the ability
of organizational elements in a C° system to reassign respon-
sibilities among lower-level organizational elements and to
reassign resources to support other processes, as will be
discussed below.

2.3.3 Organizational Decomposition

The military organization provides the fundamental control mechanisms
whereby humans and machines work to attain objectives. Decision authority,
responsibility, coordination and goal-setting are the primary attributes asso-
ciated with organizational elements; they allow decisionmakers to reassign
resources, processes, and organizational elements and to modify objectives
if necessary, in order to adapt to a variety of changing circumstances in the
military environment.

Of course, all €3 systems will evolve and change as they take advantage
of new technology aund as they are called upon to support new or changing mis-
sions (e.g., search and rescue). Also, one may be interested in questions
relating to off-nominal performance such as system survivability, adaptability,
and flexibility (e.g., due to loss of a resource, failure to meet an objec-
tive, etc.). In either case, one must include organizational representation
in system description. '
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The primary decomposition of an organizational element Ol defines the
lines of decision authority (i.e., command structure and accountability, or
reporting-to), responsibility (i.e., control), and coordination. With respect
to authority, element ok at level L is only accountable to a single element
oL=1 at a higher level and has authority over the set of clements {0b+1} at
the next lower level L+1, which in turn are accountable to ok. This authority
decomposition defines an organizational hierarchy.

With respect to responsibility, the relationships are more complex.
Organizational elements have responsibility for the processes and resources
assigned to them, and authority over lower—level elements; and they are
accountable to higher-level elements, in strict accordance with the lines of
authority described above. Note that a human being is a resource which can
fulfill various organizational requirements at different times and to dif-
ferent purposes or goals. Thus, there may be instances in which a lower-level
element is accountable to one higher—-level element for one set of processes
and/or resources and to a different elemeat for another set. Such accounta-
bility to different "bosses” for different activities characterizes the
so—~called matrix organization, and is exemplified by the "multi-hattedness”
of many U.S. military commands. This can be quite different for non-U.S.
commands .

Note also that an organizational element has responsibility for control-
ling processes, and that these processes can include reassignments of lower-
level decision authority, i.e., of accountability and control.

Finally, from a decomposition standpoint it is important to recognize
that an organizational element at level L may be responsible for two funda-
mentally different classes of processes:

1. those at the same level L that directly support the functions
of the organizational element in question; and

2. those at the next lower organizational level L+1 into which
the function at level L decomposes.

Classically, these are known as "staff” and "line functions,” respectively.

As noted earlier, it is extremely important to distinguish between
organizational and process decomposition. Among systems engineers the term
"organization” is usually taken to refer to the way in which the system itself
is hierarchically and/or functionally organized (i.e., structured or decom—
posed), whereas among human factors specialists, the very same term is used
to represent the lines of authority, responsibility and coordination among
the personnel in the system. For example, from an engineering standpoint, a
c3 system is generally "organized” into a surveillance subsystem, a planning
subsystem, a controlling subsystem, an order dissemination subsystem, a commu-
nications subsystem, etc. On the other hand, the structure of the system is
usually taken to refer to the functional connectivity among the resources of
the system, that is, which processes must “talk to” or coordinate with which
other processes, and which resources must bz connected to each other in order
to provide for the requirgd data flow among the processes.
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In this report we shall use the following definitions of these terms:

L Process decomposition: hierarchical subdivision of processes
into their component subprocesses. Results in multiple levels
of description at successively finer detail.

. Resource decomposition: hierarchical subdivision of resources
into their component parts. Also results in multiple levels
of description at successively finer detail.

L4 Organization, or organizational decowposition: hierarchical
subdivision of decision authority, responsibility, and coor-
dination among all system processes and/or resources (including

humans as resources).

] Structure: connectivity among all system processes and/or
resources (including humans as resources), at a given level
of decomposition or description.

In some cases, as we shall see, the very existence of connectivity
between two resources implies cither authority (as for example in a prece-
dence relationship such as "A before B") or coordination (as for example in
a Jjoint presence relationship such as "A and B before C"). However, the con-
cept of responsibility is peculiarly human in that it can only be offered
(to be either accepted or rejected by an individual) but never delegated:
whereas authority can indeed be delegated. On the other hand, authority and
coordination can always be "wired in" to a system by design, but hardware or
software parts of the system cannot take responsibility for their performance.
This is especially important from a human factors standpoint, since the system
must be carefully designed to support the human roles (i.e., their authority,
responsibility and coordination needs) in the system.

2.3.4 Goal Decomposition

Goals are established by organizational elements and must therefore be
included in paraliel with the organizational dimension. In fact, the estab-
lishment of goals, resolution of conflicting goals, partitioning of goals into
subgoals, and assignment of responsible organizational elements to achieve
these subgoals are perhaps the most important of all organizational activities

(i.e., management).

The tact that an individual can and dces act both as an organizational
element and as a resource can be a major source of confusion unless it 1is

recognized that:

° an organizational element sets goals for lower-level elements.
This is based on the effectiveness re$uirements placed on
level Ol by the next higher level ob=1;




° these goals are equivalent to performance requirements for the
processes PL*l at level L+l for which OL*l has responsibility -
(i.e., is assigned);

° the processes PL+11 are supported by resources RLHL ar tlevel

L+l. The degree to which a goal GL*] i{s met is derermined by

the degree to which the resources RL*l assigned to that process T e
can meet the process performance requirements implied by the
goal,;

° the goal becomes the means by which the entire C3 entity .
(process, supporting resources, and responsible organtizational

Figure 2-1 summarizes the inrera:tious among the C3 dimensions and demonstrates
how goals are used in controlling both processes, resources, and organization .
Only line relationships are shown ia order to siwplify the diagraw; staff ele-
nments would be shown as L-level processes and resources that directly support
the line functions at that level.

2.3.5 Relationships Among Processes, Resources, Organizational Elements,

- ———————

Frow Fig. 2-1 it is clear that a C3 system exhibits several classes
of interactions. In this sectinn we examine the most luportant of these
interactions,

In general, a process requires inputs and provides outputs. The result-
ing information flow among processes 1s only an indirect determinant of systen
topology (i.e., it only implies connectivity); however, in reality, informa-
tion exchange takes place not among processes but among the physical resources
that support and are assigned to the processes. If connectivity between two
C3 resources is broken (e.g., a radio link is jammed), then the information
flow between the processes supported by these resources (e.g., intelligence
information) is halted. We therefore incorporate system topology in resource

decomposition by defining at level L the resource connectivity matrix, T
[RLi.c RLj];

1 1f resource RLi sends inforwation to resource RLJ
[RLi X RL{] =

0 otherwise

Thus, the nonzero elements of the i-th row of [RLi x RLj] indicate those re-
sources to which Rlj sends information, and the nonzero elements of the i-th

column d?"rﬁﬁf-; RLj]"THH?cate those resovrces from wihich kly receives infor-
mation. Note that the nature of ‘:onnectivity implies that for every nonzero
[RL; x RLy1, there should be at least one nonzero element of [RL*L, RL+1']

correspon fng to the connectivity between the decomposed elements of RL;

and RLj.
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DIMENSIONS

LEVELS GOAL ORGANIZATION PROCESS RESOURCE
HIGHER L-1 GL-l OL-I RL-l
7| NN P
< 7 | \ ~
e ! \ N
| SR IR
4 | \ ~
w / \ ~
© o / 1 \ SO
QE L Gt OL N Rl‘
c:l p
Y
w
o
g
LOWER L4} GL‘I °L01 RL*I
PL’I
LEGEND

it - (X%} where { ranges over all elements at level L.

x% = i-th element of X at level L.

T ASSIGHMENT An organfzational element (OL) at a given level (L}
(from level L) .l
establishes goals for the next lower Tevel (L+1); O
{e.g., a commander) ass{gns goals (GL*I). processes (PL+1).
resources (RL‘I). and organizational elements (OL*X)
(e.q., subordinates) to meet these goals.

-— =~ ASSIGNMENT 0L has been assigned goals (GL). processes (PL). and

(from level L-1) resources (RL) from organizational elements at the next

higher lcvel (OL_I).

RESPONSIBILITY fxercise of responsibility within a level for
nceting assigned goals. R-2307D

Figure 2-1. Recursive Nature of Deconmposition
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..-—are the information flow descriptors.

In addition, for each nonzero &RLL x RL ] there should be a corresponding
specification of the nature o’ the nterconnection (e.g., telephone, micro-
wave), the attributes of the interconnectiou (e.g., throughput), and a speci-
fication of the type of information transmitted. Of course, the higher one

{s in the decomposition (smaller L), the more general and all encompassing

It is also possible to include input-output connectivity in process
description. This serves to express what is required for process input and
output, as opposed to what 1s actually available, and any inconsistency between
it and the resource connectivity matrix can serve as an "error signal” and
stimulus to an organizational element for resource reassignment. 1In a manner
analogous to the resource connectivity matrix, we define at level L the infor-
mation flow i1equirements matrix, or process connectivity matrix, [P { xP j]

1 {f resource PLi requires information from process PLj
(el x pLy] =
0 otherwise

Again, supplementary data about the information required for each nonzero
elenent of P should be provided.

Finally, 1n a similar vein, we can represent coordination among organi-
zational elements at the same level via the coordination matrix at level k,
0Ck:

] 1 if resource OLi coordinates with OLj

0 otherwise

where, agaln, supplementary data about the nature of the coordination must
also be given.

Note that since the dual of any square matrix is a graph, the foregoing
natrices can be used directly to generate resc.rces connectivity trees, pro-
cess information flow diagrams, and organization charts.

2.3.6 Cross-Referencing and Redundancy Requirements: Assignment and
Assignability Matrices

If each of the four diwensions were decomposed separately, it would be
virtually impossible to waintain consistency across the dimensicns at any

*Note that {n the manner analogous to "indirect addressing” {n computer sys-
tens, the location uhere suEplementnl information data are stored could be
used instead of a ° { % Rle
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given level of detail. However, tying the decompositions together provides
the basis for a consistent, balanced, and cross-referenced system description

methodology. This was a major requirement for IAT development.
- :o-:22Thus, at any level L in the decomposition, it is necessary that:

1. A process description contains references to the resources
required for its perforuance, as well as references to the
organizational element responsible for monitoring and/or
controlling the process and to the goal (i.e., performance
requirement) that the process must meet. Finally, it contains
references to the input and output functional dependencies
between itself and those other processes at the same level
with which it is directly related.

2. A resour=e description contains references to the process(es)
which that resource is assigned to support, as well as ref-
erences to the organizational element respensible for tae
resource. It also contains references to the physical con-
nectivities between itself and those other resources at the
same level required to support a specific process.

3. The description of an organizational element contains refer-
ences to the processes that the element is responsible for
wmonitoring and/or controlling, as well as references to the
resources which are assigned to that element and to the goal(s)
for which it is responsible. It also contains references to
the lines of authority, responsibility and coordination
between itself and those other organizational elements both
at the same and other levels as required to attain a specific
goal.

4. A goal description contains references to the organizational

e lement responsible for the attainment of that goal as well as
the process(es) for which that goal is a performance require-
ment. It also contains references to the higher-level goals
of which 1t 1s a part, as well as to the lower—level goals
which must be met in the interests of its own attainment.

This cross-referencing is accomplished by means of assignment malrices.
Thus, at any level L, any of the four dimensions can be described by a cow-
posite vector (matrix) of four parts:

l})ll x RL x 0]. X GL]

with its priszary decomposition (e.g., pL, as in Fig. 2-2) and three cross-
references (e.g., RL, ok and Gl). Ouce again, the redundancy {nhercat in the
cross-refercnces over four dimensions can serve as a check on consistency of
the data that define the C3 system as well as a means for detecting errors
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in specifications. Another reason for such cross-referening i1s to force, to
the extent possible, a logical consistency and balance among the four dimen-

sions. Cross-referencing can help to insure that the four decompositions
proceed in parallel, as opposed to reaching extreme depth in only one or two.

PI‘+1j(j‘=1 to 4) pI..‘i-l1 pL+12 PL+13 pL+1A
Figure 2-2. Example of Primary Process Decomposition

The various relationships described above can conveniently be representad
in matrix notation as shown in Table 2-1, which presents a three-letter mne-
monic descriptor, a brief definition, and a symbolic representation for each
relationship.

1t is worthwhile to exawmine in somewha® more detail the nature of the
specific assignment matrices. The matrices [0xG) and [UxP] at level L, which
effectively assign responsibility for goals and processes to organizational
elements, are the subject of original system design and/or long-range planning
in any Ci system. On a somewhat shorter time frame, the matrix [OxR] at level
L reflects the issues of resource responsibility (sometimes referred to as
“ownership") and is a major focus of system reorganization and reconstitution
in battle. This depends heavily upon the concept of assignability, which will
be defined next.

Note that deccuposition along any dimension can also be represented in
matrix form. For example, the matrix [OL x OL+1] represents the organiza-
t ional decomposition (i.e., organization chart) or lines of authority in the
system while the matrix [Ol; x OL:] represents the chart of human coordination
in the system within a decomposition level. Similarly, the matrix [PL x PL+1]
represents the process decomposition in the system while the matrix [PLi x PLj]
represents the coordination or connectivity among processes within a decompo-
sition level.

Finally, in order adeguately Lo represent the inherent adaptability
resulting from the capability for reassignment of resources, goals, processes
and even organizational elements in a c3 system, we must define a set of -
assignability matrices [.]*. For example, the matrix [RXP]* at level L must
show which resources are capable of sugporting (i.e., are assignable to) each
process. Assignability matrices [OxG] , and [OXR]* can also be used to rep-
resent the capability of various organizational elements at a given level to
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TABLE 2-1. RELATIONSHIPS AMONG THE FOUR DIMENSIONS

REPRESENTATION ‘
DESCRIPTOR DEFINITION RESOURCE PROCESS ORG'L EL'T GOAL
ISA Is known as (naune) (nanme) (name) (name)
AKA Also known as (name) (name) (name) (name)
POF Parts of RLy ¢ RL™1 pLy ¢ PL71y oLy ¢ L=l 6Ly ¢ GL1y
CoFr Consists of RLy = {RL+lj} pL; = {PL+1j} oly = {0L+1j} Gl = {GL+1j}
STO Sends to; (RLy x RLj] [PLy x PLj] oLy x OLj] -------
connects to;
informs; coor-
dinates with
RFM Receives from; [RLy x RLj] (PLy x ply] [oLy x oLs] —mmeeee
is connected
to; is informed
by; is coor-
| dinated with
ATO Assigned to [Rly x Ply] [pl; x oly] fol=ly x oyl [GLy x pLy]
[RL; x OLj] ------------- [6Ly x OLj]
AST Assignable to {RL; x OLj]* [PLy x OLj]* (oLl « OLj]* [6Ly x PLj]*
[RLi x OLj]* ------------ [GLs x OLj]*
_ Notes:
1. Superscript = level of decomposition
2. Subscript = inde~
3. Read Rl as "i-th resource at ievel L"
4. Read [AxB] as A "sends to, etc; receives froum, etc; or is assigned to" B
5. Read [AxB]® as "A is assignable to B"
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take responsibility for various goals, processes, and resources at the same
level. An assignability matrix ultimately should contain as its elements

(cells) an assignability index, i.e., a numerical quantity representing the
relative capability of a given resource (including humans) to support a given
process; or the relative capability of a given organizational element to take
responsibility for a given process or resource (e.g., as a function of training,
experience, or workload).

It is {mportant to note that an assignment matrix (e. gy, [RxP]) differs
completely from its related assignability matrix (e.g., [RxP]*) in that it is
much more sparse; of the many things a given resource could do, it is only
assigned to do a small subset (perhaps only one) of them. 1f all resources
are "dedicated" to single processes, then a square, diagonal assignment matrix
results and the resource is subject only to queuing delays due to workload.

On the other hand, if a given resource is assigned to support two or more pro-
cesses (as is typical with both humans and computers), it is then a shared
resource and is subject to contention, as well as queuing delays.

Note that 1if we assume a fixed organizational structure with fixed
goals, as would be typical of a "mature" C3 system, then the actual
on-line modification of such resource ass*gnments in [OxR] and/or
[RxP] within the constraints of [OxR]* and [RxP]* constitutes the
system's adaptive capability vis-a-vis attaining its goals with

its available resources. A more flexible arrangement would permit
on-line reassignment of goals among organizational elzwents [0xG]
within the constraints of [OxG]*, as an additional adaptive
capability.

The requirements for combining process, resource, organizational, and
goal decomposition as described in the preceding subsections provides a far
more powerful tool than, for example, an IDEF, description, which at best is
capable only of process decomposition with an attached indication of associ-
ated resource and "control" requirements, and no capability for representing
either actual resource connectlvity or organizational authority, responsi-
bility, or coordination.

2.3.7 Depth of Decomposition

A major issue in any decomposition methodology is how to decide where L
and when to stop decomposing. While gross allocations of resources (including #
humans) among processes can often be made at higher decomposition levels using
simple connectivity and aggregate performance data, the decomposition gener-
ally should be carried out to one level below that at which the user seeks
the answers to specific questions. The decomposition ends at that level, with
careful attention paid to: (1) the interactions among the process performance
models (based on the assigned resources) representing the descriptions at this
Tevel and (2) the model paraueter data, as opposed to carrying out any further
deconposition. We shall return to thls point later when describing the
selected modeling technique.
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2.4 DATA STRUCTURES FOR IAT

While the matrix notation described above assists in organizing one's
thinking about the relationships among the descriptive data about a c3 system,
~2= -riEwe also need a means of organizing the data itself to capture these relation- LT A
ships. Nearly any flexible, well-structured database management approach can
provide such a capability. However, the use of frame/slot notation, a tech-
nique borrowed from artificial intelligence, is particularly advantageous.

Frames were originalily proposed by M. Minsky as data structures for
represénting knowledge of stereotyped situations, such as being in well-known
environments (e.g., one's living room, office, control room facility) or going -
to special events. Frames served as components of a broader theory of human
memory and performance in their role as "units of recall,” in Minsky's origi-
nal conception: frames were sclected from memory whenever one encountered a
‘new situation, or made substantia' changes to viewing current conditions or ) -
problems at hand. It is in this sense that frames recelved more widespread
application as templates, i.e., "... remembered framework(s) to be adpated to

fit reality by changing details as necessary”™ (Minsky, 1975).

Although Minsky intended frames to be employed in conjunction with asso-
ciated types of information (viz., how to use a particular frame, expecta-
tions about what will happen next, what to do if these expectations are not
confirmed), the use of frames within artificial intelligence (ALl) modeling
has focused more on the laternal structural properties of frames as aids for
organizing data (Schank and Abelson, 1977; Barr and Feigenbaum, 1981).

To be viewed as data structures, frames can be conceptualized as networks
of n0d05 and relations. (Note the correspondence of this concept with two of
the C “descriptive dimensions: resources and processes.) The top levels of
a frame, in this context, are fixed, and represent conditions that are assumed
to be true about a specific situation. The lower levels nave terminal rodes,
called slots, which are syntactically "place~holders”™ -~ slots must be filled
Ly particuﬂ?x instances or data values. Each slot can be used to specify con-
ditions that its assignments must meet. Simple conditions are specified by
markers that wmight require a terminal assignment to be a person, an object of
sufficient values, or a pointer to data assoclated with another s_st or another
frame. More conplex conditions can specify relations among data assigned to
scveral slots (Minsky, 1975). Collections of semantically-related frames can
be linked Logether {nto “"frame~systems.” [Different frames of such systems
share the same terminals: this {s the critical point that makes it possible

to coordinato 1qfor9§£ion pathered from different vievpoints. Uifferences
between the frames of 2 system can thus be used to represent actions, cause-
effect relations, or changes in vantage points (e.p., from which the same data

are perceived or processed).

Ancther lmportdnt aspect of frames lies in the default values of slots.
Default assipgoments can be used Lo express prototypical, potential, or accept-
atie valaes. Hence, through default values, frames can be used to represent

pencric inforwation, expectations, and the like (Yager, 1984).
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Default values have further uses within frame—systems. In particular,
prototypical or "normally expected” values can be uvsed to test the validity
of a frame, in cases where some slots are filled in with acceptable values
at the same time other slots have not (yet) becn glven assignments. Slots
already filled-in can be used to predict the values of slots whose assignments
~are- lacking. This feature of frame/slot notation makes these data structures

incomplete.

For application to IAT, frames cunstitute major data sets for each of e
the four dimensions: GOALS, ORGANIZATIONS, PROCESSES, RESOURCES. "Slots”
describe the data elements of a frame.

The advantages of using fraumes and slots are as {ollows: .

1, Relationships that might be captured in several different
matrices can be grouped together on a single frame.

2. Slots can be used with and without eatries to Indicate whether
performance data are or are not available.

3. Default values can be defined in slots for carrying out sensi-
tivity analyses and "zero-order” estimates of performance.

4. Cross~referencing can be handled by supplying pointers {rom
frame~to-frame (iadicated as entries on slots).

5. Slots can be added or deleted to specity asttributes of the
dynamic characteristics of a process.

6. The inherent nesting properties of frame and slot notation
make it possible to capture inforwation from structural
models (recursive decompositions and matrices in TAT).

Figure ¢-3 1llustrates frame and slot notation.

2.5 C3 SYSTEM MFASUKES

We now turn tn & major proble- faced by C3 systems analysts and engineers
1n the past. Thece has been a serious divergeuce of opinion between military
operations personnel and systems designers and analysts regarding how to mea-
sure the utility of these systeas. Military personnel lean toward measuring
physical quantities (or their equivalent in cowputer simulatfoas) which
directly affect a battle outcome, such as "bombs on target,” assigned targets

destroyed,” "attrition rates,” e¢tc. Engineers, on the other hand, tend to
think In terms of the capabilities of the subsystems and systems they are

designing or analyzing. As a result, some confusion has developed with regard
to the meaning of varilous types of measures.




LEVELS MISSILE WARNING OFFICER / COMMAND WARNING CENTER
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OFFICER (RDO L+l
. CER (400) P1" ACKNOWLEDGE MESSAGE
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¢ ASSIGN EVENT NUMBLR
oL+l
3 GENERATE EVENY REPORTS
A-231)A
PROCESS NAME: MONITOR POR ENEMY M1SSILE LAUNCH
GOAL: TO ADVISE CDC OF A SUSPECTED ATTACK

ORGANIZATIONAL ELEMENT: MISSILE WARNING OFFICER (HWO) ,.., primary responsibility
ACTINGC DUTY OFFICER (ADO) ... delegated responeibility

PARENT PROCESS: [

SUB-PROCESSES REQUIRED: 1) ACKNOWLEDGE MESSAGFE
1) ASSIGN EVENT NUMBER
1) GENERATE EVENT REPORTS

N JTS REQULIRED: MESSAGES ~ (4 TYPES)

1) INTELLIGENCE
2) SYSTEM STATUS
1) ADS
4) 8SS

OUTPUTS: EVENT REPORTS =~ (3)
1) ADS!
1) ADS2
3) BSS

MEASURES OF PERFORMANCE: TIMELINESS
ACCURACY

RESOUKCES KEQUIKED: M+40 CONSOLE
STAFF ASSIGHED TO MWJ/ADO DUTIES

Figure 2-3. Exawple of IAT Structural Description and Process Frame for the
Process "Monitor for Enemy Miss{le Launch” (Kornfeld, 1984)




To clarify the situation, we define the following six fundamental types
of measures associated with C3 systems:

1. Systenm capability measures describe what a C3 systems (or, more
properly, what the system components or physical resources)
can do (e.g., radar peak power, communication channel bandwidth
or capacity, human cognitive and workload limitations, computer
nemory size, display resolution, and other attributes). All of
these measures can be evaluated based on physical prupe’ties of

e . e et e e e e e
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variables, namely, che design variables of the §ystem w‘th
which engineers can deal more o'-}ess dtrect[y.

2. Mission environment measures describe the sftuat{on which
drives the C3 system, f.e., those factors which consitute the
threat to and the environuent of the system (e.g., radar cross
section of an aircraft; reflectivity and absorbance of the
atmosphere; number of hostile emitters in a regfon; hardness
of a target; flyout time of a missile). All of these measures
can be determined from the military situation and environuaent

to any specific C3 eq;}pment or physical re§ources. Missfon
environment measures represent a second class of fﬂﬂ,ESﬂQERE
variables over which, however, neither mflitary nor engineerinyg
personnel have any direct control.

3. System performance measures describe what the C3 system itself
(or, more properly, specific C3 functions or processes) will
do when driven by a specific threat and environment (detection
range for a radar; access time to a computer QPenory; message
queue lengths for a communications service; time required to
assign a weapon to a newly detected taryget). All of these
measures can be evaluated only i{f characteristics of both the
situation and the C3 system are known, since they dgggnd °“.h21

the system drives and fs driven by its environment. Perfor-

mance measures are dependent variables and are specific to C3

4, Military effectiveness measures describe what the combined

effects of the Cfigjstem and tne weapon Ssystems which it con-

trols Wwill be when driven bj a 5"Pc‘f‘c threat and environment
(p'obabilltv that a hostile missfle Iis destroyed before it
reaches its ta*geg, attrition rates; fraction of attackers suc-
cessfully penetrating frisndly defenses; fraction of attackers
successfully engaged before reaching target; movement of Forward
Edge of Battle Area). All of these wmeasures can be evaluated
only with respect to criterion levels set by military commanders

on the scene. Effectiveness - measires aiso are dependent




variables but are specific to military goals and of necessity
must take into account weapon system as well as C3 system
performance. As an example, 'number of weapons hitting desig-
nated targets' as a measure depends not only on weapon deliv-
ery system accuracy but also on target detection, recognition,
countermeasures effectiveness, and other C3 system performance
characteristics.

5. System survivability measures describe the ability of the C3
system to continue to perform one or a group of necessary pro-
cesses or functions in the face of enemy attack on the system
{tself. For example, such a measure may be the probability
that the surveillance subsystem will continue to provide at
least 90 percent coverage of a specified spatial volume during
the time period of the attack, with less than 5 percent down
time. Similar measures may be defined for other subsystems
such as communications, planning, and weapon direction and
generally will be stated in terms of probabilities, times,
spatial boundaries, etc. Survivability will be determined
by such things as: (1) communication, or connectivity among
resources in the system; (2) redundancy of dispersed resources
({.e., number of "copies" of individual resources physically
located in different geographical areas); and (3) the reassign-
abil{ty of resources to perform different processes as was
discussed in detail {n subsection 2.3.6).

6. §§§tem‘gfficiency measures describe the way in which available
C3 system resources are utilized. A highly efficlent system
requires a minimum of resources to do its job; thus, resource
utilization in such a system should be very high. However, it
is important to recognize that one cannot have both high effi-
ciency and high survivabilicy at the same time in the same
system. Since, as noted in item (5) above, survivability is
achieved via geographically dispersed multiple copies (i.e.,
redundancy) of resources, then resource utilization and hence
efficiency must necessarily be low in a highly survivable
system.

Note that it may not be fcasible to improve a system design with respect
to effectiveness, efficiency and survivability simultaneously. However, given
the development of appropriate mathematical tools, it should be possible to
modify a system design in order to:

. Improve ecffectiveness subject to minimum constraints on surviv-
ability and efficiency; or

° Improve efficiency subject to wminimum constraints on surviva-
bility and effectiveness; or

] Improve survivability subject to winimum constraints on effec-—
tiveness and efficiency.




Such tools would make it possible to determine whether one or another of the

constraints must be "broken'" and by how much, in order to reach a yiven level
of improvement (i.e., it may tur. out that a slightly lower effectiveness

can result in a wmajor improvement in survivability for a given level of effi-
ciency; or that a small decrease in efficiency can result in a major improve-
ment in effectiveness, etc.). The trade-off possibilities simply cannot be

ignored.

It is especially important to distinguish clearly between these types of
measures when attempting to evaluate and/or predict human performance in these
systems and its impact on system performance and effectiveness.

2.6 POSSIBLE APPROACHES

The definition and evaluation of C3 system measures can be supported in
three different ways (in increasing order of difficulty and expense, but in
decreasing order of validity): by analysis, modeling and simulation, and
experiment. Analytical techniques include PERT/CPM, queuing network theory,
and related methods. These methods are primarily limited regarding the size
(i.e., depth of decomposition) of the systems that they are able to represent.
Modeling and simulation techniques include the use of such standard languages
as SLAM, SAINT, and CSMP as well as more elemental methods such as Petri{ net

modeling.

In this section we have reviewed the primary requireuwents and constraints
for C3 system description, decomposition, measurement, and data representa-
tion. Because -of its generalizability and wide applicability as well as its
direct capability for decomposition, we have selected an extensfon of the
Petri net methodology for further development. 1In the following section we
shall describe a Petri net modeling and simulation wmethodology that mects
these requirements and at the same time allows us to define the significant
system measures and extract both structural and quanti{tative measures.
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SECTION 3

STAPNs: A FORMAL MODELING AND ANALYSIS METHOD FOR IAT

3.1 INTRODUCTION

In Section 1 we noted the differences between C3 Systems and other large-
scale systems. These differences comprise one major reason for the difficulty
experienced in attempting to analyze c3 systems. A second major reason has
been the lack of a complete, well-structured intellectual framework which can
capture all essential elements of c3 processes, resources, and organizations.
More useful analyses should be possible if we can (1) create a formal analysis
f ramework for describing c3 systems which meets the requirements set forth in
Section 2; (2) use that framework to identify a precise, independent, and com-
plete set of variables or measures with which to describe a C system's beha-
vior; (3) use the same framework tn develop quantitative relations among the
vatiables (4) deduce numerical values for each of the varlables using empir-
ical or theoretical data; and (5) use the same framework for representing and
analyzing both human and system activities.

This section describes ALPHATECH's approach to meeting these requirements.
1t is based largely on recent work by Tenney (1986) and Blitz et al. (1985)
We first summarize the minimum set of physical constructs required for c3 sys-
tem modeling. This is followed by a short tutorial on the technical foundation
(i.e., mathematical constructs) underlying the msethodology, namely, Stochastic,
Timed, Attributed, Petri Nets (STAPNs). The reader will note that the formal
structure of STAPNs 1is directly analogous to the empirical structure of c3 sys-
tems; it is this analogy which forms the basis of our approach.

-We then introduce the concept of the "box node,” a new Petri net primi-
tive. Next we describe the tight relationships between the physical attri-
butes of a C} system and the mithematical modeling formalism of STAPNs.

Finally, in the rewmainder of 1 is section we discuss four additional
topics:
e Relationship of STAPNs to ~xisting methods of system represen-

tation, modeling and analvsis
° Guidelines for constructing IAT process models with Petri nets

L ttlow STAPNs can be used tu model human operator aand decision-
making activities

° Which IAT questions may n.w be addressed and which require
further 1AT development




Details of the wmethodology are presented in Appendix A which describes
(1) the canonical performance measures which are directly derived from the
STAPNs; (2) the formal method of model refinement via model decomposition
and enhancement; (3) relationships among the measures at different levels
of decomposition; (4) available techniques for evaluating the measures; and
(5) open issues, i.e., problems which have not yet been solved. Subsection
3.8 contains procedures and guidelines for generating measures from STAPNs.

3.2 PHYSICAL CONSTRUCTS FOR C3 SYSTEM MODELING

The descriptors of C3 system behavior must relate to reality. For the
sake of measurability and, ultimately, of performance evaluation, they uust
be tied to physical activities in specific, concrete ways. The approach de-
scribed here injects an abstract representation between reality and the mea-
sures, and that representation must be closely tied to reality if the implied
nmeasures are to be so. With reality the basis for all that follows, consider
the fundamental elements of real C3 systeams that must be captured by a model-
ing language and its associated measures.

How can we start to formal{ze descriptions of C3? To begin, we can adopt
the following point of view:

A Command and Control system, together with its environment and
associated weapon systems, consists of a number of objects moving

-

interconnected facilities, all in a partially coordinated, asyn-
chronous fashion.

Each of the terms in this statement {s made more precisc below.

3.2.1 Objects

Many of the "objects'" that "move through' a system are easy to !dentify:
ships, ailrcraft, supplies, spare parts, aud people. Other, less tangible,
things can be sald to move as well, notably information. For the sake of
-realism, the approach herein prefers to identify !ntangible entities, such as
information, with their physical manifestations, such as messayes. Nothing is
lost this way —-- information flows {f and only {f messages move -— and easily
interpretable (and measureable) quantities can be more readily defined in
terms of physical objects than in terms of Intangibles.

The benefit of this point of view is clear. A vision of wmany objects
noving around a set of regions or facilities immediately suggests many natural
variables which describe their activities: velocities, rates of arrival and
departure, time delavs, and the number of objects in each region or facility.
Each of these measures can be evaluated for the real system by observing the
objects in action, so they are clearly measurable.
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3.2.2 Geography

The objects that move through geographical reglons include battle forces,
civilian vehicles, civilians themselves, and supplies. 1In all cases, the
motion can be considered in two distinct ways: as differential equations of
motion (or equivalents) or as queulng processes (flows through networks).

The first, somewhat microscopic, view follows Newton and Euler: describe
each object by continuous quantities such as position, orientation, mass, and
velocity. Then, from knowledge of the forces acting on each object at any
time t, deduce the positfons and velocities at the next point in time t+3.
The principal advantage of this representation is that it can be made arbi-
trarily realistic. 1t is ideal for many purposes: design of flight control
systems, deduction of ballistic trajectories, few-on—-few combat modeling, and
so on. However, it suffers from complexity when used i{in conjunction with
models of C3 systems: an extremely large number of objects (friendly, enemy,
and neutral) can interact with the system, and to describe each of these
objects with even a six-degree-of-freedom model would be quite unwieldy.

The sccond, more macroscopic, view suppresses exact positions and veloc-
ities in favor of discrete quantities such as regions in position-velocity
space. Geography breaks into regions, altitude into zones, and movement into
segments of a standard mission profile. Objects move from region to neigh-
boring region, altitude tn adjacent altitude, and segment to subsequent seg-
ment. The advantage of this representation is that noxious detall can be
suppressed. Ilnfortunately, either accuracy suffers to some extent, or com~-
plexity dominates. Objects' behavior cannot be modeled arbitrarily accurately
without making reglons smaller, and hence more numerous.

The choice between the two alternatives clearly depends on the uses to
which the representation i{s to be put; we claim that the second approach is
appropriate for studies of C3 systems. This assertion is taken to be axio-
matic i{n what follows, but it can be justified on three empirical grounds.

The first argument is based on existing military views of the world.
For example, an air defense environment is not characterized operationally by
the detailed positions of every threat; rather threats follow one of several
types of trajectory (high altitude, skimming, ballistic, or depressed) as they
nigrate from the outer air battle, to the inner air battle, to point defense.
Ground operations are organized around regions of control. Air defense is
managed by sectors. FEven space defense {s layered in several phases, and tar-
gets move from phase to phase. Discrete views of the world are ubiquitous in
military life, so operational personnel readily relate to discrete models of
thefr battle area. In addition, much documentation about how a system works
already takes this form.

The second argument is based on pragmatism. Does the overall behavior of
a C3 systenm veally depend on the exact locations of all objects in the battle

area? 1f so, the system 1s extremely sensitive to events In the battlefield --
and likely to fafl if events do not go as planned. Conversely, €3 systems are




designed to be robust, so that their performance should be largely indifferent
to replacing continuous movewments with intermittent tvansitions between dis-

crete regions.

The third argument is based on utility. To evaluate measures using a
continuous model is usually expensive, as one must integrate large numbers
of simultaneous differential equations. To evaluate measures using discrete
models {s much easier. Specifically, consider how to simulate continuous and
discrete models of the same system. In terms of both software developnment and
execution time, the discrete wodel {s far more tractable. Except in critical
situations where accuracy is paramount, discrete models often yleld acceptable
evaluation results with far less investmenc In software and analysis than o
continuous models.

3.2.3 Facilities

Not all objects move around in an unconstrained manner. Many more flow
along established pathways. Most importantly, the objects that move within a
€3 system are primarily messages, and these travel only over communications
channels.

The basis of any C3 system is its underlying communications network.
"Communications network” is to be interpreted in the broadest sense: it in-
cludes both expensive, special purpose systems {(e.g., NIDS, JINTACCS, JTIDS,
etc.) as well as inexpensive, general purpose mechanisms (e.g., memos, tele-
phones, face-to-face conversatioan). The nodes of a comumunications network
reside in various facilities such as sensors, command centers, and weapons.
flearly facilities, or points within facilities, are discrete entities between
which messages flow.

3.2.4 Connectioqg

Geographical regions border one another, and objects can physically move
only from one region to a nelighbor. Facilities are interconnected by communi-
cations links, and messages can move only along communications links. Thus
both types of object move in a way which 1is determined by the topology of the
geographical cells and the communications network.

Connections betwecen the geographical and C3 networks are provided by sen-
sors and weapons. If an aircraft enters the reglon surveilled by a radar, at
sone point that radar will begin to Introduce detection and tracking messages
into the C? system. Similarly, if a message arrives at a crulser commanding
it to launch a helicopter, a new cbject will begin to nove through the sectors
of a battle group.

3.2.5 Parallelism/Asynchrony

The laws which govern the movement of objects through reglons or facili-
ties are very different frow usual physical laws. No force fields permeate
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the entire system, affecting every object simultaneously and continuously.
Instead, most objects move independently of one another: satellite motion
and logistics messages have little influence on one another.

Movements are not completely independent, of course. Coordination does
take place, but only at discrete points in time and space. For example, air
engagements start when an interceptor, a target, and a command message allo-
cating that interceptor to that target all exist in the same region at the
same time -- and the interceptor may wait as long as necessary for the command
before starting the engag.ment.

In general, coordination takes place in geographical spaces oanly when
two objects occupy the same region. Coordination takes place in the C3 system
only when two pleces of information converge at the same facility. Coordina-
tion takes place between objects and messages only when an object causes a
sensor to emit a message (so the object and sensor are in the same region), or
when an engagement starts (so a message and weapon are at the same facility,
and the weapon and target are in the same reglion).

Coordination takes two forms. In the first form, two activities start
simultaneously. For example, an order to move to a heightened state of combat
readiness causes many activites to start at once. In the sccond form, move-
ment of one object halts until some other event takes place. For another
example, an F-15 will stay on a prescribed patrol route until either a message
arrives assigning it to investigate a radar contact, or an indication arrives
that the plane 1is low on fuel,

Both of these coordination mechanisms are asynchronous: there is no
worldwide clock by which events can be orchestrated. (Even systems which try
to establish a coumon time reference ultimately rely on asyanchronous protocols
to exchange information.) An activity starts if, and only if, certain precon-
ditions are satisfied and proceed for some period of time. The activity ends
only when the time required to carry it out has passed, and conditions for the
next activity to start are satisfied.

As a final example, consider a coordinated aissile launch against a col~
lection of ground targets. The missiles may be launched simultaneously -
coordinated by the transmission of a single command, and enabled by prepara-
tory activites such as fueling and targeting. ‘owever, each missile will be
aftected by different sequences of events as defensive systems attenpt to
engage 1t -- the nissliles move along thelr flight paths independently and in
parallel. The defensive system reacts to the missiles' actlons, and engages
wissiles in different areas with different sensors and weapoas -- coordinating
its activities using asynchronous track handovers and weapon allocations.

3.2.0 Complexity/hiierarcales

Nunerous references to the coomplexity of real C3 systems have already
been wmade. The normal mechanisa for coping with coaplexity is to view a sys-
tem at several levels of detail. While this is always somewhat artificial,
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the advantages of gaining a general perspective usually outweigh the attendant
loss in accuracy, at least at first.

The perspective enunciated above supports multiple levels of detall.
Objects can be decomposed: an entire Naval battle group may be a single
object at the level of national policy making, but broken down into individ-
ual platforms for operational control. Geographical areas can be decomposed:
air defense districts break into zones, which break into regions, which break
into sectors. Facilities can be decomposed: an Army divisional headquarters
is a single facility when viewed from the theater level, but an entire network
of facilities when described in a procedures manual. As previously described
in Section 2, successive deconposition from aggregated overviews to refined
details provides the key to manage C3 system complexities.

3.3 MATHEMATICAL CONSTRUCTS FOR C3 SYSTEM MODELING

Turning from the physical reality of C3 systems to mathematical abstrac-
tions, recall that we seek a representation which captures all of the char-
acteristics discussed in Section 2 and subsection 3.2, yet which {s formal
({.e., well defined). 1It would be a mistake to attempt to build such a rep-
resentation from whole cloth, since many modeling frameworks already capture
several of these features. Unfortunately, some tailoring %s necessary, since
no such framework deals with all aspects of C3 {n a manncr which can be tied
to quantitative weasures.

One of the more intriguing bases for C3 modeling is the field of Stochastic,
Timed, Attributed Petri Nets (STAPNs). Invented {n the 2arly ‘' .,'s (by Petri)
to characterize concurrent operations in computer systems (described as net-
works), Petri nets have been extended over the years to capture almost all of
the i{mportant aspects of large man/machine organizations (such as attributes,
timing relations, and stochastic events) (Peterson, 1981). Their greatest
appeal is their conceptual simplicity. Also, quite natural behavioral varia-
bles accompany each siuple element of a STAPN. In addition, the topology of
a STAPN model automatically deternmines 2 nunmber of relations between these
variables.

With these advantages, STAPNs are 1 logical choice for meeting both the
descriptive and modeling requirements for C3 systems. However, the existing
STAPN literature is rather fraygmented and somewhat {nconsistent i{n conventions
and terminology, so a brief (but compleze) description of the version of STAPNs
which is most appropriate for this work follows.

3.3.1 Iﬂkgﬂillﬂﬁgﬂi33¥¥ﬂ§fﬁfffiﬁﬁﬂﬁi

All Petri ners are based on a vision of tokens moving around an abstract
network. Tokens are conceptual entities, weant to model the objects which
move in a real networkx. In thelr simplest manifestation, presented here,
tokens can be in one of two states.




When a token {s created (as described below), it {s always {n an unavail-
able state. After some time elapses, the token changes to an available state.

After an additional time, the token 1is destroyed. The interpretation of the
two states Is that (a) when the token 1s unavailable, {t exists and cannot
be destroyed, and (b) when it is available, it exists and will be destroyed
as soon as certain other conditions are satisfied (also described below).
Unavailable and available tokens will be depicted as shown in Fig. 3-1.

® O
AVAILABLE UNAVAILABLE
TOKEN TOKEN

Figure 3-1. Token Staies

The time a token remains unavailable, i.e., between 1ts creation and its
eutry into the available state, is determined by a timing model. Identical
timing models apply to every token created by the same process -- if 2 series
of tokens is created by one process, then a common timing model describes the
length of the unavalilable state for each token.

Timing models fall into four classes. The siuplest models are deter-
ministic: the duration of the unavallable stare is fixed at one value, which
may be zero. A wmore realistlc model 1is stochastic: the duration of the un-
avallable state is random, but always drawn from the same probability dis-
tribution. The randomness can be used to represent either actual physical
uncertalinty ov known modeling imprecision. In the third case, times may de-
pend on information carried by the tokens themselves (see below). The final
class of models allows the timing to depend on external variables: the duva-
tion of the unavailable state may depend on the time of day, temperature, the
Dow-Jones average, or other phenomena not explicitly represented by token
flows.

Finally, tokens may cdrry attributes aloag with them. Attributes are
sinmply numbers (or other intormation encoded as numbers) which accompany a
token through 1its life. Values are assigned to the attributes of a token when
1t 1s created, and they do not change until the token 1s destroyed, after
which they are irrelevant. Attributes may be continuous- or discrete-valued,
or combinations thercof {n vector form.

3.3.2 Places[?gg}ﬁqujy{gqi

The abstract network through wiifch tokens move consists of two types of
elements. The first type Is called a place. Tokens reside ia places while

they are unavallable and waiting to bhecowe available, or while they are avaii-
able and walting for conditions to arise allowing them to he destroyed.




Places are depicted as i{llustrated {n Fig. 3-2 below. Depending on the
number of {anput and output connections, a place can play four roles; the four

cases are shown separately in Fige. 3-2a -- 3-2d.

_ _

A. SIMPLE 8. JUNCTURE C. SEPARATION 0. MIXING
PROCESS STEP OF TWO FLOWS OF TWO FLOWS OF TWC FLOWS
Figure 3-2. VPlaces

The four roles are:

A Storage: Tokens arrive in a place from one source, and depart
to one destination after they have become available and the
conditions for thelr destruction have been satisfied.

B. Conflue e: Two or more streams of tokens flow together to
proceed on to a single destination, after being stored.

cC. Clvergence: One gtresm of tokens is broken into two or more
streams, which proceed to different destinations after storage.

D. Mixing: Two or more iaput streems ccmbine, and thea are bhroken
down (usually in a different way) Iinto streams which move to
separate desrinatious after waiting.

In cases C and D, there nmust he a way to determine which path any individual
token will follow out of the place. For this, we assoclate a decision rule
with every place. By f{nvoking the decision rule for every passing roken, we
can ensure that token behavior {s always completely determined.

As with timing nodels, decision rules can vary in complexity. Deter-
ninistic decislon rules, which always direct tokens to the same destination,
are possible but not particularly interesting. Stochastic decisicn rules
capture randon events and cover modeling uncertainty. More complex derision
rules take 1into account the avallablility of tokens atL nearby places (so
tokens are sent only to destinations that are ready for them) or lhe values
of attributes attached to the token being handled. Finally, the most complex
decision rules depend on external parameters, such as tinme.

Note that wmany tokens may pass through a single place. In fact, several
tukens may occupy a place simultanecugly. zigure 3-3 exenplifiles biuw tokens
may flow through one place:
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A. FIRST TOKEN B. TOKEN C.SECOND TOKEN D. FIRST TOKEN
ARRIVAL AVAILABLE ARRIVAL DEPARTURE

Figure 3-3. Tokens Moving Through Places

In this figure, the first token is created and inserted into the place (Fig.
3-3a). It waits there until it becomes available (Fig. 3-3b), but may not
leave the place immediately as the other conditions for destruction may not
be satisfied. 1In fact, while the first token is waiting, a second token may
be created in the place (Fig. 3-3c). Eventually, the first token will leave
(Fig. 3-3d), but the second cannot leave until it becomes available.

3.3.3 Trausitions/Firing Rules/Attribute Maps

The sccond type of element of which the abstract network 1s constructed
is called a transition. Transitlons determine how and when tokens are
destroyed and created. Transitions evolve through three states: potentially
enabled, enabled and disabled. Normally every transition is disabled; when
certain conditions hold, a transition will become potentially enabled; if
other conditions hold, it becomes enabled. In either case, the transition
leaves the disabled state only for infinitesimal periods of time. After
becoming enabled, the transition destroys some tokens, creates some others,
assigns attributes to the new tokens, and immediately reverts to the disabled
state.

Transitions are connected to upstream places, from which they take
(destroy) tokens, and downstream places, into which they insert (create)
tokens. The states (unavailable or available) of any tokens in the upsteam
places determine when a transition becomes potentially enabled. Figure 3-4
shows how to depict a transition with one input and one output place.

Figure 3-4. Transition

Every transition's behavior is specified by a standard Timed Petri net
{iring rule. This rule has several parts. First, whenever at least one
available token occupies each upstream place, the transition 1Is potentially
enabled. There may be several potentially enabled transitions at any one
time; we rely on the decision rules at the places to select exactly one
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transition to actually become enabled. Once enabled, the transition fires.
Firing a transition involves removing exactly one available token from each
upstream place and inserting exactly one unavailable token in each downstream
place.

For example, a simple sequence of events which can take place in the
model of Fig. 3-4 1s shown in Fig. 3-5.

O—1—0 &—1——0O O—+—0©

AT=«0 B.T=-5S C.T=5+3

Figure 3-5. Tokens Moving at Transitionms

Here, one unavailable token occupies the upstream place at time 0 (Fig. 3-5a).
At some point, say at time 5, that token becomes available (Fig. 3-5b). The
transition is now potentially enabled; since it is the only transition in the
model, it must be selected to become enabled. Thus at time 5, the transition
fires; it removes the available token from the upstream place, and deposits a
new, unavailable token in the downstream place (Fig. 3-5c).

What if the transition has more than one fnput or output place? This
slightly more complex situation appears below in Fig. 3-6. In this example,
the system starts at time O with an unavailable token in Pj (Fig. 3-6a).
Again at time 5, this token becomes available (Fig. 3-6b). However, T] is
still disabled, since no token occupies Pp. Even if another token were to
arrive and become available in Py, Ty could not fire (Fig. 3-6c). Also, the
arrival of a new toizen in Py at time 7 (Fig. 3-6d) is not sufficent to enable
Ty, until that token also becomes available, say at time 18 (Fig. 3-6e). At
this point, T; becomes enabled; it fires and removes one available token from
each of Py and Py, and places unavailable tokens in P3, P4, and Ps.

Figure 3-5 showed how transitions act as (a) separators between places,
(b) destroyers of available tokens, and (c) creators of unavailable tokens.
Figure 3-6 exemplifies the fourth crucial job of transitions: to coordinate
the flow of tokens. Any available token in Pj must walt for another available
token to arrive in P2 (and vice versa). The apparent complexity of the firing
rule comes from a need to deal with special situations. In these, two or more
places are potentially enabled simultaneously, but are related in such a way
that if any one fires, then they all become disabled. Transitions in this
situation are said to be in counflict. A simple example of a conflict situa-
tion is presented in Fig. 3-7. Initially, all transitioas are disabled (Fig.
3-7a). At some later time, a token is created in P3 and, later, becomes
available (Fig. 3-7b). Now, both T} and T9 are potentially enabled. If T)
fires, it will remove tokens from Py and P3, so Ty is disabled along with Tj
(Fig. 3-7c) since no token remains in P3. If Ty fires, a symmetric situation
arises (Fig. 3-7d). With no other information, the behavior of the mode!l 1is
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not well defined. However, the decision rule at P3 specifies the transition
to which the token in P3 is allocated, and so resolves the ambiguity 1in a well
defined manner.

The final aspect of a transition is the mechanism which determines the
values of attributes attached to newly created tokens, called an attribute
rnap. Like timing models and decision rules, attribute maps may be determi-
nistic or stochastic, or may be dependent on external parameters. The most
useful form of attritute maps deduces attribute values for newly created
tokens from attribute values carried by tokens destroyed in the same firing.

3.3.4 Arcs/Petri Nets

The connectors between places and transitions are called arcs. Only one
basic congtraint restricts the placement of arcs Iin a STAPN: arcs can only
connect places to transitions, or vice versa; they can never connect places to
places or transitions to trvansitions. In addition, we impose two additional
constraints, not absolutely necessary to Petri net theory, but which make for
more meaningful measures.

First, cvery place must have at least one arc leaving it. This precludes
the obvious degenerate situation where tokeuns plle up in a place ad {infinitum.
(There may be less obvious cases where this occurs due to some pathology of the
Petri net, out these cannot be ruled out by simple topological constraints.)

Second, multiple arcs bhetween one place and one transition are prohibited.
Nften these are used to create or destroy several tokens in one place simul-
taneously. However, the use of multiple arcs significantly complicates the
derivation of relations between measures in two or more models. Moreover,
activities modeled by multiple arce can be modeled by equivalent nets with
single arca, albeit with a slight increase on the model's complexity.

A collection of places, transitions, and arcs which satisfies these con-
straints forms a Petr{ net. With che addition of timing models, decision
rules, dand attribute maps, the Petri net becomes a STAPN. With one other
plece of informatjion, the STAPN becomes a complete model of a gystem.

The additional information {g the initinl marking of the net. A marking
completely describes the state of the STAPN. It includes the number of tokens
in each place, whether each token is available or unavallable, and the attri-
bute values attached to each token. It also includes, for every unavailable
token, the amount of time remaining until the token hecomes available (this
can be considered to be an attrcibute carried by all tokens).

The marking of a2 STAPN captures all of the memory of the process which
it models. It is rvelatively ecasy to show, by direct construction, that:

Fact 1: Given a4 STAPN, and the marking of that STAPN at any time t.

If the t{nwng models, decision rules, and attribute maps do not

QEPEﬂﬁ-leffik%gylt_EiEﬂTEQEEiL_EhC“ the probahtllgy distri@iggyz
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over the set of markings at any future tiwe t+T is completely deter—
mined. If the tlmIng models, declsion rules, and’attrfbggp waps are

Eletelz degggg{nqi.

As an example of a complete STAPN, consider Fipg. 3-8, which shows a network
and its initial marking at time zero.

Sparing

Process End

Creation

Free

Figure 3-¢. Example STAPN

This system operates as follows. The token in SPACING immediately
enables CREATION, which places a token both in BUFFER and back in SPACING.
If the timing model for this token is deterministically zero, then CREATION
can fire immed{iately. More vealistically, the timing will be nonzero, so
the token rests in SPACING before enabling CREATION again. Once this hap-
pens, this cycle repeats: tokens are Intermittently deposited in BUFFER ad
in, attun.

There i{s another set of events that are partially coordinated with the
CREATION process. These begin when the first token in BUFFER becomes avail-
able. START fires, and when the token created i{n PROCESS becomes available,
END fires and restores a token to FREE. However, if the time to become avail-
able in PROCESS {s long compared to the time 1n SPACING, more tokens will have
arrived in BUFFER before the token in FREE becomes avallable. Alternatively,
if the time spent in PROCESS and FREE 1is small compared to the time spent in
SPACING, the FREE token will wait for the next arrival {a BUFFER before firing
START. :




Overall, then, this is a model of a source of tokens which are stored in
a buffer until a resource becomes free. Then, a process starts; when it ends,
the resource 1s freed up and made available to work with another token in the
buffer. (In fact, if the timing models for SPACING and PROCESS are proba-
bilistic with exponential distributions, and all other timing models are zero,
this is identical to the simplest model from queuing theory: an M/M/1 queue.
More generally, any queuing theoretic model can be represented by a STAPN; the

converse is not true.)

3.3.5 Complexity/lierarchies

How can STAPNs handle this kind of complexity which IDEF, was designed to
deal with? As mentiored in Section 2, the normal wechanism for managing com-
plexity is to organize kncwledge in a hierarchy. Can STAPNs be arranged in a
hierarchy? As we will see in subsection 3.5, the answer is "yes" -- one can
consider a large STAPN to be an interconnection of subnetwerks, each of which
is a STAPN 1itself. Each of these subnetworks may be furthe: divided into
subSTAPNs, and the process iterated until each subnetwork reduces to a single
place or transition.

In addition, timing models, decision rules, and attribute maps which
appear in a crude STAPN nodel of a system may be quite complex. Rather than
leaving them as primitive entities, their descriptions may expand into entire
STAPNs when more detail is added.

3.3.6 The "Box Node'

In order to manage the hierarchical complexity typical of C3 systenms
and, more specifically, to be able to represent successively higher levels of
aggregation of other Petri net primitives in simple graphic forwm, ALPHATECH
has added the concept of a "box node'" to standard Petri net representations.

In the formulations we have described so far, STAPN models appear as flat
graphs even though the C3 systems they are intended to represent are hier-
archical in nature. Consuguently, the STAPN model of a C3 system reveals all
of the details of that system without any organization in this presentation.
To capture the hierarchical nature of C3 systems, ALPHATECH created a new

Petri{ net primitive -- the box node. Box nodes, which are represented in a
Petri net diayraw as rectangles with a darkened stripe in the diagraus, are
used to cluster and conceal other Petri net primitives -- places, trausitions,
and other box nodes -- which form a subnetwork or submodel (see illustration

in Fig. 3-9). A submodel concealed within a box node is incorporated as a
single unit iuto a wodel under construction.

The use cf box nodes {s analogous to the use oi sibroutines in modular
prograuwmning and affords the same benefits. Box nodes conceal detail and allow
the system analyst to work at a level of abstraction that is higher than the
level of places and transitions. Box nodes can be arbitrarily complex. Most
tportantly, vox nodes allow the development of standardized process models




in modular form, thus permitting easy repetition within a simulation (e.g.,

as with modules representing multiple surveillance assets), as well as easy
transfer of such modules to other simulations. Using the STAPN methodology,
users of IAT may work with box nodes representing say, the entire surveillance
subsysten of a c3 system, where the representation of this subsystem may re-
quire many hundreds of primitives.

Figure 3-9. The Box Node as a New Petri Net Primitive. Within the

Box Node inputs always go to places; outputs always
leave from transitions.

[AR ]

Thus, with the addition of tte box node primitive, the Petri net becomes
an extremely convenieat an' expressive modeling device. ALPHATECH has already
implemented the Box Node in its Micro Modeler for the Afir Force's Foreign
Technology wivisiou (Blitz et al., 1985).

3.3.7 1Implications for Precision

Because a STAFN is rtigidly defined, so are all of the events that take
place as 1t operates. Provided that the net topology obeys the interconnec-
“ion constrainte, and rravided that the timing models, decision rules, aund
attribute maps are well detined for all values of the variables on which they
depend, there {s absolutely no room for ambiguity about how the model works
(this 1is the essence of Fact 1). Hence, if measures are explicitly related
to a STAPN's behavior, they too will be rigidly defined. Note that any model,
including a STAPN, is really an analyst's hypothesis about how a system works.
That hypothesis should always be subject to both reasonableness checks and
validity tests on the measures taken.

3.3.8 1Implications for Mutual FExclusion

The basic eveuts of a STAPN are transition firings and assignment of
tokens to places. Any measures defined for STAPNs mwust be related to these
events. Two or more measures which are affected by the same evenl will be
correlated, 1if not dependent. The criterion for mutual exclusion betwecen
measures implies a requirement that the measures be defined {n terms of wncn-
overlapping sets of these basic events.
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Thus the formal structure of STAPNs provides a step towards the goal of
independent, and largely uncorrelated, definitions of C system measures of

performance. The requirement for mutual exclusion awong the sets of events
which underlie measure definitions are satisfied in Appendix A, where canon-
ical measures are developed.

3 4 RELATIONSHIPS BETWEEN THE PHYSICAL AND MATHEMATICAL CONSTRUCTS

Earlier we alluded to certain analogies between the real C systems and
the abstract mathematical constructs inherent in STAPNs. This section dis-
cusses each of these analogles and sets out the axioms of our approach.

The reader will recall the viewpoint presented in subsection 3.2:

A Command and Control system, and its environment, consist of a
number of objects moving through neighboring geographical regions
or flowing through various interconnected facilities, all in a
partially coordinated, asynchronous fashion.

Now consider a simple description of STAPNs:

A STAPN describes how a number of tokens move among interconnected
places In a partlally coordinated, asynchronous fashion determined
by transitions.

The analogies between each of the terms in these statements is wmade nore
precise below.

3.4.1 Tokens: Objects

First, messages move through a C system and objects move through its
environment. Tokens move through STAPNs. In general:

A.sertion 1:  All objects tha: move through a Command and Control
system or its environmen* -> Dbe represented by tokens moving
thrcugh a STAPN.

As used in subsection 3.2, "object” is a general notion. Objects include con-
crete entities such as submarives, people, and messages. Objects also Include
concrete manifestations of more abstract notions: the position of an indi-
cator that represents the DEFCON state, the location of warfighting materiel
that represents a state of combat readiness, or the armament on a close air
support aircraft that represents its capabilitics.

Unlike many objects, which exist permanently, tokens are created and
destroyed regularly. For tukens to represent real objects, a succession of
tokens must be used to represent an individual ubject, by dividing the life-
time of that object into separdte segaents of time. Different tokens will
represcnt the continuous existence object duriung each segment. LYor example,
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a single aircraft may fly through several geographical reglons; a different
token will represent that alrcraft in each reglon. The sequence of tokens

that represents the alrcraft corresponds to the sequence of reglons through
which the aircraft travels.

As the above example shows, the correspondence between token and objects
cannot be one-to-one. However, we can infer:

Conclusion 1: At any single instant of time, there should exist a
one-to-one correspondence between tokens and (peneralized) physical

objects.

3.4.2 Places: Repions, Facilities

Objects move from region to reglon; messages move from facility to
facility. 1In discrete models, movement is instantaneous and ohbjects spend
almost all of thelr time {n veglons and facilities. Tokens move from place to
place, and spend almost all of thelr time walting in places. Thus we claim:

Assertion 2: All faci{lities {n a Command and Control system, or

regions in its environment, can be represented by places in a STAPN.

Generally, this assertion implies that places represent processing: that
the time a token stays in a place is related to the activities which involve
the corresponding object in the real system. 1t takes time to cross a geo-
graphical region; ir takes tiwe to handle a message. Neither alrcraft nor
nessages can proceed until certain amounts of time have elapsed. Tokens wust §
stay in places until they become available; timing models capture the duration f
of this wait. Thus we have: 1

Conclusion 2a: Transit and processing times must be represented
by tiwing mcdels in a STAPN.

In reality, objects may leave one region for any one of several neigh~
boring reglons; messages may be forwarded to omne of a number of facilitics
counected to a sender. The selection of an alternative reglon or facility
depends on random effects, standard operating proceedures, and operational
policies. Each place in a STAPN has an assoclated decision rule which deter-
mines which of several arcs a token will follow out of a place. We conclude
that:

Conclusion 2b: Policies, procedures, and random events which
influence the paths which ohjects follow must be modeled by
decision rules in STAPNs.

Thus 1f a place represents an ASW sector for a Naval battle group, then a
timing model will describe the time required by hostile submarines to move
through the sector, and a decisifon rule wili model the process which deter-
wines the sector {nto which the submarines move next.




A limitation of this approach becomes apparent when regions or facilities
can change over time. If a sensor or weapon moves, then the regions which

form their fields of view or fire change. 7Tf a battle group approaches a
coastline, it redefines its ASW sectors to exclude areas where submarines
cannot operate. In space, orbital motions cause communications links to be
established and broken regularly. If a C3 system reconfigures itself after
sustaining damage, then its facilities and their fnterconnections change.
While one can envision a STAPN model which tracks these changes, the notions
required to formalize this process have not yet been developed.

3.4.3 Transitions: Boundaries, Events

Transitions demarcate and coordinate the flow of tokens. Consider the
physical analogs of each of these roles separately.

Along with the carrespondence between objects and tokens, there must be a
correspondence between events i{n the real system, and the events which create
and destroy tokens. Tokens endurz {n a place while the corresponding object
occuples a certaln region or facility; tokens leave a place when the object
leaves. Tokens leave when a transition fireg, so we must have:

Conclusion 2c: There is a one-to-one correspondence between bound-
ary croesings (between regions and/or facllities) by objects in a
real system, and transition firings in a STAPN.

Continuing the ASW example, a submarine crosses a boundary when {t enters or
leaves a sector; acoustic energy crosses a boundary when it passes from the
ocean to the plezoelectric crystal in a hydrophone; a message crosses a bound-
ary when a sonar operator tells the ASW officer on duty about a new detection.
In a STAPN model of this process, transition firings represent each of these
events. Recall that traansition firings are I{nstantaneous; so are boundary
crossings 1f the boundary {s Iinfinitely thin and the object crossing {t always
moves with nonzero speed.

Turning to the coordination role, transitions force some tokens to wait
unt{l others become available. The physical analogy to this occurs when
objects nr messages are prohibited from crossing a boundary until other
objects or wessages are in suitable locations. 1In general, we suggest that:

Assertion 3: Coordination occurs in a real system only when one

object or message may be forced to walt until some other object
or message {s tready to move on.

This is less an axiomatic statement than a particular definition of coordina-
tion. Nonetheless, it captures the essence of real coordination schenes in
asyunchronous systeas. In fact, it even applies to synchironous systems, as
certain activities cannot begin untfl a global clock “tick”™ reaches them.

Petri net trausitions should be familiar to users of PERT charts: a

1y =

transitlon provides exactly the same coordination mechanism as do PERT mcdels.
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In fact, standard PERT charts are identical to STAPNs which have (a) deter-
ministic timing models, (b) no decision rules, (c) no attributes, and (d) no
loops formed by any serles uvf arcs. Various extensions to standard PERT
models 1include some forms of these other features, excluding loops. Just as
PERT models have been widely used in scheduling applications because of their
flexibility and simplicity, so their extensions, namely STAPNs, convey the
same benecfits.

3.4.4 Complexity/Hierarchies

In Section 2 and subsection 3.2.6, we saw that hlerarchical representa-
tions of C3 systems were necessary to prevent their inherent complexity from
overwheluning a viewer. In subsection 3.3, we saw that there Is a potential
for complex STAPNs to be either divided {nto subSTAPHNs or expanded at their
tfwing models, decision rules, or attribute naps.

1f analogles, consistent with assertions 1-3, can be established between
a gross model of a C3 system and reality, as well as between a refined model
and that same reality, then there iwust be relationships between the gross and
refined mndels. Sonme general forms of these relationships are presented in
Appencix A.

3.4.5 TImplications for Measurability

What does {L take to establish strict analogies between events in a real
C3 systea, and events in a STAPN model of that system? What do we look for
in the real systems to be studied, and how do we translate what we find into
a STAPN model? How does all this help ensure that variables defined in terus
of the STAPN are in fact measurable in the real system?

A summary of the process discussed above suggests that STAPN representa-
tions can be bullt systematically if we:

1. specify the objects that move through the system, and define
the token attributes that are needed to characterize each,

2. specify the reglons or facilities in which objects may be
stored, and define a place for each,

3. specify the boundaries which objects cross as they move between
regions and facilities, and define a traunsition for each,

4, where objects must reside in regions or facilities for a period
of time before moving on, define a tiwing nodel for the corre- : 7
sponding trausition/place palr,

5. where objects may depart a region or facility along one of
multiple paths, define a decisfon rule for the corresponding
place,
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6. where attributes may change as an object crosses a boundary,
define an attribute map for the correspondirg transition,

7. where coordination can happen, define the transitions (and
related tokens and places) which model the coordination
mechanism.

If we follow these steps, the correspondence between reality and a STAPN
15 based on the definitions of objects, the regions or facilities in which
objects may reside, and the boundaries between regions and facilities. Sup-
pose that this correspondence 1s made precise for ecach token, place, and
transition in the STAPN, and that we impose the following guideline when
defining behavioral variables:

Assertion 4: All measures will be defined in terms of the STAPN
elements, so that the measures relate to transition firings and the
creation, storage, and destruction of to'.ens in places. For these
measures to be completely defined, there will be an explicit way to

evaluate their values by observing the behavior of the STAPN wmodel.

Let the evaluation mechanism be captured in some algorithm, which accepts
a list of firings, crearions, storage, and destructions and which produces the
value of a measure. Then it 1s reasonable that:

Conclusion 4a: Values of measures defined on a STAPN can be
obtained for the corresponding real system, using the alpgcrithm for
evaluating those measures for the STAPN, by replaciné (a) transition
firings with boundary crossings by objects, (b) token creations by
object entries into reglons or facilities, (c¢) token storage by
object residency in regions or fac{lities, and (d) token destruction
by object departures from regions or facilities.

Moreover, since each object, region, facllity, and boundary is defined 1in
teras of physical entities, which are observable, we conclude that:

Conclusion 4b: STAPN variables consistent with Assertion 4 are
neasurable in the real system.

Because representations of C3 systems are not unique, different analysts
will undoubtedly cheoose to define objects, reglons, and boundaries in slightly
different ways. However, as long as they are all physically meaningful, and
as long as the correspondences between veal and STAPN elcments are carefullvy
defined, we can feel comfortable about defining measures for the STAPN and
erpect them to carry over into valid measures for the real system and a stan-—
dard nethod for evaluating them.

The reader {3 referred to Appeadix A for further Jderatil.

63




3.5 RELATIONSHIP OF STAPNs TO EXISTING METHODS OF SYSTEM REPRESENTATIUN,
MODELING, AND ANALYSIS

In Fig. 3-10 we show the relationships among all of the various IAT
elements previously defined. Along the bottom of the figure are the various
techniques used by systems analysts to gather and structure data about C3
systems. As indicated, these can be employed, as individual familiarity
with each one dictates, to obtain as much of the process and connectivity
data required to develop a detailed-level C3 system process model using the
Stochastic, Timed, Attributed Petri Net (STAPN) modeling method described
earlier in this Section. From the model structure itself, it is then possible
to define a complete, nested set of Probability, Rate, Occupancy, and Delay

("PROD") measures for the C3 system.

However, in order to obtain quantitative values for these measures, we
need to know two things: (1) the performance capabilities of the various
resources, and (2) the specific resource-to-process assignments. Of partic-—
ular importance here is the data on shared resources, i.e., where one resource
is time-shared among several processes. Then, to complete the picture we need
scenario data to define the specifics of both enemy target and friendly weapon
system actions.

Evaluation of a single target moving through the system under various
circumstances can produce a PERT or critical path assessment. On the other
hand, a full multi-target scenario will require more sophisticated evaluation
techniques such as the application of queuing network theory or, for more
complex models, the use of simulation; in either case, the full range of sta-—
tistics on probabilities, rates, occupancies and delays ("PROD") will be
computed. As the model becomes defined in increasing detail, additional data
needs will become apparent to the analyst. Discussions of example queuing
theory and PERT/CPM analyses can be found in Sections 5 and 6, respectively.

As indicated by the horizontal dashed line in Fig. 3-10, the foregoing
represents the set of current IAT elements and how they relate to one another.
It involves two of the four decomposition dimensions (process and resource)
and four of the six types of measures (system capability, mission environment,
system performance, and system effectiveness) described in Section 2.

The survivability of various C3 functions can be evaluated in a simpli-
fied manner using the static, set—theoretic method of Wohl et al. (1981).
This involves (1) defining a specific function in detail and determining the
quantity and type of resources required to support that function; (2) identi-
fying the resources actually available or assignable to carry out the func-
tion; and (3) determining the probability that the requisite number and type
of resources remain available after a given (specified) attack on the C3 sys-
tem. Thus, functional survivability can be assessed in a gross, static,
"before~and after" sense. However, we are not yet at the point where C3 sys-
ten survivability can truly be evaluated in detail. The main problem here is
that little work has been done to define carefully the various factors affect-—
ing functional survivability other than the aforementioned gross measures.
For example, time averages may not make sense because of intervening changes
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in C3 systew topology or structure; while cnsemble averages may be question-
able because the system structure may change at different times In successive
replications, Such evaluation would have to involve analysis of the dynamic
reassignment of resource capabilities in the system, and these are determined
by the organizational constraints (i.e., lines of authority, responsibiliicy
and coordination) as well as by changes in the C3 system structure due to
enemy action, etc. (See the end of subsection 2.5 for a discussion of prob-
lewns associated with attempting to fmprove a €3 system architecture.)

3.6 USING STAPNs TO MODEL HUMAN ACTIVITLIES

In this section we examine how STAPNs can be used to represent a wide
range of human activities in C3 systems. These activities range from psycho-
motor tasks such as those involving both simple and complex (disjunctive)
reaction times to higher-level cognitive tasks such as the Hypothesis and
Option election tasks in the SUOR paradipgm (Wohl, 19861).

The following five illustrative cases demonstrate the applicability of
STAPNs to human behavior modeling and specifically to representing the SHOR
Paradigm. Frowm them, it is clear tfhat wore complex councatenations of human
activities can indeed he represeated usinyg STAPHs.




3.6.1 Case I: Simple Reaction Time Tasks

Sample Task 1: T1f light comes on, push buttom immediately.

; Sample Task 2: If message 1is received, send acknowledgement
immediately.

Measure: Reaction time (t,).

State 1: O_—’I-—O Light off (token not present)
State ?2: @M Light comes on (token present
but unavailable)
3: @-"——QO Light is on, perception and
cognition occur (token becomes
available after t,. seconds)

State 4: M Button {s pushed (transition fires)

Note: ¢, = f(light brightness, message length, etc.)

State

rigure 3-.1. Petri Net Representation, Case I

S R If Sthen R

SIMPLE
DISCRIMINATION
(ON/OFF)

Figure 3-12. SHOR Representation, Case 1




3.6.2 Case 11: Complex (Disjunctive) Reaction

Sample Task 1: There are three colored lights that can come on:
Red, Yellow, Green. If Red comes on, push button
#1; {f yellow, #2; {f Green, 3.

Sample Task 2: These are three possible formatted messages that
can be received: R, Y, or G. If R, respond with
action f##1; 1€ Y, #2; 1€ G, #2.

State 1: No lights on (no tokens present)

Stare 2: Red light comes on (Red token

present “ut unavailable)

State 3: —R—>I——DO1 Red light remains on; pevception,
discrimination, and cognition occur
Y .I O 2 (Red token becomes available afted
RED t. seconds)
1OKEN G | < )3

R
State 4: ~—#|——~><EZ> 1 Button #1 1s pushed (Red transitloa
fires, Red token disappears, new

» tokon {s created in place 1)

Figure 3-13. Petri Net Representation, Case TI




Decision Rule: If Red token is present and available, red transition
fires, etc.

Note: ¢ty = f(number of lights or colors, difficulty of
discrimination, etc.)

S () s R IfS. then R, etc.
S —> R

2 \ 2
—b

S: R
3 T 3

COMPLEX
DISCRIMINATION
(LIGHT COLOR)

Figure 3~-14. SHOR Representation, Case 11




3.6.3 Case III: Hypothesis Selection Task

Sample Task: Tcokens A, B, and C have attribute sets Ay, Bj, and Cy-

Token attributes represent “indicators” (e.g., dlagnostic
syosptoms and their confidence levels).

Task: Select that hypothesis that has the greatest number of
high-confidence indicators.
Measures: Processing time, confidence level in chosen hypothesis.
TOKENS
? A 8 ’ c /
Hy
ALL
TOKENS
GOTO Hz
ALL
— 1 — 1 — 1 PLACES
(. L |,
ATTRIBUTES ¢ | . .
: B H
— i Lk \

H] Decision Rule: TIf Ay, B3, and Cq, then Ny
Hy Decisjon Rule: 1If Ay, By, and Cy, then Hp

etc.

Figure 3-15. Petri Net Representation, Case TI1I

DISCRIMINATION
& ORGANIZATION
OF ATTRIBUTES

TFigure 3-16. SHOR Representation, Case IT{




Sample Task:

Task:
Measures:
1. A
— 1
— 2
ATTRIBUTES .
L

Tokens A, B, and C have attribute sets Ay, B4, and Cy

Token attributes represent conditions that must be
fulfilled in order for an option to be viable. One
condition is that a specified goal be met. Another
i{s that a given hypothesis be correct. Subsets of
the token attributes therefore serve to constrain
the option set.

S2lect that option that is least constrained and
meets the goal.

Processing time.

TOKENS
8 Cc
®: @ o
ﬁ °,
-1 — 1
F— 2 — 2
\——————DI-————Q‘ ’ (o)
3

01 Decision Rule: 1f Ay, B3, and Cq, then Op.

07 becision Rule: If A, By, and Cz, then 02 (e.g., if Hy is cor-

etc.

rect and goal is to be met, then 02 is least
constraining option.)

Figure 3-17. Petrl Net Representation, Case 1V

S—» H o)

DISCRIMINATION OF
ATTRIBUTES &
INTEGRATION WITH GOAL

Flgure 3-18. SHOR Representation, Case 1V
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3.6.5 Case \: Higher Level Cognitive Task: Hypothesis Gencration and Testing

Sample Task: Find a rational "explanation” (hypothesis) for the
presence or cxistence of Ay, Bj, and Cy.

Method: (1) Look for analogies to previous situations
or to other cases.

(2) Find that analogy (H)) that best explains or
accounts for the presence of Ay, By, and Cy.

(3) Identify additional token attributes that
would have to be present if H} were true
(e.g., Cq).

(4) Test to see whether they are present.
1f so, accept Hy.

If not, try F_ (next best analogy).

(5) etc.

Same as Case IIL, except for token C:

’c

— 1
— 2
S
— 1
— 2 ADDITIONAL
P ATTRIBUTES IF
H 1S TRUE
T on
R-3608A

Figure 3-19. Petri Net Representation, Case V
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Appendix B contalns several additional examples of how various types of
human interaction can be represented using STAPNs.

3.6.6 Relationship to Rasmussen's Task Taxonomy

The foregoing sample cases are also lnstructive from another vier_oint.
Several years ago, Rasmussen proposed a simple taxonomy of human tasks which
has been extremely useful in organizing thinking about human behavior in
systems (Rasmussen and Rouse, 198l). 1In essence, he said that such behavior
falls intc one of three classes:

- Skill-based
- Rule-based
- Knowledge-based

Skill-based behavior is exemplified by human operators performing lower-level,
more "mechanical” psychomotor tasks such as the reaction time tasks in Cases

1 and I1 above, as well as more complex tasks such as those involving tracking
behavior. Rule-based behavior is exempiified by human operators and/or deci-
sionmakers perforning intermediate-level cognitive tasks such as simple pattern-
matching, and hypothesis and option sgelection tasks in whicn the alternatives
are known, as in Cases II1l and IV above. Knowledge-based behavior is exempli-
hypothesis and option generation tasks in which the alternatives are unknown
and must be developed as part of the task, as in Case V above. This case {is
especlally {nteresting since it assumes that decisionmakers are strongly de-~
pendent upon higtorically analogous situations as a basis for generating new
hypothesis and/or option alternatives. Evidence for this assumption is con-
tained in the work on mental models by Larkin et al (1980); on analogical rea-
soning by Klein and Weitzenfeld (1978); and on historical recasoning and its
fmpact by Neustadt and May (1986).

3.7 GUIDELINES FOR CONSTRUCTING IAT PROCESS MODELS WITH STAPNs
Tuilding TAT mode:!s of physical processes should proceed in three stages:
Stage 1: Initlalization

] Scope the problem.

° Identify boundaries and data or objects crossing the
boundaries.

L] Set up a list of data collection goals and criteria.
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Stage 2: Build a Baseline Model

] Construct a “mid-level” model of the complete system.

® Carry out data collection and assess whether Stage 1
goals and criteria have been met.

Stage 3: Refine the Stage 2 Model

° Elaborate tie model structure as needed to {nsure
consistency, completeness, and parsimony.*

Activities to be pursued at each stage are listed below.

3.7.1

Stage 1: 1Initialization

1.

3.7.2

Define the boundary of the system to be modeled. Think of this

in physical terms (e.g., the NCMC complex). Express tne boun-
dary in terms of data/material flows (e.g., the arriv.,ng mes-
sage traffic, the departing message traffic, etc.).

Decompose the input/output flows into their finest elements
(1.e., if twr types of message might be processed differently,
they form two token flows, even if they arrive through the same
physical channel). Each elementary token flow defines a token
type, to be placed on the list of token types, along with an
annotation.

Define a transition for each token type to cross the boundary
of the system. These transitions would be labeled "Detection
message from sensor 3 arrives at NCMC" or “Operational order
sent to SAC from NCMC," etc.

Stage 2: Build a Baseline Model

Maintain separate lists of all defined items including:

token types
places )
transitions

branches

*Sec discussion in subsection 3.4 above.




as initialized above. Each item on a list represents a data collection goal:
f111 in all the information described in Section 3.4.5. Items with all slots
filled in can be placed on a second list. By definition, a model is complete
when all items are removed from these lists. Moreover, it is easy to guar-
antee consistency as each item is filled in.

Note that one may have t» add items to these lists as slots are filled
in. For example, if a token type "Detection message from sensor 3" is defined,
that item cannot be taken off the list until two transitions, marking both the
generation and disposal of these messages, are added to the transition list.

The order {n which items are taken from these lists to be completed can
be arbitrary. It should be selected to suit the data collecto:'s constraints.
A natural order is to walk through one processing path at a time. For example:

Q: Where do detection messages from sensor 3 go?

A: (Definition of a new place: facility, resource.)

Q: How long does it take to get there?

A: (Timing information.)

Q: What happens next?

A: (New branch or transition.)

Q: Must something else happen first?

A: (New token-type.)

etc.

3.7.3 Stage 3: Refine the Stage 2 Model

While the baseline model way be guaranteed to be complete and consistent,
it may not be parsimonious. The lack of parsimony can be found in timing
mcdels and decision rules wh. . ' depend on non-local state information. Addi-
tional network structure to reduce these models should be added.

3.8 PROCEDURES AND GUIDELINES FOR SYSTEMATIC GENERATLON OF SETS OF MEASURES
FROM STAPNs

3.8.1 Step I: _Construct the Top level Model

Section 2 prescnted arguments in favor of o systematic method to identify

a sct uf variables which describe the behavior of a Cowmand, Control, and
Comaunicatifons system. In this section and Appendix A the foundations for




such a method have been laid by introducing Stochastic, Timed, Attributed
Petri net (STAPN) models, their canonical measures, and ways to organize such
models in a hierarchy. This subsection weaves these various threads into a
single, self-contained tapestry: an iterative process that simultaneously
models C3 systems and extracts a hierarchy of variables that measure their
behavior.

The resulting method has five majcr steps, repeated until the models and
measures reach a level of detail sufficent for the purpose at hand. Each
subsection of this section delves into the details of each step, first in the
abstract, and then {n the specific context of a generic tactical air defense
mission. The air defense example provides concrete illustrations of each
aspect of the method. A few heuristic guldelines, generated in the course of
exerclsing the methodclogy on the air defense example, bridge the abstract ard
concrete. These guidelines result not from theoretical analyses, but froam
pragnatic concerns which seem, at least in the limited context of air defense,
to contribute to more acceptable and useful sets of measures.

A secondary product of the air defense example is empirical evidence that
comnon behavior measures may apply to c3 systems (including humzans) that sup-
pcrt a common mission area. This statement certainly applies to highly aggre-
gate models; it may break down as the hierarchy of models becomes successively
more specific. Nonetheless, a common set of high-level behavior measures
does seem to exist for air defense and appears to exist as well for the other
limited examples (SIMCOPE and NORAD MWC) described in Volume 1II.

Procedure

The first step of the methodology builds a highly aggregated STAPN model
of the system under study. The purpose of this step is (a) to capture the
essential objectives of the system in a STAPN framework, and (b) to establish
a starting point for later iterations which refine and extend the STAPN model.
The top level model need not be complicated, as the successive iterations
through the methodology provide ample opportunity to add detail.

The basic process for building a STAPN mocel for a system was established
in subsection 2.5. Repeated here, the seven substeps required to buiid a com—
plete STAPN wodel are:

l. Specify the objects that move through the system, and define the
token attributes that are needed to characterize each,

2. Specify the regions or facilities in which objects may be stoved,
and define a place for each type of token which can be stored in

each region or facility,

3. Specify the boundaries which objects cross as they move belween
regions and facilitics, and define a traunsition for each,
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4. Where objects must reside in regions or facilities for a period
of time before moving on, define a timing model for the corre-

sponding transition/place,

S, Where objects may depart a region or facility along one of mul-
tiple paths, define a decision rule for the corresponding place,

6. Where attributes may change as an object crosses a boundary,
define an attribute map for the corresponding transition,

7. Where coordination can happen, define the transitions (and related
tokens and places) which model the coordination mechanism.

Fortunately, if the only objective is to identify behavioral measures,
the final four substeps are optional. Certainly they are necessary to define
a complete STAPN model. However, in subsection 2.5 it was shown that the
canonical measures for a STAPN model are defined by places, transitions, and
interconnections alone; the timing models, decision rules, and attribute maps
contribute to evaluation of the variables, but are unnecessary for the iden-
tification of variables. Since the purpose of this work is the latter (see

subsection 1.6), only the first three substeps are relevant to the general
method.

Guidelines

Two general advisories apply to the construction of the top level model.
First, if a model directly relates to generally accepted statements about the
purpose and structure of the -ystem which it represents, then it (and its
refinements) will be more readily accepted. Since the model which represents
a system is not unique (see subsection 1.5), we can always anticipate differ-
ences of opinion about the correpondence between model clements and reality,
or about the appropriateness of the level of detail preserved or suppressed in
the top level model. Little can be gained by offering additional opportuni-
ties for disputes about the scope or purpose of a system. Such issues have
often been discussed at great length in other forums. References to published
doctrine, official definitions, and generally accepted viewpoints provide a
firm and easily justified starting point for the methodology.

Secondly, humans (and particularly engineers) have a great deal of diffi-
culty describing a system at a crude level of detail. Their strong tendency
is to critique a simple model of a system by pointing out numerous features
which are not represented in that model. In the context of our methodology,
this tendency is counterproductive: the purpose of the top level model is to
capture only the broadest aspect of the system -- not every detail. More than
a modicum of discipline is needed to keep the top level model simple, and to
relegate the details to later iterations of the method.

In summary, two guidelines for Step 1 of the methodology are:
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l.  Maintaiu clear cousections between the top level STAPN model
and previously established views on the scope and purpose of

the system.

2. Xeep the top level model as simple as possible, leaving details
for later refinements.

3.8.2 Step II: Generate all Canonical Measures

The STAPN model serves as an intermediary between reality and the mea-

sures sought.
a set which is unique and well defined once the model is established.

Procedure

The second step of the methodology uses an existing STAPN model of the
system under study as the basis for definitions of a large set of measures.
The purpose of this step is to generate a set of measures which are (a) mutu-
ally exclusive (describe nonoverlapping sets of events) and (b, collectively
exhaustive (complete with respect to the STAPN model).

The principal challenge of this step is to establish notation that is
easy to extend through several levels of a hierarchy. To this end, conven-
tions are adopted similar to those used by several other structured decompo-

sition methods:
1. Formally name each model at level N+1 by appending a unique

letter, in alphabetical order, to the name of the model at
level N of which it is a refined submodel.

2. Formally name each place in a model with a letter P, using a
subscript constructed as described in (4) below.

3. Formally name each transition in a wodel with a letter T, using
a subscript constructed as described in (4) below.

4. Construct subscripts by appending a numerical index, in ascending
order starting with 1, to the model name.

Canonical measures are straightforward to generate from a STAPN model of
The four substeps required to identify the canonical measures are:

a system.
1. To each output arc of a place Py, leading to some traunsition Tj,
assign a probability measure Pi,j5e
2. To each transition Tj, assign a rate measure Aj.

18

From the model, we can extract the set of canonical measures —--—
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3. To cach place P4, assign an occupancy measure nq.

4, To each place Pj, and to each output transition Ty for Py,
assign a delay measure T, 3

Note that the formal notation for each measure follows directly from
the notation for places and transitions. Naturally, informal names can be
attached to places, transitions, and measures for convenience. However,
unless the model is to be extended to only one or two levels of detail, the
formal naming method is preferable as it guarantees that each measure has a
unique name.

Guidelines

Only one guideline applies to the derivation of canonical measures.
Recall that tokens may have attributes. Subpopulations of tokens are implic-
itly defined by attributes, as we may divide tokens into groups, with tokens
in each group sharing like attribute values. Often, measures may need to be
defined for each attribute subpopulation separately. For example, one may
wish to explicltly conslder cases where the delay encountered by messages
about different target types are different, since different message types may
be handled with different priorities, although they follow the same processing
paths. 1In this case, the delay for each message type, rather than an average
over all messages, 1s of interest.

Instead of building separate models which depict the processing of each
individual subpopulation, one can define vector-valued measures. The compo-
nents of the vectors are measures for each specific attribute value which
determines a subpopulation of interest. Thus if there are four message types,
the canonical measures for the model elements which describe the message hand-
ling are four-dimensional vectors.

Fortunaiely, the horizontal relations defined in subsection A.3 apply,
componentwise, to vectors of canonical measures as well as to scalar measures.
Additional vertical relations may be required to relate components of vector
measures at level N+1, where subpopulations determined by attribute values may
be broken ont. tn erenrere -t level N, where attribute values may not be con-
sidervd at ul.. ..cse relations are generally simple sums and expectations,
mimicking the foras discussed in subsection A.5.

Thus the only guideline for Step II of the methodology is:

1. Use vector valued measures when the only distinction between

tokens and the way they move through a STAPN is the value of

79




3.8.3 Step I1l: Select Primary Measures

While all canonical measures are physically meaningful and potentially
interesting, they are not all independent. The redundant measures may be
eliminated without fear of compromising the coverage of the overall set of
measures, while simplifying the description of a system's behavior.

Procedure

The third step of the methodology reduces the set of candidate measures
compiled in Step II using the standard horizontal relations developed in sub-
section A.3. The purpose of this step is simply to develop a (nonunique) set
of independent primary measures.

The basic procedure passes through two phases. The first phase (substeps
1 - 4) generates a list of horizontal relations. The second phase moves
through that list, successively eliminating both relations and measures:

l. Derive a conservation of probability relation between the prob-
ability measures attached to the output arcs of each place.

2. Derive a conservation of rate relation between the rate neasures
attached to the output transitions of each place.

3. Derive a probability~rate relation between the rate measure for
each transition and the probability measure attached to every
arc leading to that transition.

4. Derive an occupancy-rate-delay relation between rates at the
output transitions at each place, the occupancy measure at the
same place, and the delay measures between that place and its
output transitions.

5. Select any relation remaining on the 1list.

6. Select any measure appearing in that relation.

7. Solve for the value of the selected measure in terms of the
other measures appearing in the selected relation. 1If this is

not possible, discard the relation and go back to substep 5.

8. Replace all appearances of the selected wmeasure in all remaining
horizontal relations, using the formula f{rom step 7.

9. Discard the selected measure and relation. If any relations
remain, go to substep 5.

Substeps 5 and 6, of course, are the arbitrary decision points which
allow the final set of primary measures to be nonunique.

80




Guidelines

Several guidelines can help reduce the arbitrariness of the selection
decisions. These guidelines fall into two classes: general suggestions about
the measures that tend to be most acceptable to users, and specific revisions
to steps 5 and 6 implied by a literal interpretation of the general guidelines.

Four general ideas about measure selection follow from considerations
of the uses to which the measures will be put. First, in the evaluation of
alternative systems, numerous measures quantify a system's behavior. No
single measure captures a concept of good behavior; the multitude of behav-
ioral, structural, and socioeconomic measures must be combined into a single
measure of a system's worth before final selections can be made. This combi-
nation logic can simplified, and made more intuitive, 1if the sensitivities of
the overall measure of worth, with respect to individual measures, are all of
the same sign. Arbitrarily, one can ask that a selected measure has the prop-
erty that an inecrease in {ts value leads to an increase in the overall worth
of the system. Thus a choice between the probability of detection, and the
probability of nondetection, of hostile aircraft should be resolved in favor
of the probability of detection, as increases in that measure are usually con-
sidered to be good.

Secondly, the basic objective of a C3 system is to deliver weapons to
hostile targets before those targets cause any damage. The basic objective
of the targets is to cause damage before the C3 system can respond. This
race between enemy assets and the c3 processes is the essence of c3 system
evaluation, and is most naturally captured by the canonical delay measures:
does the time required for an enemy to achieve its objectives exceed the time
required to arrange friendly forces to meet the threat? Since the occupancy-
rate-delay relations allow us to exchange occupancies and delays, they should
be used to eliminate occupancies in favor of delays.

Thirdly, the probability-rate relations allow us to exclude either proba-
bilities or rates. Except in cases where a natural benchmark (such as physi-
cal throughput capacity constraints) exist, rates can be hard to {nterpret.
Probabilities always have such a benchmark: they are always bounded between O
and 1. Thus probabilities should be preferred to rates, as the normalization
for probability measures automatically provides a sense of scale.

Finally, division by zero is not well defined. Step 7 may result {n
equations involving division, and we should avoid the possibility that the
denominator becomes zero whenever possible.

Thus the three general guidelines for masure selection are:

1. Eliminate measures for which decreasing values are usually
interpreted as 1ndicative of better systems.

2. Eliminate occupancies in favor of delays when considering an

ogcupancv—rate delay relation in substep 5.
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3. Eliminate rates in favor of probabilities when considering a
probability-rate relation in substep 5.

4, Do not elliminate measures which allow equations in substep 7
to have denominators which may become zero.

Mechanically applying these guidelines yields a specific strategy to
generate the set of primary measures, once the horizontal relations have been
identified. Noting that guideline 4 is not explicitly included, the special-
ized strategy for steps 5 and 6 becomes:

5a. 1f any Conservation of Probability relation remains, select it;
otherwise, go to substep 5c.

6a. Select, for elimination, one probability measure in the relation
of substep 5a for which a decrease in value is generally consid-
ered to be good. (At least one such probability measure exists,
since an increase in the most favorable probability must be off-
set by a decrease in at least one other.) Continue to step 5c¢
after the probability is eliminated.

5b. Select the Probability—-Rate relation which contained the proba-
bility measure chosen in step 6a.

6b. Select, for elimination, the rate measure in the relation of
substep 5b. (This rate measure is monotonically related
to the probability measure in substep 6a, for which a decrease
in the rate nust also be considered to be good.) Go back to
step 5a after the rate is eliminated.

5c. 1If any Probability-Rate relation remains, select it; otherwise,
go to substep 5d.

6c. Select, for elimination, rate measure in the relation of sub-
step 5c. Go back to step 5c after the rate is eliminated.

5d. If any Conservation of Rate relation remains, select it; other-
wise, go to substep 5Se.

6d. Select, for elimination, a downstream rate measure in the
relation of substep 5d. Go back to step 5d after the rate is
eliminated.

5e. If any Occupancy-Rate-Delay relation remsius, select it; other-
wise, the process is complete.

6be. Select, for elimination, the occupancy measure in the relation

of substep 5e. Go back to step 5e after the occupancy is
elininated.
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These substeps apply when steady state or time average measures are used;
a slightly different selection order should be used for ensemble averages.

3.8.4 Step IV: Refine Primary Measures

A STAPN model of a system was built in Step 1. Steps I1 and 111 devel-
opad sets of primary and secondary measures from that model. The measures are
precisely defined in terms of that model. However, the measures will be used
for the real system, and they may not yet be precisely defined in terms of
real events.

Procedure

The fourth step of the methodology uses the list of primary measures to
focus attention on some correpondences between physical elements of a real
system and abstract elements of the STAPN model of that system. The elements
deserving further scrutiny are simply those that appear in the definitions of
the primary weasures. In addition, some aspects of the measures themselves
must be specified. Thus the purpose of this step is to (a) transfer the defi-
nitions of primary measures from the STAPN elements to the real system, and
(b) to add further pragmatic information to the definitions. The product of
this step is a glossary which augments the definitions of the primary
measures.

Step 1V simply revisits each of the primary measures, and the terms
that appear in each, to establish more precise and unambiguous definitions;
objects, regions, facilities, and boundaries modeled by a STAPN must not be
ambiguously defined if a wide community of users is to share the measures
produced therebs. To be evaluated consistently, the measures must be of the
same type (e.g., ensemble average or steady state). The basic procedure
passes through two phases. The first phase (substeps 1 - 4) generates a list
of horizontal relations. The second phase moves through that 1ist, succes-~
sively eliminating both relations and measures:

Define units; define type of measure; specify T or K.

1. For each object, region, facility, or boundary mentioned in
the definition of a primary uweasure, generate an entry in a
glossary for the model which clarifies any ambiguities in that
definition.

2. For cach measure, specify whether it is to be evaluated as an
instantaneous valuv, a time average, an ensemble averadage, or a
steady state statistic. 1f the neasure is to be a f{inite aver-
age, specify the interval (K or T) over which the average *s to
be computed.

3. For each measure, specify the units in which it is to be

expressed.
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All of these substeps involve the judgment of the analyst constructing
the measures, so there is no objective way to evaluate the performance of this

step. However, the purpose of the step is to foster cowmmunication amonyg the
users of the measures, and to insure that lmperfections in this step do not
propagate to later steps of the methodolcgy.

Guidelines

Two simple guidelines assist Step 1V. First, the units selected in sub-
step 3 should be as uniform as possible. There is rarely a good reason for
defining some delays in days, some in minutes, and some in seconds when the
overall purpose of the set of measures is considered. Translation from one
set of units to another certainly does not facilitate the comparisons which
thc wmeasures are to support.

Second, the definitions of measures can usually be significantly iuproved
if they are subjected to peer review, particularly if the reviewers have widely
different backgrounds. Hidden assumptions, ambiguities, and poor clioice of
terminology are much more apparent to someone who did not particlpate in the
modeling process. Any differences in interpretation between reviewers can be
assumed to reflect diversity present in the user community.

In summary, two guidelines for Step 1V of the methodology are:

1. Use consistent units in the definition of all measures.

2. Subject the definitions and glossary to review by a set of
independent reviewers of varied backgrounds.

3.8.5 Step V: Refine Model by Disaggregation or Enhancement

The STAPN model built so far may be too crude to generate measures at
the level of detail required for some analysis. We nust extend the model by
disaggregating its elements and by enhancing it with additional structure.
The refined model can then serve as a basis for an additional pass through
Steps 11, 111, and 1V.

Procedure

This final step of the methodology extends an agyregated STAPN model,
made in a previous step, into a refined nclel nf the same system. The purpose
of this step is (a) to esteblish formal correspondences between the original
and the disaggregated models, (b) to add derail to the refined model which
was deliberately suppressed when the original model was built, and (c) to
derive vertical relations between measures for the two models using the formal
correspondences.
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The ideal procésses for refining a STAPN model for a system were estab-
lished in subsection 2.7. Based on Step I and that discussion, the substeps
required to extend a STAPN model are:

l.  For each transition in the original model, determine whether
the objects or messages crossing the boundary represented by
that transition are to be decomposed into classes of objects.

2. For each transition in the original model, determine whether
the boundary represented by that transition is to be decomposed
into segments.

3. For each transition identified in substeps 1 or 2, insert a
set of transitions in the refined model which capture the de-
composition desired. For each transition not identified in
substeps 1 or 2, insert a replica of that transition in the
refined model.

4. For each place {n the original model, determine whether the
reglons or facilities represented by that place are to be
decomposed into subreglions or subfacilities.

5. For each place in the original model, determine whether the
timing model, decision rule, or processing step represented by
that place is to be decomposed into segments.

6. For each place identified in substeps 4 or 5, insert an acyclic
network of places and transitions in the refined model to cap-
ture the decomposition desired. For each place not identified
in substeps 1 or 2, insert a replica of that place in the
refined model.

7. For parallel paths, coordination mechanisms, or other detail
not yet built into the refined model, add places, transitions,
arcs, and initi{al tokens to enhance the disaggregated model.

8. Where objects must reside in regions or facilities for a period
of time before moving on, define a timing model for the corre-
sponding transition/place in the refined model.

9. Where objects may depart a reglon or facility along one of
nmultiple paths, define a decision rule for the corresponding
place in the refined model.

10. Where attributes may change as an object crosses a boundary,
define an attribute map for the corresponding transition iIn
the refined model.
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11.  For each measure defined in Step II for the original model,
construct a vertical relation based on the correspondences set
in substeps 3 and 6 here.

¢ 12. Go back to apply Step II to the new, refined model.

As in Step I, if the only objective is to identify behavioral measures,
the substeps 8, 9, and 10 are optional.

Guidelines

The same general advisories apply to refinement of a model as to the
construction of the top level model in Step 1. In addition, it scems to be
easier to delete existing model elements, which are inappropriate to the level
of detail of a model, than to avold inserting those elements in the first
place. However, first attempts to refine a model tend to incorporate more
detail than desired. Thus the natural construction of a refined model seems
to include more details than necessary in the disaggregation and enhancement
substeps, followed by an additional simplification substep where some of the
new model elements are removed.

Also, after two or more iterations, the refined models tend to become
quite unwieldy. A technique for managing the complexity of the model at each
level is to partition the model into submodels. The natural location of par-
titions is at transitions, since these already model boundaries in the real
system. The inputs to a transition which straddles a partition line appear
in one submodel; the outputs appear in another. Care must be taken to ensure
that each transition on a partition line is disaggregated consistently in each
model in which it appears. Partitioning a model also permits some submodels
to be refined while others remain unchanged.

In summary, the four guidelines for Step V of the methodology are:
1. Maintain clear connections between the each level of the STAPN

model and any previously established views on the scope, purpose,
or structure of the system.

2. Keep the each refined model as’'simple as possible, leaving
details for later refinement%.

3. Include more detail than necessary in the first attnmpt te build

a refined model L!On elxm;na € °‘~*a":s wind hooeie

issues addrecawi by the lk of the e adéiticnal model structuare.

4. Partition modeis which exceed a few dozen places and transi-

tions into submodels, with boundaries between S“b@ggﬁi? passing
through transitions.
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3.8.6 Conclusiqg

The five steps outlined in this subsection form the basis of a method-
ology for building hierarchical models and sets of measures. The design of
the methodology endows the models and measures with certain desirable proper-
ties. While steps 3 and 5 generate some equations which relate measures to
one another, these are insufficient to compute numerical values without fur-
ther information about the system under study.

To conclude this subsection, some of the major advantages and disadvan-—
tages of the methodology presented here are reviewed.

Advantages

The advantages of the method stem from the structured decomposition which
drives the model-building process, and from the mathematical structure of
STAPNs. They include:

Reality: The connections established in Steps I, 1V, and V between
the STAPN elecments and the objects, messages, facilities, regions

and houndaries of the real system preserve a tight connection between
the resulting measures and the activities of the real system.

Visibility: The hierarchical set of models, while f{nitially moti-
vated by a desire for a tool to help structure the generation of
measures, is ltself a useful product of the methodology. The models
act as successively more detailed schematics of a system, and cap-
ture not only connectivity but also the timing and coordination
mechanisms which operate within that set of connections. To an
analyst who did not participate in the generation of the measures,
the models make explicit a number of the assumptions that led to the
selected sets of measures.

Automatic generation of measures: Because the models are built out
of standard STAPN primitives, and the canonical measures can be
readily deduced from the interconnection of these primitives, gener-
ation of the measures themselves becomes an easy task.

Automatic minimality: Along with the canonical neasures come canon-—
ical horizontal relations, which establish mathrmatical redundancies
amony the measures. Elimiasaring a subset of the measures =o that

ne relatian halas amon rhe rema..aing | primary messures 3ssures
{ndepeudence.

Auggf{gg;_nnterndl completeness: The formal rature of disaggrega-
tion at transitions and places establishes thke one-to-one correspon-
dences required for vertical relations to huld. The fact that a
vertical relation exists for each higher level measure ensures that
the values ot all higher level measures are completely detemined by




values for lower level mweasures. Thus nothing is missing from the
lower levels, at least with respecl to the coverage of the measures

at the higher levels.

Precision: The rigorous definitions of weasures for STAPN models
guarantee that the theoretical definition of every measure con-
structed using this methodology is precise. The general analogies
provided by Assertions 1 — 4 in Section 3, and the glossary provided
in step 4 of the methodology enable the mathematical definitions to
be translated into precise and unambiguous physical definitions.

Disadvantages

However, a number ot disadvantages prevent the methodolopy from achieving

all of the goals one might expecl of it. Four major disadvauntdages are:

Judgment: The selection of the amount of detail to be preserved at

a model level, and of the way to disaggregate higher level elements
into lower level structures, is completely deterwined by the judgnment
of the analyst executing the methodology. Since different analysts
have different opinions, the models and measures produced by twe
independent studies of a single system are likely to be different.

Incompleteness: Many details of a system are deliberately suppressed
at the higher model levels for the sake of intelligibility. These
details may be added as the depth of the model hierarchy 1is increased,
but practical constraints on time and effort may limit this depth.
Thus the resulting sets of measuves may be kuowingly incomplete. 1In
addition, there seems to be no way to exclude (external) incomplete-
ness caused by simple oversights.

Structural and socioeconomic measures: The focus of the developwment
here has been on behavioral measures. Structural weasures may fit
into the STAPN ftramework if tokens are taken to represent structural
states, bu. deserves farther thought. Socioeconomic measures are
well outside the capabilities of the STAPN approach.

Complexity: Above all, C3 systems are complex. Models and measures
developed to describe a system will also be complex. Complexity en~
genders fru-tration, impatience, and skepticism. Nonetheless, ccm-
plexity is a price that must be paid by any methodology which asplires
to completencss and realisn.

3.9 1AT QUESTIONS THAT MAY BE ADDRESSED
In Section 1 were listed questions about C? systems that should be ad-
dressed by the Integrated Analysis Techniques summariced In Fig. 3-10. fr is
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now poss:uvle to determine which of these questions can currentl. be addressed,
and which wmus: await further technique development. Each question 1s r¢peated

«low for convenien~e, followed by a brief discussion of its addressability.

l. Given a static structural description of a C3 system, how can
one predict the system's performance?

Answer: Referring back to Fig. 3-~10, evaluation of predicted
€3 system performance measures requires that a STAPN
process model of the system be produced and that all
of the requisite data identified in the left-hand
column of Fig. 3-10 below the horizontal dashed line
be obtained and reflected in various model parameters,
at a selected level of system decomposition.

2. What can a static structural description tell one about:

- the strengths and weaknesses of the way functions are
performed (i.e., by the mechanisms or resources which

carry out the functions)?

-~ the strengths and weaknesses of the way functions are
combined (i.e., carried out by the same resource)?

- the dependency of functions (i.e., upon other functions,
resources, etc.)?

- the strengths and weaknesses of data flows and controls
(i.e., functional connectivity)?

- the criticality of functions, data flows, mechanisms,
and controls?

Answer: Given a STAPN process model, a complete set of per-
formance measures can be defined. However, they
cannot be evaluated unless the requirements noted
above are met. Determining the relative strengths
and weaknesses of the way in which various functions
arc performed and of data flows and controls, as well
as determining the relative criticality of these
items, requires such evaluation. On the other hand,
the dependency of functions upon other functions,
resources, etc., can be determined directly from the
appropriate matrix in Table 2-1. ¥ven second, third,
and n-th order dependencies within a given level of
decomposition can be calculated by means of simple
matrix multiplication. For example:
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Let [PLy x PL;] be the functional connectivity
matrix defining which processes P; feed which
other processes Py at the L-th decomposition
level, This is a sparse matrix of zeros and
ones which directly represents the first-order
deEendencies among the processes. Then

[Py x PL312, [PLy x PL4]3, and (pPLy x PLyIm
represent the second, third, and n~th order
dependencies, respectively. Note that a STAPN
process model 1s not necessary for this pur-
pose; the required matrices can be developed
directly from any appropriate functional or
resource connectivity diagram.

How can one use a static structural description, along with any
other transformations, augmentations, or other data, to answer
the questions in item 2 above? What measures can be used?

Answer: This question has already been addressed by the answers
to questons 1 and 2 above.

What can the static structural description tell us about the
dynamic performance of the system? How does it address or
support issues of:

= timeliness
- prbbability of error
= survivability?

Answer: Dynamic performance can only be determined by exer-—
cising a STAPN process model with all of the requisite
data, as in the answer to question 1. The "PROD"
statistics will directly provide probabilities, rates,
occupancies, and delay data. Calculation of error
probabilities and their consequences will require
that the STAPN model explicitly include branches for
representing critical error possibilities and their
propagation paths.

Static functional survivability measures can be de-
fined and evaluated for a givern C3 structure and
attack scenario, using the methods of Wohl et al.
(Wohl et al., 1981). However, they cannot be eval-
uated for a dyramic situation in which the systen
structure continually changes as a result of jamming
and/or destruction. New measures and methods must
be developed to handle such situations.

90




6.

What do classical systems engineering theory, organization
theory, or network theory offer in the way of properties or
measures to address the foregoing fssues?

Answer: A STAPN process model represents the most recent

T advance {n systems engineerting theory. Simpler STAPN
models with single-target scenarios can be evaluated
using analytical methods from PERT/CPM, and with
multiple-target scenarios they can be evaluated using
methcds from queulng network theory. More complex
STAPN models (e.g., at greater levels of deconposi-
tion detall) must employ computer siinulation for their
evaluation. Organization theory will be useful in the
future in developing methods f{or analyzing dynamically
adaptive (l.e., changing) Cc3? structures and in calcu-
latirg their survivability measures (see 4 above).

How can the answets to the above questions be used to ilaprove
svsten performance?

Answer: At present thils can only be done by comparatlve eval-

T uation of alternative structureg, alternative assign-
nents of resources to processes, etc. At some future
date {1t should become feasible to apply dynawic opti-
mization techniques to determine how a system should
be structured and what are the optimal allocations of
resources (including humins) to prscesses. ilowever,
these techniques are not yet sufficiently matu.e to
be able to address hierarchical ¢3 system sttuctures.
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SECTION 4

ANALYT1C METHODS FOR EVALUATING C3 SYSTEM PERFORMANCE

4.1 TOOL SELECTION AND SPECIFICATION

A top-down technical approach was done, first examining properties of

operations research and systems engineering tools, and then evaluating them
for relevance to the kinds of C3 evaluation problems of which the NORAD MWC

operational environuent is typical.

The most important results are as follows:

l.

For limited application, e.g., to help gain insight into more
conplex systems, critical path analysis based on standard PERT/
CPM methods can be useful. 1Its primary limitation is that it
will handle only the passage of a single threat through the
system; but even this can demonstrate the presence of major
bottlenecks in a manned C3 system. Because of their general
availability (e.g., Boehm, 1981), analytical details are not
repeated in this report.

Analytic approaches bhased on queuing theory can indeed be used
to exercise performance models of manned C3 operational systems
under more realistic (i.e., multiple target) conditions, but
only if sufficlent care is taken to modify classical queuing
theory for describing and predicting human performance. Again,
standard queuing theory techniques are generally ~vailable and
will not be repeated here (Kleinrock, 1976). Appropriate modi-
fications for application to human performance are described in
subsection 4.3.2.

Petri nets, and in particular, STAPNs appear to be especially

useful as a weans of:

a. representing PROCESSES and RESOURCES within the IAT
fraumework;

b, constructing performance models; and

c. defining wmeasures of performance (MOPs)
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that will permit the models to be exercised. These aspects
of STAPNs have already been described (Section 3 and Appen-—
dices A and B). Functional and data requirements for using
Petrli nets are elaborated in subsection 4.3. 1t should
be noted that any queuing model can be represented by a

Petri net.

4.2 PERT/CPM TECHNIQUES

The identification bottlenecks in any flow network can most easily be
done using PERT/CPM methods if (1) the network's nodes and arcs are completely
defined; (2) the processing delays at each node are known, either determin-
istically or statistically; (3) we are only interested in the single-thread
case, e.g., a single intruder in an air defense system. PERT/CPM techniques
allow simple and direct computation of the total expected delay along any
set of connected paths and, as a fallout result, the longest path delay or
"ecritical path” (hence the term Critical Path Method or CPM). The computa-
tional methods are well known (Boehm, 1981) and have been embodied in many
computer programs (including several for PC's). As a consequence, they will
not be repeated here.

4.3 QUEUING THEORY APPROACHES

Studies conducted during FY82-84 identified queuing theory as an appro-
priate method for generating quantitative estimates of human/system perfor-
mance in C? systems:

1. It can be used to produce measures of throughput and delay
directly related to the timeliness measures natural to C

systems.

Measures of resource utilization are provided. (These furnish
the means to explore alternative resource allocations and task

structures.)

o
.

3. The analyses can be done at several levels of detail (ranging
from gross approximations based on simplifying assumptions and
steady-state analyses to detailed transient analyses obtained
with numerical methods).

4. Issues of accuracy and error can be addressed through the
parameters of simple queuing models or their extension, a
network of queuing models.

In this subsection we present a brief review of classical queuing theory
based largely on Kleinrock (1976) and summarize the assumptions that need to

be made for analyzing and predicting human performance. Modifications to sim-
ple queuing analysis methods are required because these traditional approaches
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are not designed to take account of human behavior at the level of complexity
exhibited in C3 systems. Changes to standard methods are motivated for ad-

dressing factors such as accuracy and error, associated with human operators
who carry out specific tasks at workstations.

4.3.1 Queues and Their Relevance to Modeling C3 Systems

Queuing theory involves the mathematical characterizations and analysis
of "queues” (waiting lines). Queues form whenever demand for a service
exceeds capacity to provide that service. In real-world systems, units of
demand are items—-to-be-serviced, and may take the form of messages, informa-
tion, raw materials, or tasks that need to be processed. Entities providing
service or processing may be human operators, computer programs, or entire c3

systems.

Decisions must be made regarding the amount of capacity, or resources
that should be allocated to maintain systems that will function in a cost-
effective manner. To allocate resources appropriately and to reduce costs,
decision-makers would like to be able to predict when units (of demand) will
arrive to seek service and how much time will be needed to provide the re-
quired service. This information becomes important for achieving a balance
between the cost of providing a service and the cost associated with waiting
for that service. Providing too much service (i.e., more than required to
nrandle demand) creates unnecessary expense; but not providing enough service
causes queues to build up beyond processing capacity.

Queuing theory analysis does not itself tell decision~makers how to bal-
ance supply of service against costs of waiting ~-but it does yield the data
needed to make decisions by predicting characteristics of the waiting line
(e.g., mean waiting time, length of queue).

Queuing Models: Basic Structure

Figure 4-1 represents a simple queue. Items to be processed (“custo-
mers”) originate from an "input source” (or “input population”), and enter
the "queuing system” when they join a queue. At specific times, a customer
is selected for service according to a rule called the "service” or “queue
discipline;” this discipline refers to the order in which customers are se-
lected for service. The "service mechanism” performs the required service
for the customers, after which they leave the queuing system.

Elements of the Queuing Process and Standard Assumptions

L. INPUT SOURCE -- Population size (total number of customers that may
require service) is assumed to be infinite

-~ Customers are identical
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Figure 4-1., The Basic Queuing Process 3

The number of cusromers generated until a specific pelnt
in time has a Poisson distribution

(for the case where arrivals to the queulng system occur
randomly but at a certain average rate)

The interarrival time (time between consecutive arrivals)

————— s o s —— e Fl

follows an EﬁEﬂﬂiQE&i£ distribution

Unlegs otherwise stated, there is no balkiug or reneging
(customers vefuse to enter the queue or may leave 1f the
queue grows too long)

NE —— First—-in/first-out ("FIFO") unless specified to the
contrary

3. SERVICE MECHANISM -- Consists of service facilities, which are comprised

of service channels (“servers”). Most elementary

models assume one service facility with either one ov
a finite number of servers.

-- “"Service time” ("holding” or "completion time”) is
the time lapsed between start and completion of
service; the probability distribution of scrvice tinme

servers. Constant average scrvice time Ju frequently

assumed. Service tisc does not depend on the
attributes of a particalar custonmer.




4.3.2 Using QueuingﬁTheo}y Approaches to Model Human Performance

Notational Conventions for Modeling Human Performance

For purposes of using queuing theory to model human performance in manned
c3 systems, the notations below describe a classical "M/M/1” queue, for a
single human (server), performing tasks (handling customers) of a single type.
In an M/M/1 queue:

] M/M/1 (the first "M") denotes the arrival process type; viz.,
Poisson, having a constant average task arrival rate (A tasks/
sec.) for all arrivals.

] M/M/1 (the second "M") describes the service process type; viz.,
exponential, with a constant average task completion rate per
busy server (u tasks/sec.).

Note: the exponential interarrival and service time distributions mean that
the system is "memory-less” -- i.e., at any point in time, the total
length of the time in the system is independent of the observed line

length.

L M/M/l (the last integer) identifies the number of scrvers.

The queuing process is assumed to be steady-state; i.e., it is defined with
respect to the average time between arrivals, average service time, and the
queue discipline. From these parameters, statistics can be derived to
describe time in the queue, time in the system (queue plus processing), number
of customers in the queue, and idle time of the system or service facility.
Table 4-1, which follows, presents the symbology and notational conventions
that are consistent with these assumptions. Table 4-2 includes formulas to
describe the queuing process for elementary queuing models.

Limitations of the Simple Queuing Model
In characterizing the "M/M/1"” model, we have assumed that ~-
1. (Human) error rates are not taken into account.
2. Service rates are independent of arrival rates.

3. Waiting times are not constrained (i.e., tasks will wait forever
if necessary to be completed).

Each of these three assumptions needs to be changed for using simple queuing

models to characterize and predict human/system performarce. The following
sections discuss changes appropriate for modeling human operator performance.

97




TABLE 4-1. STANDARD TERMINOLOGY FOR STEADY-STATE SIMPLE QUEUING MODELS
(Kleinrock, 197%)

T T SR T TR S I TR Ty TSR TTT T TR T

Number of customers in the queuing system

=1
[

Pnh = Probability that exactly n customers are {n the queuing system
L = Expected number of customers in the queuing system

Lq = Expected number of customers in the queue
W = Expected waiting time in the system (includes service time)

Wq = Expected waiting time in the queue (excludes service time)

A = Mean arrival rate (expected number of arrivals per unit time)
of new customers

—

~

>
1}

Expected interarrival time

u = Mean service rate (expected number of customers completing service
per unit time)

s

S~

=
[

Expected service time

p = Utilization factor (expected fraction nf the time that servers
are busy), defined as A/y
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TABLE 4-2. FORMULAS FOR DESCRIBING THE QUZUING PROCESS

For a steady~state queuing process:
L =X

and

therefore,
L 1
W3 ~—— = .
A wo- A

[May also be designated as:

E(ty) = , the expected length of the busy period)
y - A
where
1
E(ty) = —, the expected length of time the server is idle;
i.e., the expected interarrival time.]
However,
W Wy + !
d >
therefore,
1 p p
qu—-—-—( ):
W 1 -»p uo= A
2
i i 2
ang =
q 1 - p

It can also be shown that:




Error Rate Models

In the simplest case, there is an error probability P.(p) as a function
of p, defined as the probability that a task is incorrectly completed. In the
simple case, incorrectly completed tasks are not redone. 1In a more complex
case, the incorrectly completed tasks are redone. Consequently, for the more
complex case, the rate )\ of tasks is defined as

~ A
A= A+ AP (—)
Y

where )\ is the externally-imposed task arrival rate and the second term is
due to the feedback (i.e., redoing) of incorrectly completed tasks. Note that
such a "human" queue, in contrast to the classic M/M/1 queue, will saturate

A
before the utilization factor p = — is equal to l. In fact, it can be shown

u
that the human saturates for p = 1 - Po(1) < 1.

0f course, it is necessary to have an empirical database to deternine the
function Pg(p), or even just a constant value of Pe. Moreover, the task for
which a queuing model with errors is used must be such that task couwpletion
can be characterized simply as correct or incorrect. Other formulations are
possible, such as distinguishing between errors of commission and errors of
omission (Schank and Abelson, 1977).

Errors of Commission. Errors of omission occur as a result of the relation-
ship between capacity, mean arrival rate (1), and expected waiting time (W),
as in Fig. 4-2a. For human operators, we suspect that the mechanism of error
generation also involves an attempt to adjust or "stretch” response capacity C
such that waiting time W of a task does not exceed a criterion level. Then,
as apparent capacity C increases (e.g., as in the uppermost horizontal dashed
line in Fig. 4-2b), the rate of errors of commission gc (e.g., character sub-
stitution, number inversion, types, etc.) should increase proportionately, in
accordance with Shannon's law for noisy cowmunication channels. Specifically,
for y < C, error rate gc can be made arbitrarily small by proper task design
(i.e., "encoding"). But for a given task design, any attempt on the part of
the human to increase his apparent capacity C will result in an increase in
error rate ggc.

Errors of Omission. By adding a threshold parameter to the classical M/M/1
model, we can predict errors of omission. Assume that if W for a given task
exceeds a threshold parameter ¢, then the task is omitted by the serving
resource and we say that a ''reneg" has occurred; i.e., the "customer" or task
cannot "wait" any longer than a threshold time W = 1 and "leaves" the queue.
This reneging rate is equivalent to the error rate for errors of omission, gq,
such as missed keystroke, missed symbol, missed message, etc.
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Let t be scenario-determined "time available™ for a task from queue entry
to completion of service; and let 1/u be the "time required” for service.

Then T must be greater than the service time 1/u plus the waiting time W in
. order to minimize reneging. That is, in the steady state,

© > (Wg + 1) .

If t is less than this value., reneging or errors of omission will occur at
an increasingly high frequency.

The “"slack time” S for a task is the time available minus the time re-
quired for the task. That fis,

S =1t~ 1uw=1/x-1uw .

For a lower bound for this expression, we substitute for 1 from the fore-
going expression to obtain:

Workload~Dependent Service Rate

Let us assume that the service rate depends on the utilization factor,

u = u(p) .

Then the effective service rate 1 for a given queue must be derived from the
expression

Note that an alternative assumption would be that the human's processing rate
is a function of the actual backlog of tasks to be performed, rather than
average operator utilization.

Reneging

An additional consideration is the potential reneging of tasks, i.e.,
tasks that are not completed by a certain deadline cannot be completed at all.
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An example is a task (related to ballistic missile intercept) that cannot be
performed if the incoming weapon impacts its target. As discussed above, non-
completion of tasks can be viewed as errors of omission, and reneging/error

rates predicted.

4.3.3 Functional and Data Requirements for Queuing Theory Approaches

Lessons Learned from the SIMCOPE Modeling Experience: Defining Queues

The analysis that was done on the SIMCOPE simulated missile warning
facility at AAMRL (see Vol. 11) provided experience for dealing with the
issues, problems, and expected benefits of using queuing theory approaches to
describe and predict human performance. The primary technical issues that had
to be addressed for SIMCOPE (and for other similar 0peratienal environuments)

are the following:

1. What {s the appropriate level of abstraction for describing
human/system processes?

2. If a queuing (network) representation is to be used, what is
{t that will be queued and serviced? (viz., data, informationm,

physical objects, or tasks?)

In dealing with (1) above, it has been assumed that IAT structural mod-
eling must be taken down to a level of detall sufficient for identifying ele-
mental tasks. At this level, measures of performance (MOPs) can be associated
with specific processes that particular individuals carry out and for which
they are responsible. Although measures may well be associated with higher
levels of analysis (in aggregated form), the raw data about human performance
should be collected at the tasking level.

Question (2) then must be considered. One option is to let tasks be
queued to a human operator (or other resource) and serviced. This approach
was not taken in modeling SIMCOPE for the reasons listed below:

1. Strict definitions of "tasks”™ are not easy to formulate.”

2. Completing a task wight require several decisions and/or actions
on the part of the operator, and rthese might be difficult or
impossible to observe.

3. The procedural controls placed on an operator make task queues
troublesome to describe.

*However, it is possible to provide a formal description of the level at which

tasks can be meaningfully identified. Set theory notation can be used to
specify appropriate level(s) of detail, as nart of the IAT recursive decom-

position technique described in Section 2.
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Specifically, if tasks in the SIMCOPE example were comprised of messape-
handling processes (acknowledging, assigning, and filling out reports), it

would have been very difficult to place these tasks in a single queue -- or
even parallel queues based on separate task streams. The source of the prob-
lem lies in the interrelations among tasks. Even for the relatively simple
environment in SIMCOPE, the number of interrelated tasks was large. For
real-world systems, the situation is aggravated.

Another option, and the one that was taken in modeling SIMCOPE, requires
that queues be defined in terms of physical entities (IAT RESOURCES). Then
the processes necessary to service the items in the queue can be considered
in a more straightforward manner. The chief merit of this approach is that
it places the source of the demand for service with items which are easily
identified and quantified -- rather than with tasks which may be somewhat more

open to interpretation.

One consequence of defining queues in terms of RESOURCES is that a data
flow analysis identifies such queues directly. Moreover, any situation where
items are filed (or stored) in anticipation of further processing suggests a
queue. Hence, there is no need to define tasks exhaustively before identify-
ing queues. Another advantage to this approach is that measurement issues and
data collection become simplified: queues are based on observable physical
items and events, as opposed to perceptual or cognitive ones. This last point
becomes critical when descriptions of the system (such as the classified/
unclassified documents on NORAD MWC and CP) do not contain service time data
for macroscopically defined tasks. This was the situation in SIMCOPE and
would appear to be the case for the NORAD MWC Validation Effort as well.

It is essential therefore that data necessary to support or validate the
queuing theory approach be directly observable or capable of being derived

easily.

Defining Queue Discipline

An independent reason for using resources to comprise queues comes from
examining problems associated with defining queue discipline. 1In the case
of a human operator (or any resource), goals and procedures will define what
task should be performed in a given circumstance. A task analysis should then
identify the data used by the operatcr, as well as those processes the oper-
ator carries out to complete the task. This type of analysis will define
the queue discipline albeit indirectly, but the description will be a natural
one from the prospective of depicting human performance.

*This approach was illustrated in the SIMCOPE example via the overall data
flow diagram and the estimation of effective processing times. The diagram

identified services or tasks performed by the cperator while the service
time estimates were dependent upon the assumptions about the order of

processing and interruptions.
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4.3.4 Recommendations for Using Queuing Theory to Evaluate Human/System
Performance

1. View the human operator as a server for one or more queues.

2. Define thesc queues by tangible (observatle and measurable)
items in the system. (TAT RESOURCES)

3. Use a data flow description (e.g., with DFDs) to facilitate
identifying yueues and major processes. (This will allow the
queuing network to be described with a minimum of abstraction.)

4. Make explicit the control structure of the system. (This is
especially important for cases in which one operator or resource
services more than one process. A description of the system
control structure would establish the order in which processes
are to be performed.)

5. Use Petri nets to specify control structures.

6. Carry out further analysis (process modeling) to estimate
service rates:

a. Identify processes shown on the lowest—levels of DFDs.
These processes are the appropriate ones for completing
a given task, according to the conventions of data flow
methodology.

b. Determine completion times for each process identified
in 6a).

c. Estimate conditional task completion times (“"conditional”
in the sense that full attention is assumed to be devoted
to the task).

Levels of Detail

The SIMCOPE example and other experience suggests that while some of the
impact of system connectivity and structure on human function allocation could
be analyzed at higher levels of aggregation, the level of process description
defined in Gruesbeck et al. (1984) was not sufficlently detailed to derive
the quantitative data nccessary tor performance analysis. Further decomposi-
tion must be performed and data must be extracted by considering procedures
and system specifics (e.g., cued versus non-cued display, etc.). Such data
are obtained only after fairly detailed task analysis is completed. The de-
composition should push down to the point of revealing generic processes such
as button-pushes and extraction of single items of data. This will insure
that analysts can use information from the human factors literature to fill
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data voids in system-specific documentation. Ry working back up through the
process description, the necessary service time data can then be estimated.

While gross trial allocations of functions can be performed at higher
levels of aggregation, only 1if given sufficient detail 1is it possible to link
~human factors design issues and data into a queuing network representation
for predicting performance. Without going to this point, it i{s not clear that
such linkage can be achieved except in a purely empirical way ({.e., by esti-
mating parameter values from observations of the system in operation). Also,
it is only at this level that operator interface design and redesign issues
can be addressed.

Addressing Issues of Accuracy and Error

As {llustrated in the SIMCOPE analysis in subsection 4.3.3, errov rates
can be established by the task or service description. To use this approach,
the process description must be sufticlently detailed so as to describe crror-
checking, editing, and various exit conditions™ in a probabilistic manner.
Service times will then directly reflect error by means of checking and correc-
tion loops: these will have the effect of increasing average service times.
Problem simplification strategies and load shedding could also be built into

the detailed process description, 1if desired, by making the processing activity
state~determined.

4.4 STAPN MODELING

In Section 3 and Arpendix A a detailed basis for STAPN modeling of ¢l
systems, including humans, are provided. However, there are certain ninimum
data requirements for using Petri nets which bear repeating at this point.

4.4.1 Summary of Basic Data Kequirements

To describe a model of PROCESSES, from which measures of performaac:
}M0Ps) and measures of etfectiveness (MOEs) may be computed, at least the
following is necessary:

1. A list of all of the Bigces.

2. A list of all of th:2 branches.

3. A list of all of the transitions.

“ke.y., -- Task completed error-free
~- Task completed with one error
-- Task completed with muitiple errors
ete.
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4. For each place:

a. A description of the process by which unavailable tokens
are made available.

b. The transitions which insert tokens into the place.

c. The branch which describes where tokens go after they
leave the place.

d. The number of tokens initially in each place.

5. Fovr each braunch:

a. A description of the decision rule which selects the path
each token will follow.

b. The place from which tokens exit through the branch.

c. The transitions to which tokens may flow (i.e., the
dlternative paths leaving the branch).

[ For ecach transition:

a. The places which must contain available tokens for the
transition to fire.

b. The places which receive unavailable tokens when the
transition fires.

These requirements can be grouped into three classes:
1. Vecision rules (5a)

2. Timing data (4%a)

3. Network topology (3ll others).

These form three basic “dimensions” of the physical process model.

4.4.2 Metrics for Insuring Model Quality

One of the major outputs of an IAT analysis is a physlical process model
from which performance measures will be ecalculated. At least four desiderata
apply to the outpat uf any such methodology:

1. Consistency:  Is the model {(formally) well-structured? Are
all connections lepal?

2. Completeness:  Is the model finished?  Arce there any loose ends
that need to be filled (n?
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3. Correctness: Is the model an accuvate representation of reality?

4. Parsimony: Is the model recpresented at an appropriate level
of detail?

Consider the {mplications of each in a Petri net framework: 3
1. Con¢istency

A Petrl net model has a strong syntax: places lead to branches,
which lead to transitions, which lead to places. Any model which
violates this syntax, e.g., by connecting a transition to a
transition, is inconsistent (Figure 4-3). While such inconsis-
tencles can be detected by a "model syntax checker,” like the
syntax checker Iln a compiler, it would be preferable to have a
methodology which ensures that the rc¢sulting model is consistent.

2. Cowgleggggig

A physical process model {s complete if 1t contains enough
information to allow it to be simulated. For Petri{ nets, this
means:

a. every branch {s preceded by a place

b. every trausition {s preceded by at least one branch

c. every place has an attached process (timing) model
d. every multiple output branch has an aitached decision rule

e. every place has an initial number of tokens specified
(default may be zero).

Any consistent network description satisfying a) and b), with
ancillary {nformation (c), (d), and (e), can form the basis of
a simulation.

Flgure 4-3. Inconsistent Petri Net Models
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Figure 4-4. 1Incomplete Petri Net Models

Correctness

Unlike consistency and completeness, correctness cannot be
assessed just by examination of the model. The usual issues
of validation, etc. cannot be avoided. However, there are
symptouws of {ncorrectness which should be double-checked when
found:

d. A place with no inputs and no initial tokens is
entirely superfluous.

b. A place with no inputs and some initial tokens {is
of transient importance only.

c. A transition which can never be enabled is superfluous.

Related to these symptoms, “liveuness”™ (related to c¢)) and
"boundedness” (no place where an infinite number of tokens can
accumulate) have been extensively studied in the literature.
Dead or unbounded Petri nets may be incorrect models, or may
be correct models of improperly designed systems.

R-2722

Figure 4-5. 1Incorrect Model: “Dead”
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Figure 4-6. lncorrect Model: “Unbounded”

4. Parsiwony
This is an aesthetic quality. Thece 1s a fundamental tradeoff

between the complexity of processes and decision tules and the
complexity of the network.

4.4.3 Extensions fcr Enhancing Model Clarity and Completeness

1. Annotations - text commentary iudicating the relatlouship of a

model element to the actual systeun.

2. Token Typing - labels on tokens to describe the function/object/
data they represent.

3. Multilevel Representations - aggregation of the process, prolo-
col, and timing information into higher-level ccnstructs (which
perhaps have non-local dependencies).

4. Other Yimensions - physical equipment models (from which timing
information can be derived), organization/goal models (from
which protoculs can be derived), etc.

4.4, 4 §EﬂTiﬁl

In suwmmary, Petri net process wodeling can be completely described by the
items 1in subsection 4.4.1 plus

1. An annotation describing the facility or resource that the
place represents.

2. An annotation describing the purpose or goal of the brauch.
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An annotation describing the event modeled by the transition,
including uncertainty, timing, and dependency relationships.

For cach token type,
a. An annotation describing what the token represents.
b. The transition(s) at which the type 1s created.

c. The transition(s) at which the type {s destroyed.

As appropriate, aggregate models and token typing hierarchies.
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SECTION 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 CONCLUSIONS

While numerous system representation methods such as IDEF,, Data Flow
Diagrams, and the SAINT and other simulation languages have long been avail-
able, none of these techniques, either alone or in combination, could meet
the IAT requirements noted in Section 2. The main obstacle was the lack of
a single, underlying, integrating analytical framework (i.e., a theory of C3).
With the development of the Stochastic, Timed, Attributed Petri Net STAPN)
representation technique for manned C3 systems, “this obstacle has now been
largely overcome.

The results of the work to date have served to demonstrate the feasi-
bility of IAT. Not only has the required analytical framework for IAT been
developed, but the following additional results have also been achieved:

a mathematically rigorous symbolic language (STAPNs) for describing
(i.e., modeling) and evaluating (i.e., assessing the system per-
formance and/or military effectiveness of) manned C3 systems and
their assoclated weapon systems at any level of description or
deconposition.

- a convenient means for managing system complexity by aggregating
and modularizing system details in the new Petri net "Box Node"
aggregation prmitive, without masking the impact of these details
on overall system performance and effectiveness.

~ a set of nested and self-consistent system measures derived from
the symbolic language.

- a flexible data management system concept based on the artificial
intelligence concept of frames and slots.

~ computer-based instantiations of all of the above.
In Sections 3 and 4 it has been shown that classical analysis methods

such as PERT/CPM and queuing theory, as well as computer simulation methods,
can be made an integral part of the STAPN methodology for IAT.




5.2 RECOMMENDATIONS

Based on the lessons learned from the three trial applications dlscussed
in Vol. 11, it is felt that an automated aid to IAT must be developed with the
following features:

1. A "Friendly Front End (FFE)" to help the analyst describe and
decompose a C3 system using a "standard" graphic Input language
of his or her cholce. Speciflcally:

- An analyst must be able to "enter" IAT using familiar or
easily learned, graphics—based techniques such as Data
Flow or IDEF, Diagrams, and the FFE nust lInteractively
assist the analyst lIn generating, decopposing, storing
and accessing these diagrams.

- The FFE nmust incorporate a 'Data Stripper' or means for
automatically stripping off from the stored Data Flow
and IDEF, Diagraws the connectivity, information flow,
dependency, control, resource assignment, and cther
data required to counvert it lnto a STAPN model,

- The FFE must also incorporste a ''Data Checker'" to help
the analyst build the required database. The mathemat-
ical rigor of the STAPN modeling method automatically
provides a '"model" of the relatlonships among the
various data elements, thus greatly reducing the diffi-
culty of Data Checker development. The Data Checker
must work interactively with the analyst to flag wmissing
and/or inconsistent data and connectivities, and must
also help generate a list of C3 resources and thelr
assignments to C3 processes.

2. A database system organized around the Frame/Slot concept of
artificial intelligence to provide the flexibility needed to
make possible the features described hereln. Data organization
is crucial to the success of an automated ald to IAT. The data
must be organized dimensionally and hierarchically to reflect the
decomposition levels within and among each of the four descrip-
tive dinensions (Process, Resource, Organization, and Goal).
For example, slots in a given process frawe must be capable of
being used as "pointers' to associated processes, to assigned
resources, to organizational assignments, to assigned perfor- .
mance goals, and to associated sets of measures (e.g., "PROD"
statistics) contained in other frames, while maintaining con-
sistency of description among the dimcnslons at a given decon-
position level. To reduce the effort involved, the system
should also contain a 'default" database of key C3 systen and
human operator/decisionmaker parameters. This will permlt
sensitivity analyses to be perforwmed to determine which data
item values require further refinement (e.g., by ueans of man-—
in~the-loop experiments).
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3. An "Explainer" for explaining to the analyst why certaln data
inputs were required, why the structure of a STAPN model was
incomplete or inconsistent, and why selected MOPs and MOEs were
obtsined when the model was exerclised. Without such a feature,
we hav. found that analysts will be loathe to use the automated
alds descrlibed above, and thelr '"customers" will question the
credibility of thelr results.

Fortunately, except for the Data Stripper, many of these features have
already been or are in process of belng developed for other projects, and .
need only to be combined and integrated to form an automated analyst's ald :
to applying 1AT. 1t Is recoumended that this be done.




116




APPENDIX A

MATHEMATICAL FORMALISM FOR STAPNs

A.1 INTRODUCTION

In this appendix we present detalls of Stochastic, Timed, Attributed
Petri Nets (STAPNs). The canonical Petrli net variables and their relation-
ships are ldentified along with methods for both their decomposition and
aggregation. Techniques for evaluation of measures are briefly described
(detailed examp:.; will be found In Volume II), and Appendix A ends
with a descriptrion of some of the systems analysis issues that have not yet
been addressed.

A.2 CANONICAL MEASURES: PROD STATISTICS

In subsection 3.4 we established tight connections between the reality
of a C3 system and the structure of an abstract STAPN representation of that
system. Given these high fidelity relations, conclusions drawn from the
STAPNs carry over directly to analogous statements about reality. In partic~
ular, this section explains how the STAPN primitives give us a way to identify
canonical variables which describe their behavior, and henceforth we take for
granted the fact that these variables apply equally well to a real system.
Appendix C contains procedures and guidelines for generating measures from
STAPNs.

There are four types of canonical measures, each associated with a dif-
ferent element of a STAPN: arcs, transitions, places, and tokens. There is
no distinction between capability measures, mission measures, or effectiveness
measures: each of the four canonical types can play any of the three func-
tional roles. In order to prod one's memory about the forms of the canonical
measures, we consider them in mnemonic order (probabilities, rates, occupan-
cles, and delays), and do not distinguish between roles.

Before introducling the canonical variables themselves, two technical
aspects of their defiunitions must be settled. First, some basic stochastic
processes associated with STAPNs are introduced, processes that will form the
basis of explicit evaluation mechanisms alluded to in Assertion 4 on page 60.
Second, each basic measure may be defined in four different ways, depending on
the evaluation mechanism used.
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A.2.1 Basgsic Processes

Begin by considering any arc Ay in a STAPN. Suppose the STAPN's opera-
tion is started several times, each execution called a replication of the
process. For each replication, observe the tokens that flow along Ay. These
tokens flow instantaneously and in sequence (tles may be broken arbitrarily to i
establish a total order on the tokens that follow Aj). Let ty (n, k) be the v
time (according to some external, global clock) that the n-th token traverses
A4 during the k-th replication of the STAPN operation. The ty (n, k) form a
set of random variables which characterize much of the STAPN's behavior.

ERe 7o

To derive measures from the ity (n, k), for each arc Ay and each replica-
tion k, define an indicator function Iy (t, k): -

14 (t, k) = g4 6§ (t, ty (n, k)) ‘

where the sum is taken over the total number of tokens passing over Ay in the
course of replication k. The § (., ) function is the Dirac delta: a func-
tion which is zero almost everywhere and which integrates to unity when the
value of one argument is included in the range of integration of the other.

The I3 (t, k) are the most basic stochastic processes for a STAPN. How-
ever, more important 1s the counting process Jjy (t, k), which gives the number
of tokens having traveled on Aj between time 0 and time t, in replication k.
Jq (t, k) is related to Ij (t, k) by:

t
Jg (e, k) = [ I (s, k) ds
0

The processes I3 (t, k) and J; (t, k) are the primitive stochastic
processes from which the canonical measures will be constructed. Note that
the algorithm for generating either of these two processes from observations
of a STAPN's behavior is consistent with Assertion 4.

A.2.2 Forms of Measures

To see the differences between four forms of measures, consider J;, the
number of tokens having passed over arc Ay, as an example measure. This basic :
quantity can be interpreted as an instantaneous value; it may be averaged over v
a number of replications, over time, or both; the averages may be finite or
infinite.

An instantaneous value of a measure 1s taken at one instant of time t in
a single replication k. To make this dependence explicit, denote the instan-
taneous value of Jy as J; (t, k), as above. Since tokens are alwost never on
arcs, J3 (t, k) is plecewise constant, with unit step discontinuities at a
countable number of values of t and k.
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An ensemble averaye is taken over several replications. Denoted by the
form J; (t), ensemble averages may be computed from the instantaneous values

as:

Jy (6) = kb oge 3y (e, k)

where K is the number of replications. Unless K is explicitly mentioned,
sssume K is infinite:

Jg (t) = limg,e {K’1 Ik Ji (&, k)}

A time average is, of course, taken over time. Time average measures
are denoted by the form Jy (k), preserving the dependence on the replication
index. Time averages may be computed from the instantaneous values as:

.
Jp (k) =17 [ Jy (¢, k)
0

where T 1s the time interval of interest. Note that Jq (k) takes on the
interpretation of a rate: the number of tokens which cross A; per unit time.
Again, unless T is explicitly specified, assume T is 1lnfinite:

T
g1 (k) = limp,, {17} [ 33 (£, K}
0

If this limit exists, and the system does not exhibit periodic behavior, then
Ji (k) is often refered to as a steady state measure.

Finally, a time-ensemble average is, as expected, taken over both time
and replications. These measures are denoted by the form Jj, suppressing the
dependence on time or replication index. These averages may be computed from
any of the above in the obvious ways. Both averages are assumed infinite
unless stated otherwise.

Which of these four forms Is preferable? The answer depends on the uses
to which they are to be put. Instantaneous values or ensemble averages are
useful when the situation or system structure changes over time, since they
are applicable at every instant of time. Time aver:.ges are useful when the
system and its environment are in some sort of equilibrium, so that a steady
state measure can be considered meaningful.

In subsequent subsections, only infinite ensemble averages and infinite
ensemble-time averages (steady state measures) will be considered (e.g., J; (t)
and J;). Definitions of canorical measures given in these forms can readily
be adjusted to provide definitions of the measures in the other forms. How-

({.e., K or T) must be specified in order for the measures to be well defined.
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A.2.3 Probabilities

The first canonical measures are assoclated with arcs Jeaving places.
To each place corresponds a decision rule, which specifies by which arc each
token departs. A certain fraction of the tokens that leave the place follow
each of the exit arcs; these fractions are the canonical probability measures.

Formally, suppose place Py has output arcs A}, Ay, ..., AK. Define the K
probability measures associated with those arcs as:

arc n is:

pin = Ump, o {Jn () / ¢ Ik (8))

Since pyp (t) is defined only at a countable number of points (since only a
countable number of tokens are generated in a countable number of replica-
tions), care must be taken in the determinaticn of the time average py,. To
keep py dimensionless, we take the defirnition of py, as an assertion, not a
direct cousequence of the definition of pygq ().

All of the probabilities are unconditional probabilities. thelr defini-
tion assumes nothing is known about the activities in other parts of a nert.
Conditioning the probabilities on such knowledge can drastically change their
values. For example, consider the partial net (Fig. A-1). Without knowledge

Figure A-1l. Condlitiunal Exit From a Plare




of the placement of tokens in P and Py, p3) and p32 might both be, say, 0.5.
However, conditioned on the marking of the net in Fig. A-1, the probabllity

that the token in P3 leaves through Ty is 1.0. Thus a probability measure piy
must ve carefully interpreted; it i1s meaningful and well defined precisely
when the only knowledge about the net 1s that some token is leaving place i.

Every place has at least one output arc, so at least one probability mea-
sure is defined for each place. If exactly one output arc leaves a place, the
value of the probability measure for that arc will always be 1.0, irrespective
of any other structure or activities of the net. This is a degenerate example
of a canonlcal measure, and formally defined but rather useless in practice.

A.2.4 Rates

The second canonical measures are attached to transitions. Transitions
fire; this is their essential activity. 1In most STAPNs, transitions fire
repeatedly, and 1t is meaningful to measure how often they fire. The fre-
quencies with which transitions fire are called the canonical rate measures.

Formally, suppose transition T4 has input arcs Ay, Ay, ..., Ag and output
arcs Ayy), Ag+2, s+, Ag4Le Due to the coordination role of transitions, and
the fact that exactly one token passes over each and every one of these arcs
when Ty fires, it is known that:

Jl (t) = Jz (t) T see = JK+L (t)
Without loss of generality, J; (t) can be used in the definition of the canon-~

ical rate measure for transition Ty:

The rate at which transition 1 fires is:

Ay (v) =d/de [ J; (b))

The steady state firing rate of transition 1, {if it exists, is:

A o= Hap,, { T70 Iy () ]

The firing rate of a transition implies that tokens flow along each of
its input arcs and output arcs at exactly the same rate. From these, token
flow rates into and out of a place can be determined by summing arc flow rates
over all input or output arcs of that place. Because of these relations, rate
measures need not be defined for other elements of a STAPN.




Ad2.5 OCCUEan_C_i_e_B__

The third canonical measures are connected with places. Places store
tokens between their creation and destruction. The natural jquantities to
associate with places are the number of tokens which occupy those places;

———— e

Formally, suppose place Py has K input arcs labeled A}, Ay, ..., Ag and M
output arcs Ags]s AK+2s +-+» AgsMe Tokens arrive in the place over any input
arc, s0 the process which indicastes the total number of arrlvals into the
place, by time t, is

Tk Jk (t)

Similarly, the process which indicates the total number of departures from the
sawme place, by time t, is

Im Jk+p ()

Now, the number of tokens in the place at time t Is some initial number of
tokens specified by the marking of the STAPN, ny (0), plus the number that
have arrived, less the number that have departed:

e e e

T
ng = g (0) + Mo, { T70 [ 5 Ik (8) = Ip Jgenm (£) dt |}
0

A.2.6 Delays

The fourth canonical weasures apply to tokens. Tokens exlst between
their creation at one transition and thelr destructiorn at another. The
natural quantities to associate with tokens are their lifetlmes; these are
the canonical delay measures.

Formally, conslder all tokens created in place PPy and destroyed by output
transition Ty. (A1) such tokens spend thelir llves in the same place. How-
ever, different timing models may describe the duration of thelr unavallable
state, since tlhey may have been created by different transitions.) Nuwber
these tokens in order of their creation, using the index ny; to emphasize the
dependence on both Py and Ty. Let ty (nij- k) be the tlme of creation of the
ngj-th token to arrive at Py in replication k; Jet t; (ngj, k) be its time of
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destruction at T3. Note that delay measures are defined on a token by token
basls, so we musg replace time averages with token averages to form steady

state measures:

The delay experlenced, before time t, by tokens between arrival
in place I and destruction at transition § is:

115 (ngj) = t5 (ng3) - t1 (niy)

The steady state delay experienced by tokens between arrival at place 1 and
destruction at transition j, if it exists, 1s:

113 = log,w [ N1 5p 1y () )

Note that tjj (ny3, k) is defined only when the ng;~th token from Ty to T has
been destroyed, t%at is, when tj4 (“ij» k) 1s known, Tokens which have been
created, but are still in a place, do not have a permanently defined lifetime
and are thus excluded from this definition. Tokens which are part of the
initial marking arrive at thelr respective places at time 0, when the STAPN

starts to operate.

Finally, note that these delays are conditional delays: they represent
the time a token spends in Pj given that it exits through Tj. They do not
describe the delay which any token experience: in Py, although the latter
measure can be computed from the canonical delays and probabilities.

A.3 HORIZONTAL RELATIONS BETWEEN MEASURES

From the discussions above, it is clear that not all measures are indepen~
dent. The most trivial example occurred in the case where a place has a sin~
gle output arc: the probability for that arc is 1.0, regardless of anything
else. This section identifies four classes of relations which exist between
the canonical measures of a STAPN.

Consider the partial STAPN and its canonical measures in Fig. A-2. A
number of relationships hold between the measures shown here. For example,
equations which relate the steady state measures happen to be:

p12 + p13 = 1.0 Conservation of probability

A= A2+ oAg Conservation of rate

A= pi2 * o\ Probability -— rate relation

A3 oppy XA Probability -- rate relation

n1= A1 * (p12 ¥ 112 + p13 * 113) Occupancy —-- rate —-- delay relation
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Figure A—2., Canonical Measures

The four types of relations exemplified above can be generalized; in
fact, similar equations exist for the steady state measures surrounding every
place in a STAPN. For measures expressed as ensemble averages, the analogous
equations are uot algebraic; they take the form of delay-differential equa-
tions (which czn be viewed as relations between entire time functions, rather
than between single values). Whatever the form, these equations jrovide the
set of horizontal relations that apply within a single STAPN model.

A.3.1 Conservation of Probability

Recall that th: canonical probabllities measure the fraction of tokens
that leave a place along each of {ts exit arcs. Since every token that leaves
a place must follow exactly one output arc, these fractions must sum to one.

Formally, suppose place Py has output arcs Ap, Ay, ..., Ag. The first
horizontal relation between measures 1is:

For ensemble averayes:

Tk pik (t) = 1.0

For steady state statistics:



r---r

These relations imply that one probability measure at every place is redundant--
including the trivlial situatlon where only one arc leaves a place.

A.3.2 Conservatlon of Rates

The scecond class of horizontal relations also follows from the fact that
tokens do not evaporate from places. Every token that enters a place either
stays there, or leaves to be destroyed at a transition. As long as tokens do
not pile up in a place indefinitely, the sum of the output rates must approach

the sum of the input rates.

Formally, suppose a place P; has K input arcs labeled Ay, Ap, ..., Ag
from transitions T;, T2, ..., Tg respectively, and M output arcs labeled Ag4y,
Ag+2, +++, AgsM to transitions Tgyy, Tge2s sees TgeMe Recall the basic
occupancy equation:

ni (t) = np (0) + gx Jx (£) = Iy Jg+m (E)

Differentiating both sides with respect to time, and substituting the defini-
tions of rate statistics provides:

Conservation of Rates:
For ensemble averages:

d/dt ny () = Ik x (£) = Tn Ak+m (t)
or

Im Ak+m (£) = Ix A (t) - d/dt n; (t)

Im M+m = Tk Ak (t)

These relations imply that many rate statistlics are redundant. The STAPN
topology restricts the channels which tokens may follow; tokens that contri-
bute to a rate statistic at the input to a place must eventually contribute
te an output rate at the same place.

A.3.2 Probability —-— Rate Relations
The third class of horizontal relations results from the process which

determines how a token departs from a place. The total flow of tokens into a
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place diverges into flows along each output arc, so that the total flow out
of the place 1s the sum of the output transition firing rates. A probability

describes the fraction of that flow which travels along each arc, and the flow
along each arc equals the firing rate of the transition termlnating that arc.
Thus we can relate individual output transition firing rates to the total
output firing rate.
Formally, again suppose a place Py has M output drcs labeled A}, A2, ...,
Ay to transitions T}, Ty, ..., Ty respectively. From the definition of C (t):
Io (£) = 50 Iy (t) * py (t)

Note that
d/dt Jn (t) = lmg,. [ K7} g d/de 3y (r, k) )
SO

An (8) = Mog,e { K7D oop Ig (e, K) } = Iy (t)

Siuilar manipulations apply to the gteady state statistics. From the deiini-
tion of pp:

MHop,e { TV In () ) = Map,e { T8 5o dn (T) ) * o
and passing to the Iimit:
Ao = | Za g ] * on
These arguments give us the third kind of horizontal relation:

Probability-Rate Relations:
For ensemble averages:

An (¢) = m *m (t) * on (t)
For steady state statistics, 1f they exist:

‘m = La dn * on
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These relations can be used two ways. If canonical probabilities are known,
then all rates for the output transitions of a place can be deduced from any
one such firing rate. If all rates are known, then we can solve for all

probabilities without any other information.

A.3.4 Occupancy—-Rate-Delay Relations

The final class of horizontal relations exploit two different interpreta-
tions of the same quantity: the number of token-seconds spent in a place.
This can be computed by adding up the lifetimes of all tokens that transit a
place, or by integrating the nuwber of tokens present over time.

Formally, suppose a place Py has K input arcs labeled A;, Aj, ..., Ay
from transitions T}, Ty, ..., Tg respectively, and M output arcs labeled Ay4,,

Ag+2, ese, Ag4yM to transitions Tg4y, Tg4)s sos, TgeyMe Consider the nth token
that passes through Pi, departing through Ty4, at time

t = Cg+n (n)

At this time, the total number of tokens having passed through P4 is

Im JK+m (£)

Assuming first-in, first-out passage of tokens through Py, this n-th token
will have arrived at Pi at some time t - 14 which satisfies:

Tk Jx (t - 1) = ip Jk+m (T)

Differentiating both slides with respect to t(n),
Sk Ak (6 = 14) * (1 = d/dt t4) = Ip Agem (T)

Rearranging terws, the delay encountered by a token leaving Py at time t is
11, glven by the delay-differential equation: !

d/dt vp = { tk Ak (& = 1) = Za Akenm (8) )/ Ik Ak (€ = 11)

Now consider the steady state statistics. The total amount of time spent
by those tokens in Py, which have left via Tyg4p by time t, is:




81,Ktm (t) = Sy ty gap (0, t)

The total amount of time spent by all tokens in Py which have left by time t
is:

8 (t) = Iy 63 k+m (t)
The number of tokens departing Py by tiume t 1is:
b JK+m (t)
so the average amount of time, per token, spent in Py is:
e {t) / Ip Jg4n (t)

Now, an alternative way Lo compute 9y (t) is:

(]

81 (t) = ng (t)

i
0

Letting 14 be the average time any token spends in Py, the combinatiocn of the
last two forms ylelds:

1
14 = | T-1 [ ni (T) } /| Tl 5p Jkem (D) }
0

Passing to the limit in T gives Little's formula, well known from queuing
theory:

14 = ni/ Ip M+n

These arguments give us:

For ensemble averages:

d/dt vy = | o oa (6 = 11) = Tp ke (U) )/ Ik o (to-otg)
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For steady state statistics, if they exist:

Ng = T4 * Iy A4m

These equations are not quite complete, since they involve the uncondi-
tional delay in Py, namely t.. Instead of applying just to tokens leaving Py
by a specific arc, Ty is an average over all tokens passing through P;, and
has not been seen before. Conditional delays, T 4 have been defined previ-
ously, but are defined with respect to a specific transition T;. Fortunate-
ly, the two delays are easily related to one another. For ensemble averages,
if the ny g4p~th token departs Py via Tyy, at time t,

g () = Tf K+m (0i,K+m)

For steady state statistics, the unconditional delay 1s simply a weighted
average of the conditional delays:

Ty = In Pi,K4m * T4 ,K+m

A.3.5 Implications for Minimality

Clearly the entire set of canonical measures for a STAPN, while entirely
meaningful, includes redundant elements. The four types of horizontal rela-
tionships described above apply to any STAPN, and thus can be used to elimi~-
nate redundant mensures. By first identifying all canonical neasures, then
finding all of these horizontal relationships, one has a simple procedure for
eliminating the redundant measures. Simply select one relationship, eliminate
one measure which appears in it, use it to replace all occurrences of the
eliminated measure in all other relations, then repeat for each other rela-
tion. Of course, the equations above provide no gu‘dance pertaining to the
order in which relationships and measures should be selected in this process.

The power of these relations can be clearly seen when steady state sta-
tistics are used. For example, one can use the occupancy-rate-delay relations
tu compute all occupancies from rates and delays, so all occupancy measures
can be eliminated. ‘Then one can use the probabilitv-rate relations to com~
pute all probabilities from the rates, so all probabilities can be discarded.
Finally, the conscrvation of rate relations eliminate a rate measure frouw one
output transition of eich place. By following these steps, a majority of the
canonical measures can be temoved from the origfinal set of candidate measures.

There is no juarantee that the canonical relations arc the only sources

6f dependence amony measures. Tndeed, when values of measures are to be com-
puted, additicral relations must be made available in order for the values to
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be completely determined. The four classes of relations presented here are,
however, the only relations which always hold and which may be determined
solely from the topology of tha STAPN.

A.4 REFINEMENT OF MODELS

Petri net models of real systems are notoriously couplex -- often pro-
hibitively so. In order to manage the unavoidable complexity of ¢3 systems,
we have suggested that STAPN models could be arranged in hierarchies, with
each level representing the same system but with differfng amounts of detail.
well defined connections between models at successlve levels allow the general
gtructure depicted in a higher level model to be transferred to lower level
models. In addition, these same connections can help structure the model
building process, and give rise to quantitative relations between measures at
nelighboring levels.

A.4.1 Disaggregation and Enhancement

Two mechanisms exist for expanding a model from one level of detail to
another, based on opposing philosophies. The first is strict structured decon-
position or disaggregation, where each element of a level N model decomposes
into a set of elements at level N+1, and where the level N+1 model coutains
nothing but these decomposed elements. We naturally think of disaggregation
in terms of geographical regions, where natlions disaggregate into nonover—
lapping territories, and every acre of land {s contained in some territory.
Similarly, organizations often disaggregate from divisions to groups to peo-
ple, and every person is a member of one group, every group is part of one
division. Strict disaggregation 1{s a powerful technique when it can be used,
as it implies precise relatiouships (homomorphisms) between the structural
elements deplicted in successive modei ievels.

Unfortunately, very few real systems can be disaggregated so that thelr
higher levels are just iggregated versions of their lower levels. More often,
the lower levels contaln detai{ls that have no counterpart at the higher
levels. Yes, the United States can be disaggregated into fifty states and
several territories, but where do national parklands and Indian reservations
fit {nto this scheme? Yes, organizations can be disaggregated into divisions,
but where do interdivisional programs and matrix management fit {in?

To deal with real C3 systems, we must be prepared to consider details
relevant to level N+l which do not appear at all in higher level iwodels. For
example, speclal purpose messages, which are part of a protocol to manage a
comnunications network, should be suppressed in any siuwple model of the mission
which that network supports. Such detatls which appear afresh at level N+l,
without being modeled at level N, are enhancewents to the model of level N.

The distinction between disaggregation of a model, which {mplies strong
relations between models at two adjaceat levels, and cnhancement of that
wodel, which precludes any such relatlons, becomes particularly important
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when we derive vertical relations between the measures assoclated with the
two levels. Subsection A.4 will revisit this distinction; for now, we simply
explore three techniques for increasing the detall of an existing model:

two disaggregation methods (one for transitions and another for places) and
enhancement.

A.4.2 Disaggregation at Transitions

The simplest disaggregation technique expands one transition at level N
into several transitione at level N+1. This partitions the events (physical
boundary crussings) modeled by the higher level transtition into subsets of
events, one subset for each lower level transition.

Formally, consider two STAPN models of the sawme system, organized at two
levels of detail. The model at level N contains some traunsition T4, and the
model at level N+l has some transitions Ty j, Tg,2, ... Tg,M. Define:

Transitions Tg ;, Tg,2, -.. Tp M form a strict disaggregation of
transition Ty 1f and only if there is a one-to-one correspondence
between firings of the former and firings of the latter.

A simple illustration of disaggregation at a transition is shown in Fig. A-3.
Here, transitions Tg) and Tg3 form a disaggregation of transition Tg2. (To be
precise, this is the case {f and only if Tg) is a trivial disaggregation of
Tpl» SO every token entering Psy corresponds to a token entering Pgpj.) Since
tokens may leave Pal only via Ta9, and Pg) only via Tgy or Tg3, there is a
one-to-one cortespondence between firings of the shaded transitions in the two
models.,

‘igure A-3. VDisaggregation at 4 Transition

131




Physically, disaggregation at transitions divides the flow of objects or
messages across some boundary into component flows. The components may be
defined f{n two ways. First, a smingle class of objects at the higher level
may be divided into several clssies of objects at the lower level. For exanm-
ple, messages arriving at a facility wmay all be lumped together at the higher
level, but broken out by type it the lower level. Secondly, the actual bound-
ary may be refined, being broken into segments across which oblects of the
same type flow. For example, the flow of enemy helicopters across the forward
edge of the battle area can be decomposed by the sector from which they arrive.

In summary, disaggregation at transitions supports hlerarchical decom-
position of token classifications and of boundaries.

A.4.3 Disaggregation at Places

The second disaggregation technique expands one place at level N into several
places and transitions at level N+l. This refines the model of processing
done at a place in the higher level model into {ndividual processing steps.

Formally, consider two STAPN models of the same system, organized at two
levels of detail. The model at level N contains some place Pp, and the model
at level N+1 has souwe places Pp 1, Pg,2, ... Pg M. Define:

Places Py,l1, 23,2, <+« Pp M form a strict disaggregation of place Py
if and only if there is a one-to-one correspondence between tokens
in the former and in the latter.

A simnle {llustration of disaggregation at a place is shown in Flg. A-4. Here,
places Pgy, Pc2 and Pe3 form a disaggregation of place Pgy;. (Again, this is
the case 1f and only if each Tc,m its a trivial disaggregation of transitions
TB,m» m=1, 2, and 3, so every token entering Pg] corresponds to a token en-
tering Pgy, and every token leaving Pcp or Pcj corresponds tc a token leaving
Pg1.) Note that the two processing paths in the original model (Tg} to Pp)
to Tg2, and Tp) to Pg; to Tg3) are each decomposed into a single sequence of
transitions and places in the lower model, but that the latter share Tg] and
Pcy. Note also that the new trausitions, Tg4 and Tgs, have no counterparts
in the original model, so they are not disaggregations of any original tran-
sitfons. 1If the initial number of tokens in Pg¢y, Pg2 and Pc3 equals the {ni-
tial nuember of tokens in Pgy, then there will always be a one-to-one corrc-
spondence between tokens In the shadnd places of the two mudels.

. Physically, disaggregation at places Jivides the processing of oblects or
i messages in a reglon or facility into processing substeps. For each palr of
faput and ourput transitions {n the original model, a sequence (Qore general-
ly, an acyclic network) of places and transitions appears in the lower model
to convey details of the nriginal processing. Just as tokens in the original
model share residence In the original place, so the refined processing path-
ways may share transitions and places. However, no coordination wmechanism
other than simple sequencing aloag each pathway is posslible using place dis-
aggregation, as more sophlsticated coordiration mechanisas require additional
tokens, usually to tepresent memory In the coordination mechanisia, which have
no counterparts in the original model.
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Figure A-4. Disaggregation at a Place

The natural physical candidates for place disaggregation are decomposi-
tion of regions into subregions, division of facilities into components, and
segmentation of procedures into steps. For examples, a high level model might
represent an entire nation with one place, using transitions between places
to model border crossing events; a lower level model might use a place for
each state or county, with additional transitions modeling intermal border
crossings. The North Cheyenne Mountain Complex might be a single place in
one model; each operations center might be a place in a lower level model,
with some additional transitions modeling message or personnel movement be-
tween centers. The launch preparation process for a strategic missile might
be captured by one place in a high level model; at a lower level, individual
places might represent separate preparatory processes such as fueling, arming,
and targeting.

In summary, disaggregation at places supports hierarchical decomposition
of regions, facilitiles, and procedures.

A.4.4 Simultaneous Disaggregation/Subnetworks

Parenthet{cal comments following Figs. A-3 and A-4 indicated that simul-
taneous disaggregation at both transitions and places 1is needed in order to
assert that either one is valid. That is, one-to-one correspondences between
tokens can be wmaintained 1f and only if there exist one-to-one correspondences
between the events that create and destroy tokens (transition firings). Thus
procedures to validate that a place disaggregation is correct must introduce
compatible transition disaggregations, and vice versa.
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Formally, the correspondences between tokens and transition firings pro-
vided by a simultaneous disaggregation provide a well defined homomorphism
between two model levels. 1In subsection A.4, we will sece that this homomor-
phism creates exact relationships between measures at the two levels.

From a practical perspective, simultaneous disaggregation is more readily
understandable than artificfally enforced separations between disaggregation
at transitions and at places. 1In fact, simultaneous disaggregition can be
interpreted quite naturally as subnetwork expansion. Each place is disaggre-
gated into a subSTAPN, which may model the decision rule or timing model for
the original place in more detalil. Each transition is disaggregated to ensure
that the boundaries of the subSTAPNs are compatible: the output transitions
for one subSTAPN must match the input transitions of any subSTAPNs that follow
it. Thus simultaneous disaggregation permits construction of hierarchies of
models which have precise correspondences between elements at successive
levels.

A.4.5 Enhancenent

However, simultaneous disaggregation is not sufficient to model real c3
systems. The high level structure of these systems only becomes apparent when
some details are completely suppressed. We must have a method for resurrect-
ing these details as the model levels become more detailed, or risk losing
the completeness property of the models. That method is enhancement: adding
additional STAPN primitives to a model for which no corresponding clement
exists at the level above.

There is no formal definition of enhancement, but the concept is ade-
quately illustrated by example. In Fig. A-4, we disaggregated a place into
three places and two transitfons, but added no informatfon about the decision
rule for the original place. Suppose that logic {s to send alternating tokens
to Pg2 and Pe3. The lower level model of Fig. A-4 can be enhanced to capture
this special coordination mechanism as shown (Fig. A-5). Here, tokens alter-
nately occupy Pp4 and Pps, thus enabling transition Tpy for every other token
that becomes available in Ppj. However, there {s no token at the higher level
that corresponds to the token initially in Ppg. (Similarly, no transitions
fire at the higher level when elther Tpg or Tps fire, as seen in Fig. A-4.)
Thus Pp4 and Ppg constitute an enhancement to the higher level model.

Physically, enhancement adds structure to a model. 1t does not nullify
any aspects of a higher level model, but {ntroduces new objects and coordina-
tion mechanisms to extend the detail of that model. For most simple STAPN
models, complexity not represented by the network itself is hidden in the
decision rules and tining models. Therefore, we would expect enhancement to
inject more visibility into these elements as a oodel is refined.

Figure A-5 is a simple example of how an allocation decision rule, modeled
simply as the separation of two token flows in Fig. A-3, can be nmade explicit.
Similar mechanisms express the detal’ of other common allocation rules, such
as allocating a message to an operator with the shortest queue. Timing models
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Figure A-5. Enhancenent

used in higher level models usually represeat activities of long duration,
such as establishing the identity of an object, and a lower level enhancement
would make explicit the time taken when false identities are conjectured and
rejected, perhaps several times, before the true {dentity {s established.

Finally, we saw that disaggregation only peraits processes to be decom-
posed into sequential subprocesses. 1In order to introduce the parallelism
and related coordination mechanisms so vital to C3 systems, we cannot rely
on disaggregation alone. Enhancement provides the opportunity to introduce
parallel processing paths and additional coordinatfon between them, as in
Fig. A-5.

In summary, enhancement supports hiecvarchical decomposition of decision
rules, timing models, and coordination mechanisas.

A.4.6 Implications for Completeness

In additiun to the usual issues of wmodel fidelity, internal complete-
ness is a pruperty of hierarchies of models that can potentially be verified.

135



The disaggregation techniques provide the structure for validating internal
completeness.

In what sense can one expect a hierarchy of models to be internally com—
plete? It has been repeatedly argued that much detail present in lower levels
must be suppressed from higher levels for the models to be managable. Enhance-
ment is a necessary technique for building hierarchical .uodels of C3, so one
cannot ask that all features present in one level be present in all levels
above. One can, however, demand that nothing be lost as we work more detail
into the models -- i.e., that every object and event captured by a high level
model be included in some component of each lower level model.

In STAPN terminology, internal completeness demands that every token
created at level N have a unique counterpart at level N+1, N+2, ..., and that
every transition firing at level N corresponds to a unique transition firing
at every level below it. Suppose that:

Assertion A-l: Every STAPN model of a system can be decomposed by
successive disaygregations (at either places or transitions) and
enhancenents.

Now, the properties required for strict disaggregation (one-to-one cor-
respondences between tokens and transition firings at successive Jevels of the
model) are transitive (so that they apply between levels N and N+K+M if they
apply between levels N and N+K, and between levels N+K and N+M). Thus if
successive disaggregation-enhancement steps are used to build a hierarchy of
models Iin a top-down fashion, any token or firing in level N will have a
unique counterpart at every level below, so

Fact A-1: Every STAPN model constructed from top-down iterations
over disaggregation—-enhancement steps, where the disaggregation is
performed at every place and every transition, is internally complete.

Thus one can ensure Internal completeness for a collection of STAPN models by
carefully structuring the model-building process, so that disaggregation and
enhancement are alternated as the model is built in a top-down fashion.

A.5 VERTICAL RELATIONS BETWEEN MEASURES: AGGREGATION

Suppose one has two versions of a model at different levels of detail,
and they are related to one another as described in subsection A.4. How do
the connections between models carry uver ‘nto telationships among measiures?

For each of the four types of canonical measure, the disaggregation
methods produce a set of vertical relatioas which determine values for the
higher level measures from lower level values. 1f the conditions of Fact A-1
are followed, one vertical relation is produced for each high level measure.
Since the structures introduced by enhancement are not part of the disaggre-
gations, the measures associated with the enhancement elements will not appear
in any of the vertical relations for the level above.
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A.5.1 Paths and Path Sets

We will use the same notation in the discussion of all four classes of
vertical measures. Any simultaneous disaggregation process starts with some
place at level A, Pp, its input transitions Ta,1> Ta,25 «+- Tp K, and its
output transitions TA,K+1: TA,K+2' eevs Tp K+Me Disaggregation at the input
transitions produces transitions Tp j, Tg,2, ... Tp,}, at the next level B.
Disaggregation at the output transitions produces transitions Tg,L+1> TB,L+2»
«o» T L+N- Finally, disaggregation of PA,i produces several new places Pg 1,

PB’Z, cee PB,J'

Common to several definitions of vertical relations ls the notion of
a path set. A path under P, is an alternating sequence of transitions and
places which (a) starts at one of the disaggregated input transitions Tg,1»
Tp,2» +++ Tp, L, (b) terminates at one of the disaggregated output transitions
TB,L+1» TB,L+2» «+- Tg 4N, (c) only contalns a subset of Pg j, Pg 2, «.e
Pg.J, and (d) is acyclic. The collection of all such paths is the path set
for Py, denoted as Sp. The collection of all paths in Sa that terminate on
transitlons diaggregated from Tpj is denoted by the set SA,Aie

This definition of paths, along with the properties of the disagyrega-
tions which produce them, results In an essentlial characteristic of a path
set: If several paths connect any one disaggregated Input transition to any
disaggregated output transition, they diverge and converge only at places.

The proof of this fact is by contradiction. Suppose two distinct paths
in a path set diverge at a transition. Suppose this transition, common to
both paths, fires. This creates one token in each of the two next places of
each path. By the definition of place disaggregation, each of these two tok-
ens must bear a one-to-one correspondence with tokens in the original, aggre-
gated place. Since only one token is created in the aggregated place in the
upper level model by this firing, these two tokens are in a one-to-one corre-
spondence with the same token, thus producing a contradiction. The proof for
convergence at places is proven by the same arguments, working backwards in
time from the disaggregated output transition.

There may be several paths containing any single place. For example,
consider the higher level system in Fig. A-3, which we refined into the lower
level system of Fig. A~5. These two nodels are shown together in Fig. A-6.
In this diagram, the original place Pp} has a path set Sp] containing two
paths:

Tplr » Ppi » Tps » Ppy » Tp2

Tpy » Pp1 » Tps » Pp3 » Tp3

Neither Py, nor Pjg appear in any path set, since they resulted from enhance-
ment, not disagyregation at Ppy. For this reason, the two acyclic sequences:
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Tpy + Ppr * Tps * Ppy + Tps * Pp3 * T3

Tpy * Pp1 * Tps » Pps *» Tps * Ppy » Tp2

are not in the path set for Ppj.

Figure A-6. Example for Vertical Relations

Continuing the example shown in Fig. A-6, five vertical relations hold
between the canonical measures for the two systems. The cquations which
relate the steady state measures of the two models are:

PAl,~2 = fD1,D4 + PD1,DS Aggregation of probability
Aal = Apy Aggregation of rate
Ap2 = Ap2 + Ap3 Aggregation of rate
NAl = "p1 + Ap2 + D3 Aggregation of occupancy

Tal,A2 = Pp1,D4 * {T01,n4 + TD2,D2}
+ pp1,D5 * {TDl,DS + TD3,D3} Aggregation of delay

The next four subsections derive general varsions for each of th..e four
classes of canonical vertical relations.

A.5.2 Aggregation of Probability

The canonical probabllities measure the fraction of tokens that leave a
place along each of 1its exit arcs. As places are concatenated along a path,




these fractions multiply, as the flow is subdivided at each place. As paths
converge, thesc fractions add. The total fraction of tokens that reach each

disaggregated output transition is the sum of the fractions for each path
terminating at that transition.

Formally, one must begin by defining scme Intermediate variables for the
paths. The weight of a path s under P,j, denoted wg, is a normalization fac-
tor times the product of the probabilities for each {place--output transicion}
pair encountered along the path. The normalizatfon factor is the fraction of
tokens created by the initfal transition on the path. If a path begins at
trangsition TB,i’ then the normalfization factor is:

fg,1 = Ap,1 / L1 23,1

These statements stand as {s for steady state statistics; for an ensemble
average wg (t), the normalization factor and probabilities to be multipiied
together must be taken from the times at which each transition fired. That

is, if the path s is:
Tgy * Pp2 » Tg3 * Pgs * Tgs
then the welght of the path {is:
wg (t) = vop4,85 (t) * g2 g3 (t = taq g5 ) * fgy (t - T4 BS ~ T82,33)

where
fb,l (t) = BB,1 () / Sl AB,]_ (t)

Thus cach probability measure {s evaluated increasingly far in the past, as
delays accumulate before the final transition fires. For steady state
statistics,

Ws = PB4 BS * Pu2,B3 * fB)

as all dependence on time {s climinated.
Now - caa state the first vertical relation between measu~es. For each
S Pp, and o o of its output transitions Tyj:
Aggregation ot Probability:

For c¢asemble averages:

At‘\,/\i (t) = z:; W (t)
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For steady state statistics:

PA AL = Ls Vg

where the sums are taken over paths s In Sp ai-

A.5.3 Aggregation of Rate

The canonical rates measure the frequency with which transitions fire.
Disaggregation at a transition maintains a one~to-one correspondence betweun
firings of the original transition and those of its componcents {n the lower :
level model. Thus the firing rate for a transitioa at one level is the sum of
the firing rates of the transitions into which it has been disaggregated.

Formally, a vectical relation can be defined for every transition in the
original model. Let that transition be Tp 1; let it be disaggregated into N

transitions TB,l- TB,Z» ey TB,N‘ The second vertical relation between
measures i{s:

Agpregation of Rate:
For ensemble averages:

Aa,i (B) = In Ag n (€)

For steady state statistics:

>‘A,i = In )‘B,n

A.5.4 Aggregation of Occupancy

The canonical occupancies measure the number of tokens in places.
Disaggregation at a place maintains a one-to-one correspondence between tokens
in the original place and those in its components in the lower level model.
Thus the occupancy of a place at one level is the sum of the occupancies of
the piaces into which it has been disaggregated.

Formally, a vertical relation can be defined for every place in the ori-
ginai model. Let that place be Py j; let 1t be disaggregated into .J places
PB,l’ PB,Z’ <oy Py The third type of vertical relatlon between measures
is:

Aggregation of Occupancy: *
For ensemble averages:

Mays (8) = T A 4 (t)
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For steady state statistics:

Aa, i = Iy 2B,j

: A.5.5 Aggregation of Delay

The canonical delays measure the time between the creation of a token and
its destruction. When output transitions are disaggregated, the set of tokens
over which ensemble averages are taken may be partitioned. When a place is
disaggregated, the 1ife of one token may be broken into segments, represented
by a sequence of tokens in the disaggregated model. The place may also be
disaggregated into a set of alternative paths. One can reconstruct the life-
time of an original token by averaging the sum of token's lives along each
disaggreygated path, weighting the terms of that average by the fraction of
tokens following each path.

Formally, another set of intermediate variables must be defined for the
paths. The length of a path s under Ppy, denoted 1l;, is the sum of the delays
for each [place--output transition} pair encountered along the path. As with
weights on paths, this statement stands as is for steady state statistics;
for an ensemble average 1g (t), the delays to be summed must be taken from
the times at which each token leaves each place. 1If the path s is:

Tgy + Pg2 + Tyy » Pps » Tgs » Ppe +» Tuy

then the length of the path is:

lg (t) = 16,87 (t) *+ 184,85 (t - 186, B7) + 182,83 (t - 16, B7 ~ TB4, BS)

Now the fourth vertical reiation between measures can be stated. For
each Py, and ecach of {ts output transitions Tps:

Aggregation of Delay:
fﬁ?l!??f?ﬁﬂfifﬁﬁ?ﬁﬂﬁﬁi:

ta,at (1) = g oy (1) * Iy ()

For sgggggfﬂfgfisgatist{cs:




A.5.6 Implications for Minimalit

If the prescription for Fact A-l to hold is followed, it will be ensured
that every transition and place at level N is disagpregated, perhaps trivi-
ally, into elements at level! N+l. If this Is the case, {t has been shown that
a vertlcal relatlon can be constructed for every level N measure. Thus know-
ledge of the values for all level Nt+] measures completely determines values
for all level N measures. Thus the level N mcasures are redundant. 1If one
seeks sets of measures that are independent, then one can only take measures
from one level at a fime.

Therefore, the ultimate set of measures desired are thosce frum one level
of a hierarchical STAPN model. Since therc is oune set for each level of the
nodel, nested sets ol measures have indeed been constructed, where higher
level measures are simple aggregations of lower level measurces.

A.6 EVALUATION OF MEASURES

Now all of the basic concepts required to systematically generate sets of
measures for Command and Control systems are Iln place. For cownpleteness, a
review of some techniques for computing values for those wmeasures is in order,
Although evaluation of measures is outside the scope of this work, nunerous
commments on evaluation have appeared throughout, and some tvchnigques nerit a
brief review.

Evaluation techniques fall into three classes. In increaslug order of
expense, these are analysis techniques, where values emerge as the solulion t»o

real system is operated in a manner rvepresentative of actual wartime condi-
tions. This sectlon cannot review all three techuniques In depth, and so
focuses on those aspects which are particularly germane to STAPN nodels.

The major contributlon of the STAPN framework ls not a set of new evalua-
tion techniques; those listed below are commonly used and well understood.
Rather, it establishes a common Intellectual framework which facilitates com-
parisons between data obtalned from dlfferent evaluations. Thus, for a single
system, a numerical analysils, slmulation results, and experiwmental data can be
directly cowpared and checked for conslstency.

The major question still to be addressed is the construction of enough
additional relations between measures to permit a siugle solution four their
values to emerge. Since the cancnical horizontal and vertical relations arise
from the structure of the network alone, the obvious suvurces for the adai-
tional relations are declsion rules, timing models, and attribute maps. For
example, timing nodels may relate delays to arrival rates and occupancles, and
decision rules may produce models which determine probabilities fronm delavs,
occupancies, and rates.




A.6.1 Analysis

The most highly developed analytic techniques are those from critical
path analysis and queuing theory. Since both PERT charts and queuing theore-
tic models are very similar to STAPN models, although more limited in scope,
these techniques can at least be applied to a subset of STAPN models.

Generally, queuing analysis computes steady state values for measures.
Additional relations to generate a solution are derived from analyses of
standard queuing structures, such as single-server, first—in-first-out queues
with reneging from the queue. The equations constructed by these analyses
provide relations between rates, delays, and occupancies, as desired. Unfor-
tunately, the equations are strictly correct only when a number of restric-
tive, and often unrealistic, assumptions are imposed for the probability
distributions of various measures (e.g., the interval between transition
firings 1s an exponentially distributed random variable).

Less work has been done on analytic evaluation of ensemble averages.
These offer the potential of describing changes in behavior of a system as
time progresses, as well as evaluating systems without any well defined
steady state. At best, current technology permits differential equations
to be derived for specific ensemble averages, such as the occupancy of a
place representing a queue, in rather simple systems with many simplifying
assumptions.

A.6.2 Simulation

Simulation is by far the most popular method for evaluating measures.
Simulation has a reputation for providing visibility into the relations
between reality and the assumptions built into a model intended to mimic that
reality. This reputation is well deserved, except in cases where complexity
overwhelms an analyst and visibility gives way to obscurity.

STAPN models are quite well suited for simulation. Indeed, a number of
software products have appeared, particularly in Europe, which are tailored
to simulation of some form of Petri net. However, none support all features
necessary to directly simulate the STAPN models described in subsection 2.2.
(0f course, such models can be simulated indirectly by translating them into
the constructs of existing special purpose simulation languages).

The appeal of STAPN simulation lies in the fact that the basic events
are transition firings, and these take place at discrete points in time. The
marking of a STAPN changes only at a firing, so data structures need to be
updated only at these tiwes. Thus STAPNs are ideal candidates for discrete
event simulation techniques, where computational load is determined by the
number of events which occur in a system, not some arbitrarily chosen inte-
gration step size.

In addition, the hierarchical structure of the STAPN models described
here simplifies the collection of output statistics. As each transition at
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the lowest model level fires, several measures wust be adjusted: the rate for
that transition, the occupancies of its input and output places, aud the prob-
abilities and delays for arcs leading from input places to the transition.

The vertical relations determine exactly how to propagate these changes up

the hierarchy of measures, so that measures at all levels of detail can be
accessed while the simulation is in progress.

However, siwulations (including STAPNs) can be expensive in two ways.
First, to construct a large simulation of a real system is a major software
engineering effort. The availability of general purpose tools to aid this
process has alleviated, but not eliminated, the large amount of wmanpower
required to build a realistic simulation in which all assuumptions are con-
sistent, Modifying large siwulations is also notoriously difficult,

The sccond expense associated with simulation is computer time. While
one replication of a simulation may bLe rather inexpensive, an extremely large -
nunber of replications are usually needed for statistically sipnificant ensem-
ble averages to be computed.

A.6.3 Exercise and Eiggriments

The nost expensive method for evaluating statistics is also thc most
realisti¢c -- run the real system and see how it behaves. The major drawback
to experiuwents or cxercises is the significance of the results, as very few
replications can be run to give statietical significance to ensenble averages.

The ~ajor potential contribution of the STAPHN frauvework to evaluation by
experiment is in the data collection and reduction processes. Prior to an
exercise, data collectors must be instructed to observe and report specific
events. The precision of a well built STAPN model can help define exactly
what constitutes an event -- exactly what object is to cross what boundary as
the event takes place. 1In addition, the vertical relations cortribute as much
to data reduction in this context as to simulation.

A.7 CPEN ISSUEs

The concepts described in this section are but a start towards a conmplete
methodology for evaluating T3 systems, The three most proninent desiderata
are: (a) more extensive validaticn that assertions | to 5 in subsection 3.4
are indecd true, (b) the abiliry to meid behavioral measurcs with wodels for
structures which change over tiue, and (c¢) developuent of analytical toouls for
evaluating transient values of measures (eusewble averayes) without resorting
to the expeunse of simulation or exercise.

A.7.1 Valildation

———— - —

The concepts described herein have been applied to a pencric air defensc
mission (see Vol. 1I). While no evidence was produced contradicting any of
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the assertions presented above, one exercise of a method does not constitute

proof of the generality of the method. Air defense is a well studied, highly
structured nission area. Whether or not (apparently) less structured missions
such as cover and deception can be reduced to STAPN models remains to be seen.

In addition, one drawback of the concepts constucted above was clearly
demonstrated in both the air defense analysis and in another, similar study
of NORAD's Missile Warning Center: complexity dominates any manual effort.
While the hierarchical structure of a model helps manage complexity, there is
a limit to the number of pages of diagrams which any person can manipulate
simultaneously. Purely manual validations of these concepts are likely to be
expensive and frustrating. Fortunately, the rigorous framework common to the
concepts opens opportunities for partial automation of STAPN modeling and
measure generation.

A.7.2 Structural Dynamics

Structural measures convey how the interconnections of a system (i.e.,
the topology of a STAPN model) change over tiwe due to failures, repairs,
enemy action, or reconstitution. Current evaluation technology generally
1imits us to evaluation of behavioral measures in the context of one specific
structure. If the structure of a system changes, then we typically
re—~evaluate the behavioral measures, once for each system structure. In cases
where behavioral wmeasures are in fact evaluated along with structural changes,
1{ttle work has been done to carefully define the measures -- time averages
may not make sense because of intervening structural changes, and ensemble
averages may be.questionable because the system structure may change at dif-
ferent times in different replications.

Unfortunately, the changes in system structure are often driven by the
behavioral events. If 2 C3 system permits attackers to penetrate defenses
frequently, then the t*.c between structural changes caused by enemy actions
will be short. 1Integration of (transient) behavioral measures with structural
measures would be much more realistic than present techniques.

A.7.3 Continuous Time Models

Finally, the entire process of evaluating C3 systems should be made more
cost effective, so that taxpayers' dollars are spent more wisely and so that
more comprehensive evaluations can take place, resulting in more effective
fielded systems. Since time varying, ensewble averages provide the nost
insight {ato system behavior, this means that either simulation technology
should be improved, or that analyical techniques which directly compute
ensemble averages should be developed.

The latter notion may not be unrealistic in the context of STAPN umodels.
Recall that the horizontal and vertical relations can be written for ensemble
averages as well as for steady state measures. As with steady state queuing
analyses, rthere are not enough horizontal relations to completely detenine
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values for the measures. However, [t may be possible to augment the canonical
horizontal relations with other re'ilioins derived from tlwming models or deci-
sion rules. Ideally, these additional relations would take the form of delay-
differential equations, so that they are compatible with the structure of the
canonical relations. With certain approximations, it may be possible to reduce
the completed set of delay-differential equations to a set of ordinary differ-
ential equations, for which numerous solution techniques exist.




APPENDIX B

ILLUSTRATLIONS OF PETRI NET MODELS REPRESENTING HUMAN-MACHINE INTERACTION

_B.1 PURE® PETRI NETS

Pure Petri nets have nodes (places, transitions) and arcs that connect
the nodes to form a network. Often the place nodes represent pre-conditions
or post—conditions of some event, and the transition nodes represent the
event. In other models, the places represent processes, and the transitions
mark beginning-of-processing and end-of-processing. Tokens in places in the
network indicate that the pre-conditions (or post~conditions) are true, or
that the processing is in progress. Transitions consume tokens from their
input places and create tokens for thelr output places; this can indicate for
erxample, that pre-conditions no longer hold, or that processing has begun.
Places have only one output transition.

Pure Petri nets are used to model systems for which it is necessary to
represent the coordination of resources or processes. For example, consider
simple message~handling by an operator as shown in Fig. B-1.

HESSAGE ARRIVES
MESSAGE IS WAITING

OPERATOR BEGINS TO PROCESS NMESSAGE

PERATOR
o é ' 0 OPERATOR 1S PROCESSING MESSAGE
OLE
MESSAGE PROCESSING COMPLETE
MESSAGE 1S AWAITING DISPATCH
. MESSAGE 1S SENT 2ess
Yigure B-1. Simple Message-Handling by an Operator
¥ile., without extensions. “Pure Petri nets” refers to C.A. Petri's original
description (1962), as opposed to "extended Petri nets,” which include
modifications to increase the expressive power of the methodology.
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In the above example, message-processing can begin because a message is

waiting and the operator is idle.

In Fig. B-2, a 1 _:ssage is walting -- it cannot begin processing because

the operator is not idle.

MESSAGE ARRIVES

MESSAGE 1S WAITING

OPERATOR BEGINS TO PROCESS MESSAGE

OPERATOR 1S PROCESSING MESSAGE

PESSAGE PROCESSING COMPLETE

HESSAGE 1S AWAITING DISPATCH

MESSAGE 1S SENT 22499

rigure B-2. Message Waltinrg

In ¥ig. B-3, two operators are avallable. Also, the place where

wait (prior to sending) has roou for only three messages.

—— MESSAGE ARRIVES

MESSAGE 1S WAITING

OPERATOR BEGINS TO PROCESS

MESSAGE
OPERATOR P OPERATOR IS PROCESSING MESSAGE
1S 10LE
ESSAGE PROCESSING COMPLETE
MESSAGE IS SPACE 1S AVAILADLE FOR MESSAGE
AWAITING DISPATCH INOUTPLT AUFFER

MESSAGE 1S SENT
(T

Figure B-3. Twe Operators, OQutput Buffer of Capacity 3

148

messages



Figure B-4 depicts message handling with confirmation required.

MESSAGE ARRIVES

MESSAGE IS WAITING

REQUEST CONFIRMATION

CONFIRMATION REQUEST HMESSAGE WAITING

WAITING

OPERATOR 2 OPERATOR 1 IS
1S AVAILABLE AVAILABLE TO
TO OBTAIN PROCESS MESSAGE

CONFIRMATION

CONFIRMATION IS OBTAINED HMESSAGE IS PROCESSED

MESSAGE IS READY TO SEND

MESSAGE 1S SENT 12682

Figure B-4. Message Processing With Confirmation

In the above figure, the message is ready to send when the message is
processed and confirmation is obtained.

B.2 LIMITATIONS OF PURE PETRI NETS

B.2.1 No Variation of a Token's Path

It is not possible to model a branch in a token's path (because a place
may have only one output transition).

Consider our first example (Fig. B-1): simple message handling. We
know that wessages are sometimes garbled. Suppose (for simplicity) that one
message in three is garbled and needs to be queued up for reprocessing.

How might we model this? Consider Fig. B-5.
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—_— MESSAGE IS WAITING TO BE
PRCCESSED (OR REPROCESSED)

- s P
© MESSAGE IS
SENT BACK . MESSAGE 1S BEING PROCESSED
TO 8¢
REOONE
's
L MESSAGE #S READY TO UE SENT

i Ly NESSAGE 1S SLINT ON

I'iguve B-5. Message Reprocessing

({13} -

A message that 1is tready to be sent may follow one of two paths: {t may

be sent on, or sent back to be redonc. In this simple model, every third
message 1s sent back -- will it work? Only {f it is somehow guaranteed that

whenever t;, and tg are both cnabled, ty will fire first. t4 and tg are in
conflict, since firing tg diserables t4.  The problem of transitions in con-
flict will be considered later.

B.2.2 No Explicit Consideration of Tiwing Fffeuts

In pure Petri net modeling, processes are considered to take some indeter-
minate amount of time. The issue 18 not one of using resources cffliciently,
but preventing situations such as bottlenecks or deadlock. In parallel pro-
cessing situations, tokens may pile up, or resources {(operators) be idle, if
the parallel processes take different amounts of time.

Consider the example in Fig. B-4: message processing with confirmation.
Suppose it takes 60 seconds tu process a message, but two minutes tu obtain
confirmation. The model given still tepresents the necessary coordination
correctly - a mecssage will not be sent on until it has heen processed and
confirmed. But if messages arrive at a rate {aster than one every two min-
utes, the processed messages will pile up awaiting confirmation. One can

easily prevent this as shown Iin Filg. B-6.

In Fig. B-6, the place ny; on the right prevents elther task from bepin-
ning until a priovr message has becn processed and confirtmed. However, vow one
onperator will he idle 50 percent of the time, and messages may pile up await-
ing processing. The model may not give us any (ndication.  (The place py is
merely redundant.)




MESSAGE ARRIVES

MESSAGE 1S WAITING

REQUEST CONFIRMATION |
CONFIRMAT ION REQUEST WAITING MESSAGE 1S WAITING

OPLRATOR 1 IS
AVAILABLE TO

OPERATOR 2 PROCESS MESSAGE
IS AVAILABLE . o, (o
TOOBTAIN
CONFIRMATION MESSAGE AND
CONFIRMATION
ARE BEING
PROCESSED
CONFIRMATION IS OBTAINED MESSAGE 15
PROCESSED
-/

MESSAGE IS AWAITING OISPATCH
MESSAGE IS SENT R-2694
Figure B~6. Message Processing With Confirmation

B.3 EXTENSLONS OF PETRI NETS

B.3.1 Explicit Consideration of Branching* in the Net

To model systems in which a Loken may travel from a place to one of two
or more transitions, we allow explicit branches in the links between places
and transitions (Fig. B-7). Transitions may then "share” common input places:
two transitions might be e¢nabled in such a way that firing one disenables the
other.

Transitions shown in Filyg. B-7(a) are {in contention; we necd a decision
rule associated with p) to decide where the token should go in the event that
both transftions are cnabled: e.g., "kvery third token to ty” or "Go to tj
if <y is enabled.”

*Telri nets without branches are called Decision-Free.
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ty I N R ¥ |
(e) (v) (c) R-269 -
In (a) the decision rule In (b) and in (c) there is no contention,
associated with pj deter- so the deci{sion rule is not used.
mines which transition
will fire. .

Figure B~7. Transitions in Contention

Consider the simple message handling examj.le (Fig. B-1), but suppose
there are two classes of messages: status messages and alarm messages; natur-
ally, the operator should attend to alarm messages as they arrive. This {is
modeled as in Fig. B-8.

ALARM MESSAGE STATUS MESSALE
ARRIVES ARRIVES
ALARM MESSAGE STATYS MESSAGE
WAITING () () WAITING
4 1)
ALARM MESSAGE STATUS MESSAGE
BEING PROCESSED BEING PROCESSED

R-2£56

Figure B-8. Message Handling With Priorizy

The decision rule is: token go.s to t] 1f both t] and ty are enabled.




Consider the case shown in Fig. B-9 when one message in three is garbled:

MESSAGE IS 4

) MESSAGE ARRIVES

RE-QUEUED -*
MESSAGE 1S WAITING
TO BE PROCESSED OR
REPROCESSED
0:;R€T0R IS OPERATOR IS AVAILABLE
OCESSING TG PROCESS MESSAGE
MESSAGE

MESSAGE 1S AWAITING
DISPATCH

7N

R-2697

Figure B-9. Message Handling With Reprocessing

The decision rule is: every third token goes to t) (in a random way).

B.3.2 Explicit Consideration of Timing in the Net

Consider the message processing center exampie in Fig. B-10. Two oper-
ators (L & L1) process two message types (A & B). All messages must be con-
firmed by telephoune (1 line) before processing. Either operator may confirm
a message, but type As are processed by operator 1 and Bs by I1. Thirty per—~
cent of messages are type A.

FEach transition assigns a time (possibly zero) to tokens that it creates:

the token is unavailable® for that time in the subsequent place, possibly dis-
enabling subsequent transitions (see Fig. B-11).

*An unavailable token is indicated by “0."
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t): w@essaga arrives p1: message i@ awalting conflrme-
ta: Operator 1 begins to confirm tion [Rule: output to which-
message ever traneition {s enabled;
t3t Operator 11 begine to confirm tz {f both are enabled)
oelscge py: message {s being confirmed by
ty: Operator I cospletes confirma- Operstor 1
tion of messsge p3: telephone {s available [Rule:
ts: Operator 11 completes confir- ssue aso 1)
mation of nessage py: oeeosage {s being confirmed by
tg: Operator 1 begins to process Operator 11
message type A ps: Operator 1 {s {dle
t7: Operator 1l begins to process p6:' neseage {s vaiting ptoceesing
nessage type B |[Rule: aend 30 percent of
tg: Operator 1 coapletes tokens to tg, in a random wny)
processing of meesage type A p7: Operator 1I (s idle
tg: Operator Il completes pg: wessage type A being processed
ptocessi{ng of dessage type B by Operator [
tig: message {is sent pg: message type B being processcd

by Operator 11
Pio: wessage {3 waiting Lo be sent.

Figure B-10. Message Processing Center®

*0On any glven day It Is Iikely that the mix of messapges (As and Bs) will only
approximate 30 percent; the actual distribution will vary. The decision rule
at (6) will reflect this raudomness.
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TOKEN IS PRESENT BUT
0O UNAVAILABLE (FOR TIME
REQUIRED FOR PROCESSING)

t, 121S NOT ENABLED 5409

Figure B-11, Unavailable Token

e-g., Consider the message processing with confirmation example (Fig. B-6):
processing takes 60 seconds but confirmation takes two minutes (see Fig. B-12):

B.3.3 Considerations of Stochastic Timing

In real life, tasks rarely take precisely 60 seconds, or exactly two
minutes. Usually tasks require some time like "two minutes, give or take
ten seconds,’” each repetition requiring a slightly different amount of time.
Stochastic-timed Petrl nets are as discussed above except that the tices
assigned are chosen from an appropriate probablity distribution, so that the
times given in the example would be "about 60 seconds,” "near two minutes”
and so forth, depending on the exact times assigned.

B.4 FROM PETRLI NETS TO QUEUING REPRESENTATIONS: STOCHASTIC, TIMED,
AL1KIBUTED PETRI NETS (STAPNs)

Section 4 of the text discusses queuing theory approaches to IAT. The
foullowing examples illustrate STAPN representations of simple queulng systems.

B.4.1 Simple G/G/1 Queuing Model

The notation X/Y/N 1is used to describe a queuing system, where X indi-
cates c¢he nature of the arrival process, Y indicates the nature of the service
t ~4stribution, and N the number of servers.

A G/G/1 queuing system has a general (that is, any) arrival process, a
sencral service time distribution and one server: a G/G/l queuing system is
any single server queuing system.

Figure B-13 shows a block dlagram of a single-server queuc. Figure B-14
shows a Peteri net representation of arrivals into the queue, and Fig. B-15
shows a Petri net representation of the queue and service facility. Figure
B—-16 shows the Petri net representation of the complete system.
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(a)
(b)
(c)
(d)

(e)
(f)
(8)

(h)
(1)

)
t=0

1«60

[€1]

t= 120 11§20 1=:20 02100

segsage arrives

messages and confirmation request are routed

cesgage processiog beging and confirzation s being obtaincd
sessage processing concludes, confirmation still being obtalned
(1o the seantime snother wmesssge arcives)

message vaiting to be sent

processing next message begine

confirmation {8 obtained ... next wmessagec processing alan
finished ... another anessage hLas cowe {(n

begin processing third ocesssge but only second contirmation
first message goone ... already ve sec messagcs piling up in one
place while confirmatfona are sccumulating further back §n the
systea: the oodel shows use that this s happening.

Figure B-12. A Timed Petri Net
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ARRIVALS

i

QUEUE

+

1-SERVER
FACILITY

+

DEPARTURES
R-2726A

Figure B-13. Block Diagram of a Single Server Queue

R-2727

Figure B-14. Generating Arrivals into the Queuing System

The trunsition fires whenever the token in the place is available.
It consumes this token and creates two output tokens. The token
that is output to the place p is unavailable for a time that is
determined by the inter-arrival distribution. [For example, if
customers arrive “every five minutes, give or take a minute or so,’
then the time this token is unavailable should be drawn from a
uniform distribution with mean 5 and standard deviation 1.] The
other token is available immediately.
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[ee=e] MEANS
ANY NUMBER n OF
TOKENS, n2t

(THE TOKEN IN p3
IS UNAVAILABLE)

R-2728

a token in p) indicates "a customer is waiting in the queue”

a token in pp indicates "the server is available”

a token in p3j indicates "the server is attending to a customer”
the firing of t] indicates "service starts for one customer”
the firing of ty indicates "service finishes for one customer”

t, fires vhen tokens are avallable in p; and pp. It consumes
these tokens, so there is one legss token (maybe none) in pj,
and no token in py. [This corresponds to one less customer
in the queue, and the server no longer avallable.) It creates
one token which 1s unavailable for a time determined by the
service time distribution, and this token goes into place pj3,
indicating service is in process. [For example, if service
times average "three minutes give or take half-a-minute” then
the time this token is unavailable should be drawn from a
distribution with mean 3 and standard deviation .5.]

fires when the token in p3 becomes available, indicating

service is ended. It corsumes the token in p3 and creates
a token for py; which is immediately available.

Figure B-15. Queulng and Service




P2

ty: arrival
typ: begin service
t3: complete service

P3

R-2729

p): create arrivals

p2: queue

p3: server available
p4: service in progress

Figure B-16. Petri Net Representation of Single Server Queuing

System at Time T=0.

159




B.4.2 Simple G/G/N Queuing Model

"G/G/N" refers to any multi-server queuing model. This model is the same
as the preceding except that pj3 contains N tokens (shown as "N+" in Fig. B~17):

Py
4
P2
2
Pg Py
s

R-2730

Figure B-17. Petri Net Representation of Multiserver Queuing System at Time T=0

In the f: .lowing (Fig. B-18), a S-server facility is serving three cus-
tomers and no customers are waiting:

Py
4
P2
12
P4 (oo @ Py
s

R 2101

Figure B-18. Five-Server Queulng Model
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B.4.3 Simple G/G/N Queuing with Type I Reneging

A queuing system exhibits reneging if a customer leaves the system before
service has been completed. In many situations, a customer will not wait indef-
initely, but will always complete service once service has begun. This customer
leaves the system from the queue only; this is Type I reneging (Fig. B-19).

ARRIVAL

4

Queue

N-SERVER
FACILITY

+ i

DEPARTURE OEPARTURE
AFTER WITHOUT
SERVICE SERVICE

1225}

Figure B-19. Block Diagram of Multlserver Queuing System with Type I Ren2ging

Using Petri uet notation, we can represent the G/G/N case by adding a
place, a transition and a branch (Fig. B-20):

Pq
13
tj: arrival p]: sgencrate arrivals
ty: begin service pa: queue available for service
ty: reneg #3: queue walting to reneg
ty: end service p4: server avalilable

ps: service in progress
Figurce B-20. ‘Fetri Net Representation of Fijure F-19
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In the model shown in Fig. B-20, t] creates two output tokens: the token
that 1s forwarded to pp is available immediately; the coken ihat is forwarded
to p3 is uncvailable for the reneging tiae of this system. [If every custcmer
will wait exactly 5 minutes, then this token is utavailzble for & minutes.]

As shown, no servers are avallable (no tokens are availlable in p,).

Place pj has two output transitions, t) and t3. The transition that {is
enabled first will consume the token. Thus if a server becomes available
before the reneging tiwe 1s elapsed, then t; will be enabled and a token will
be passed to pg, indicating service in progress. 1f the reneging time elapses
first == (1) the token in p3 will become available; (2) t3 will be enabled;
and (3) the tokens in py and pj will be consumed. This situation represents
the fact that the customer is never serviced.

Note that there 18 a problem with this model as it stands. Every time a
token is consumed by ts (service begins), the token in p3 that represents a
reneging time will become available at a later tiwe. Subsequent tokens in pj
will then “reneg” immediately.

The problem can be corrected by adding another place, another transition,

and another branch (Fig. B-21):
P
Y
P2

D QO On

R-2704

Figure B~21. Final Version of Figure B-20
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Now t) also creates two output token3 and the token in py is available immedi-
ately. It represents the fact that processing has started for this customer.
When the reneging time is elapsed, the token in p3 becomes available, tg is
enabled, and the tokens in pj and pg are consumed.

A problem still remains. Consider a single server system: one customer
being served, one customer waiting service, and the reneging time for the

fi-st customer has elapsed (Fig. B-22):
P
P2
O
0
96 ps Q Pa
tg ty

R2138

Figure B-22. Contention Between Trangitions t3 and tg

Now both t3 and ts are enabled. Firing either will disenable the other; these
transitions are in conflict. We must have a decision rule associated with pj3
which directs the output of 1its tokens when both output transitions are

enabled. Here we choose a siwple deterwministic rule: tg is always enabled if
there is a conflict.

Actually, 1f our implementation allows events to occur “simultaneously,”
then we need a decision rule for py; as well. Suppose in the above example
(after firing tg) thet the server becomes available (service time in pjs
elapsed) at precisely the same instant that the token in p3 becomes available
(reneging time elaposed). Figure B-23 illustrates this situation:
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°-=1

Figure B-23. <Contention Between Transitions ty and tj

Now t; and tj are in conflict. Here the decision rule we choose for p; may be
deterministic: “always enter service” (ty is enabled) or “always reneg” (t3
is enabled). Or, depending on the situation being modeled, we may feel that
there is some probabllity that the customer will reneg, and thus the decision
rule may have probabilistic content: “chances are 60% of customers will
reneg; " that is, in a random way, enable t3 (0% of the time.

B.4.4 G/G/N Queuing with Type Il Reneging

In some situations, a customer will leave the system after some length
oi time (the rerneging time) regardless of whether service has begun or not.
A system exhibits Type II reneging 1f customers will reneg fiom the queue or
leave while belng served. Figure B-24 shows the block diagram to represent
this case and Fig. B~25 presents the associated Petri-net model.

ARRIVAL

b

Qurue

1

FN-SERVER L
FACILITY

+

DEPART RENEGING RENEGING
AFTER FROM FROM
SERVICE SERVICE QUEUE

r21)?

Flgure B-24. Multiserver Queuing System with Type Il Reneging
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ts:

t6:

ty:

customer arrives:

p1 token available after
interarrival time.

p2 token available
immediately.

ps token available after
reneging time.

service begins:

p3 token available after
service time.

customer renegs from queue.
‘vice ends:
h tokens available

immediately.

reneging time ccpletes:

both tokens available

i mmediately.

customer departs having

completed service.

customer departs havinyg

reneged from service.

P1¢
P2

P3¢

P4
Ps!

P6:

pP7:

token generator.

customer in queue.

Rule: go to t3 (if both t3

and tj enabled) [this could
vary].

service in progress or completed.
Rule: go to t7 if enabled.
server is available.

reneging time is elapsing or

has elapsed.

Rule: go to t3 if t3 is enabled;
else go to tg if tg 1s enabled;
else go to ts.

service time has completed

and reneging time has not.
reneging time has completed

and service time has not.

Flgure B-25. Petri Net Representation of Figure B-24
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B.5 EXAMPLE SHOWING USE OF DECISION RULES IN PETRI NET MODELING

A simple model of an operator managing two streams of messages {s shown
in Fig. B-26 below:

ENTRY, ENTRY,

a2 0,

OPLRATOR

SERVICE 5 FREE SERVICE '

EXIT, EXIT,
t-1101

Figure B-26. Model of an Operator Servicing Two Task Streams

If the decision rule at the brauch 1is "allocate the operator (token) to any
nonempty queue of messages, this model i1s complete (tokens flow through the
branch to any enabled transition at the exit of Q; and Q). If the decision
rule is "allocate the operator (token) to the longest nonempty queue, with
ties broken in favor of Qi", then thcre is a tradeoff. 1f this network
description 1s used, then the decision at the branch is mzde based un state
information beyond *he enablement status of the transitions terminating the
branch. The number of tokens in Q; and Q2 must be compared for the decision
to be made and neither Q; nor Q; i{s directly connected to the branch. Hence
the simplicity of the network gives rise to a coupling between distant places
and decision rules.

The second decision rule can be implemerited by a net where such distant
couplings are absent, albeit at a cost of topological complexity. The deci-

sion rule can be decomposed as:

IF |Q] - lQ2] > © THEN serve a token in Q) (P1)
ELSE IF Q] - ;] >0 THEN serve a token in Q (P2)
ELSE IF |Qi| + |Qz| > © THEN serve a token in Q) (P3)

ELSE walt.




where |Q1| is the number of tokens in Qi at the time an operator token becomes
available in the "OPERATOR FREE"” place. Adding structures to evaluate predi-
cates P1-P3 directly in the Petrd net® gives a more complex net, but decision
rules are only dependent upon the enablement status of frransitions connected
to the corresponding branch.

In Fig. B-27, |EXCESS Q; OVER Q] = |Qi] - |Qs]
|EXCESS Q) OVER Qp| = |Qz] - Qi
| TOTAL| = |l + ey

Tokens become available immediately (after zero delay) in all bur the SERVICE;
and OPERATOR FREE places.

NTRY, ENTRY,

0, ] ®
@ @
EXCESS ® TOTAL (D EXCESS
Q2 OVER Q4 [ ) Qy OVER Q2
€ @
0 ) l 0
DUMMY ® DUMMY
T2 Ts T,
®
SIRVICL, @10 SERVICE,
OPERATOR
FREE
ity EXITy a0

Figure B-27. Adding Structure to Evaluate Decision Rules

*See Fig. B-27. -
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Decision rules are all of the form "pass the token to the enablid tran-
sition with the smallest index"”; i.e., the decision rule following CUPERATOR
FREE is:

IF |excess Ql over Q2| >0 THEN FIRE T
ELSE IF |EXCESS Q2 over Ql| >0 THEN FIRE T,

ELSE LF |TOTAL| >0 THEN FIRE T,

ELSE WAIT.




APPENDI™. ¢

PROCEDURES AND GUIDELINES FOR APPLYING IAT TO REAL-WORLD SYSTEMS

C.1 INTRODUCTICN

Using modeling notations such as frame/slot and Petri nets to describe
real-world systems requires a high-level understanding of system structure,
purpose, and relationships among elements within a system. The components of
the IAT conceptual frauwework have been developed to ald analysts in gaining
this understanding.

Although the focus of work has been to define and refine the mcdeling
techniques per se, the needs of (prospective) IAT users, who would be required
to learn the methods thewmselves and apply them to operational systems, have
also been identified. The subsections below include generic guidelines,
intended to support analysts who wish to learn and use IAT techniques for ana-
lyzing human/system performance of C3 systems. Examples used in stating these
procedures have been drawn from ALPHATECH experience to date on modeling the
Missile Warning Center (MWC) at NORAD Cheyenne Mountain Complex (NCMC) and a
generic Air Defense System (see Vol. I1). The guidelines are presented iere
from the broadest level of applicability -- model development in general --
to a more specific approach geared to analyzing decisionmaking within opera-
tional environuents such as those found at MWC.

C.2 GENERAL GUIDELINES FOR IAT MODEL DEVELOPMENT AND USE
l. Define "the Problem:" Why
- Who's asking the questlon ~- Pergpective
- When {s the answer uceded -- Scope
2. Review the Facts: What
- Do not reinvent wheels or probe blind alleys

- Do nut assume non-avallable information
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10.

Identify the Analogies: low

— What 1is this "like" (or not like)

-~ Where does the analogy begin to fail

Develop the Model

— Determine the degree of decomposition needed -- scope
- Identify the varlables

Formalize the Mathematical (Petrli Net) Representation of
the Model

— Develop the complete model
— Define a complete set of measures
Parameterize the Model

- Estimate internal variables (e.g., coefficients based
on resource characteristics and capabilities)

- Estimate external variables (e.g., scenario input
based on threat and environment characteristics)

Solve the Model; Exercise the Representation

~ Analytically: Given X, find Y using PERT/CPM or
Queuing Theory Methods

=~ Numerically: Generate X, compute Y
Interpret Results

- Verification

- Validetion

Sensitivity Analysis

- What is critical/trivial

~ ddow close is good enough

Execute Production Runs: Prediction/Estimation
- Interpolate: Precision

- Extrapolate: Speculation
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C.3 GENERAL RULES TO HELP FOCUS DATA COLLECTION =~- FOR BUILDING IAT
STRUCTURAL AND PERFORMANCE MODELS

1.

For each observed process (activity, task), identify the
following:

a.

b.

d.

What constitutes successful completion?
{Lt.e., look for GOALS in the IAT framework]

Who normally carries out the process or executes the task?
" [tdentify responsible individuals (RESOURCES),
who have specific roles in ORGANIZATIONS)
Where 1s the process carried out?
[e.g., workstations, display terminals, other locations
(IAT RESOURCES)]

liow 1s the process done?
{by what means, using what equipment or information]

What triggers the process or permits it to start? to stop?
{activation(s), termination(s)]

If a process 1s interrupted, who determines whether to
abandon or restart it? What factors influence that
decision?

After iunterruptions, how is restart accomplished?

- with no set-up, some set-up, or complete restart?

- does set-up include activities that would not
have been done otherwise?

What happens when performance i3 blocked?
- required f{nputs are not avallable
- required resources are not available

- required authorization is not available

Can this process cause other processes to be interrupted?
(What happens to resources?)
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C.a

MORE

Look for inforsation about each observed proce.s:

a. How often does it occur?
[rate or time between events)

b. How long?

{speed or duration]

c. How important is it to the purpose of the overall system?
[which activities can it pre-empt ... by which other
activities can it be pre-empted]

d. Where are errors likely to occur?

Identify precedence constraints on processes
(serial/parallel distinctions):

a. Do things have to happen sequentially? Why?

b. Could things be done concurrently? If so, how could
concurrent execution be achieved?

Describe conditional dependencies (rules and factors):

a. When/if , do , not

b. Unless/until , do

SPECLFIC GUIDELINES FOR BUILDING IAT STRUCTURAL MODELS*
Define the system or subsystem boundary: e.g.,

a. Input bound = message raceipt at MWC

b. Output bound = CINC's decision reported outside of NCMC

Define the system performance criteria: e.g.,

a. Time that first notification report is transmitted

b. Time that last notificaticn report 1is transmicted

*Those {tems marked with “"*" will be treated in more detail in subsequent
sections of this appendix.




3. Develop a "back-chained logic"* for the data flow sequence:
viz.,

a. Identify content of each output or product (e.g., report).

b. Collect information about how that output 1is produced,

and by whom™ (PROCESSES, RESOURCES, and ORGANIZATTONAL®
elements in IAT).

c. Identify each input used in producing each output
(IAT RESOURCES).

d. Find out how this information relates (i.e., links back)

to the original input bound in the system (e.g., incoming
. message ctiream at MWC).

4. Develop a "forward-chained 1d§ic"* for the data flow sequence:
e.g., for the MWC,

a. Identify all other incoming inpu:t messages: their source,
content, and arrival characteristics.

b. ldentify where and how message existence will first be
detected (with respect to 1AT RESOURCES, ORGANIZATIONS,
and PROCESSES).

c. Tdentify each pathway through which message coatents may
flow.

d. frace flows to specific output products or events (even
though there may be no physical output that is realized;

e.g., a file that gets destroyed or a message that might
be ignored).

5. Identify where in the system human involvement® is required
to do the following:

4. Decide what option or action alternative to take*, partic-~
ularly {in situations where a decision is on the critical
path for producing a product or carrying out a task.

- b. Make a judgment,* without which a data void will exist
(or a required output will not be produced).

*Those 1tems marked with ~“*” will be treated in more detail in subsequent
sections of this appendix.
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C.5 MORE DETAILED PROCEDURES FOR LOWER-LEVEL ANALYSES OF SYSTEM STRUCTURE

C.5.1 Questions to Support Analysis for the IAT ORGANIZATION Dimgnsion*

1. What {s your most important job? [1AT PROCESS]
What 1is the purpose [IAT GOAL) of this activity?

What do you need to do this Jjob [inputs] and what
products or services do you provide [outputs]?

2. If time did not wmatter, how would you know whether you
succeeded or failed [measure of performance}?

3. Does it matter when the job is done [start, stop,
and/or duration]?

4. Who gets the product [where does it go next)?
5. What makes up the product |[what are its component parts])?

6. How is that product built [i.e., put together, assembled,
generated or produced]?

7. Where do the inputs come from [ORGAN1ZATION, other PROCESSES,
and/or other RESQURCES)?

C.5.2 Rules for Hierarchical Decomposition for the IAT ORC.AN1ZATION
Dimension

[Examples based on Missile Warning Center (MWC) and Command Post (CP)
at NORAD Cheyenne Mountain Complex (NCMC).]

1. Identify first the single point of authority for the unit
being decomposed.

- for CP: Command Director

- for MIC: Missile Warning Officer (MWO)

*Questions at this level of generality should be directed to individuals who
play specific roles in organizations. The question sequence should bLe re-
peated as needed to obtain complete job inventories. Each implied reference
to associated PROCESSES, RESOURCES, and ORGANIZATIONS shouid be pursued until
elemental tasks can be identified. (An elemental task is a single action or
decision by a human agent, for which a unique output can be fdentified.)
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Identify subordinate linkages ~ to whom that individual reports
and who reports to that individual.

- for CINC NORAD: reports to NMCC; Command Director (CD)
reports to CINC NORAD

- for MWO: reports to CD; the Events Verification Officer
(EVO) and Missile Warning Supervisor (MWS) report to
the MWO.

Identify the cooperating and coordinated units.
- Cooperating units supply inputs
- Coordinated units are supplied outputs

For each identified organizational element, identify the con-
stituent components: the positions that collectively compose
this unit.

- for CP, lists of Daily Duty Officers and Battle Staff

- for MWC, list of crew members

Prepare an associated Duties List for each individual identi-
fied; this serves as a starting point (and later as summary
sheet) for the function assignment matrix.

If an individual can be at more than one location from time to
time, it may become necessary to list these sites. This would

be the beginnings of a locatability matrix (especially impor-
tant for recall in the transition from peacetime to wartime
operations). ‘

Identify whatever formal documents exist that authorize, govern,
or constrain the activities of this organizational unit.

ier far TLT RESQURCE Decomposition [based on MWC operations]

[See ORGANIZATION decomposition, derived from procedures in sub-
section C.5.2, for relevant crew and workstation information.]

For each crew position, identify all dedicated console/
workstation equipment; all portable/shared equipment; and all
personnel equipment iters.

For each equipment item (portable or dedicated), identify all
input/output interfaces and the characteristics of each.
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4, Within each display identify:

a. what information indicates what is being displayed and

how

the operator discerns that,

b. what options can be selected and how these are made
known to the operator, and

c. the

congtant and variable contents of each display

format (for all possible alternate formats).

5. For each control panel, identify the major function being sup-
ported and obtain the nomenclature associated with each item
(and groups of items) on every panel. Indicate the actuation
mode™ (push, twist, flip, pull, etc.) for each item.

6. Obtain or document relative position of each item on each panel
and each panel on each console using a well-defined coordinate
system.

7. Identify or define the operator's work position(s) relative to

the console (standing, sitting, etc.).

C.5.4 Important Questions to be Answered About Displays and Controls

1. Display
a. Are

(1f

b. Are

(1f

c. Are

(1f
(1f

2. Control
a. Are

(If

Characteristics of Interest:

contents always available? Y/N

no, name the access procedure)

changes automatic? Y/N

no, name update procedure)

detections of change highlighted? Y/N

yes, by auditory alarm? Y/N)
alarm no, describe visual displey dynamics).

Characterestics of Interest:
entries self-paced? Y/N

no, what controls the forcea pace?)

*The 11st should describe what action is required to activate the control;

compound actions

grasp, pull, and 1ift) mav sometimes be required; these

descriptions influence time estimates.
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b. Are entries fed back for verification? Y/N

¢. Are entries checked for validity? Y/N
d. Are transmitted entries acknowledged?

e. Are unacknowledged messages timed out so the operator

is alerted? Y/N
(1If yes, how is the alert presented?)

C.6 GENERAL GUIDELINES FOR CARRYING OUT “BACK-" AND "FORWARD-CHAINED"
LOGLCAL ANALYSES

C.6.1

Specifying Assumptions:

Assume ail equipmeant works aud crew required is on-hand
and performing error-free.

Anytime there are multiple uptions:
a. 1list the entire set

b. deteramine which dominates (by importance, frequency,
or time demanded ~- in that order)

c. puarsue only the dominant flow path first;
pursue others later.

Focus on major end products being generated at intermediate
stages of evolutioan toward output; do not explore how these are
generated {only what, where, when; not how or why).

€C.6.2 Guidelines for "Back-Chained” Logical Analysis

PREREQULISITES:

l.

Determine the boundary of the facility/organization unit:
Define the 1/0 interface (what comes 1in and what goes out).
Isolate the 1/0 components of interest (e.g., messages).

Identify where these manifest themselves inside the unit, 1.e.,
boundiaries where inputs enter and where outputs are dispatched.
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1.

1.

2.

IMPORTANT QUESTIONS:

What are the output product(s)?

a. Name the message(s) leaving the facilfity.

b. Enumerate variable contents of each.

¢. Identify the basis for determining which message
leaves in cases where more than one can (e.g., format
selection).

d. For any message, determine what controls its departure.

How is each output product composed? [i.e., what are the con-
stituents of each output?)

a. For each variable from lb above, identify the exhaustive
set of mutually exclusive alternatives that constitute
content cpinions.

b. Determine who wmakes the selection; then ask how that
selection 13 done.

¢. For each information item or condition that serves as
an input, {identify other items that can be assoclated
as outputs (within or outside the system boundary).

For each fdentified {nput, repeat the process described in steps
1 and 2.

Quit when all inputs can be viewed as output products from
facilities which lie outside the boundaries of {nterest.

C.6.3 Questions for "Forward-Chained" Logical Analysis

Identify all input messages, their source and inittal degstination.

Determine buffer characteristics: how many messages can be held
and for huow long; when/how might data be lost?

What fndicates new/more data are available so that processing
may continue?

What are the processing stages betwern receiving, storinrg, and
destroying data or information?
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5. How might the information get used (for what, in what, by whon,
and accessed how)?

6. When/how do old files get purged (by whom, on whose authorization)?
7. Can information lonsses be recovered and if so, how; 1if not, what
i{s the impact?
C.7 PROCEDURES FOR ANALYZING HUMAN INVOLVEMENT: SITUATIONS REQUIRING

HUMAN DECISIONMAKING AND JUDGMENT (From Section C.4, No. 5)

C.7.1 Decisionmaking

. For each decision that 1is identified:
1. Who normally has decision authority (and under what conditions)?
2. What are the action alternatives from which selection is made?

3. What consequences are of concern? .

4. What risks are perceived?

S. What information can change perceptions about the foregoing?

C.7.2 Juagment
For each judguent:
1. Who normally makes the judgment?
2. What changes when the Jjudgment is made?

3. What information does the judge access before ifwplementing
that change?

4. What would data voids™ do to the judgment process?
a. lncrease error
b. Delay change {mplementattion
¢. Reduce confidence
d. other

¢. Combinations of the above
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APPENDIX D

PROCEDURES AND GUIDELINES FOR USING DATA FLOW DIAGRAMS TO DEVELOP IAT DATA

D.1 INTRODUCTION

Of the methods reviewed earlier in the IAT development effort (Gruesbeck
et al., 1984),Structured Analysis (SA) appears to have high utility. SA is a
manual, graphical, sud narrative requirements analysis and design method. It
was developed during the early 1970's as part of L.L. Constantine's Structured
Design (SD) methodolugy, which emphasizes deriving processing requirements
based on a description of total system data flows and state at any specific
time (DeMarco, 1979; Rowell, 1981).

SA is based on top-down decomposition with simple graphical tools. Its
use is intended to improve user/analyst communication and provide accurate and
easily comprehended, structured requirements specifications as input to the
design stages of the system development life cycle.

A complete SA model consists of the following components:
1. Data Flow Diagrams (DFDs)

2. Data Dictionary

3. Mini-Specs

DFJs, which were used in the SIMCOPE and MWC applications, are network repre-
sentations of a systenm portraying the system's cowmponent processes and their
interfaces (data flows). DFDs serve to partition the system and may be used
to represent mannal as well as automated processes. A Data Dictinnary defines
each of the DFD's {nterfaces in teras of lower-level data flews and/or more
primitive data elements. Mini-Specs describe the lowest-level processes in
rhe DFDs using tools such as Structured English, Decision Tables, and Decision
Trees (Rowell, 198l).

Note that for IAT applicationg, based in part on the SIMCOPE and
MWC validation studfes, we are advocating the use of DFDs along with
frame/slot and Petrl net notations. Frame/slot and Petri net model-
ing techniques provide more flexible and comprehensive formats for
decomposing system constituents into lower-level processes than do
the (often elaborate) narratives required for Data Dictionary uand
Min{-Specs.
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D.2 PROCEDURES FOR DERIVING DATA FLOWS USING DEMARCO DFDs

The basic components of DFDs and their application to manned C3 systeams
have been presented elscwhere (Kornfeld, 1984; Kornfeld et al., 1985). The
focugs of the discussion here is rather to summarize guidelines for helping
analysts use DFDs along with other IAT modeling tools. For this purpose, only
a brief listing of DFD components appears below (Fig. D-]), with more emphasis
on notational conventions.

X Y 1
sooct |- (P2 }——(72) i

FILE

COMPONENTS

1. Data flows, represented by labeled arrows;: (X,Y,2)

2. Processes, represented by circles; (PI'PZ)

3. Files or Data Stores, represented by straight lines; FILE

4. Data Sources or Sinks, represented by boxes.

R-2311

Figure D~1. DeMarco Data Flow Diagram

D.2.1 Data Flow Notational Conventions

Data flows are represented by named arrows or vectors. They act as pipe-
lines through which packets of data and information of a known composition can
flow.* Conventions for deriving data flows include the following (DeMarco,
1979; Rowell, 1981):

l. Name all data flows ~ when no logical relevant name can be found
for a data flow, chances are there is some error in the DFD.

*Note that DFDs do not show the system's flow of control. A data flow that
i1s actually a4 signal to do something (e.g., a flow named Start-Next-Item)
should not be portrayed on the DFDs. Control flows ‘re procedural in nature
and should be specified elsewhere (e.g., in Petri nets).
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2. Choose a name which conveys to cthe DFD reader what the data is
and what 1s known about it (e.g., Raw-Intelligence-Data becomes
SAC-Intetest~Data in Fig. D=2, which {llustrates data analysis
processes 1in HQSAC).

3. Insure that all data flows have different names to avold coufu-
sion for the DFD reader.

4. Hyphenate multiple word data flows to show that they represent
a single concept.

. RAW
INTELLIGENCE |
COLLECTION | ‘"ngk§gENCE SAC- INTEREST
. AGENCY INSTALLATIONS

RETRANSMISSION

1.
REQUEST E0IT
DATA sac
INTEREST
IRRELEVANT DATA
DATA
REJECTED
NALY
REﬁOR% ?:LE RCUTINE DATA
INTELLIGENCE
CURRENT
PRIORITY DATA
: INTELLIGENCE
, REPCRT INTELLIGENCE
ROUTINE CURRENT
REPORT REPORTS DATA BASE
PRIORTTY
. REPORT
DISSEMINATE REPORT

INTELLIGERCT RELEVANT UPDATES
REPORTS ROUTINE
REPORTS \\\\\»

RELEVANT NATIONAL
PRIORITY HQSAC INTELLIGENCE
REPORTS AGENCES COMMUNITY
AGENCIES
Te— R-2£67

Figure D-2. Data rlow Diagriam of Mypothetical Military
Titelligence System (Rowell, 1981; p. 60)
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S. When applicable, show data flows diverging to different elements
or converging from different elements with forking or joining
vectors, e.g., Relevant-Routine-Reports in Fig. D-2.

6. Let data flows into and out of simple files be identified by the
file name instead of naming the data flow itself (e.g., the data
flow from the SAC-Interest- Installation file to the Edit Data
process in Fig. D-2).

D.2.2 Conventions for Other DFD Components: Processes, Files, and Data
Sources (Rowell, 1981)

Processes are transformations of one or more incoming data flows into
one or more outgoing data flows (e.g., Edit Data, Analyze Data in Fig. D-2).
Processes are represented by circles which are labelled with a number and a
descriptive name. The numbering system and its rationale are part of the
leveled DFD concept which is explained below.

Files are temporary repositories of data which include a computer tape or
disk, an index file in someone's desk, a computer database, or even a waste-
basket. They are represented by a straight line with the file's (descriptive)
name in close proximity (e.g., the Analyst Report File in Fig. D~2). The
direction of data flows going to or from a file 1s important, showing that a
file only provides data to a process (outgoing arrow such as from the SAC~
Interest-Installations file to the Edit Data process in Fig. D-2), only re-
ceives data from a process (incoming arrow such as from the Write Intelligence
Report process to the Analyst Report file in Fig. D-2), or both. When there
is two-way access between a file and a process, either a double-headed arrow
or two separate arrows can be used to show the data flow depending on whether
the data flows in question have the same composition. The rule is to only
show net flows to and from files.

Sources and sinks are net originators or receivers of data which are
outside the system's context and are represented by a named box (e.g., Intel-
ligence Collection Agency in Fig. D-2). Data can flow both into and out of
a source/sink box. They should be used sparingly since they are usually not
defined very rigorously and are included to provide a feel for the system's
connections to the outside world.

D.3 RULES FOR DRAWING DFDs (Rowell, 1981; pp. 63-69)

D.3.1 General Guidelines

1. Identify the system's net input and output data flows and draw
them around the edge of the diagram. These data flows define
the system's context boundary (since everything outside them is
out of the system). Try to 1dentify all of the important and
relevant boundary data flows and include them, but do not be
overly concerned with completeness at this polnt.
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2.

3.

5.

Work from inputs to out =-— d.awinyg in outputs, backwards from

outputs to lnputs, or frow the center out drawing in processes

and data flows. Concentrate first on major data flows looking

for primary data pipelines. Draw them on the diagram with (for
now) empty circles for the transforming processes and try to
hook them up with the peripheral data flows. Examine each

blank process and see if there are internal data flows which

require the process to be split into two or more separate proc-
esses. For each data flow item, determine what is needed to
build it, identify where the components come from, and try to
determine what processes create the components.

Carefully label all the interface data flows. The names given

to data flows will have a major impact on DFD readability.
Therefore, try to make the name appropriate (applicable to the
entire data flow, not just one of its components) and avoid
grouping unlike 1tems into a single flow unless they definitely
belong together. Insure all data flows (except to and from
simple files) are named. If the data flows cannot be simply
and accurately named, consider: (1) breaking them up into two
or more nameable data flows, or (2) restarting.

Label the processes in terms of their inputs and outputs. Again,

make sure the name is appropriate and reflects what is done in
the transformation. Try to develop names with a single strong
action verb and a single object (multiple verbs usually mean
more partitioning 1s required). Avold verbs like "process'" or
"handle" - they are too imprecise. Repartition when necessary
(to break down processes which are unnameable or to combine
several processes to describe a process which is more easily
named).

Ignore inltialization or termination ideas. Draw the system

in an up-and-running steady state and defer concerans about how
the system got there until later (at the end of the entire DFD
analysis process).

Ignore the details of trivial error-handling data flows.

I1f the error requires no undoing of past processing,
ignore 1t for the moment; if it requires you to back
out previous updates or revert a file or files to a

previous state, then do not ignore it (DeMarco, 1979;

p. 68).
Remenber that a DFD 1s trying to convey an overall picture of
the system's context and contents -—- leave the details until
later.
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7. Do not portray control flows or control informatfon. There
are two tests to determine 1If a data flow {s In Fact a control

flow: (1) ask what data or information moves over the data
flow in question -- if there 1s none, the data flow probably
does not represent the stream of the data itself and should be
removed; (2) ask what use the destination process will make of
the data or {nformation moving over the data flow in question.

1f 1t is modified and put out as an outgoing data flow
or part of one, then it is a legitimate data flow. If
it only serves to prompt the process to start doing
its work or guide it in how to do its work, then it {is
control (DeMarco, 1979; p. 69).

8. Be prepared to start the drawings over. The final DFD set should
be preceded by several successively more &sccurate iterations.

D.3.2 Leveled D'Ds

Leveled DFDy are called for when a system is too large or complex to be
completely represented by a one-page DFD. Leveling involves first partition-
ing & system into subsystems, then treating each subsystem as a system which
fs partitioned into sub-subsystems, etc. until the required level of detail
can be achieved for each of the lowest level processes.,

The highest-level DFD (i.e., the system view) is referred to as the
"parent,” and lower-level DFDs (1.e., subsystem views) are “children,” in the
DeMarco DFD nomenclature.’ Insuring the equivalence of data flows between
parent and child diagrams 1is called balancing.

D.3.2.1 Notational Conventions for Leveled DFDs

L] Numbering -- Each child diagram retains the number of its par-
ent's (related) process circles. Subprocesses are numbered in
turn with decimal point separators. For example: Fig. D-3
below represents a more detailed (subsystem) view of higher-
level processes which were pictured in Fig. D-2. The parent 1is
"Diagram 0" and the child “Diagram 1." Process #1, "Edit Data”
on Diagram O, is decomposed into its constituent processes on
Diagram 1, the child. Fach subprocess on Diagram 1 is labeled
as 1.1, 1.2, etc. 1f a process such as 1.2 were to be broken
down further, the decompositicn DFD would be labeled "Liagraam
1.2" and the subprocesses 1.2.1, 1.2.2, etc.
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RAW
INTELLIGONCE

DATA 1.1
) Vg:}zv SAC-INTEREST
VERIFLLD RAW INSTALLATIONS
RECEPTION INTELLIGENCE

DATA

———
RETRANSMI $S10H
REQUEST

UNLISTED
INSTALLATION
DATA

1.3 LISTED
L} VERIFY DATA IRSTALLATION
DATA

TRRELEVANCY
KL LEVANT
UNLISTED

INSTALLATION

DATA

-
TRRELEVANT

DATA <ac
INTEREST
DATA

R-2668

Figure D-3. Diagram l: Data Flow Diagram of "Edit Data" Process
{Rowell, 1981; p. 67)

D.3.2.2 Guidelines for Decouwposition with Leveled DFDs

1. Asymmetry is allowed when trying to assess which processes
should be decomposed. Some processes are likely to be more
complex than others -- the more complex processes should be
decomposed down more levels.

2. Stop decomposition when each lowest-leve. process can be speci-
f{ed by describing elemental tasks and procedures. Using IAT,
one should be able to complete a frawe by filling in values for
slots at the point each lowest-level process has been adequately

described.

3. Maintaln accuracy and consistency in carrying out a leveled-DFD

analysis:

° Shuw changes on both parent and child diagrawms.

. Insure that data flows Dbalance.

o Sugpeci processes or files with incoming but not outgoing

data flows; such processes/files may actually be sinks or
errors.
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