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ABSTRACT

A technique is presented to estimate surface relative humidity and boundary layer

depth from multispectral satellite measurements using the AVHRR sensor on TIROS-N

generation satellites. A sensitivity study quantifies the effect of a combination of input

measurement errors of sea-surface temperature, optical depth and total water vapor used --

in the technique to produce outputs of surface relative humidity and boundary layer

depth under simulated conditions and model atmospheres. Technique verification is then

accomplished with satellite data compared to ship and aircraft vertical soundings and

sea-surface temperature measurements. The root mean square differences between the

surface relative humidity/boundary layer depth satellite-measured estimates and verified A

measurements are 6% and 75 m respectively. Finally, synoptic-scale mapping of the

surface relative humidity and boundary layer depth fields based on the satellite derived

estimates is accomplished with monochromatic and color enhanced satellite images.

Horizontal variability of surface relative humidity and boundary layer depth on the order

of kilometers can be visually detected from these images. ,- -
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I. INTRODUCTION

The marine atmospheric boundary layer (.-,lABL) is a highly complex region of the

environment that acts as the transition zone between the ocean and the free atmosphere.
The unstable MABL is composed of a thin surface layer where turbulent fluxes are es-
sentially constant with height. a well mixed region characterized by little vertical change
of potential temperature or specific humidity and an inversion laver marked by large
gradients in potential temperature, specific humidity and entrainment.

The ability to accurately describe and predict near surface conditions on a real time
basis is crucial to the proper utilization of military weapons and sensors. Knowledge
of the horizontal distribution of surface relative humidity and boundary laver depth
could, for example, aid the intelligence staff of a battle group planning an air strike over

hostile territory. Current vertical rawinsonde soundings provide no information about

boundary layer characteristics except at the point of the rawinsonde launch. Nlapping

of the surface relative humidity and boundary layer depth fields on a regional scale can

aid the meteorologist in predicting the refractive conditions for electromagnetic propa-

gation that directly affect radar and weapons systems.

Currently, the marine boundary layer is observed through conventional methods
such as rawinsonde and lidar soundings. However, they are severely limited in spatial

extent and therefore do not provide a complete view of the spatial structure oI" the near

surface environment. Mapping of boundary layer height and surface relative hunuidity

on a large scale would greatly enhance our ability to effectively predict the physical

processes that occur there. Variations in the layer structure with respect to the

synoptic-scale environment could be studied in greater detail. The effect of diurnal Nari-

ations on the MABL can also be observed in a new way. Finally, boundary laver map-

ping could provide data for numerical weather prediction with coverage that currently

does not exist.

With the advent of meteorological satellites, large scale maps of specific

meteorological phenomena have been produced that greatly enhance our knowledge of

the air-sea interface. Sea-surface temperature. cloud cover and atmospheric aerosol

content are examples of a few of the more commonly used products of satellite imaging.

However, boundary layer measurements are extremely difficult to produce from satellite

sounding techniques because of the poor vertical resolution associated with the current

-- r '



satellite sounders. By utilizing multispectral techniques and making certain assumptions

about the distribution of moisture, temperature and optical depth. the inherent errs:s

assolated with the satellite sounding method can be inimized. Kren 1987 has pre-

sented a method of obtaining boundar. layer depth and retative humidity struc:ure using

multispectral measurements of sea-surface temperature, totai water vapor and optical

Iepth. The method has been tested with a model atmosphere under simulated condi-

tions, and estimations of the boundary layer deptlh and surface relative humidity were

within 5% of the actual values with zero measurement error. These results verify the

validity of the assumptions made in producing the technique. The purpose of this thesis

is twofold:

1. Test the validity of the technique under different synoptic conditions using
rawinsonde data as verification of satellite measurements. Further. identify the
limitations of the method as a result of cloud cover and inconsistent measurements.

2. Present a technique for mapping the surface relative humidity and boundary layer
depth fields from data supplied by the Advanced Very High Resolution Radiometer
(AVHRR) sensor.

In Chapter II, the technique is discussed in detail along with assumptions, meas-

urement methods and statistical analysis of the cumulative effect of measurement errors.

Chapter I II describes the verification process with satellite data and Chapter IV presents

results of case studies with images of boundary layer height and surface relative humidity

provided. The final chapter consists of conclusions of this thesis with recommendations

for future work.

2I
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ii. THEORETICAL BACKGROUND

Kren (1987) proposed that the height of the NIABL and parameterization of the

relatie humidity profile may be indirectly determined by satellite. The technique dev ei-

oped by Kren utilizes the AVHRR sensor to extract values of sea-surface temperature

(SST) optical depth (t-) and total water vapor content (W). By making assumptions

about the vertical structure of the %IABL. the satellite derived estimations of' SST. W

and 7 coupled with an estimate of atmospheric pressure at the sea surtace can be em-

ployed in an iterative process to estimate boundary layer height and surface relative

humidity. The characteristics of the MABL and the relationships between relative hu-

nmiditv. sea-surface temperature, optical depth and total water vapor will be reviewed in

this chapter to form the basis of the technique. The assumptions and measurement

procedures employed will also be discussed. Finally, a statistical analysis of the cumula-

tive effect of satellite sensor measurement errors is examined.

The typical MABL can be separated into three horizontal layers as shown in Fig.

1. The surface laver is confined to the first tens of meters above the sea surface. Here

strong gradients of wind, temperature and moisture generate fluxes of heat and moisture.

It is important to realize that no turbulent transport takes place across tie air-sea

interface (Businger. 1985). The ocean surface acts as a barrier to the exchange of tem-

perature and moisture. The major transport of the mixed layer quantities is through

horizontal advection in the surface layer. The stability of the layer is dependent on the

air-sea temperature difference. An unstable condition generally exists when the air is

cooler than the water and turbulent convection occurs. The stronger the convection, the

thinner the surface layer. Above this and extending to the base of the inversion layer is

the mixed layer, characterized by turbulent eddies which mix potential temperature and

specific humidity to constant values throughout its vertical extent. The thin inversion

layer, also on the order of tens of meters, is where turbulence is extinguished by stable

stratification and where strong vertical gradients of potential temperature and specific

humidity exist.

The balance of processes that act to determine the structure of the NIABL can be

summarized as follows:

1. Fluxes of heat and moisture enter the base of the MABL in the surface layer.

3
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Fig. 1. Typical Marine Atmospheric Boundary Layer

2. Heat and moisture are transferred upward in the boundary laver by turbulent
eddies which also entrain dry free atmospheric air through the inversion layer. This
acts to deepen the MABL.

3. Subsidence from above forces the laver down toward the surface and intensities the
inversion layer. -

A. CHARACTERISTICS OF THE MABL
Within the well mixed MABL. potential temperature. specitic hunudity and mixing'%

ratio tend to be constant with height. Adiabatic mxm. described in Rogers 1979). is

the process whereby samples of air f'om dilfferent pressure levels are brought

adiabatically (without gain or loss of heat) to the same pressure level and mixed. Thfis
is an ongoing process within the well-mixed laver and is responsible For maintaining the
constant profiles of specific humidity and mixing ratio.

The technique for estimating boundary layer depth and surface relative humidity
developed here takes advantage of these simple distributions and is based on the re-

lationships of temperature and relative humidity. Relative humidity depends on the va-
por density and the saturation vapor density of ambient air within the boundary layer:

A.
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RH= x00 . I

While vapor density reflects the amount of water vapor present and has no temperature

dependence. saturation vapor density is directly related to temperature via the

Clausius-Clapeyron equation. Bolton (1930) developed a fbrnulation tbr saturation va-

por density as a function of temperature which yields errors of less than 0.1"o for tern-

peratures greater than 0 *C.

Fig. 2 shows a plot of saturation vapor density as a function of temperature. Since

relative humidity is inversel, proportional to saturation vapor density and temperature

decreases with height in a well-mixed boundary layer, relative humidity increases with

increasing height.

B. TECHNIQUE ASSUMPTIONS

The technique developed by Kren is based on three fundamental assumptions about

the MABL:

1. The MABL values of potential temperature and specific humidity are well mixed.

2. Aerosol optical depth at red-visible and near infrared wavelengths results from
particles that are confined primarily within the MABL.

3. The total atmospheric water vapor content is confined primarily within the MABL.

The validity of each of these assumptions will be discussed briefly to identify the condi-

tions under which the technique can be applied.

1. The MABL is Well-Mixed

Turbulent mixing within the layer is the process that produces homogeneous

potential temperature and water vapor mixing ratio regimes. This mixing occurs because

of buoyancy and shear effects. Strong buoyancy production and turbulent kinetic en-

ergy within the MABL is usually suppressed because of the inability of the sea surface

to warm sufficiently during daylight hours. At night,the heat capacity of the ocean pre-

vents radiative cooling of the surface from causing the formation of a stable layer.

Therefore, buoyancy effects are small, and the MABL remains near neutral with only

slight diurnal variations.

Wind shear in the surface layer results in shear production of turbulent kinetic

energy which also mixes the MABL. Overall, the combination of buoyancy production

and shear production results in a fairly well-mixed boundary layer. While this holds true

for a significant portion of the global air-sea interface, there are regions where the

5
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Fig. 2. Saturation vapor density as a function of temperature: Bolton (1980)

combination of environmental factors leads to a highly stable NIABL in which rnrxin2

is suppressed. One example is on the west coast of continents under a very strong

subsidence inversion. Cold sea temperatures due to.upwelling, coupled with low wind

shear can produce vertical distributions of state variables that deviate from the assurnp-

tions presented. The farther the deviation firom tht assumptions. the greater the error

in the estimates of surftce relative humidity and boundary laycr height. This relation-

ship will be shown in the next chapter.

2. Optical Depth Within the MABL

It is important to first review the radiometric quantities which affect optical

depth. The extinction coefficient, # is a measure of the probability of a photon being

scattered or absorbed. The extinction coefficient has two components, extinction due

to scattering (fc,) and to absorption (fl,). Shettle and Fenn (1979) describe atmosphere

6 a.



aerosol distributions, and for marine particles they conclude absorption is small and the

scattering coefficient is equivalent to the extinction coefficient. This approximation is

used here. The extinction coefficient is defined as:

f'rQ rnr)d.\(r)
flext a-' dr, (2)

where irr2 is the cross sectional area for a given particle radius. O,. is extinction e:liciency
(dependent on the complex refraction index (in) and particle radius (r)), and dNtr) dr

describes the distribution of particles by radius. Variations in each of these three factors

produce corresponding changes in extinction. Kren, (19S7) gives a detailed analysis of
the effects of each of the three factors. Summarizing, Fitzgerald (1979) shows that the

dominant term affecting extinction is particle size. Durkee (19S4) found a relationship

between extinction and relative humidity consistent with Fitzgerald's work. The func-

tional relationship:

i , (3) !

where A = .2998, B = 99.8999 and RH- = relative humidity is graphically illustrated in

Fig. 3. The relationship is based on aircraft measurements of extinction within the

MABL off the southern California coast, 1982.

Atmospheric optical depth is defined as the vertical integral of the extinction

coefficient (f#,,,) through the depth of the atmospheric column (dz):

I

.d exz. (4)

Since fl,,, has units of km-' and is integrated over dz. optical depth is a dimensionless
quantity that describes the amount of attenuation within the atmosphere. Typical values

range from .01 to over 1.0 for high aerosol content conditions.

Scattering of solar radiation toward a satellite sensor is due to a combination

of molecular and particle scattering. Rayleigh scattering of molecular constituents

within the atmosphere is nearly constant away from strong gradients of temperature and

pressure, as in the MABL. Mie scattering occurs primarily because of interactions with

marine particles within the MABL. A second contribution due to Mie scattering comes

from aerosols above the boundary layer advected over water by continental sources. A

7
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third source of upwelled radiance is reflection from the ocean surface and fironi

windblown whitecaps. Koepke and Quenzel (1981) shows that ocean surface contrib-

utions to reflected solar radiance are minimized at wavelengths used to measure optical

depth on the AVHRR. in this case, channel I ((-).o3 ii).

As shown in this section. optical depth is a parameter that embodies a variety

of physical proccsqes. By limiting the technique to well-nixed regions and by using

channel I of the AVIIRR. the assumption of optical depth being confined to the YIABL

can be supported. Fig. 4 shows the profiles of extinction. relative humidity and potential

temperature for 5 October 1982 off the coast of California (Durkee, 19S4t. As can be

seen from the extinction profile, the majority of optical depth is confined to the bound-

ary layer.

3. Total Water Vapor Within the NIABL

-he total water vapor content (W) in a column of atmosphere is defined as the

vertical integration of the vapor density, p., within the column. Under the assumption

that the total water vapor is confined to the MABL, the vapor density must also be

confined to the MABL and the integration distance (Az) becomes the depth of the

boundary laver:

= Z , d-. (5 )

Nieman (1977) discusses maritime air masses associated with a strongly sub-

siding troposphere. Over oceanic regions, the lower troposphere is moistened by fluxes

across the air-sea interface, resulting in a moist MABL beneath a dry, free troposphere.

This is illustrated in Fig. 4 with the relative humidity profile from an actual case study

and in Fig. 5 in schematic form where profiles of relative humidity and temperature are

displayed. The water vapor content above the subsidence inversion is mininized and the

assumption of total water vapor being confined to the MABL holds under these condi-

tions.

The assumptions required for the technique to function properly constrain its

applicability. The procedures for extracting sea-surface temperature, optical depth and

total water vapor from satellite detected radiance require a cloud free atmosphere. The

technique can be applied within well-mixed MABL's, away from continental aerosol

above the boundary layer so optical depth above the layer is minimized and in regions

of subtropical high pressure anticyclones where water vapor is minimized above the

9
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MB.Errors in the estimation of surfiace relative humlridity and boundary layer depth
increase as deviations from the initial assumptions increase..

C. THE TECHNIQUE

The assumptions described in the previous section of optical depth and total water
vapor confined within the 'MABL enable Eqs. 4 and 5 to be combined through the



common vertical integration distance (Az). The combined equations can be sol ed for

surface relative humidity by substituting for the extinction and vapor density in terms

of relative humidity.

1. Relative Humidity Parameterization

Kren (1987) developed relative humidity profiles for technique validation from

a model atmosphere. For shallow layers, the typical relative humidity profile increases

linearly with height. As the layer becomes deeper, the linear parameterization breaks

down. This deviation is explained using Eq. 1 and Fig. 2. In deeper layers, because of

the dry adiabatic lapse rate. the change in temperature through the depth of the layer

allows the nonlinearity of the saturation vapor density function to influence the relative

humidity profile. For thin layers ( < 1 km), the non-linearity of the vapor density func-

tion is small and the relative humidity profile can be approximated by a straight line.

The parameterization is a linear function with height:

RH(z) = RH(0) + Cz, (6)

where RHl(z) is the relative humidity at any height z, RH(0) is the surface value and C

describes the percentage increase in relative humidity from the surface value to the top

of the layer when normalized to 1 km. Surface relative humidity is defined as the ex-

trapolation of the linear relative humidity profile down to zero meters. Theoretically. the

surface relative humidity over the ocean surface is always 100%, however for the pur- S
poses of the parameterization of the relative humidity lapse rate, the above definition -

of the extrapolated value is used.

The factor C, analogous to a relative humidity lapse rate, was found in the

technique to be variable with boundary layer depth, sea-surface temperature and surface

relative humidity. Kren (1987) examined variations in boundary layer depth and found

a functional relationship:

C = 14.07 +3.3333(Az), (7)

where Az is the layer thickness in km and C is in dimensions of %. km. The effect of

sea-surface temperature and surface relative humidity on the lapse rate will be discussed

in the next section.

Integrated Properties and Model Outputs

By Stituting Eq. 3 for extinction as a function of relative humidity, optical depth can

be zolved for analytically:

12



T- (B - RH(z))

where A and B are defined above. RH(Az) is the relative humidity at the top of the

MABL and RH(0) is the surface relative hunUdity. If extinction is again integrated with

relative humidity paranieterized by Eq. 6, the result is:

= I In AB- .R(O) -. tI CA:
S AC AB -ARHm .91

Simple layer averaging of extinction would tend to underestimate the value of optical

depth because of the nonlinear relationship between relative humidity and extinction at

higher relative humidities, (Fig. 3). Therefore, it is necessary to seek an analytical sol-

ution (Eq. 9) for the integration of extinction.

Total water is the vertical integration of vapor density through the height of the

atmospheric column. By choosing a constant mean layer vapor density and extending

the integration through the depth of the MABL, the equation can be solbed such that:

(RH (Az)/2)p .(T(A:/2)) (10).-

100 (

where p,(T(Az/2)) = the saturation vapor density based on the layer temperature at

height Az, 2. Assuming that the value of vapor density at Az ,2 is representative for the

MABL, total integrated water vapor can be solved for in terms of relative humidity and

saturation vapor density through substitution of Eq. 1:

(RH(O) + CAz/2)p,(T(Az/2))
= Az100. (11)

Eqs. 9 and 11 can be manipulated to solve for the layer depth (Az):

A B - (A B - A R H())) exp( -A C) R H(O) (12)

and

RH(O) - , RH(0) + 200Cp, (T,,) '.'3Az--C13..

13
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In Eq. 13, the positive root of the radical in the quadratic is always selected. Through

the common factor Az, Eqs. 12 and 13 can be combined which leads to a solution for

surface relative humidity (RH(0)):

[i - (e 4 C) 2 ] x R1(0)2

+ [2Be -'AC(e - 4 - 1)] x RIH(O)

-B 2 (1 - e-'AC )2 + 2.0 x 10- 3 C11'/ps Tl yr) 0. 1)

Solution of this quadratic formula yields the surface relative humidity value which is

substituted into Eq. 12 for determination of MABL thickness.

The technique will fail if measurements of optical depth, total water vapor and

sea-surface temperature are inconsistent. Solutions to Eq. 14 produce two complex

numbers. Any time the imaginary part is non-zero, the solution for surface relative hu-

miditv is indeterminate. The technique incorporates this test to ensure that only purely

real solutions are used.

3. Alternative Method of Computing RH(O) and AZ

Because it is assumed that the relative humidity increases with height within the

boundary layer, it is possible to have cases where saturation is reached. If this happens,

the relationship between the input variables of sea-surface temperature, total water va-

por and optical depth is changed and a new set of equations must be employed to bal-

ance the equations. Fig. 6 shows the assumed relative humidity profile when the

parameter C allows for the relative humidity within the layer to exceed 97 o. Since cloud

free conditions is an initial assumption, it is necessary to cap the profile prior to satu-

ration and as an approximation to this case, the relative huniditv is held constant at

97?%o to the top of the layer.

The alternative set of equations is derived by substituting 970 for RH(z) in

Eqs. 8 and 10 and solving each of these for Az:
7

[(B - 97) x [rAC + ln(B - 97)/(B - RH(0))] - (97 - RH(o))] ,'5A_-c (15),,

AZ (97)2 - (RH(O)) 100 + iv 97 - RHW1)6)
- 94x +7p~ c(16)19,4 x C 97 x P C
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Fig. 6. Assumed relative humidity profile lien layer relative humidity exceeds

97%.

By equating the two equations, a transcendental equation is produced:

[(B - 97) x [-AC - ln(B - 9)"B - R11O)] -I(- - RH('"'f

1.P

(97) - (RHI! ) ) lo x 9" - Rt 111)'.
"~ - U. (l-I "-

194 x C 97 x C

The roots of the equation are deterrmned numerically. Once surtace reiative humiditv

is determined, it can be substituted into Eq. 15 to find boundary laver thickness.

Initially, surface relative humidity and boundary layer thickness are estimated

using Eqs. 12 and 14. Using the relative humidity lapse rate, C, the proper reiative hu-

midity profile is then determined after each iteration. If 97%o relative hurrdity is reached

within the layer, the technique uses Eqs. 15 and 17 for further refinement of the surface

15
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relative humidity and boundary layer depth estimations. If saturation is not reached, the

technique uses Eqs. 12 and 13 to estimate surface relative hurmidity and boundary layer

depth.

4. The Iterative Process

Provided the input measurements of sea surface temperature. optical depth and
total water vapor are reasonably consistent, the technique iterates on Eqs. 12 and 1-1 and
converges to a boundary layer depth and surface relative humidity. Iteration is requrcd
because of the lack of information initially about the MABL. Mid-layer temperature and
layer depth are unknown at the onset. Layer depth and mid-layer temperature can be
estimated after a calculation of the surface relative humidity is made. With these vari-
ables defined, recalculated values of the parameter C and the layer saturation vapor

density are determined. Iteration is necessary since p, and C are factors in the quadratic

equation.

The determination of the initial value of C was described at the beginning of
this section. The initial value of the layer saturation vapor density is found from the

sea-surface temperature. Succesive iterated values are the mid-layer values as the
hypsometric formula and Poisson's equation are applied to the computed layer thickness

and temperature respectively. A detailed treatment of this process can be found in Kren

(1987).

5. Comparison of Constant and Changing Relative Humidity Lapse Rate

Kren (1987) investigated the dependence of the parameter C to boundary layer
depth. He produced sensitivity studies that quantified the response of the method as a
function of the perturbation of sea surface temperature, total water vapor and optical

depth. Standard deviations based on reasonable measurement errors were used for each
of the variables of sea-surface temperature, total water vapor and optical depth to de-
termine the high and low values of each output; 10% for optical depth, 1.0 'C for SS r

and 0.10 g/crm2 for total water vapor. The results for simulated bou, dary idyer depths

of 500, 1000 and 1500 m are presented in Table 1. Upon further investigation it x'as
found that variations in SST and surface relative humidity also affect the value of C. To
assess the effect of the deviations in these variables, outputs of surface relative humidity

and boundary layer depth were generated under model atmosphere conditions for the

combinations of inputs listed in Table 2. These values represent the range of each of the
parameters in regions of the world where the technique is most applicable. A linear in-

terpolation scheme was developed which produces a value of C, the relative humidity

16
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TABLE I
EFFECT OF VARIATIONS IN INPUT PARAMETERS

ON RESULTS

Layer Depth (in) RE-, 10 ,
500 1.)' W0 1500 50(I 11)( ) I 1 I

SST (°C)-
-1.0 457.6 907.1 1337.5 72.6 73.0 '3.9
-1.o 557.7 1101.2 1632.2 66.5 66.S 66.7

TAU
+ W'°o 478.3 962.0 1459.0 73.5 ,'2.9 71.3
-100% 544.1 1046.0 14S5.2 64. 1 66.4 6'.9

W (G CM2)
+ 1.0 635.1 1109.6 1582.1 61.7 66.6 68.1
-1.0 406.5 395.6 1361.3 75.7 73.3 73.1

lapse rate, for all the possible combinations of inputs. In this way, the teclnique ac-

counts for changes in the slope of the relative humidity profile. Table 3 shows model

results of surface relative humidity and boundary layer depth values comparing those

generated with the above linear function lapse rate to those with the changing lapse rate.

A positive value of A% represents an improvement of the changing lapse rate process

over the constant lapse rate process.

As can be seen from the table, there is little difference in the sensitivity of the

parameters when the variable lapse rate is taken into account. However, there are some

interesting patterns present. In most cases, the variable lapse rate method improves the

technique on one side of the given output variable significantly more than it degrades

the result on the other. As an example, in the sea-surface temperature cases for layer

depth, the average improvement of the changing lapse rate method for a -1.0 °C error

is 0.6% and the average degradation for a positive 1.0 °C is 0.17%. Differences of

0.17% for a 1000 m boundary layer depth correspond to an error of less than 2 m. Also,

the differences between the two methods increase as the depth of boundary layer in-

creases. This is a manifestation of the nonlinearity of the temperature dependence in

deeper layer depths. Further, the changing lapse rate method is considerably slower

because of the necessity to interpolate in a three dimensional matrix. The increase in

computational time offsets the near negligible improvement in the changing lapse rate

17



TABLE 2
TECHNIQUE INPUTS FOR RELATIVE HUMIDITY LAPSE RATE

COMPARISON

BOUNDARY SURFACE
LAYER SST ( C) RELATIVE

DEPTH(m} HUMIDITY (%O)
200 12 610
400 14 65
600 16 70
SO0 18 75
1000 20 80
1200
1400
1600

method over the constant lapse rate method. The combination of the small improve-

ment in accuracy and slower computational time make the changing lapse rate method

less attractive than the constant lapse rate method. One of the objectives of the tech-

nique to estimate surface relative humidity and boundary layer depth is to provide real

time outputs and to this end, the constant lapse rate has been incorporated into the

technique.

D. MEASUREMENT TECHNIQUES

As stated in the introduction, the technique is based on measurements derived from 0

a single sensor, the Advanced Very High Resolution Radiometer (AVHRR). Fig. 7

shows the spectral response function for the AVHRR. Channel 1 (0.63 um) is used intoo

optical depth estimation and reflectance testing for cloud contamination, and channels

4 (10.5 pm) and 5 (12.0 pm) for sea-surface temperature and total water vapor esti-

mations. The advantages of utilizing a single sensor such as the AVHRR to provide the

necessary measurements of sea-surface temperature, optical depth and total water vapor

are twofold. First, a single sensor alleviates the differences in resolution between multiple

sensors. Where one sensor may have a resolution of I km, another may have a resolution

of 25 km. Second, the time taken in processing data is less from a single sensor than

from multiple sensor techniques. While there are documented methods of extracting

these required parameters from other sensors on other satellites, the technique utilizing ,-w

18
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TABLE 3
EFFECT OF CHANGING C ON TECHNIQUE 01TPLTS AND % CHANGE

FROM CONSTANT C .METHOD

Layer Depth (m) RH(0J t".,]

SST (°C)
-- I.o 455.6 906.5 1337.4 72.7 73.4 -3. 2
A') -(1).4 -0.1 , -(I.I -0.5 1.0
-1.0 554.0 1099.9 1614.0 66.8 67.5 (9.5
Y.; 0.8 ). 0.8 0.4 1.0 4.u

+ 10"'o 476.7 961.3 1448.3 73.6 73.3 73.5
L10,) -0.2 -0.1 -0. 7 -0. 1 -0.6 -1.5

-10%0 539.4 1043.6 1484.5 64.7 67.1 71.4
A" 1.2 0.4 -). 1 0.7 1.0 -1.9

WI(Kg/m-2 )

+ 1.0 628.6 1106.5 1568.5 62.3 67.4 70.6
2.0 0.3 0.9 0.7 1.2 2.2

-1.0 4105.1 895.2 1364.6 75.7 73.6 74.5
A°  -0.2 0.0 0.2 -0. 1 -0.2 0.2

the AVHRR will be discussed here. Verification of the methods will be discussed in the

next chapter.

1. Sea-Surface Temperature

Satellite multi-channel sea-surface temperature (MCSST) methods have existed

since 1983 and are continually being refined. McClain (1985) presents a method cur-

rently used by NOAA that is applicable for the five-channel AVHRR sensors (NOAA-7

and NOAA-9). MCSST takes advantage of the differential water vapor absorption in

the infra-red channels 4 and 5 by splitting the 10-13 4m absorption window. The 10 pin

band is virtually clean with respect to water vapor while the 13 um band is on the edge

of the water vapor absorption window. By comparing the brightness temperatures of the

two bands, the water vapor contamination can be accounted for and the true sea-surface

temperature determined. The rms error from this method is less than 1.1 *C.

2. Total Water Vapor

Channels 4 and 5 are also utilized in extracting total water vapor from the at-

mosphere. Instead of correcting for water vapor absorption, the varying degrees of

absorptance between channels 4 and 5 may be utilized to provide information about the
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Fig. 7. AVHRR spectral response functions from Lauritson et. al. (1979).

amount of water vapor in the MABL. Dalu (1986) found the relationship between sea-

surface temperature and total water vapor to be a function of the satellite zenith angle
(0):

W=A(T - T5) cos 0, (IS)

where A = g( f )i(k(T, - T)); g(W) is a function of water vapor. k is an absorption coef-
ficient and (T, - T) is the difference between the sea-surface temperature and the mean

radiative temperature of the atmosphere. Dalu analyzed a large range of atmospheric

profiles of temperature and relative humidity and found A= 1.96 g/cm2 to hold for typi-

cal atmospheric water vapor contents.

20



3. Optical Depth

Liou (1980) describes the theory behind radiative transfer to estimate optical

depth. The amount of radiance reflected by the atmosphere measured at the satellite is

directly proportional to the amount of optically active scatterers in the atmosphere.

The radiative transfer equation which describes the scattering of solar radiation

in the atmosphere may be written from Liou (1980) as:

dL(r, )
dr L(-, )

- .2.. fL(r, U')P(Q, Q')d'

- "2". irFoP( , 00) exp( - r/I), (19)

where:

L = diffuse intensity or radiance,

7 = optical depth,

(0o = single scatter albedo,

.= cos 0 ( 0 is the observation zenith angle),

= solid angle ( 0 , 0 ) ( 0 = azimuth angle) and

P( (0 Q' ) = incoming radiative flux.

By assuming the single scattering approximation and that upward intensities from the

ocean surface and subsurface are negligible, the reflected intensity for a finite atmos-

phere with total optical depth ( r, ) is:

oo P(9.(0
L(O; 41r P(O)I (20)'

from Durkee (1984). Therefore, reflected intensities are directly proportional to optical

depth, scattering phase function, satellite viewing geometry and single scattering albedo.

Channel 1 (0.63 um) of the AVHRR sensor in conjunction with known values of the

scattering phase function, single scattering albedo and satellite geometry then can be

used to estimate optical depth.

21
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E. SENSITIVITY OF THE TECHNIQUE TO MEASUREMENT ERROR

Errors exist in each of the methods to estimate sea-surface temperature. optical

depth and total water vapor by the AVHRR because of the inability of a sensor to

produce perfect measurements. A statistical analysis was performed based on simulated

data and model boundary layer conditions in order to assess the cumulative effects of

cirors in the rcasurements of sea-surface temperature, total water %apor and optical

depth. The two parameters most often used to describe a population are the mean and

the standard deviation. The mean defines the most likely value of a distribution and the

standard deviation defines the amount of spread within the population. Two types of'

analyses were conducted; a histogram study to graphically illustrate the spread of the

population and a t-test to assess the range of the expected mean.

The analysis was performed with a 1000 m MABL depth, 70 and 80%,0 . rface rel-

ative humidity and 20 and 25 °C SST. The original sensitivity study conductcxi by Kren

and the subsequent effect of changing the relative humidity lapse rate used errors of 1.0

*C. 0.10 gm/cm and 10% for sea-surface temperature, total water vapor and optical

depth respectively. After further literature review and actual satellite measurements, it

has been determined that more realistic errors for the three variables are 1.0 'C, 0.20

gm/cm and 20%"0 for sea-surface temperature, total water vapor and optical depth re-

spectively. The model was run with 30 random combinations of inputs within this

broader range of errors.

To assess the effect of combinations of input errors on the expected spread of the

outputs. histograms were produced that graphically display the standard deviation in

each of the cases. Fig. 8 shows the surface relative humidity histograms while Fig. 9

shows the boundary layer depth histograms.

Standard deviations range from 2.1 to 6.3 in the surface relative humidity cases and

from 94.9 to 168.6 in the boundary layer depth cases. The general trend in surface rel-

ative humidity cases is toward smaller standard deviation as the surface relative humidity

increases. The same correlation holds true for the boundary layer depth cases. As

shown in Fig. 3, relative humidity is effected by extinction and thus optical depth in a

near exponential increase as relative humidity is increased. Even though the cases were

run at 70% and 80% surface relative humidity where the sensitivity of relative humidity

to extinction is not that significant, the laver relative humidity will approach higher

values in the cases of higher surface relative humidity. Therefore the technique should

prove more accurate in cases of higher surface relative humidity where the dependency -
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TABLE 4
RH(0) AND MABL DEPTH TECHNIQUE VALUES AND t-TEST

RESULTS FROM ERROR SENSITIVITY ANALYSIS

SST RH MIN MEAN MAX IODEL
(0C) (0o) VALUE

Relative 20 70 65.4 68.6 71.8 69.2
Humidity 25 70 66.7 69.5 72.3 7. 7
(0) 20 80 79.0 80.2 81.4 S(.3

20 80 78.4 79.5 80.6 78.8
25 So 77.7 78.9 80.1 7S.S

Boundary 20 70 908.9 995.3 1081.7 991.0
Laver 25 70 951.2 999.9 1048.5 994.0

Height 20 80 961.2 1024.0 1086.8 1W14.7
(m) 20 80 932.8 982.6 1032.3 1011.8

25 80 980.6 1032.3 1084.0 1018.7

on extinction (optical depth) is greater, and the histogram results confirm this conclu-

sion.

The effect of temperature on the spread of values of surface relative humidity and

boundary layer depth is less evident. In both sets of histograms, the standard deviations

are nearly equal when comparing the 20 and 25 'C cases. Kren (1987) points out that

the technique is least sensitive to sea-surface temperature and again the histogram re-

sults support this conclusion.

The results of the t-test are presented in Table 4. The minimum and maximum

values represent the range of possibilities for the mean at the 90% confidence level. The

model value represents the output if a perfect measurement could be made. In all cases,

the model values fell within the 90% confidence range. For example, at 25 °C and 70'o

surface relative humidity, the expected range of the mean of surface relative hurmidity for |

the 30 random combinations of inputs is 66.7% to 72.3%. The mean value of all 30 runs

was 69.5% while more significantly the model value (70.7'6), representing the "'perfect"

measurement, also fell within this range. For boundary layer depth at 25 'C and 70")

surface relative humidity, the expected range of the mean for surface relative humidity

was 951.2 m to 1048.5 m while the mean of the random combinations of inputs 999.9

m) and the model value (994.0 m) both fell within this range. For shallower boundary

layer depths, the spread between the minimum and maximum values for surface relative

25
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humidity and boundary layer depth wiLU be lower. This is due to the previously discussed

argument concerning the nonlinearity of the saturation vapor density function. From

the overaU results of the t-test, it can be seen that there is no significant shifting of the

mean due to combined input errors. -

For an atmosphere that matches the assumptions applied to the technique, esti-

mations of surface relative humidity and boundary layer depth are within a few percent

of the correct values. As the atmosphere deviates from the applied assumptions, the

accuracy" of the estimations will necessarily decrease. The overall results of the sensitiv-

ity study show that with the combined sensor measurement errors of the input variables

of sea-surface temperature, total water vapor and optical depth. there is no significant

shifting of the mean or spread in the output estimations of surface relative humidity and

boundary layer depth. It must be emphasized that the study was performed under en-

tirely simulated conditions. Technique verification and results of satellite measurements

will be presented in Chapters III and IV.
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III. VERIFICATION OF THE TECHNIQUE

Errors in the boundary laver depth and surface relative humidity estimates result

primarily from the inaccuracies in the measurement of the input quantities of optical

depth, sea-surface temperature and total water vapor kKren 19S7). Another source of

error is deviation from the stated assumptions about the characteristics of the boundary

layer. The verification cases presented in this chapter have ranges of total water vapor

in the boundary layer from 35o to 60o. The greater the percentage of total water va-

por and optical depth above the boundary laver. the greater the error in the estimates

of surface relative humidity and boundary layer depth.

A. VERIFICATION METHODS

1. Satellite Data Processing

The algorithms for determination of the input variables of sea-surface temper-

ature, optical depth and total water vapor described in Chapter II were incorporated

into a program that analyzes a satellite subscene on a pixel by pixel basis. The subscenes

are composed of a 512-by-512 pixel grid which corresponds to a region of approximately

600 square km and a resolution of approximately 1 km at satellite sub-point. Inmages

of sea-surface temperature, optical depth and total water vapor were produced for each

subscene and compared for consistency on a regional basis. The subscenes were also

analyzed for noise in the data, usually apparent by sharp gradations between widely

varying pixel counts. An area average of each input parameter was then performed on

all pixels within a 0.1 degree latitude square of the desired verification point.

The verification points consisted of both research vessels and aircraft reported

meteorological soundings and sea-surface temperatures. These soundings and temper-

atures were combined into boundary layer profiles and compared to the initial assump-

tions. The satellite-derived average values of sea-surface temperature. total water vapor

and optical depth were then compared to the verified values. Finally, the computed es-

timates of boundary layer depth and surface relative humidity were compared with those

generated by the ship and aircraft.

Verification of surface relative humidity values were obtained directly from the

radiosonde printouts and aircraft vertical profiles. Boundary layer depth was determined

by analyzing the height at which the relative humidity value decreased rapidly from a
I
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maximum value and the atmospheric temperature began to decrease. If these occur-

rences were not coincident, an average height between the two was used.
2. Spatial and Temporal Differences in Technique Verification

The characteristics of the marine atmospheric boundary layer vary on the order '

of hours and over distances of kilometers. It is thus necessary to match as closely as

possible the time of the satellite pass with the launch of the radiosondes and measure-
ments of temperature. Dalu (1986) found that errors in water vapor retrievals increased

from ± 0.15 g/cm' for simulated cases to + 0.5 gictn for verification cases due to inexact

spatial and temporal correlation between the ship and satellite reported locations. Spa-

tially, the satellite-derived measurements coincided with the ship and aircraft reports in
all verification cases. Temporally, every effort was made to choose cases such that the

time between the two measurement techniques was less than one hour, thus minimizing

a potential source of difference.

U. CASE 1; OCTOBER, 1982

The first verification test was performed on measurements taken by aircraft flights I
off the coast of southern California during the period 4 October through 6 October 1982. p-.

These flights were coincident with overpasses of the NOAA-7 satellite. The satellite

subscene region is outlined in Fig. 10. ,

1. Synoptic Situation

On 5 October 1982. the southern California coastal region was dominated by
a subtropical high pressure system. This resulted in a subsidence-induced inversion that

capped the marine boundary layer. Fig. 11 shows the relative humidity and potential

temperature profile for 33.2' N. 118.1 ° W at 2128 UTC on 5 October 1982. The in-
creasing relative humidity profile and constant potential temperature from the surface

to 500 m meet the assumptions for a well-mixed boundary layer. This profile corresponds
to a value of approximately 60% total water vapor within the boundary layer, well below

the initial assumption of all the total water vapor being confined to the boundary layer. I
2. Total Water Vapor and Optical Depth Verification 'a

Table 5 displays the results of the Case I verification measurements of October

1982. Only total water vapor was verified at the San Nicholas Island shore station be-

cause of the lack of sea-surface temperature data. In addition to having confirmation

of total water vapor values from radiosonde reports, optical depth was compared to

aircraft measurements of extinction using an Axially Scattering Spectrometer Probe

(ASSP). Durkee (1984) presents a detailed description of the use of the ASSP and the
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errors inherent in determining extinction using this particular probe. While the absolute

value of the extinction calculation may be accurate only to a factor of two. Jcns,.,n ot al.

(19S1) showed that relative variations of' extinction deterrruned by the spectrometers

were consistent. Since optical depth is the vertical integration of extinction, this relative

comparison would also hold for optical depth. Therefore. as Lar as veriting optical

depth. only relative comparisons between the results can be made.

October 5 and 6 were the only days in this verification study where optical

depth was verified. In four of the five cases the value of optical depth was underesti-

1mated by the satellite. In the fifth case, the two values were coincident. Errors in the

measurement range from .00 to .08 corresponding to an error range from zero to a factor
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TABLE 5
GROUND TRUTH COMPARISON FOR CASE 1: OCTOBER, 1982

4 October 1982
Satellite Pass Time: 2139 LTC

Input Location Ground Sat. Frror

fV(g/cm) SNI 0.61 0.64 01.03

5 October 19S2
Satellite Pass Time: 2128 UTC

SNI 0.52 0.65 0.13
B 0.57 0.77 0.199V(g/cm2) BI 0.85 0.75 -0.10

B3 0.53 0.62 (.09
B 0.08 0.16 0.08

Optical Depth BI 0.11 0.18 ).o7
33 0.08 0.13 0.05

6 October 1982
Satellite Pass Time: 2257 UTC

SN 0.51 0.30 -0.21
W (g/cm 2) A (.10 0.14 0.04

B4 0.26 0.38 j 0.12
Optical Depth A 0.07 0.07 0.0

OiB4 0.06 0.09 1 0.3

Aircraft Position at B: Lat: 33.20 N; Lon: 118.10 W
BI: Lat: 33.10 N; Lon: 118.80 W
B3: Lat: 33.1° N; Lon: !17.9 ° W
B4: Lat: 33.0' N; Lon: li8.9° W

SNI: San Nicholas Island Lat: 33.10 N; Lon: 119.50 W

of two confirming the results of Jensen et al. (1980). In a relative sense, as the aircraft

optical depth values increased, the satellite values of optical depth increased.

Eight cases were available to verify total water vapor, three at the San Nicholas

shore station and five at the aircraft measurement points. In all cases, the error between

S
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the satellite measured value and the radiosonde computed value was less thlan 0.21

g/cm2. On the sixth of October, the satellite underestimated the value of total water va-

por by 0.21 g/cm2. As stated in the next section, every effort was made to match the

satellite pass time with the radiosonde launch time. On this particular day. the satellite

pass was 3 hrs and 4 min after the radiosonde launch. Dalu (1986) points out that in-

troducing errors due to spatial and temporal measurement differences can increase the

error in the retrieved value of total water vapor to + 0.5 g/cm'.

3. Technique Verification and Discussion

Table 6 displays the results of the verification study for the output values of

surface relative humidity and boundary layer depth. Surface relative humidity verifica-

tion was not available for the 4 October San Nicholas Island case because of insufficient

data at the surface. In all other cases, the satellite overestimated the value of surface

relative humidity by an average of 6%.

In the simulated boundary layer analysis presented in Chapter II, the standard

deviation of surface relative humidity in the 80% case was 2.4%. The nearly doubled

surface relative humidity error over the standard deviation value can be attributed in

part to the departure from the initial assumptions. Also, the inability to accurately verify

optical depth and determine the effect of continental aerosol could play a role in the re-

sults.

This is the first set of results where an apparent systematic tendency in the

model is present. Kren (1987) reports that overestimates in optical depth and total water

vapor taken separately produce correspondingly higher surface relative humidities.In all

seven cases, either optical depth or total water vapor or both were overestimated. These

overestimates are a result of the distribution of a portion of total water vapor and optical

depth above the boundary layer.

The systematic tendency apparent in the surface relative humidity results was

not found in the boundary layer depth results. In five of the eight cases, the satellite

underestimated the value of boundary layer depth, but by relatively small amounts. The

overall error in the shore station cases was 112 m and in the aircraft measured cases was

42 m. Again the difficulty in comparing shore station launches with the satellite meas-

urements is apparent. The 42 m error in the aircraft measured cases is well within the

standard deviation for boundary layer depth error from the t-test statistical analysis.
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TABLE 6
IECHNIQUE COMPARISON FOR CASE I

Location Ground Sat. Error Ground Sat. ErrorRH(0)[°, RHM')]. ") Ztm Zro (11) 111

SNI 4 Oct -4 55o 521 -29
SNI 5 Oct 76 S4 8 420 5S0 160
SNI 6 Oct 89 91 2 408 260 -48

B 75 3 8 590 57- -16
BI 77 83 6 570 593 23
B3 77 84 6 540 -486 -54
A 84 95 11 130 86 -44
B4 35 87 2 220 292 72

C. CASE 2; JULY, 1987

The second verification test was performed on data taken from the First ISCCP

Regional Experiment (FIRE) that was conducted off the coast of southern California

from 29 June 1987 to 18 July 1987, as shown in Fig. 10. The research vessel Pt. Sur

launched radiosondes and took ocean measurements concurrently with the NOAA-9

satellite passes. Also, atmospheric soundings were available from the shore stations at

Vandenberg and Montgomery Field. In this particular case, total water vapor was veri-

fied at the ship and shore stations and sea-surface temperature at the ship stations. It

was not possible to verify optical depth depth because of the lack of extinction meas-

urements during the experiment.

1. Synoptic Situation

The dominant synoptic feature during the period 7-12 July for coastal southern

California, shown in Fig. 12, was a surface subtropical high pressure system centered at

35." N and 140.0 W. The upper- level flow over the region was zonal throughout the

period. Strong northerly winds were present along the coast producing clear conditions

for approximately 100 miles seaward around the area of interest. On 9 July, the surface

subtropical high intensified and moved westward, weakening the pressure gradient and

the surface winds along the coast. During the period 11-12 July the high remained

quasi-stationary and eventually weakened while the region directly off the coast re-

mained clear with light winds present.
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Fig. 12. Synoptic Weather Pattern for Case 2 - 7 July, 1987

As stated in the model assumptions section in Chapter I11. the technique is

ideally suited to open ocean regions dominated by subtropical high pressure

anticyclo nes. Open ocean regions were not possible for these rifcation cases and the
effect of continental aerosol on the distribution of optical depth and total water in the

atmosphere remains undetermined. However, the close proximity of tiue subtropical high
allowed for a fairly constant potential temperature prolile and well-mixed boundar- layer

in the verification area resulting in acceptable conditions for testing the technique. .*
2. SST and Total Water Vapor Verification

1987. The three additional total water vapor measurements represent shore reported

J.25
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ranticycones Opncean, reis wh eraetmata not posibl for thee verifctocaendte
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TABLE 7
GROUND TRUTH COMPARISON FOR CASE 2: JULY, 1987

7 July 19S7
Satellite Pass Time: 2237 UTC

Input Location Ground Sat. Error

SST( °C) Ship 290.2 291.0 0.8

W(g/cmj )  Ship 0.63 0.53 -0.10
VBG 0.50 0.69 u.19

12 July 1987
Satellite Pass Time: 2324 UTC

SST( 0C) Ship 288.4 288.3 -,1

f(g/cmn2) Ship 0.60 0.76 o. 17 t

VBG 0.47 0.35 -0.12
MYF 0.45 0.61 0.16

7 July 1987: Ship Lat: 33.6* N; Lon: 120.20 W
12 July 1987: Ship [at: 33.* N; [on: 120.00 WV

MYF: Montgomery Field Shore Station Lat: 32.8* N; Lon:117.1 W
VBG: Vandenberg Shore Station Lat: 34.7* N; Lon:120.6* W

at these locations. Looking first at sea-surface temperature, the errors are well within the

1.1 °C error reported by McClain (1985). Taken alone, these errors would correspond

to errors in the surface relative humidity and boundary layer depth of less than 31//0 and

40 m respectively, based on the sensitivity study conducted by Kren (1987).

For total water vapor, the ship reported W represents the amount of total water

in the boundary layer only. The amount of total water vapor in the boundary layer was

determined by vertically summing the value of vapor density over the entire atmospheric

column. By analyzing the radiosonde report, a determination of the height of the

boundary laver can be made and then used to identify the amount of total water within

it. In all cases, the total water for the entire atmospheric colunm was above 2.0 g/cm"

but the comparison in Table 5 is made between the satellite reported total water vapor
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and that amount of W within the boundary layer, consistent with the initial assump-

tions. The average amount of total water vapor within the boundary layer for these

cases is approximately 350. Even with this apparent gross deviation from the assump-

tion about the distribution of total water in the boundary layer, errors in the measured

amount ranged from 0.10 to 0.19 g/c 2 , on the order of those reported by Dalu (1986).

Taken alone, these errors would correspond to errors in surface relative humidity and

boundary layer depth of approximately 50 and 10) in respectively based on the sensi-

tivity study conducted by Kren (1987). There appears to be no systematic tendencies in

the errors of both SST and total water vapor, as there are underestimates and overesti-

mates made by the technique in both parameters.

3. Technique Verification and Discussion

The input measurements listed in Table 7 along with the satellite derived values

of optical depth were used in the model to produce estimates of boundary layer depth

and surface relative humidity. The results are presented in Table 8. Errors in surface

relative humidity average 9'0 and in boundary layer depth average 187 m. It is necessary

to separate the ship results from the shore station results. Points directly offshore from

the Vandenberg (VBG) and Montgomery Field (MYF) stations were used in order to

get valid sea-surface temperature and total water vapor measurements. This induces a

spatial error that certainly affects the results. The average surface relative humidity error

(9%) was equal to the ship case errors but the boundary layer depth was significantly

greater (245 m vs. 98 m). The spatial disparity induces errors in all three satellite meas-

ured variables of sea-surface temperature, total water vapor and optical depth with the

most significant being optical depth. As stated in Chapter II, the effect of continental

aerosol on the total amount of Mie scattering and thus optical depth remains undeter-

mined at this point.

For the 7 July ship case, the 9% underestimate in surface relative humidity is

well above the average standard deviation of 3.5'0 from the histogram results presented

in Chapter II. The satellite estimated value of total water vapor was 0.10 gjctn- less than

the actual value, which by itself would tend to greatly underestimate the surface relative

humidity. The boundary layer depth error of 73 m is well within the average standard

deviation of 115 m from the histogram results and represents a 10% error in the estimate

of the MABL depth in this case.

For the 12 July ship case, the technique underestimated the boundary layer

depth by 123 m. This case contained the greatest error in total water vapor estimation
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TABLE 8 I
TECHNIQUE COMPARISON FOR CASE 2

Date Place Ground Sat. Error Ground Sat. Error
RH(0__[R](0) [o] RH0) [0'0] (0,)) Z (m) Z (II) (ni)

7 July Ship 96 87 -8.7 78o 707 -73
7 July VBG 72 85 13 510 680 17

12 July VBG 85 90 5 450 130 -320
12 July,' 76 84 8 570 447 -123
Ship _,___

(0.17 gm/cm2) which was apparently manifested in the large error in boundary layer

depth.

These results must be looked at in relation to the initial assumptions. In both

cases, the majority of the total water vapor was above the boundary layer, violating a

major assumption. The technique still produced reasonable results for both surface rel-

ative humidity and boundary layer depth. The relatively large errors in surface relative

humidity and boundary layer depth for the shore cases could be the result of several

factors. Certainly the violation of the assumption of total water vapor in the boundary

layer is significant. Equally important could be the previously mentioned errors in spa-

tial measurements in the shore station cases. Finally, the inability to verify optical depth

for these cases and determine the amount of continental aerosol above the boundary

layer makes it impossible to assess the effect of measurement errors in this parameter.
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D. COMPOSITE VERIFICATION RESULTS

1. Total Water Vapor Comparison

The first three sections of this chapter delineated verification results for sepa-

rate synoptic situations. This was done in order to assess the effect of differing atmo-

spheric conditions on the magnitude of the error of the input parameters. The lack of

enough sea surface temperature comparisons and the inability to accurately account for

the absolute magnitude of optical depth leaves total water vapor as the one input pa-

rameter on which a correlation can be made with the outputs of surface relative humidity

and boundary layer depth. Since total water vapor is the most sensitive of the three in-

puts on estimates of surface relative humidity and boundary layer depth (Kren, 1987),

the corresponding cause and effect relationship presented here is the most significant.

Table 9 shows the errors in total water vapor in the two synoptic cases and the

effect on output values, one of the three errors that must be taken together, the high

sensitivity of the model to errors in W make the comparison reasonable. The increase

in the percentage of total water vapor (and most likely optical depth) in the boundary

layer from Case I to Case 2 is manifested in the reduced errors in both the total water

vapor estimations and the output estimations of surface relative humidity and boundary

layer depth. A modest 25% increase in the amount of total water vapor in the boundary

layer correlates with reductions in the surface relative humidity error by a factor of 13

and the boundary layer height error by a factor of 2, 3.

2. Composite Scattergrams

One method of evaluation of composite data results is the use of scattergrams

that display verification satellite measurement points from all cases. Fig. 13 on page

40 shows scattergrams for surface relative humidity and boundary layer depth. In the

surface relative humidity scattergram, there is a strong bias toward the satellite overes-

timating the correct verification value. As stated in Chapter II, overestimates of total

water vapor and optical depth produce a compensating effect, optical depth increasing

the surface relative humidity and total water vapor decreasing the surface relative hu-

midity. However, the overestimate of optical depth in these cases appears to have dom-

inated, producing overestimates of surface relative humidity.

The estimates of boundary layer depth do not show the same bias. The

standard deviation of 55 m compares favorably with the average standard deviation of

115 m from the histogram results from Chapter II.
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TABLE 9
EFFECT OF ERRORS IN TOTAL WATER VAPOR CONTENT

CONTENT ON OUTPUT VALUES

Case % W in ..
Laver

July 1987 35o .15oo ,,SSm

October 60' .11 6% 56m
19S2 _ ___

The necessity to verify satellite estimations of sea surface temperature, total

water 'vapor and optical depth and ultimately surface relative humidity and boundary

layer depth cannot be overemphasized. Simulated results certainly serve a purpose but

the technique advanced in this thesis relies on actual satellite measurements as a final

test of validity. The results presented here verify the applicability of the technique under

actual conditions within a reasonable range of error. Chapter IV will highlight the final

product of the technique, synoptic scale images of surface relative humidity and bound-

ary layer depth.
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IV. SURFACE RELATIVE HUMIDITY AND BOUNDARY LAYER

HEIGHT IMAGES

The results presented here represent a first attempt at estimating surface relative

hunidity and boundary layer depth of the MABL on a large-scale basis. As pointed out

in previous chapters, the technique is limited in scope to cloud free conditions and re-

gions where the measurements of sea-surface temperature, optical depth and total water

vapor are meteorologically consistent. The purpose of producing surface relative hu-

midity and boundary layer depth images is to graphically illustrate the horizontal vari-

ability of the boundary layer on a synoptic scale. These images then can be related to

the air-sea dynamics that produce the variability, and a greater understanding of the

physics occurring in the boundary layer can be achieved.

A. SEQUENCE OF EVENTS TO PRODUCE AN IMAGE

Fig. 14 outlines the steps involved in the technique developed in this thesis from

initial input measurements of sea-surface temperature, total water vapor and optical

depth to final color enhanced images of surface relative humidity and boundary laver

depth.

The first step is to check for cloud contamination using the channel 1 (0.63 pUn)

reflectance value. The reflectance of the cloud free ocean as measured at a satellite is

generally less than 10% (McClain, 1985). Comparison of shipboard measurements of

sea-surface temperature and total water vapor with satellite derived measurements has

shown that 15% is a reasonable cutoff for cloud contamination. Errors in cases where

the reflectance approached 15% were less than 1.0 °C in sea-surface temperature and

0.10 gm/cm, within the measurement errors reported by McClain (1985) and Dalu

(1986) respectively. Those pixels that have reflectances greater than 15% are automat-

ically removed from the sequence and imaged as black. The effect of high reflectance

values on measurements of all the input parameters is to overestimate them such that

the errors exceed an acceptable amount for use in the technique.

If the reflectance is less than 15%, the algorithms for measuring the variables of

sea-surface temperature, total water vapor and optical depth are invoked. These inputs

plus an initial value of the relative humidity lapse rate, C- to 14.07 %. km are then used
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to calculate an initial saturation vapor density, surface relative humidity and boundary

laver depth using Eqs. 12 and 14.

The iteration process is a three-step sequence that culminates in a revised value of

the relative humidity lapse rate based on an improved estimate of boundary layer height

First. the technique determines if the relative hunidity will reach the maximum alue

of 970 ) anywhere within the layer. If this occurs, a 9710 relative huniidity is assumed

from that point to the top of the layer as shown in Fig. 6. TIe technique then computes

a surface relative humidity and boundary layer depth based on Eqs. 1, and 17 whi,:h

balance the input variables in a manner consistent with the assumed 970 o relative hu-

nuidity profile case. The technique checks to see if saturation is again reached within the

layer once the new estimations of surface relative humidity and boundary laver depth

have been computed by utilizing Eq. 9 and substituting 97o for RH(z) and solving for

Az:

97 - RItHO) (21)
C

If the value of Az from Eq. 21 is less than the previously computed value of boundary

layer depth, the technique again assumes a saturated layer and iterates on Eqs. 16 and

17. Each time a surface relative humidity and boundary layer estimation is computed,

Eq. 21 is invoked to test for saturation within the layer. Iteration and convergence oc-

curs when the difference between two successive values of boundary layer depth is less

than one meter.

If the surface relative humidity drops below 40%/ during any step in the iteration

process. the coefficients for the imaginary portion of the quadratic equation to solve for

RH(O). (Eq. 17), are non-zero and the technique is inconclusive for that pixel. If this

occurs, there is no further processing and the pixel is assigned a value corresponding to

white on the monochrome image. The image for surface relative humidity is scaled for

a grey shade range of 0 to 255 corresponding to a humidity range of 40% to 97%. The

image for boundary layer depth is also scaled scaled from 0 to 255 corresponding to a

range of 0 to 2000 m.

B. OCTOBER 1982 IMAGES

The 6 October 1982 case was chosen to detail the imaging sequence from raw

reflectance values to final surface relative humidity and boundary layer depth values.

Fig. 15 shows the monochrome image of channel 1 (0.63 pm). Low cumulus clouds are '-1
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Fig. 15. Visible image for 6 October 1982
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evident in the bottom of the image sout;1 of the channel islands off the coast o southern

California. High cirrus clouds are also present in the upper left corner of the ima ge. The

regions of cumulus clouds will be masked by selective filtering in the optical depth.

surface relative humidity and boundary layer depth images. In the previous section, the

method for cloud filtering was described where pixels with channel I reflectances greater

than 15"o are removed from the sequence. This works well with cumulus clouds with

high moisture content, but it is possible for some cirrus-contarinated pixels to pass the

15o reflectance test. In these instances it has been found that the technique is not able

to converge on a solution for surface relative hunidity using Eqs. 19 and 20 in the sat-

urated layer case and these pixels are imaged as white.

Fig. 16 shows the sea-surface temperature field derived from channels 4 (10 pm) and

5 (13.0 Aim), discussed in Chapter 11. The range of temperatures is relatively small, 12

*C. corresponding to yellow on the image and 21 °C corresponding to the dark red. The

coldest temperatures are found in the northern coastal waters, probably due to upwelling

of colder, deeper water while the warmest temperatures are found in the southern

California region.

Fig. 17 shows the image of total water vapor produced using the methods described

in Chapter II. The red corresponds to low total water vapor values and the blue to high

total water vapor values. The lowest total water vapor values are found in the same

north-south band described above around the channel islands. Generally, total water

vapor increases moving from the coast to the open ocean. The cirrus clouds in the upper

left corner are characterized by high total water vapor content indicating a portion of

the total water vapor is found above the boundary layer.

Fig. 18, the image for optical depth, was created using reflectance values from

channel 1 in the visible spectrum. Completely black regions again are where the channel

I reflectance is greater than 15%. The values for optical depth range from 0.1 to 0.75

with the lower optical depths present along ,he coast rnd higher optical depths over the

open ocean. The highest optical depth values, imaged as white, are coincident with the

edges of both the cirrus and cumulus cloudq.

Fig. 19 is the 6 October 1982 color enhanced image of surface relative humidity.

As described in the previous section, the region of high cirrus passed the channel I

reflectance test but was imaged as white because of the inability to converge to a sol-

ution of surface relative humidity using Eq. 17.
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The range of values for surface relative humidity in this case is from 75?o (red) to

94% (blue). Several interesting features are present. First and most important is the

regional variability in surface relative humidity down to a resolution of several kilome-

ters. As stated earlier, the resolution of the AVHRR sensor at satellite sub point is ap-

proximately 1 km which corresponds to I pixel. Variations in surface relative humidity

values over the span of a few pixels are easily detectable, indicating the surface relative

humidity changes significantly over the range of a few kilometers. This process repres-

ents the first attempt to map the surface relative humidity field on a synoptic scale from

satellite measurements.

The relatively low surface relative humidity values in the bottom of the image in

Baja California and the Salton Sea are a result of the warmer surface temperatures and

correspondingly higher saturation vapor densities in the surface layer. The highest sur-

face relative humidities are found at the edges of the cumulus clouds and also just off-

shore around the channel islands.

Fig. 20, the boundary layer depth image, shows the lower boundary layer depths

as red (300 m) and the higher boundary layer depths as blue (1600 m). As in the surface

relative humidity image, variations in boundary layer depth values occur over the range

of a few kilometers. The correlations between the input variables of sea-surface tem-

perature, total water vapor and optical depth with surface relative humidity also hold for

boundary layer depth.

Because of the complexities in the interrelationship between surface relative hu-

midity, boundary layer depth, sea-surface temperature, optical depth and total water

vapor, there is no strong correlation between surface relative humidity and boundary

layer depth. However, in general, lower surface relative humidity is found in regions of

deeper boundary layer depths. This is because of the relationship between relative hu-
midity and extinction, discussed in Chapter II. A decrease in surface relative humidity

leads to a decrease in the humidity for the boundary layer. This decrease in the humidity
corresponds to a decrease in extinction. Since optical depth is a fixed quantity, the de-

crease in extinction through lower boundary layer humidities leads to an increased esti-

mate of boundary layer depth (Kren, 1987). Since the assumed relative humidity profile

increases with height, lower surface relative humidities allow for deeper boundary layer

depths prior to saturation. Again, this is a generalization, as there are some areas of high

surface relative humidity corresponding to deep boundary layer depths and vice versa.
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Fig. 22. Boundary layer depth image from 4 October 1982
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The satellite pass for 4 October 1982 placed the coast of California on the far

western portion of the image. This forced the area of usable data to be reiativelv small
and confined to the coast from Point Conception south to Baja. California, as shown in

Fig. 21. The coastline can be identified as a red and white line separating the lower
near-shore surface relative humidities in red and orange from the California coast,

mostly in blue. There is a distinct gradient between surface relative humidities of 85%
to 95%1 offshore and humidities of 70% to 80'0 in the near shore region around the
channel islands. The Salton Sea, in the lower right corner, also shows relatively low

surface relative humidities, in the 751' range, similar to the 6 October 19S2 case.

The strong gradient between surface relative humidities is also present in the
boundary layer depth image for 4 October 1982, shown in Fig. 22. The near-shore region
has boundary layer depths from 800 m to 1200 in while the region around the channel

islands has depths of 400 m to 700 m. It is interesting to note the thin cloud line that

separates the two regions of differing values in both the surface relative humidity and

boundary layer depth images.

The 5 October 1982 surface relative humidity image is shown in Fig. 23. This sat-
ellite pass also covered only the near-shore southern California region. Again a very

noticeable gradient between surface relative humidities of 70'o to 80% near the shore

and humidities of 90% westward of the channel islands is present. Strong offshore winds

were present during this time period and warm thermal advection could cause the near-

shore surface relative humidities to decrease.

In Fig. 24, very low boundary layer depths, on the order of 300 m correspond to
the high surface relative humidities west of the channel islands. Cirrus clouds are present

along the southern California coast and west of the Salton Sea. The horizontal black line

in the lower portion of the image indicates a single line of unusable satellite data.

C. IMAGES FROM JULY 1987 CASES

The cases from the FIRE data of 7-12 July 1987 had significant cumulus and stratus
cloud formations throughout the period. This necessarily limited the applicability of the

technique to a relatively small region surrounding the channel islands. Nevertheless,

there is a noticeable variation in the surface relative humidity image, Fig. 25. The

California coastline is evident in the upper portion of the image as a distinct boundary

between blue pixels and yellow pixels. In the southern part of the image surrounding

Santa Catalina Island, surface relative humidities ranged from 78% to 88%. Strong

northerly winds were present throughout the time period and warm thermal advection
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Fig. 26. B~oundary liver depth image from 7 .Ju!h 1987
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from the California coast again probably played a part in driving dowvn the ,uri-ce tel-

ative humidity values. The colder sea-surface temperatures to the nerth prodced cor-

responding higher surface relatike humidities in the range of 92",, to 95.-, since thle near

surface air would hold less moisture and thus have a loe,.cr saturation vapor den i, . I his

is also manifested in the boundary layer depth image for 7 Jul,; 19S7 (Fig. 2(6. where

generally the lov.er surlace relative humidities around Santa Catalina correspond to high

boundary layer depths of I 101 in to 1-40o m.

For the 12 July 19S7 cases. Vi2s. 27 and 28. a similar pattern to the - .als 1)S 7 case

exists. illgh surface relative humidiies. from 90("o to 95"o, are prescnt ii-,the colder,

northern waters with the lower surface relative humidities hugging the coast below Point

Conception. Surface relative humidities of 7S0u to 95'0 and boundary la,.er depths of

5u( to 900 m exist around San Nicholas Island, consistent with the verified values pre-

sented in Chapter I11.

D. FASINEX IMAGES OF 23 FEBRUARY 1986

The final set of images was taken from the Frontal Air-Sea Interaction Experiment

(FASINEX) data set of 13 February to 10 March 19S6 conducted in the Atlantic sub

tropical convergence zone. Fig. 29 shows the satellite subscene region and synoptic sit-

uation for 23 February 1986, the day the images were produced, (Fellbaum et. a!.. 19S(,).

Fig. 30 and Fig. 31 are the surface relative humidity and boundary !aver depth images

for the FASINEX cases respectively, centered on 280 N and 75' W. The horizontal

white lines in the images define unuseable satellite data, as in the October 19S2 cases.

The synoptic situation was similar to the coastal California cases, with a high

pressure system dominating the weather for the period. This set of images was not able

to be verified because of a disparity between the satellite pass and the ship location. The

easternmost point of the satellite pass was at 720 W while the ship on 23 February was

located at 690 W. Nevertheless, the two images represent an application of the tech-

nique in a different region of the world from the verified cases off the coast of CaLilbrnia.

The images contain average surface relative humidities (70"o) signilicantly lower

and average boundary layer depths (1200 m) significantly deeper than the coastal

California average values of 82% and 650 m respectively. Even though true verification

could not be accomplished, the average values for the FASINEX images correspond

with the radiosonde launches of 23 February by the R. V Endeavor. For surlace relative

humidity, the average satellite estimated value was 70 o as compared to the Endeavors
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Fig. 29. FASINEX region and synoptic condition for 23 February 1936.

report of 67'o. For boundary layer depth. the average satellitt estimate was 14C ,n as

compared with the endeavor value of 1850 m.

The atmoscheric variables of surface relative hunu'dity and 5oundarv laver depth 

would be less ,ikelv to var' over a larz%: ranze in cpen oc"ean conditions as opposed -o le

a coastal environment. The relatively close correlation bet,;een tie satellite estimated

measurements and the radiosonde reports of 23 February 1986 heip to show the tech-

nique is applicable to more than a single geographic location. Further verification tests

are necessar to solidit. the usefulness of the technique not only in diffening geographic

locations but under varying synoptic situations as well.
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V. CONCLUSIONS AND RECOMMENDATIONS

The technique developed by Kren (1987) to estimate surl'ce relative hundity and

MABL depth from multispectral satellite measurements was proven to be theoretically

feasible using simulated conditions and model atmospheres. The purpose or this thesis

was to:

1. Test the response of the technique of'combined AVHRR sensor meaorcment er-
rors of sea-surface temperature, optical depth and total water vapor to the outputs of
surface relative humidity and boundary layer depth under simulated conditionts.

2. Compare satellite measured estimations of sea-surface temperature. optical depth.
total water vapor, and derived estimations of surface relative humidity and boundary
layer depth to verified values.

3. Incorporate the technique into an image processing algorithm that maps the sur-
face relative humidity and boundary layer depth fields on a synoptic scale.

The sensitivity study presented in Chapter I1 quantified the effect of combined

measurement errors under several different simulated boundary layers. The standard

deviations for surface relative humidity cases ranged from 2.1P to 6.3o. The standard

deviations for boundary layer depth cases ranged from 94.9 m to 168.6 m. Errors in the

estimates of surface relative humidity and boundary layer depth tended to increase as the

surface relative humidity decreased. There was little change in the estimates of surface

relative humidity and boundary layer depth as a result of changes in sea-surface tem-

perature.

Chapter III highlighted the results of the verification study comparing satellite data

to verified measurements of sea-surface temperature, total water vapor and optical

depth. The standard deviations between the satellite estimates and the verified measure-

ments for surface relative humidity and boundary layer depth were 6 ' and 75in re-

spectively.

A significant bias exists in the technique to estimate surface relative humidity. -lhe

tendency is to overestimate the correct value because a portion of the total water vapor

exists above the boundary layer. This deviation from the initial assumptions resulted in

overestimates of the surface relative humidity in nine of ten verification cases.

In Chapter IV, color enhanced images of sea-surface temperature, total water Na-

por, optical depth, surface relative humidity and boundary layer depth were presented

for a variety of times and geographic locations. The horizontal variability in the surtace
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relative humidity and boundary layer depth fields on a synoptic scale was observable in

all of the cases presented.

The images produced in this thesis represent the first attempt at mapping the sur-

face relative humidity field and boundary layer depth field from satellite derived incas-

urements of sea-surface temperature, total water vapor and optical depth. Several areas

of study remain to refine the technique fbr use in boundary layer research and predic-

tion.

First, implement a recently developed water vapor retrieval method from the

AVHRR sensor that accounts for water vapor above the boundary layer. In this way

a more accurate estimate of the most sensitive of input variables, total water vapor, can

be implemented into the technique. It is possible that the technique is sensitive to vari-

ations in moisture above the boundary layer such that these variations directly influence

the surface relative humidity value. Knowledge of the distribution of total water vapor

derived from AVHRR sensor measurements would help determine if a relationship be-

tween upper level moisture and surface relative humidity exists.
Second, test the imaging technique under a variety of synoptic situations and ge-

ographic locations. Theoretically, the technique is constrained to regions of strong

subsidence inversions away from continental aerosol influence. Subsidence inversions

can also be associated with stable boundary layers which do not meet the well-mixed

assumption. The validity of the technique in these and other synoptic conditions has yet

to be determined. Also, the verification presented here was limited to a single geographic

region. Further verification in other regions of the world is necessary to test the overall

effectiveness of the technique.
Third, investigate the incorporation of the technique into dynamic numerical

weather prediction (NWP) models. Real time horizontal variability of the MABL on a

synoptic scale does not presently exist, and this information could aid the ability of

NWP models to more accurately predict near-surface conditions.

Presently, the MABL is the region in the atmosphere most difficult to glean infor-

mation from using remote sensing techniques. The broad nature of the weighting func-

tion associated with satellite based atmospheric sounders does not allow for sufficient
vertical resolution to detect moisture content and temperature in the boundary layer.

The method developed by Kren (1987) and advanced in this thesis uses a unique and

previously untried approach to extract information about the boundary layer. Further
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refinement of the technique is necessary in order for it to be used on a ui~i. ~r\al LXiSiS

under real tinie conditions.
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