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A lstiact
This study investigated tHie relatioishipbtl)een\vn workload characteristics and

process speedup. There were two goals: tie first was to dleterlmiine lhe functional

relationship betw(cen workload chlaracteristics allld speedup, and the second was to

show how simulation could be used to deteriiine such a relationship. The hypercube
iml)lemlentation use(d in this slldlv is a Iacket-switched network with predeternmined

routing. Message processing has p)rece(lence. so nodes are interrul)ted during task

processing.

In this studV, three ileelidenlt variables were controlled: total coinputational

workload. number of nodes and I lie message traffic load. The workload was assumed

to be balanced across the nodes. A benchimark program was executed on an actual

hypercube and the results were ts(l to validate a discrete event simuilation model of

V ., i, ~ ~n> U. ,he ' ii fl" .'a _ ii
' I -.. - , ,i- e:p'-in~ w as (les"gned to control

ca~Ug. q 'l C'. eprllcnt \N es
the total comlutationa Id ovr wo levels, the nmibner of' nodes over five levels and

the message traffic load over four levels to det(rnT lie Iheir Individual and int eractive

effectk on proce. ' Speo(hi!).

Regression an alsis Ivas iisci i()('5i mat-e I lie Eun(4 joonal relationshi p bet weeri

the t hree ini(ie)en(leiit variables and lrocess speelup. The results show that a coin-

phCx relatIonslip (,xiss bet ,\V'i,,i workload clarac('m ,ist ics lld ciul)e size. A\s 11ore

nodes are I(hh(l, 111(' (Oaddelil a lal l m ilme d('cireases, )ill at I am tl i e' ili h, the coi-

imlicals ionIS Ovelu'a( IilicI'I ses 111I that Ilie Speedup will eveiit ually begiin to de-

crease. Thei- poin wiir' spe,,ii1p slils Io dhciflne is pendent l ) i tol l e

conl)uit at jona-h alii lllties ag Irmllic workloa d. l'imiallv. iiis research )r(selt(e(l al a]-

ternative inmitliO(ologv for peil a l(c amialvsis whIicl is more feb11101C l I llani l I a-

ditional ietliods. Furtl'iihrmiore. his miclilhlogv 'li be exleiided to stildv other

architect mi'es.

viii)~: ........ ., :. ,;...:....... :.:.: ;.., :...:..:.:.5 .:.:.. :.:.:.., -... ,.... : .: .. : ..:, :.: -,.....: -.. ..:. .:.:



PERFORMANCE STUDY OF THE HYPERCUBE

ARCHITECTURE

WI. Ii. foduictioii

B~ackground1(

ParallIel processi ng h as I)Ccol li a it at t ract i ye soIt it ioll for a ppi I cat ions I I at r-

qluire a, large aFinoulnt of compu)it ationl ill at short1 periodl of time1T. Since thle colnlptita-

tional reqiiremniit of a single prlel ~l) 1,i (list lii lted ali olig several prcsos t here

mutst beC so)ile meichlanism[i br (uollllillllii~ll l hl)Ct e WC piJ)oCCsuI5. Thie manne ll~

wiich a nitllt.iprocessor lilaIs (01 illllIca t loll l)Ctwe pVCIjrocessor's classifies it as

either a loos(4w-collpledI or igI)O llp( uIpldichn. 1 lie forlmter 'ommulnniceates via

a commflon memory, whiereas theICIa Clc uses5 a Iiessage- ranisfer systemn. Tlhe comn-

* ~munlications requi rcd of a process direct ly a f~edt the timie needed to compldete the

IliTe speedi Ip that (call be) acllevc(l by a pa~rallel computer with n identical
jprocessors workin;g (011(11rrel v oil at sinigle prohleml- is at mlost 11 t ''vies

faster t flat a sinlgle processor. Ill Pra Ct ice. t lie spced n J is muhch less, Since
soepocessor" are idl Il at Zi(l I imel lo'callse of' collflicts over mnliorv

accesses or (omllllilcai ioll paIt I, . r [II \\> 1]

A speeduplI of 1) is acllievab~ I()it]\ i 1 t i iprocessor is operating at peak

p~erformianlce. I nring pea k I)(IrrIll Co. tIC Icpcssors arIC doi Jg onIl \ lselIIll wvork, no0

work Is redlindanlt and no0 ex-t la Illst 1il1t0lulls ale( ('xcuItcJ. Thlat Is. t Ie( p~a alfellzat ion

(does nlot, re(pilire moreI il-;I Irlct 10115 tI 111 miIl0('(SsOI* \Votldl lC(1 Iire usin~g t he SamleI

algor-ithlill..Al II dealI speedu IIJ s 1Ia i ('lI I bY scvcrail Fact ors whic ilichidel(1

% %
% %



" iilteiprocessor c(m) nicaIIit ioi.

" one or more idle p)rocessors.

" wastedl effort . anid

* priocessinhg re quiredl lor' sv lll cofltrml adl sclhedlinig [ST'871

*Tie( IIX'j)VC~t (' IS a lO0.SVIY-(oii IcQd 11i oc*((*Q5(jj Its lilt ]ooitet in net -

work is a binary ii -clil). so it cont i es N.= 2' nodes( wVhere (dcli niode is a processor

with Ii t's localI ieicorv antd 11 is 1h 1 (1Q11 isioti of Ihle cube. ligiiirv I shows tie( logical

topology of cubes of one-. I wo-. Ili rce-, an 11 ou r-Iinficinsions. 'Ilie, vertices repre-

sent, nlodes and( tie( edges represcil t j iout-t o-polilt. hill-duplex comliliiicat ionl paths.

In a cube of dIimnsion n,. every liod iOhs (I reeclYl con ticcede to 11 ot her nodes t hat

are called nearest neighbors. Ever 110 I s ('dlible of'011 omunicat ing withI every

..

otheir nodle, but messages set toI( ioiin-ilQrest neigh bors imust patsIi rough inter-

inediate nodes. Tle perforiitice of certla.in aIgoritIi iniiclnentel on lpercubic

architectures hias been measured. [Cell 0 a'i(1/. recorded efficiencies over 90%, whenl

solving thle traveling sa lsinan problem [L85]. Cutzinan ii found that when lie ii-

p)lement ed a sort inig a lgoritlii on a livj erc til e a la rger dlimension (tIwo-d imensionial)

cube -act millY performed worse I ones for a given list size. The reason

for this is that thle (oi iciid low,~ o)velwti d is usuiallY larger than dlirect pro-

cessi ng costs. 1 . II, s part o ir a l)itlli also re(ui re( processors to (drop

out andl becomei Idlle I efore Ih 1oil IIWill C wa c ed. The first exa-inle repi)reseits

results that are (icoiiiagiii while I te ollii is lilsrolragiiig. Ile specific coicerni is,

how iuch faster ii al)..s 10 a'proc iies s V I more procesors arie added to a lejol an

hat characteristics of tite wor-load al fctd sci'-lipl<ioi. Ih.ercesrepr
% %

I'l

ar cled nars n ihlos, l:v'\"]+ *l .s * *U!W C Wf<'lHl~ i<a in with e.very.~

oth r n debutUesage s< * *.* * ++ -.'v... .eih.os. .s. as thr u inter-*

meite ~ls Tepcfr*~< J [" U(rli agoitm ilI ~cnc on hyperl.i



a) One-Dimension b) Two-Dimensions

-S/

c) Three-Dimensions d) Four-Dimensions

Figure 1. llvplcrc1tbe i'op)log
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Tlable 1. Resarch Hypothleses

1-11: There is no (lifferviice iii hypcrcube speCedup) exp)lained
by choicc of benchinark or a simulation model of a
hypercube archijtecturec for a cont rolled workload.

1-2: There is no (differenice iii hypercube speedup explained
by total computational wvorkload, number of proces-
sors, message traffic load and their i-tcractions.

[13: There is no (lifferenct- in lyIercube speedup explained
by the (list rilblt ion of burst times of individual pro-
cessors w~here tihe total wvorkload on each node is the
same.

Stat t meut of the Problein

The speedup of a process that c-ami l) run in p~arallel on a hypercube is affected

by both the computational load placed on each processor and the message traffic

load between processors. The purplose of tis thesis is to p~resent a functional model

for determining the impact of these factors on speedup. This model allows for the

description of the structure of a Iparallellizedl algorithm and prediction of speedlup

over various sizes Of the hmVper'ICube). Tlhe research hypotheses are listed in Table 1.

Scopc and Liinitalioiis

*Thme comII)utatiOnal loadl aiijl th li essage t raffic load must be characterized

to determine the effects of thIese two lactors oni thle speedlup of a process running

in parallel. Since un ialaniiti thle load over proces~sors severely degrades speedupI

[MI087], the total coinputal ioita I lo~id( is assi Iie(! to( he even lvy (list ri but-ed and can

run concurrcitlv.

-AO %A



The speedup experienced by" usi ig itult iple processors is determined bv relative

execution time on a single processor. Altliough a particular process may run faster

on another uniprocessor, the comparative ineasure must be relative to a processor

of the same type.

The goodness of a particular parallellized algorithm is not considered. The

model is a means by which the perforimance of an algorithm on the hypercube can

be estimated given the colnputationial and inessage traffic load characteristics. The

total execution time does not account for t inie needed to download programs or data

to the bypercube. Although this tiuie is significant, it is more of a function of the

algorithm and hypercube implementation than it is architectural performance. Ni et

al. have dealt with elimination of this bottleneck during algorithm design [NI87a].

Approach

The goal of this thesis is to deterniiie the effects of the computational load,

the message traffic load and their interaction on the speedup of a process for several

dimensions of the hylpercube. To meet t his goal. an experiment is designed so that

the variables can be controlled intdel)eldeintly of each other. Data is collected from

benchmarking and simulation, and tlhe li)potlieses in Table 1 are tested by statistical

means. Finally, the results are analyzed and uiiterpreted. tFigure 2 shows the steps

which are summarized below and describecd in detail in Chapter III.
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Step 1: Identify the independent variables.

(a) Three primary independenit variables are total computational workload,

number of processors and message taffic load. The total computational

workioad is quantified as tlie ine for a single processor to complete the

process. The workload placed on a single processor does not include any

communication overhiead to slow (lown total execution time. The second

independent variable. the number of processors, is a quantity that can

be controlled directly. The third variable, the message traffic load, is

quantified by the total uinumer of messages generated during the process.

(b) A secondary independent variable is the processors' burst times between

transmission of messages. The burst times are characterized as being ap-

proximately the same for all bursts or as being completely random. Since

the computational workload is distributed evenly across the processors,

this variable must be quantified as a binary variable; either the burst

times are approximately the same or they are are not.

Step 2: Benchmark the effects of the primary independent variables on an actual

hypercube such as Intel's Personal Super Computer (iPSC).

(a) A matrix multiplication algorithm is a good candidate to implement as

a benchmark program. IUsing this algorithm, the computational work-
load can be varied indewn lently of t ie message traffic load by iterative

recalculation of matrix elenents.

(b) The processors' conl)utational timnes and message generation and receipt

times are measured across Ityperc'il)es of dimension I through 5 for several

different conil)utat ional workloals.

.. . ., , .- ' .. .. P • -- t . -.



Identify and quantify
the independent variables

1i

Benchmark the hypercube

__I__
Construct and verify

____the simulation model

Validate the simulation model

Design the experiment and
exercise the simulation model

,1 I
Analyze and present

the results

Figure 2. Research Approach
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Step 3: Construct and verify a siniuilation "odel usinig discrete event simulation. A

simulation of a process rulniiiig in p~ar~allel facilitates control of the indepen-

dent variables and nieasiireinit of thle effects dine to workload characteristics

without having to designi auld iipleii actual workloads for the 11y1 ercube.I

The model is conistruIcted und~er thle conditionis of: an evenly balanced work-

load, each processor execuites the same nunmber of bursts, and intb~d8g.s are

generated between bursts. Model conistruictionl includes determining specific

(a) The iPSC's interprocessor coiniunication times are required to model

miessage passing bet weeii nodles. To capture the portion of communica-I

tions that is concurrent witlli processinig, it is necessary to decompose the

message transmission time into its components and to estimate a time for

each component.I

(b) The amount of addlitionial processing timie in the matrix multip~lication

program resulting from checking the receipt of messages is reqjuired to

calibrate the simulation inodel to the matrix mulitplication algorithm.I

Step 4: Validate the simulation mnodel bY comparing the results of the model to the

results of the benchmark aiil enisurinig through statistical means that there is

no difference lbetween the two.

Step 5: Design an experiment t hat exe rcises the siniulat ion model in which the total

workload, number of priocessors, miessage traffic load and burst duration are all

varied independenitly of one, ainot her to (leterlinile thiei r ma in and interactive

effects on the speedup of a process inn in p)arallel.

Step 6: Analyze and present thie results. The relationships betwen the independent

variab~les are presen ted I) I (tesiig tHie seconml and thlirdl research hypotheses

listed inl T]able( 1. [Tnderi lie coii41it iois of* t lie niodel, t lie relationships can b

le 0or P 0 . P



used to understand and pi-r(Iict relative speeduips as a functioni of the iiidepeii-

dent variables and draw comiclisioiis about the niat tire of speedup phenomena.

Ot'Cr.view

Chapter 11 gives a suminary of (lirreilt Imowleelge. Although there is ani abun-

dance of literature on mIUltilprocess 1mg. Chapter 11 includes literature that is directly

related to this thesis. Chapter III dlescribe(s time developmnft of the benchmark and

the simulationi model and preseit s Ible ex\perimetital designi. Chapter IV discusses

the results of the benchmark amid thme simlht ioil. Chapter V summnarizes the results

and suggests how the rcsultS m1ay 1e isedl to predict performance of algorithms on

the hypercube.

% % % % N



II. Literature Review

Genci-al

There has been a considerable ainouiit of research concerning the performance

of multiprocessors. Much of it involves evaluating the performance of a particular

algorithm on a given architecture. The performances measured are a function of the

algorithm design, the architecture ail lie interaction between the two. That is,

how well the algorithm is mapped to the architecture. Evaluating the performance

of an architecture is difficult because it cannot be divorced from the algorithm used

to evaluate it; after all, the algorithm dictates what kind of workload will be placed h

on the hardware.

The performance of a parallellized algorithm is sensitive to the coupling be-

tween processors. Loosely-coupled machines are more efficient when processor inter-

action is low, whereas a tightly-coupled machines are more tolerant of interaction

[11W84]. LeBlanc conducted an experiment to find the tradeoffs between two con-

figurations of the BBN Butterfly Parallel Processor. This machine can support a

shared-memory as well as a message-passing capability. LeBlanc's case study con-

cluded that matching the applicatfion and the computational model was more im-

portant than the model itself [12861.

A constraining factor gov.'rii ing Ihe lproc(ssor ihiteractien that a loosely-coupled

system can tolerate and still iave reasouia le efficiency is the performance of the in-

terconnection network. TlI sat uirat ion poiiii for comniunications is characteristic of

the interconnection structure [ST87]. The hiypercube is an open-ended architecture

unlike shared-memory and bus arciitectures wliichi are limited in their expansion.

Also, since it is a directly connecte i network, processes exhibiting affinity can be

assigned to nearest-neighbor processors to take advantage of communication localitv

[SE85]. Nicol and Willard took alvaitage of tliis proi)erty in their algorithm and

II I
- N ;t~v; C~ - Y.>Y~Z V



found linear speedups since t here was no (ontn, ion for communication resources.

Communication costs for transinitti g dat,, ietween partitions were independent of

total com n ittions load [NisT7h]. Anot'her feat ure of tie hypercube is its adapt-

ability to other communication topologies for diflrent apl)lications. Wiley showed

that a four-dimensional cube could ibie used to emulate a two- or three-dimensional

mesh, a. ring or a tree structure [w\s11j.

Performance Mlod s

A basic model for total execution time of l)rocesses on multiprocessors or dis-

tributed systems has been given by bol Indurkhya 0 al. and Stone. This model

assumes the processors are connected with a bus. If a process consists of A! tasks

each requiring R timne units to Coml)letC and tile cornnuication costs is C time

units, then using a two-processor system. 1 lw total execution time, T, is given by

T, = 1)max (.I - k.k) + C'(A - .)k ()

where k is the number of tasks assigned to one of the processors. The optimal

assignment policy of tasks whicl niuiniZes this function is to distribute the tasks

evenly between the processors if .11/2 < H/C. otherwise all tasks are assigned to one

processor [IN8Ga] [ST87].

This basic model was ext ended to . )rocessors, where the total execution time

is given C y

C- NIt 1,1,,a,. (,.,) + ., .- ki . (2)Iki

2 i(2

where ki is the mu1l nbr oh t asks assi, led to the I lM )rocessor. ''he optinial assign-

ument. 1)olicy is no dilfretit troun II( Uic givelI al)ov(, [1.\86a] [ST87].

,-'-%
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Under the optimal assignment policy, the cost of evenly distributing the tasks

over N processors is
R.11 (.11 (MJ 2

7 2 -X+ (3)

and the speedup is given by

.5 -U

R. I ,12 (,.1 2

.IA- - 1)

This means that for small AT and .1 and large R/C, the speedup depends more on

N, but when A' gets large elnough, the spwedulp is proportional to RICAI and does

not depend on the number of j)roccssors [ST87].

An assumption made under the )revious models is that every task must com-

municate with every other remotelv assigned task. If the assumption is changed so

that information sent to a. processor is distributed to all its resident tasks, then a

linear communications cost. model is appropriate. This means that communications

cost is proportional to the nunler of processors instead of the number of tasks. The

total execulion time for this model is given by

T = HIIax (ki') + C'N (5)

An even distribution of tasks prod lw(t1 i II I)est tiIiC, SO the first ten ii would become

RMAI/N. Lxecution time, 7; . is lilinilii wlI(i

The effective parallelism is reduced 1hecause of communication costs [ST87]. Al-

though communications ate no; comletuptely serial, Chapter IV will show that a linear

communications cost, model is also al)I)IcalhIc to the hypercube when every processor

is required to commuicat c once with everv ol her 1)rocessor.

12
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Reed and Grunwald benIcliniarlk('I I lIe ilPS( "s tra ns iIssioII time betweenI nearest-

neighbor processors. Assuming t hat a iiessage 'onsists of single packet, they modeled
the transmission time as

/I + lt,. (7)

where bt is the communications iat(,n'cy. L is the length of the message in bytes and

is the transnisi~on tine per b)tvs. _sig a least squares fit, to their data, they

found that 11 = 1.7 milliseconds and l, 2.8 micoscconds. Their evaluation (lid

not include intermediate node hand-off t line for messages that require multiple links

[RE87]. Moore's thesis [TN087] and this thesis jointly duplicated this benchmark.

iThe results are comjparced in (hapter IIl.

Wiley claimed that a hypercil)e (all support a computational to communica-

tions ratio of 10 to 1. The ratio is ieasurcd as the rate the nodes execute instructions

to the cominunicationis bandWidth [W187]. For the iPSC, the nodes execute 1 mil-

lion of instructions per second and tle channel bandwidth is 10 megabits per second.

This implies that. if the 10 to I ratio is not followed, communications channels vill

become saturated. X\ileV furtIer stated that progranmmers need to keep this ratio

in mind when writing software for the h percube [\V187]. Another computation

to communication ratio is derived ii (hapltr IV which may be more amenable to

programmers for determining the best sized hypercubc for their al)plication.

Siutnn a ry

The literature strongly suggests that tli( perforina ice of a 1unltiprocessor is

a result, in part., of 1he algorilhin (hosen to run oil It. Clearly, the architectural

performance is dependent on ile workload plac ed on tlie architeclure. Stone's [ST87]

performance models use variables t hat describhI the workloa(d. ''hat is, ILl! describes

the total computational load andI (1/ - A- ) (hescribcs t hi nicssage traffic load.

Ilis models assume that. t e iro',ss can be parlitrione(d in .11 tasks cxhibiting the

13
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II. Researcht Miethod

Ile l[)oSC of this OIsisi t (1 (I I1C tllie effects o t lie -otinptationiaIlIoad,

message tiaffic load a nd thir F i ii (actioil oil thle speedu p of a parallel lizedl prcs

over five dimnisions of thle I vjwrctihI . Ii C hapt er 1. thle iiidepeudeit varialbles t hat

describe the workload were idei if c aid 1(1 it ified. To dlet ermine their effects,

an actual liyperctilbe wvas lieticlinll icd 1 iiig at workload that ('OnId beC cont rolled.

The benchmrark programn placed( it lomiogeieotis workload oji each processor. To

* ~~preclude the dlesigin and imipleiiiiitat iou of' va riois workloadcs for the hvpercube

so that all the inidepelldleit varna1 les couild he cointrolled. a simnulat ion imodel of

hypercube prIoce~ssin g was coiistruclt edl verified and validated with thle benchmnark.

To st uidy' the effects of thle workloadI chiaracte(rist ics, all experiment was dlesignied

an(i thle sintlatioti model was ewercised. Regressionl was thlen Used to (let('riile the

functional relat ionships of I lie ii'lee icil vil(r1 a ables. These resuilts are lpiesd'ited iii

Chapter WV.

/3cnchmiark

lintel s Personal Super (oui liit er (ii )( ') was beiiclimarked using a para Ilell ized

miatriN mult iplicat ion pjii'ga iii A uisefu l priogram was selectedl Hist cad of a kernel

that imrely placed at worload oil th1e I VI erci ife so t hat resuilt s of the progra ii (could(

he verified for cor-rect iess. A lischmif ) po'il a iiiaso gives al ii dcat ion of thle overhiea d

associatedl with i linpleli iitalltoi dlt is. si mel as. how at process veifies recept, of its

imissages. Since thalit overheadi( is it fImict i(mou(f I t( iehar icuilar iiuillenientat loll, ]I is

not, stutdied iii this thlesis. but it (aleio l igmor('(liioiiet liees..

13ih b ark IProqrm Th1'le 1iiimi ak prograiii sq ji es a ii 8 x 8 mat ii x where

each node compu)Ites at subllnirix. pitssc'5 its results; to every ot her iiode and verifies

* 
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that is has received thle results tiirom'vr ot her ntode. A copy of the programn is

downloaded to the livpercn be I ) the hui,~ wh iiclh is a liontI-enid processor that serves

as a link bet ween the livperciibe a ii' I its users. Fig nie :3 is a high-level flowchart

representation of the nodes' prograiii which is listed in Appendix A and explained

beclow.

1. achIiole pen clnnniiica ios hannels to the host and the cuibe. These

are logical commnicatIions cliaiiiek, aild are used in the rottines that handle

message transfers. The nodes receive a message from the host telling themi how

miany processors are act ive ]it ihe (i ibe.

2. adi nodJ~e to! nip)Ut s I lie i ndlices of' t lie first awdlIast elements of its snlbmat rix

based on its niode idlet ificatio m u i n ber and thle nuimber of act ive nodes in the

cub~e. Each node will compiIut e ~' elemniits where N' is the number of active

3i. Each node miarks its st art 61i iC.

4. Each node COInI)LuteS its StuIluiat rix results x number of timecs. Variations in x

are what allow thle coimputatioiial workload to b~e controlled.

-~~~ 5. Each node muarks the tine it uiiilltes its coimpuitationi.

6. Each node send~s Its results to ever v ot her active node in thle cube. The nodes'

messages are uiquely idlent ified byv a dliffe rent tyvpe. The nodes' identification

numbiler is assigiied b) thle j ,0Itoia its thle nessage t ype.

7. At each node, at flag for eac (Iiiiesa ge tyvpe is st ored in a vector. The flag

* ~~inudlicat es wvhet her or noJt thle iticissagoe has b~een received. The I vpe idlen)t ifies

where thle message was orig"iuatedl. thius iiidicat ug wer in the restilt~s miatrix

the mncoiii data needs to oo mnd at hither poiniter (an be set to that loca-

t'il. The vector of flags is sea i ied and thle t vpe of an unriieceived mnessage is

idenitified.

I16
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8. Nodes check to see if the ideitified message type is available for receipt.

9. If the message type is available, the nodes receive the message directly into the

appropriate place in the results matrix.

10. Each node uses the Inmber of messages it, expects to receive as a flag. If all

the messages are not received. tlieu aniother message type is identified.

11. When each node has received all of its messages, it marks the stop time then

records its times to the system log.

12. Each node sends its results matrix to the host then closes its communication

channels.

Bcnchm ark L'xpcrincnit The experiment was designed such that the total com-

putational load is varied over six diiuenisions of the hypercube. The single processor

execution times were recorded for determining the speedup performance of the other

dimensions. Since the total comput at ioal load could not controlled directly in terms

of time, iterative recalculation of the mat rix was used as the control mechanism. For

each size of the hypercube, the program was executed 5 times for varying computa-

tional loads. The levels of the computational loads were expressed as the number of

times the elments were recalculated. Table 2 gives the levels of control used in the

benchmark. The message traffic load was controlled with the number of processors

and the number of messages is an aggregate message count. In all, 270 observations

of execution time were recorded.

Data Collction l'achi node recorded l s coniplutational and message processing

times in the systen log. 'le colimilm at iommal limne required of a given load for a cube

size was takei to be a mueaim of'the in (li vidal pirocessors" couil)ut ational time. This is

reasonal)le since each processor liad I lie saine load: the computational times recorded

by t lie processors were all witl iii 5 iiillisecol(Is of each ot her and the resolution of

the clock is also 5 millisecoids. rlie c mssage processilig tiniv, however, was taken

18
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Table 2. einchiiiark Levcls of Control

Computational Load (,r) .Vumbrr of Aod(s Numbr of Alessagcs

5 1 0

10 4 12
16 8 56
20 16 2-10
30 32 992
65

90
200

to be the maximum time of all the processors in the cube. This is also reasonable

since the process was not considered complete until the last message was received.

Total execution time is the sum of the two times.

Sireulation Modai

A simulation model was constructed using SLAM II Simulation Language

[PR86]. The model simulates a process running in parallel on a hypercube of a

chosen size ranging from 0 to 5. 'l'le coipultational load and message load is bal-

anced across all processors. Each niodle executes a specified number of bursts and

each burst, is followed by a imessage being sent. to any number of predetermined or I
randomly chosen receivers.

AModcl Cornpont ts To const(ruct( lie iodel, times for three components had

to be determined. The first co ntii is tiew coniputational time per node which

was assumed to be about I/N 1h of lie total con ltational load. The benchmark

S19
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confiriried that this was a true assumption. The second and third components are

interprocessor communications time and overhead due to implementation details.

Interprocesssor communications time is addressed below however; the last component

is addressed with model validation since it is related to validation and calibration of

the overall simulation model.

Equation 7 found in Chapter I1 estimates interprocessor communication times

for nearest neighbors. Since the simulation model simulates both nearest-neighbor

and non-nearest-neighbor communicatiols, the use of Equation 7 in the simulator

was insufficient. The iPSC uses a packet switched network with predetermined rout-

ing so non-nearest-neighbor communications can be thought of as a series of nearest-

neighbor transmissions. Along the sender/receiver path, intermediate nodes perform

the store-and-forward function. Equation 7 can be modified to model interprocessor

communications over multiple links

7 MTL = t1 + Lllt, + Iti (8)

where II is the number of hops or links traversed, I is the number of intermediate

nodes visited and ti is the time required for the node to forward the message. H

and I are directly related since the number of intermediate nodes visited is one less

than the number of hops in the sender/receiver path. When there is a single link in

the path, Equation 8 reduces to Equation 7.

To find the actual message tiransmission times, a benchmark program was exe-

cuted on the iPSC. One message was passed back and forth between a sender/receiver

pair 100 times (200 transmissions). Two hlidred transmissions were chosen to over-

come the resolution of the clock. hl transimissions were done in a sterile environ-

ment: first, there were no overla pped t ransmiussions of the message since the both

nodes were required to wait on tie i(ssage before it. could be returned to the other,

and second, there were no ot her cojnlmunications in tlie cube nor were there any

other processes running. Twenty messages of varying sizes (up to 1024 bytes) were

passed between 31 sender/receiver pairs. thils the data set consisted of 620 data.

20
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Figure 4. Plot of Message Transmission Times

points. Figure 4 shows the linear relationship between messages requiring the same

number of hops. Using SAS, Equation 8 was estimated from the data producing

TAIL (ins) = 1.1232 + 0.0008968LH + 0.4851 (9)

The coefficient of determination for this model is .9939.

In comparison to the results obtained by Reed and Gruniwald, the message

latency is slightly lower than the 1.7 milliseconds they reported. Even more surpris-

ing was the difference in transmission time per byte; 0.9 microsecond is significantly

faster than the 2.8 microseconds reported. Later research by Reed yielded a new
A

estimation of Equation 7 to be 0.706 millisecond for latency and 0.519 microsecond

for transmission time per byte [RE88]. lie attributed the difference to a revision in

the node operating system which handles the message processing.

21
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Model Construction The SLAM II source code modelling parallel processing

on a hypercube is listed in Appendix 13. The basis for modelling communications in

the hypercube was Equation 9 since non-nearest-neighbor communications can be

thought of as a series of nearest-neighbor communications along the sender/receiver

path. The time spent at each interinedial e node is the coefficient of the third term in

Equation 9, while the transmission time per link is the size of the message multiplied

by the coefficient of the second term.

Each node in the cube was modelled as a unique RESOURCE. The communi-

cations links outbound from a node were modelled with a single server ACTIVITY

proceeded by a QUEUE. Usually, each outbound link would be modelled with its

own server and queue, but the iPSC has a peculiar hardware characteristic. If more

than one physical channel transmits at, a time, packets are lost; therefore, only one

channel is allowed to transmit at a time [IN86b]. For packet transfers the iPSC uses

a predetermined routing scheme based on the logical exclusive-or operation of the

nodes' identification number. T his routing algorithm was easily implemented with a

FORTRAN function that is visible to SLAM I1. Communications has priority over

normal node processing, so packets arriving at a node have the ability to pre-empt

a node's processing. The inplementation of this condition was trivial in SLAM II

by allowing a packet to PREEMPT a task currently utilizing the node-RESOURCE.

SLAM took care of queuing the messages that arrive at the nodes for processing.

The concurrent activities of a parallel process on a two- dinensional hypercube

are shown in Figure 5. Activities that occur in the unshaded areas are concurrent.

The shaded areas represent the activities tlhat required the use of the node for

example, a node could process messages or it. could process a task, but it could not

do both simultaneously. Figures 6 and 7 show the flow of events in the sinmulation

model which occur as follows:

.r)1
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1. A process enters the cube.

2. The process is partitioned into N tasks: N call be {1,2,.,S,16,32}.

3. Each task entity is assigned ali identification nunbl er which is conveniently the

identification number of the node to which it. is assigned.

4. The start time of the process is recorded.

5. Tasks wait until their node becoie available.

6. Tasks are processed for solie length of t ime. Burst lengths are independent

random variables from the sauie (ist rilbution.

7. Following the burst, a task coiiiinnnicates its results to some specified number

of other tasks by replicatig itself into a message entity for each message it

sends.

8. Once the last message is sent, t he task releases the node.

9. If a task is not complete. it, waits for node to which it is assigned and it is

processed again. When the task is completed, the task entity is terminated.

Meanwhile:

10. A message entity is assigled the next node it, must go to enioute to its desti-

nation.

11. A message entity (iters t e ti'atsinit liquete at its Cti1et nod('.

12. A message is transmillted: froiii Flqualion 9. hle transmission time is 0.9 mi-

croseconds for every byte of i it'ormatlio i the message.

13. At the next node, a niiessage pie-einpts the node's task processing. If this

node is the destination. tie i ode receives tie iessage. If this node is not

tile dest-inat ioll. intClined iale-Inde, piocessing occurs and the next node in the

path is assigned and tle IihieSSa ge co11t iiliies to t rav(Tse t he net work.

I t. The node is released to ' urn io I ask processing.

2.1
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15. The message is counted and( terminated if it is not the last one.

16. When the last message is received, the com)letion time is recorded and the

process is terminated.

Model Validalion Belore t li, model could )e validated with the benchmark, it

had to be calibrated to the exact implement at ion of the bench mark program. There

was overhead introduced into the enclimark program from measuring the clock

and checking the receipt of messages. Message checking ensured that all messages

were received and the data. was I(ored in the appropriate place in the matrix. This

additional workload required coml)utatioln titte that. mtust be accounted for in the

simulation model.

To find the calibration tine, tle actial time required to execute message check-

ing was measured in the benchmark program for all dimensions of the hypercube.

The time required for the process to act ually receive tle niessage was subtracted out,

thus leaving the overhead associaoe(d iY hi checking fiags. IUsimmg linear regression, the

calibration function for N > 2 was estinated to he

C 5 + 7.5 X (10)

where C is the amount of tine.i ill iillisecoMIds, req(uired to perform overhead and

N is the number of nodes in tle cube. For the two-node case. the overhead was

negligible.

TI calibration function wa: incor)orated into the mtiodel for validation putr-

poses. The sinmulation was execise I witI m four umi processor loads which were taken

from actual uniprocessor tinmes observed in ie' Ieuclimark expel'ilment. The individ-

ual node processing tuies were laki i fio ii a iorinmal distribution witli / coni1ptted

as the uniprocessor load diviled I lc he miumler of modes and (7 equal to 2.5 millisec-

onds since tie bencitmark shwed th1at hlle comipiltatiolnal times of the individual

nodes were all \6ift liM-'i ,l( Ifs h (m olher. The total processing t le for

each node was complel ed i1 (,11 [>t wliclh suinlales tlie benclmark program. For

27 
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Table 3. l[TIipro(e(ssor ],Loads UTsed for Validat ion

Uniprocus., o Load1
IRaw Timr ( R((II(l(Iil.n .Vumb i' of YVod .s

200 5 2

1205 304
:36 15 65S 8
8010 200 16

:32

each uniprocessor load, fiv'e runs w'V'i iiade for Cuble Sizes Of 1 1 brougph 5. for a total

of 100 simulation timies. Table 3 sliows liow I lie 100( simiulat ion t inies were collected.

The uniprocessor loads are also exjpressecl iii teriris of Ihe nuimber of recalIculat ions

in the benchmark program.

The five runs for a given uiriprocessor loadl and cube size were averaged as well

as the five runs of thle henclittiark p~rogramn corrcslpondling t~o the uniprocessor load

and cube size. The first researcli ivpot liesis listed iii Table I was tested with a p~aired

difference t test at a conifidlence level of 0. 1. The raw times were used to perform thle

test since the speeduip wIt liin eachi pa I r is relatIi ve to t he sitmne t he ui ilrocessor I. ine.

Exrpciiruni Icsign

To test, tile second anid 11ir l ofn 'se ohiNvpothleses listed iii Table 1, anl exper-

iment, was designed wvliicli exercised l1w sliiiilat ion model wit hout t he calibratioin

function. The uii ifprocessor load was v-aried across two lev-els. 'I'lle message traf-

fic load was variedl lm. iit ro( 1uii two m ( lore variables d iat (fiant if' thle aniint of

inessage traffic. Tllese two( v.ariables were Iie nrnn11ber of' bursts anid thle number of
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ia Ide 1. Co (l 0 Vaia~bles

P

1000 2 1 N/ 2

20000) 1 5 N - I

163
:12

.

messages senit per buriist which 'as Cxpre~s(d as a lunld io of the number of nodes.

Two levels of eachi were selected.

Tlic general linear m~odlel lor totali execti on t imle is

7'( + -~+ ABIi? + err-or (1

where pi is thle experiluit al average. U is ti "i UnplYi uShOr CM.., X5i the nun iber I
of nodes. 13 is thle nu tmber of burist s a( Ru 1 is thle num iiber of receivers. The general

Ii near, m1odel for speceduiip is

log > log U + log 'l', '+ -I-ror (12)

L( icl.s ojf Ii ( Cout uvI V( brlh The i(oll t rol va viabI es we-re set to levels shown

in Table AI. Eachi experimnt al unit (oliiislcei of a uil iroeessor timue, a cube)( size, a

level of bursts an a11 level of recevers. lIn thle case wI ivre N ' 2. bothI levels of RI.0

were thle saiiie. Excluiding the duiplicldl unlliiits. thle(re was a t otal ol 36 experimental

units. T he coluplitaat i I inie for'dm aii node( was ranidon' 1 kv selectedl front a normal

(list riblit ion. lIn thle case of H? A: - 1. ever v node sent to every othe le' iode, but

N~hl R =? N1'2, thel r('(('ivin"liiodl(', W%-l' Iad lill select ed. Whenl thle numbe11r of

billsts was 1. I e b rst len ill a.,Hie llo c','colipllalinalline. ut w ellthe...

29.

IY



number of bursts was 5, the burst durat ion was randomly selected from a normal

dist ribution.

Data Co/hclion For eaclh experimental uiiit, 10 runs were made. To test

the third research hypotisis, l((l alilonial rus were inlade for le experimental

units that include 5 bursts. biut Iw ILirst lhnlhs were randoinly chosen from an

exponential (list ribution. Tablh .5 siliiiimarizes tie ('litir i'('Xl)wrinient design, ..

Table 5. I'Ax peri n nent l)(sig

13ur.,t ('1 iproc..o .\'t b( I oJ Aumbrr of
Runs L ng/h Tim, YVod(s B utsls I?(Cc'ivclle

10 Normally 10)0 2 1 N - 1
)istributed 20(000

10 Normally 10(t0 1 A' /2
Dist ributed 20010 8 5 N - 1

16
:32

10 Exponentially 1000 2 5 , - 1
Dist rilbut'd 21MO 1111

I N/2

10 Fxp~olielll ia~ly I M W11 1 5 2\ /

)ist riluited 211,0(1 S -I

I Gi:1'
32

304

A _N _'N .N



Sum mairy I

This chapter explailed the proc'(ire fol llow(ld in this research. A liypercube

was benlchmnarked using a matrix Iui i plicat ion algorit hmi. A discrete event simula-

tion of a parallel process running on a hypcrcube was then constructed and validated

with the benchmark data. liinily. an experiment was designed that exercised the

simulation mod(el so that t lie II flional relatiuiship between workload characteris-

tics and speedup characteristics could be determied.

I
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IV. Results

This chapter presents th1) resnilts of the lbenchinark andl the discrete event

Evaluation of fli f First B~~Rc ei Ilypolh csisI

Results of the bcnclimark expIerlinleit are given] in Appendix C. Table 6 shows

the average times for selectedl coinpttttonal loadls which are exp~ressed in terms of

the number of recalculations. The results of the simulation mnodel with the calibra-I

tion function incorporated are listed in Appendix D. Table 6 also shows the average

timnes obtained fromn the simuilat ion. l'igure 8 shows the standardized deviations

of the simulation times 'omn the bemicliiark times for the uniprocessor loads listed

in Table 6. The test statistic for thme paired dlifference t test wvas 0.22, therefore,I

the first research hypothesis was not rejectedl andl it wits concluded that the simula-

tion model was an accurate represent at ion of hypercuibe performance for the matrix

multip~lication workload.

F2
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Table 6. Benchimark V\ersus Simulation Times

Total Time (ins)
Rccalculaltions Uniproccs.sor "liJn Nodes Benchmark Simulation

5 200 2 104 104
4 104 95
8 130 112
16 169 184
32 3-18 351

30 120 2 606 607
4 349 346
8 255 238

16 224 247
32 :398 382

65 3615 2 1812 1814
41 944 950
8 533 540

16 391 398
:32 445 458

200 8010 2 4009 4009
1 2056 2048

8 1095 1089
16 665 672
32 591 595
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Benchmark Versus Simulation
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Figure 8. Comparison of Benchmark and Sinmlation Times

Benchmark Results From the benchmark data contained in Appendix C, two

equations were estimated. Figure 9 shows the mean computational time, communi-

cations time and total execution time for 16 recalculations of the matrix. From 2

to 32 nodes, the message processing time increased almost linearly with the number

of nodes while the computation time decreased inversely with the number of nodes.

This graph suggests a linear communication cost model similar to Stone's [ST87].

The equation for the total execution time was estimated to be

T6 = -4.7 + 1 + 1O.6lIN (13)

The coefficient of determination for this model is .9998. The graph also shows that

the message processing time for a single node is zero and negligible for two nodes.
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Figure 9. Plot of Total, Computational and Message Processing Times
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This accounts for the negative constant in the nodel which is required to fit the rest

of the data.

This model is similar to Stone's since the uniprocessor time is, in terms of his

variables, RM. Equation 13 call also be minimized with respect to N by setting the

first derivative equal to zero

dL - - + 10.64 =0 (14)

and solving for N
A= t U

1 (15)
10.64

Although derived in a different manner, the relationship between the optimal level

of N and both the uniprocessor time and the communications time is the same rela-

,onship that was given by Stone in Equation 6. The communications cost of 10.64

milliseconds per node included the actual communication times and the overhead

associated with checking the receipt of messages as discussed earlier.

Although Equation 13 accurately models the total execution time in terms of

the uniprocessor load and the number of nodes, information about the message traffic

load is embedded in the number of nodes and the assumption that every node sends

once to every other node. Equat ion 11 allows the assunption about the message

traffic load to be relaxed since nodes ('all sendl one or more messages to a subset of

the cube. Equation 11 was estimated to be

CL = 16.7+ 1 +.03 ABR (16)

For tie benchmark prograin, B = 1 and R = N - I. Il this model, the three pri-

mary independent variables whicl d(escribe flie workload were used. The coefficient

of determiiination for this model is .9992. Figure 10 compares the predictive power

of tile two models. Both i models iliicate ihat the computational time decreases

with the iiiiuber of inodes, but coiiii1ii1iication tinie increases as more nodes are

added. Figure II shows tle sv'edlip curves for four different uniprocessor loads.
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Figure 10. Comparison of Models

The point where each curve turns down indicates which level of N minimizes Equa-

tions 13 and 16 relative to the uniprocessor load.

Computation to Communications Ratio The benchmark data can be used to

derive another computational to communications ratio. The speedup achieved in the

benchmark in terms of N was

U
5b 

+ 10.64N - 4.7 (17)

If Sb is set equal to 80% of the ideal speedup, then solving for U yields

U 42. A - 18.8 (18)
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Therefore, to achieve 80% of ideal sp,,diip. tlje ratio of cotp af 'a time per node

to total communications time is aI)proxiniately 4 to i since

42.4 "2 - 18.8
10 .6 ,4 N "

To reach 80% of the ideal speedup in the case of a balanced load over 4 or

more processors, the computational tiime per node must be 4 times as great as the

total communications time. Said difrerently, the uniprocessor time to total commu-

nications time must be 4N to 1. For example, if each node sends one message to

every other node after completing its computation and 4 nodes were used, then the

uniprocessor time must be about 660 inillisecoids to obtain a speedup of 3.2; how-

ever, for 8 nodes, the uniproces,-or tiiie must be about 2700 milliseconds to achieve

a speedup of 6.4. As more comnication time is required, either by nodes sending

more r.Lessages or more nodes being added t.o the system, the uniprocessor time must

also increase to maintain the same speedup. Whmen N = 9, the connunications time

is not significant; so near ideal speedup will be achieved.

Evaluation of he Sccond Rcsurch llyJpolh(sits

Since the first hypothesis was not rejected, the data obtained from the simula-

tion model was analyzed with confidence that it was representative of the hypercube

architecture. The actual times obtained from the sinmilation are optimistic since the

model does not account, for processin ie reuired for a task to wvrity receipt of

messages. The simulation caii, howe\er, show relat ive speedup for varying workloads.

The average execution tii;ies obtaiined fronm tie siinIlation when the burst

lengths are normally dist ributeI are ci e iii Table 7. A1ppendix E contains the

complete data set. Figures 12 and 13: compare le speedup achieved for each level

of B and R for the 1000-millisecodl anid 21)0)0-iiilliseconl loads respectively.
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Table 7. Simtiulatlol Results

7Numbcr of Yumbr, of .\'tuibcr of Time (Ins)
Bursts Nod(., l? cicc. 1 =s 1000 (; = 20,000

11 2 273 5325
8 ,t 151 2757
16 8 95 1414
'32 16 91 760

"2 1 517 10270
4 :3 275 5327
8 7 157 2735
16 15 113 1434
32 31 135 805

5 2 291 5313
8 1 192 27)7
16 8 188 1506
32 16 292 960

2 1 526 10280
- 3 30 1 5:357

7 231 2839
16 15 283 1604
32 31 513 118:3
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Average Speedup
-' Uniprocessor Load at 1000 ms

109 =1, R=N/2
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Figure 12. Plot of Speedup for Total Computational Load of 1000 ms

Equation 11 was re-estimated with the simulation data and yielded the follow-

ing results

T, = 77+1 (U) + .08,\BR (19)

The coefficient of determination for this model is .9955 and all terms are significant

at a confidence level of .01. Figure 14 compares the actual and predicted execution

times when the uniprocessor load was 1000 milliseconds. The difference between

this equation and Equation 16 is attributed to the absence of message checking in

the simulation. This relationship implies that as nodes are added to the process,

the execution time will decrease, but the decrease is offset by an increase in the

message traffic load. Since the total execution timme can be transformed into speedup

l1
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Figure 13. Plot of Speedup for Total Computational Load of 20,000 ms

and regression analysis revealed a functional relationship between the independent

variables, the second research hypothesis was rejected. Equation 19 indicates that

the total computational load, number of nodes and message traffic load all affect the

speedup of a process run in parallel on the hypercul>t.

.12
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Actual and Predicted Values
Unprocessor Load at 1000 ms
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Figure 14,. Comparison of Actual and Predicted Values
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Evaluation of thc Third 1?r.'uuach IliIIot/, sis

T11e total execut ion t imes col lect ed liom ithe simi ulation whelin the lburst lengths

were exponentially' (list rilbut ed ae i i Ieili .Freeyexeietlui

at I? = - I1 lie results were id en t ical t th I e noriiiali distribluted hurst lengths.

NVhen ? =NA/2. there were verY slighjt dIifferences In thle total execution time. The

raw data Indicated t hat t here wits no di fferen ce ini the total execution time of a

process exp~lained by tilie buirst tinles. So thle thlir d lirpothlesL, xas not rejected.



V. Co-11Cltsiolls

The coliiuiricatioii cost's 111(11 rre(l by paral lellizat ion rIdtices the sp~eedup) of

a process run on a hvpercube. .Althlouigh thiis is not a novel idea, this thesis pre-

sented the functional relatimoisi p bet weeni tie( workload characteristics that affect

the sp)eedlup of a process onl a liv pci-c i be arch it(ect u re. The nethlodology preseinted

here is directly app~licalble to a ii arch utl lre.

JRcscarclt I Rsulls

Thre Speedups achieved inl hothI thle benichmnark aii(l tire calilbratedl s imulation01

Nvere not significantly different. Th'e (data list ( ( in T1able 63 supported thle first research

h1y pothlesi s. Since the simnulat ion iiodel could be validatedl waith the benchmark

Jprogram. it was assumnedlto beaii accui i ratev represent at ion of hypercube 1)erforia lice.

Thle speedups obtained fromi t lie simiuilat ion clia ged with the workloads p)laced

on thie cube. The furict jonal relat ionship between the workload characteristics and

the total execut ion t ime was givenl iii ELquation 19; therefore, the second hypothesis

was reject ed. Whlen thle experiment wais repeated with the exponentially distributed

burst lengths. thle data was riot si gnificaint ly diff'er'ent, so the third hypothesis wvas

not reject-ed.

B( chm~ffalhlfy V( r.its Simu uWallon

The benchi nia rk of, an a ci mili hperci iie provided some in sight iiito the speedump

pheniomenron. (rea t inig con t rollale workloads is cuii hersonie. so a simuinlation muodela

of l1Ivperclhke processing Was coiISt ruict edh yen Ifled an vil alidat ed. 1.Vil ike benchmark-

ig, the simul~latio lloe WCIi 110re Ilexi i lit v anld con trol of the workload charac-

tecrist ics. Th Ire iodel dlid iiot, accoil iit fbr ovelIeadl processinig innate to air actunal

V 15I
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implementation of a parallellized algorithim. Although benchmarking captures the

overhead processing, it will change from algorithmn to algorithn and with the chosen

implenentation. As shown by the eiichniiark, the overhead processing cannot be ig-
nored since it also affects speedup. Simulation. on the other hand, provided a means
for studying the performance of the archiltecture in terms of workload characteristics

by removing the implementation and algorithm variable. Simulation is uscful for

comparing potential algorithms im)lemented on the hypercube. This requires the

algorithm to be described only in terms of the workload it places on the nodes and

the conmmunications network.

Impact of Iorkload on Speedup

The results obtained from the simulation were not surprising. Clearly, if the

computational workload per node is large compared to the comnmunication time
required, then speedups will be near ideal as shown in Figure 13. At 32 nodes, the I
speedup was about 28 when the message load was at the lewest level, but the speedup

dropped to alproximately 16 when the message load was at the highest level. At 16

nodes, there was little difference in speedup since the total message traffic load at

all four levels was small compared to the computational load on each node. When

the total computational load was 1000 milliseconds, the impact of message traffic

load was felt at 8 nodes, as shown in Figure 12. All the data collected, either from

the simulation or from the bencl mark, supporte(l a comlutational tinie per node to

total communications time ratio of 1 to 1.

The results obtained whieii t lie hurst lengths were exponentially distriluted

suggest that as long as ile total con)utational workload and the message traffic

load are balanced, the points Hi tiinie when computation and message processing

occur have no affect on tflie speedlup. This means that the amount of workload

placed on each processor is tIe saii ie. hut lie behiavior of each workload can be very

different.. Assumig that process sxlVcil-ii lizal ioll is not all issue. this finding implies

I t



that the goal of a decoinposition strateOy Should be to balance the load without

regard to homogeneous behavior. Process synchronization was not modelled, so

balancing some workloads may impose additional time for synchronization.

Suggestions for Farther Research

This thesis has shown the effect of the message traffic load on speedup. Previ-

ous research has shown that s'needup is degraded by an unbalanced computational

workload. Another issue to study would be the effects of an unbalanced message

traffic load and a balanced computational load on the speedup of a process run

in parallel. Perhaps slight imbalances in computational loads could be offset with

complementary imbalances of message loads. The message traffic generated when

the burst lengths were normally distributed was not at a high enough intensity to

saturate the network. How would speedup be affected if the assumption about sin-

gle packet messages were loosened to allow mulliple packets so that the message

traffic load could saturate the network; and, could network saturation be overcome

by exponentially distributed burst lengths? The use of simulation opens a door for

studying the impact various process behaviors have on speedup for any architecture.

Summary

This thesis has successfully (elnonstrated the use of benchmarking and simu-

lation to determine the effects of the workload on the speedup of a process run in

parallel on the hypercube architecture. Additionally, simulation was shown to be

a viable tool for investigating the speeduip phenomenon by providing flexibility and

easy control of the independent variables.

:II
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Appendix A. Benchmark Program

This appendix contains the listing of the node program used to benchmark

the iPSC. The second file included, "declare.h" contains declarations used by both

the nodes and the host, and is listed after the program. A copy of this program is

downloaded by the host to each node in the cube.

*include "/usr/ipsc/lib/cnode.def"

#include "declare.h"

/* global variables */

int mypid,mynode; /* local process and node number */ N
int nprocs; /* number of processors in cube
int host.chan /* channel for host-node communication */ 4

int node-chan /* channel for node-node communication */

int cnt; /* incoming message size */

int frnode; /* node message came from */

int fr-pid; /* process ID that message came from */

[nt msglength; /* outgoing message size */ i
long clocko; /* clock reading

long starttime; /* starting time

long stop-time; /* time process finishes completely *1

long endmult; /* time process finishes computing matrix */ I
char asgbuf[80]; /* buffer for messages to system log file */

float result[SIZE] [SIZE]; /* resulting matrix */

48
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main ()

setup 0; /* open communication channels */

multiply(); /* compute matrix and pass results */

sendw (host-chan, UPLOAD, result,

SIZE * SIZE * sizeof (float), HOST,

HOST_PID); /* send results to host */

cclose (host-chan);

sprintf (msgbuf, %ld .ld", stop-time - start-time,

end-mult - start-time);

syslog (my-pid, msgbuf); /* total time, cpu time */

/* Open communication channels and receive size of cube */

/* from the host. */

setup()

{

my-pid =mypid (

my-node = mynode 0;

host-chan = copen (my-pid);

node-chan = copen (my-pid);

recvw (hostchan, PARAM, &nprocs, PARAMMSGSIZE,

&cnt, &fr-node, &frpid);

msg-length = sizeof(float) * (SIZE*SIZE) / nprocs;

I09
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/* Compute the matrix. V

multiply()

int msgsrec[321; /* flag vector for message status */ "

int msg-type; /* next two variables are used to */

int ans; /* check the status of messages */

int count; /* number cf messages expected */

int node; /* destination of a message */

int i, j, k; /* loop counters and matrix indices */

int recomp; /* loop counter for recalucaltions */

int ftrow; /* index of first row of submatrix */

int lhrow; /* index of last row of submatrix */

int cols; /* number of columns in submatrix */

int ftcol; /* index of first column

int l.col; /* index of last column */

float *bufptr; /* place to put incoming results */

float temp; /* temporary storage used for */

/* recalculating matrix

/* Compute the indices of the the submatrix based on the */

/* number of processors and nodes' identification number. */

cols = SIZE * SIZE / nprocs;

f-row = my-node * SIZE I nprocs;

l-row = ((my-node + 1) * SIZE - 1) I nprocs;

50 1
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f-col = (my-node * cols) % SIZE;

1col = ((my-node + 1) * cols - 1) % SIZE;

bufptr = &result [f-row] [f col];

temp = 0.0;

start-time = clocko;

for (recomp = 0; recomp < CPULOAD; recomp ++)

for (i = f-row; i <= lrow; i ++)

for (j = fcol; j <= lcol; j ++)

{for (k = 0; k < SIZE; k ++)

temp = temp + MATRIX [k] [j] * MATRIX [ii [k]

result [i] [ji = temp;

temp = 0.0;

} '

end-mult = clocko;

for (node = 0; node < nprocs; node ++)

if (node != my-node)

send (node chan, my-node, bufptr, msg-length,

node, NODEPID);

for (i=O; i < nprocs; i++)

msg-rec[il 1;

count = nprocs - 1;

msg-type = 0;

do

{if (msgrec[msg-type] && (msg.type my-node))
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{axis probe (node-chan, msg-.type);

if (ans >= 0)

{bufptr = &result [msg-type*SIZElnprocs]

[(msg-type * cols) % SIZE];

recv (node-chan, msg-.type, bufptr,

msg-length, &cnt, &fr-node, &fr-pid);

count

msg..rec[msg-type] 0;

msg .type = (msg..type + 1) % nprocs;

while (count);

52,



/* message types */

#define PARAM 40 /* host-to-node: cube dimension

#define UPLOAD 70 /* node-to-host: upload results */

#define PARAM-MSGSIZE sizeof (int)

/* cube definitions */

#define HOSTPID

#define NODEPID 1

#define ALL-NODES -1

#define HOST Ox8000

/* parameter definitions */

#define SIZE 8 /* size of square matrix */

#define CPU-LOAD 5 /* number of recalculations */

#define nextarg {argc--; argv++; } /* used in host program *1

float MATRIX [SIZE][SIZE] =

{ {0.2, 0.3, 0.1, 0.4, 0.5, 0.7, 0.9, 1.0},

{0.1, 0.2, 0.6, 0.1, 0.2, 0.1, 1.0, 0.5},

{0.5, 0.2, 0.1, 0.2, 0.5, 0.7, 0.1, 0.9},

{0.2, 0.3, 0.2, 0.3, 0.8, 0.4, 1.0, 0.2},

{0.8, 0.6, 0.4, 0.2, 0.5, 0.7, 0.2, 0.1},

{0.5, 0.2, 0.6, 0.5, 0.9, 0.6, 0.4, 0.6},

{1.0, 0.1, 0.1, 0.7, 0.8, 0.5, 0.8, 0.9},

{1.0, 0.3, 0.6, 0.9, 1.2, 0.3, 0.2, 0.1}

'- };
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AppedixB. SLA ATI II Source Code

Thiis appendix contains the SLAM 11 source code and the FORTRAN function

used1 for message routing. This source listing is Set upJ to simulate 32 nodes processing

5 burst. The bur11st lengths, are iiorinailv (list ribitted and the nulber of receivers is

31 ( N - 1). The uniprocessor load is 1000 milliSClisons.

GEN,CATHY,IIYPERCUBE SIMULATION,3/20/88,1O ,N ,N,,,Y/1,72;

LIMITS ,128,20,5000;

EQUILVALENCE/ATRIB(2) ,SOURCE!

ATRIB(3) ,DESTINATION/

A~nIB(I?) ,NEXT-NODE/

ATRIB(5) ,CURRENT-NODE/

ATRIB(6) ,AWA.FILE/

ATRIB(7) ,PRE-FILE/

ATRIB(8) ,RECEIVER/

ATRIB(9) ICHANNEL!

ATRIB(1O) ,COUNT;

EfQUILVALENCE/ATRIB(11) ,XMT-QUEI

ATRIB(12) ,YMTACT/

ATRIB(13) ,BURSTTIME!

ATRIB(14) ,BURSTSRNNG/

ATRIB(15) ,TIME..RMNG/

ATRIB(16) ,MEAN.BRST..LEN/

ATRIB(17) ,STD-DEV/I

ATRIB(18) ,LASTMSG I
EQUILVALENCE/XX(41) ,NBURSTS/]
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XX(42) ,NPROCS/1

XX(43) ,XMTJTIME/

XX(44) ,OVERHEAD/

XX(45) ,MSG-SIZE/

XX(46) ,INT-TIME/

XX(47) ,MSGS/

XX(48) ,CMP-TIME/I

XX(50) ,NFINISHED/

XX(51) ,MSG-COUNT;I

PRIORITY/1,LVF(9)/2,LVF(9)/3,LVF(9)/4,LVF(9)/

5,LVF(9)/6,LVF(9)/7,LVF(9)/3 ,LVF(9);

PRIORITY/9,LVF(9)/1O,LVF(9)/11,LVF(9)/12,LVF(9)/

13,LVF(9)/14,LVF(9)/15,LVF(9)/16,LVF(9);I

PRIORITY/17,LVF(9)/18,LVF(9)/19,LVF(9)/20,LVF(9)/

21,LVF(9)/22,LVF(9)/23,LVF(9)/24,LVF(9);

PRIORITY/25,LVF(9)/26,LVF(9)/27,LVF(9)/28,LVF(9)/I

29,LVF(9)/30,LVF(9)/31 ,LVF(9)/32,LVF(9);

ARRAY(1,32)/O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,O,

NETWORK;

RESOURCE/1,NODE-0.(1) ,33,65;

RESOURCE/2,NODE-1(1) ,34,66;I

RESOURCE/3,NODE_2 (1),35 ,67;

RESOURCE/4,NODE_3(l) ,36 ,68;

RESOURCE/5,NODE_4(l) ,37,69;

RES0TUP.CE/6,NODE_5(1) ,38,70;



RESOURCE/7,NODE.6(l) ,39,71;

RESOURLCE/8,NfJDE7(l) ,40 ,72;

RESOURCE/9,NODE.8(l) ,41,73;

RESOURCE/10,NODE.9(l) ,42,74;

RESOURCE/11,NODE-O(1) ,43,75;

RESOURCE/12,NODE-11(l) ,44,76;

RESOURCE/13,NODE_12(l) ,45,77;

RESOURCE/14,NODE_13(l) ,46 ,78;

RESOURCE/15,NODE-14(l) ,47,79;

RESOURCE/16,NODE_15(l) ,48,80;

RESOURCE/17,NODE-.16(l) ,49,81;

RESOURCE! 18 ,NODE-.17( 1), 50,82;

RESOURCE/19,NODE-18(l) ,51,83;

RESOURCE/20,NODE-.19(1) ,52,84;

RESOURCE/21 ,NODE-20 (1),53,85;

RESOURCE/22 ,NODE-.21 (1), 54,86;

RESOURCE/23,NODE-.22(1) ,55,87;

RESOURCE/24,N0DE-23(l) ,56 ,88;

RESOURCE/25,NODE 24(l) ,57,89;

RESOURCE/26,NODE-25(l) ,58,90;

RESOURCE/27,N0DE-26(l) ,59,91;

RESOURCE/28,NODE .27(l) ,60,92;

RESOURCE/29,NODE-28(l) ,61 ,93;

RESOURCE/30 , NDE-29 (1),62,94;

RESOURCE/31 ,NODE-30(l),63,95;

RESOURCE/32,NODE-31 (1),64,96;

CREATE, ,;

5(141

-a ~ -. a ~' -- -- '' 'a -~ % %06



ASSIGN ,NBURSTS=5,

NPROCS=32,

MSGS=NPROCS- 1,

MSG-SIZE=1024,

CMP-IME=100O/NPROCS,

XMTTIME=0 .0008968224,

INT-TIME=0 .4849987,

OVERHEAD=0 .6158445;

ASSIGN ,NFINISHED=0,

MSGJINIT=1 .667,

MSG-COUNT=MSGS*NBURSTS,

BURSTS .RMNG=NBURSTS,

XX (70)=NPROCS+l;

PARTITION PROCESS OVER NODES

CONT GOON,6; 1

ACT, ,NPROCS.GE.1,DIMO;

ACT, ,NPROCS.GE.2,DIMl;

ACT, ,NPROCS.GE.4,DIM2;

ACT, ,NPROCS.GE.8,DIM3;

ACT, ,NPROCS.GE.16,DIM4;

ACT, ,NPROCS.GE.32,DIM5;

* DIMO GOON;

ACT,, ,NO;NODE.0

* DIM1 GOON;

ACT,,. ,N1;NODEAl

DIM2 GOON;
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ACT, ...N2;NODE-2

ACT, ,,N3;NODE§3

DIMS GOON;

ACT, ,,N4;NODEA4

ACT,, ,N5;NODE-5

ACT,, ,N6;NODE.6

ACT, ...N7;NODEJ7

DIM4 GOON;

ACT .. N8;ODE-

ACT,, ,NS;NODE89

ACT,, ,N92;NODE91

ACT,, ,N1O;NODEJO3

ACT,, ,N11;NODEJ14

ACT,, ,N12;NODEJ25

ACT,...N13;NODE-13

ACT, ,,N14;NODEJ47

ACT, ...N15;NODEJ58

ACT .. ,N16 ;NODE-16

ACT,,. ,N17;NODEJ70

ACT ...N18;NODE-2S

ACT,,,N19;NODE-29

ACT, ...N20;NODE-2O

ACT,,,N21;NODE-21

ACT, ...N23;NODE-23
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ACT .. ,N27;NODE-.27

ACT, ...N28;NODE-28

ACT, ...N29;NODE-29

ACT,, ,N30;NODE-30

ACT, ...N31;NODE-31

NO ASSIGN, SOURCE=1,

CURRENT-NODE=i;

ACT, ...COMP;

NI ASSIGN,SOURCE=2,

CURRENT-NODE=2;

ACT,, ,COMP;

N2 ASSIGN ,SOURCE=3, 0

CURRENT NODE=3;

ACT,, ,COMP;

N3 ASSIGN,SOURCE=4,

CURRENTNODE=4;

ACT, ...COMP;

N4 ASSIGN,SOURCE=5,

CURRENTNODE=5;

ACT, ...COMP;

N5 ASSIGN, SOURCE=6,

~ *. %*** *~'. . ~ . - - -* . . . . . .



CURRENT-NODE=6;I

ACT,,. ,COMP;

N6 ASSIGN,SOURCE=7,

CURRENT-NODE=7;

ACT, ...COMP;

N7 ASSIGN,SOURCE=8,

CURRENTNCDE=8;

ACT,, ,COMP;

N8 ASSIGN,SOURCE=9,

CURRENT NODE=9;

ACT,, ,COMP;

N9 ASSIGN.SOURCE=10,

CURRENT NODE= 10; -

ACT,, ,COMP;

N10 ASSIGN,SOURCE=11,

CURRENT NODE=1 1; a

ACT, ...COMP;

Nil ASSIGN,SOURCE=12,

CURRENT-NODE=12;a

, ACT,,,COMP;

N12 ASSIV'N,SOURCE=13,

GO(



CURRENTNODE=13;

ACT, ,..COMP;

N13 ASSIGN, SIURCE= 14,

CURRENTNODE=14;

ACT,, ,COMP;

N14 ASSIGN,SOURCE=15,

CURRENT-NDDE=15;

ACT, ,..COMP;

N15 ASSIGN,SOURCE=16,

CURRENT-NODE=16;

ACT, ..COJMP;

N16 ASSIGN,SOURCE=17,
WI

CURRENTNODE= 17;

ACT, ...COMP;

N17 ASSIGN,SOURCE=18,

CURRENTNODE= 18;

* ACT,,,,COMP;

%N19 ASSIGN,SOURCE=19,
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CURRENTNODE=20;

ACT,, ,COMP;

N20 ASSIGN,SOURCE=21,

CURRENTNODE=21;

ACT, ...COMP;

N21 ASSIGN,SOURCE=22,

CURRENT-NODE=22;

ACT, ...COMP;

N22 ASSIGN,SOURCE=23,

CURRENT NODE=23;

ACT,, ,COMP;

N23 ASSIGN,SOURCE=24,

CURRENT-N0DE=24;

ACT,, ,COMP;

N24 ASSIGN,SOURCE=25,

CURRENTN0DE=25;

ACT,, ,COMP;

N25 ASSIGN,SOURCE=26,

CURRENT-NQDE=26;

ACT, ...COMP;

N26 ASSIGN,SOURCE=27.,
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ACT,, ,COMP;

N27 ASSIGN, SOURCE=28, I
CURRENTNODE=28;

ACT, ...COMP;

N28 ASSIGN,SOURCE=29,Il

CURRENTNODE=29;

ACT, ...COMP;I

N29 ASSIGN,SOURCE=30,

CURRENTNODE=30;

ACT, ...COMP;I

N30 ASSIGN,SOURCE=31,

CURRENTNODE=31;

ACT, ...COMP;

N31 ASSIGN, SOURCE=32,]

ACT,, ,COMP;

WAIT FOR PROCESSOR, COMPUTE AND SEND MESSAGES TO ALL OTHERSI

COMP ASSIGN,AWA-FILE=SOURCE+64,

XMT-QUE=SOURCE+96,N

3 XMT-ACT=SOURCE+32,

($3
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STD-DEV=C'l-.TIME*0 .066661,1

TIME-RMNG=RNORM(CMP.TIME,STD-DEV, 1);

BRST AWAIT(AWA-FILE=65,96) ,SOURCE/1;

EXECUTE A CPU BURST

ASSIGN,COUNT=0,

ACT, ,BURSTS-RMNG.EQ. 1,LSTB,

ACT, ,BURSTS-RMNG.GT. 1,BTM;

LSTB ASSIGN, BURST-TIME=TIME-RMNG;I

BTM ASSIGN ,MEAN-BRS-LEN=TIMERMNG/BURSTS-RMNG,

STD-DEV=MEAN-.BRSTLEN*0 .06667,I

BURST-TIME=RNORM(MEAN-BRST-LEN ,STDDV ,2) , ;

* ACT,, BURST-TIME. GE. TIME-RMNG ,BTM;

ACT, ,BURST-TIME. LT .TIMERMNG ,GA;

GA GOON;

ACT,BURST-TIME;

ASSIGN ,TIME-RMNG=TIME-RMNG-BURST-TIME.

BURSTS-RMNG=BURSTS-RMNG-1 ,1;

ACT, ,NPROCS.Eq.1,STOP;

ACT, ,NPROCS.GT.1,CNT;

CNT ASSIGN,COUNT=COUNT+l,

LAST-MSG=USERF (3);

DES ASSIGN ,DESTINATION=RECEIVER,

RECEIVER=RECEIVER+1, 1;

ACT, ,SOURCE. EQ. DESTINATION, DES;
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ACT, ,..XQ;I

XQ QUEUE(XMT-.QUE=97, 128);

ACT(1) /XM 1UACT=33 ,64 ,MSGJINIT;N

ACT, ,LASTJISG.EQ.O,OK;

ACT, ,LASL-MSG.EQ .O,CNT;

ACT, ,LASL-MSG.EQ. 1,REL;

ACT,,. ,OK;

ACT, ,BURSTS-RMNG .GT.O,BRST;

GET NEXT NODE AND CHANNEL NUMBER

OK ASSIGN,NEXT-.NODEUSERF(1);

PASS MESSAGE THROUGH THE NETWORK

XFER QUEUE(CURRENTJJODE=1,32); i
ACT(1)/CURRENT-.NODE=1 ,32 ,MSt-STZEwXMT3TIME;

ASSIGN,PRE..YILE=NEXTNODE+32; A
PREEMPT(PRE-FILE=33, 64) ,NEXL-NODE;

ACT, OVERHEAD, NEXU-NODE. EQ .DESTINATI ON,QUIT;

ACT, INTJTIME,NEXT.NODE.NE.DESTINATION;

FREE, NEXT.AODE;

ASSIGN,CURRENL-NODE=NEXTNODE,

NEXL-NODE=USERF (1);

ACT,, ,XFER;
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ENSURE NODES RECEIVE ALL THEIR MESSAGESI

QUIT FREE,NEXT-NODE;

ACT, ,ARRAY(1,SOURCE) .LT.MSG..COUNT,KILL;

ACT, ,ARRAY(1 ,SOURCE) .EQ .MSG-COUNT,STOP;I

STOP ASSIGN,ARRAY(1 ,SOURCE)=O,

NFINISHED=NFINISHED+1, 1;

ACT, ,NFINISHED.LT.NPROCS,KILL;p

ACT, ,NFINISHED .EQ .NPROCS ,CLCT;

CLCT COLCT,INT(l) ,TIME-INSYSTEM;

KILL TERM;

INIT,O;DI

FIN;
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This is the main program used bY SLAMI 11 which includes the function used to find

the next node andl channel in the scii der/ recei ver path. The second [unction is the

calibration function used when the model was validated.

PROGRAM MAIN

DIMENSION NSET(1500000)

INCLUDE 'PARAM. INC'

COMMON/SCOMl/ATRIB(MATRB), DD(MEQT), DDL(MEQT), DTNOW, II, MFA,

1MSTOP,NCLNR, NCRDR, NPRNT, NNRUN, NNSET, NTAPE, SS(MEQT),

2SSL(MEQT),TNEXT, TNOW, XX(MNXXV)

COMMON QSET(150000O)

EQUIVALENCE (NsET(l) ,fSET(l))

NNSET= 1500000

NCRDR=5

NPRNT= 6

NTAPE=7

CALL SLAM

STOP

C

END

C

C

FUNCTION USERF(I)

COMMON/SCOMl/ATRIB(100),DD(100),DDL(100),DTNOW,II,

IMtA,m..iuk,NCLNR,NCRDR,NPRNT,NNRUN,NNSET,NTAPE,

2SS(100) ,SSL(100) ,MTEXT,TNOW,XX(100)

C

INTEGER*2 CURRENT,DESTIN,PATH,NEXT,POS,MASK,DIR
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GO TO (1,2,3) I

C

C Function used to find next node and channel based on the

C exclusive-or operation of the node identification numbers

C of the source and destination.

C

1 CURRENT=ATRIB(5) -1

DESTIN=ATRIB (3)-1

POS=O
PATH=IIEOR (CURRENT,DESTIN)

10 MASK=2**POS

NEXT=IIAND(PATH,MASK)

IF (NEXT .EQ. 0) THEN

POS=POS+1

GO TO 10

ELSE

DIR=IIAND (MASK,CURRENT)

IF (DIR .EQ. 0) THEN

USERF=CURRENT+NEXT+ 1

ELSE

USERF=CURRENT-NEXT+ 1

ENDIF

ENDIF

ATRIB (9) =POS+l

RETURN

C

C Calibration function used for model validataion.

C

r,



ii

2 IF (XX(42).GE.4) THEN .1
USERF=5+7.5*XX (42)

ELSE

USERF=O

ENDIF

RETURN I
C Function used to set a flag indicating whether or not

C the last message has been sent by a node.

C I
3 IF (ATRIB(1O).EQ.XX(47)) THEN

USERF= 1

ELSE

USERF=O

ENDIF

END I
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Appendix C. Be nchra rk Results

This appen dix lists t lie results of t lIe benchmark p rogram. All times have been

rounded to intCger values.
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Numbeir Runs

Rcclcultion., oj" Nod.s 1 2 3 4 5

5 ('onI)utation 200 200 200 200 200

Message Processing 0 0 0 0 0

Totial 200 200 200 200 200

2 (omputation 100 100 100 103 100

Message Processing 5 5 0 2 5

Total 105 105 100 105 105

4 Corn[pul at ion 50 51 50 51 50

Message Processing 45 74 45 54 50

Total 95 125 95 105 100

8 Compt ation 25 26 25 26 25

Message Processing 70 119 145 69 120

Tota] 95 1,45 170 95 145

16 Computation 13 13 13 13 14

'Iessagc Processing 117 117 157 147 181

Total 160 160 170 160 195

32 ('ollpultat iou 6 7 6 7 6

N l(sae Procssin g 339 333 339 368 319

Total 315 310 315 37.5 325
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Numbri Runs

Rccalculations of Nod(s I 2 3 4 57 1 C!Olllt atioll 280 280 280 280 280 
wr

Message Processing 0 0 0 0 0

Total 280 280 280 280 280

2 Computation 140 140 140 140 140

Message Processing 5 0 5 0 5

Total 145 140 145 140 145

4 ('Olutat ion 70 70 71 70 70

Message Processing 40 40 5.4 40 40

'Total 110 110 125 110 110

8 ('Om)utation :35 35 35 35 35

Message Processing 115 115 75 70 70

Total 150 150 10 105 105

16 CoIII)uL t t ion 18 18 18 18 19

Message Processing 167 162 152 172 221

Total 185 180 170 190 2-10

32 (o lnp l t ition 9 9 9 9 10

M h'ssage Processing :311 326 371 316 280

Totl 1 320 335 380 325 29(0
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t)/ 4J(, , k2)l . ,( ,- ',-.-o "' :. . . " " '. .-A . ). ". . ... U" .p #-

A'u i b r " I un.

Rccalculations of Nodes 1 2 3 4 5

10 1 (OiiplutatIion 400 400 400 400 400

Message Processing 0 0 0

Total 100 400 400 100 400

2 Coniputation 200 200 202 200 200

Mlessage lProcessing 5 5 3 0 0

Total 205 205 205 200 200

Comlutation 100 101 100 100 100

.Ihssag"e lrocessing 55 49 40 45 40

Total 155 150 140 145 140

8 Conputation 51 51 50 51 50

Message Processing 71 74 70 69 70

Total 125 125 120 120 120

i6 Compitation 26 25 25 25 25

Message Processing 1-19 175 155 175 185

Total 175 200 180 200 210

32 (oimuntation 13 13 12 13 13

.Nhesage Iro'cessinig 312 302 333 327 372

Tot al 355 315 315 310 :385
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:Xu m b rr ll ns

Rccalculations of Nod/s 1 2 :3 4 5

16 1 Comiput atioln 610 640 610 640 640

\lessage Processing 0 0 0 0 0 "f

Total 640 610 610 640 610

2 ('uinptItat io :320 :122 :320 320 322

SlMessage Processing 0 3 5 0 3

lot al .320 :325 325 :320 :325

4 (onpuiatloi 1(0 161 160 161 161

M\lssage Plroccssiig 10 49 50 9 54

Total 200 210 210 170 215

8 ('olliputation 80 81 81 81 80

lessageProcessing 120 10-1 59 104 110

Total 206 185 140 185 190

16 ('omlru1t ation I0 10 40 40 10

Mssage IProcessing 120 140 145 165 190

Tol a I 1(i) 1s() 185 205 23)

12 ( ' [ itp aI i 11 21 21 20 20 20

~ ~~e~ig299 2957 3155 :335 3125

l~tl 1 320 31.5 :75 .. 3 1.5

if~V *~~ * * *V E V . . . . .,.
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A uibcr Runs

Rccalculations of Nodcs 1 2 3 4 5

20 1 Computation 800 800 800 800 800

Message ProcCssing 0 0 0 0 0

Total 800 800 800 800 800

2 Computation 403 400 403 400 400

.\hssage Processing 2 5 2 5 5

Total 105 105 405 405 405

4 Computation 203 203 203 200 201

Message Processing 12 47 82 50 44

Total 215 250 285 250 245

I.-

8 Commputation 101 101 101 101 100

Message Processing 69 74 79 99 110

Total 170 175 180 200 210

16 Comput atiol 51 51 51 51 50

Messagel Procssing 184 151 164 174 155

Tolal 235 205 215 225 205

32 (oII1pit1 at iol1 23 26 26 25 25

. lssage lProcessing 3037 339 :329 3.10 310

Total :330 3; 353 36.5 33.5
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Nu rn be r Runs

Rccalculations of Nodcs 1 2 3 4 5

30 1 Coinput at lon 1205 1205 1205 1205 1205

lessage Processing 0 0 0 0 0

Total 1205 1205 1205 1205 1205

2 ('omptitation 600 603 603 600 603

Message Processing 5 7 2 5 2

Total 605 610 605 605 605

4 ('ompult al ion 301 303 301 301 300

\ lessa-gc Processing 54 52 39 49 45

Total 355 355 3.10 350 345

8 Comlputation 151 151 151 150 151

MNlessage Processing 114 104 104 125 74

Total 265 255 255 275 225

16 ('ollipult ation 77 76 77 75 76

Message Processing 138 159 143 160 139

Total "215 2:35 220 2:35 215

32 ('oI li alloll T!) :38 38 :38 38

.Ilessag, Pro i('('sig 336 302 362 :382 A17

lol 1i7l 3110 It) .120 155



Aum b r r~n

Rccalculations of Xodcs 1 2 3 4 5

65 1 Computation 2620 2615 2615 2615 2610

Miessage Processing 0 0 0 0 (

Total 2620 2615 2615 2615 26 10

2 Coiriput at ion 1308 1:305 1:308 1:308 1:305

Message Processing 7 5 2 2 5

Total 1315 1310 1310 1310 1310

4 Con]putation1 655 634 655 655 654

Message Processing '15 51 50 10 46

Total 700 703 705 665 700

8 Computation 327 :326 :326 327 328

Message P~rocessngf 73 114 69 63 72

Total 400 410 :395 390 400

16 C'omputation 165 165 164 16i5 164

Mesa 1 .oCC(SsiIi( 160 165 191 1 53. 151

Tohl 325 3:30 :355 320 315

:32 ('oniptit at olt 81 83 8:3 831 8:3

MI('ssa'- I PrQo55jig 306 :357 3 17 :31 7 327

lot a 1390 .1 10. .10 100 -110

II 1-
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Numbcr Runs

Recalculations of Nodes 1 2 3 It 5

90 1 Computation :3620 3620 3620 3620 3620

Message Processing 0 0 0 0 0

Total 3620 3620 3620 3620 3620

2 Computation 1808 1810 1810 1810 1810

Message Processing 2 5 0 0 5

Total 1810 1815 1810 1810 1815

Computation 905 905 905 905 905

Message Processing 10 55 40 40 50

Total 915 960 945 945 955

8 Computation 453 454 45:3 453 453

Message Processing 57 141 72 62 67

Total 510 595 525 515 520

16 ('omputation '227 228 227 228 228

Message Processing 143 132 153 217 172 I
Tot a l 370 360 :380 14 5 400

:32 Comlptation 11. 115 115 115 115

slessage ProcssiI 330 335 315 325 345

Total 145 150 4:30 ito '460
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Nuinbe r Run s

RIcalculations of ,Nods 1 2 3 4 5

200 1 ('omputation 8010 8010 8010 8010 8010

.Message Processing 0 0 0 0 0

Total 8010 8010 8010 8010 8010

2 Computation 4005 4005 4005 4005 4002

Mlessage Processing 5 5 5 5 3

Total 4010 4010 1410 1410 1405

4 Comptat lOl 2005 2005 2005 2005 2005

lessage Processing 50 50 50 50 55

Total 2055 2055 2055 2055 2060

8 C_'onLputation 1005 1004 1004 1001 1003

Message Processing 95 96 96 56 112

Total 1100 1100 1100 1060 1115

16 ('oiipult a tO1 505 505 505 505 505

Message Processing 1.15 160 190 155 150

Tot a] 650 665 695 660 655

:32 (olliplit at iOu 255 255 255 255 255
.Nlssage, lrocessilg 3 15 :320 315 335 3:.5

Tot a] 60i0t 575 60110 590 590

* ~79I
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Appenldix D. Model Validationl

This appendix lists the simulation results obtained using the four different

uniprocessor loads that are listed in Table 3. The calibration function was incor-

porated into the simulation for the purpose of validation. The results friom the -'
simulation and the benchmark are averaged across each uniprocessor load and cube

size. A paired-difference t test was conducted using the average times.
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Un iproccssor Number Ru 1s

imne of N\odes 1 2 3 5

200 2 103.6 101 .4 102.3 108.0 101.5

9 92.9 97.9 93.9 95.4 95.7

8 113.3 111.1 111.8 112.8 111.3

16 185.5 181.3 18:3.4 183.4 184.9

32 351.4 319.5 351.1 :351.2 350.3

1205 2 606.1 603.9 604.8 610.5 607.0

4 :34 1.2 349.2 345.2 3-16.6 346.9

8 239.0 237.0 2:37.1 2:38.4 237.0

16 218.3 247.3 246.4 246.3 247.9

:32 382.8 380.9 :382.8 :382.6 :181.7

:3615 2 1 S ,t.0 1811.0 1812.0 1818.0 1814.0

1 9 17.9 952.9 9-18.9 950.-1 950.7

8 510.8 538.9 539.3 510.3 538.8

16 399.3 398.0 397.1 397.2 398.6

32 t5.'.3 156. 1 455.2 158.0 157.

8010 2 1009). lO(li.) 1147.0 :013.0 1009.0

t 20 16 2050.J) 20 17.0 2017.0 2018.0

S 1)().1(19 )1. 1 () .() 10118 .0 109(.( 1088.0

16 673.(i 672. (i7 1.5 671.6 673.0

32 I 59:i. 595.1 595.2 59 1. 1
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lPair(d-DiJfcrcnc t T(st

Simulalion .4 I'(rag( Benchmark .4 vcrayc DiJJr ace

101.0 104.0 0.0

95.2 101.0 -8.8

112.2 130.0 -17.8

184.3 169.0 15.3

350.8 348.0 2.8

606.5 606.0 0.5

346.4 349.0 -2.6

237.8 255.0 -1 7.2

247.2 22-1.0 23.2

:382.2 398.0 -15.8

1813.8 1812.0 1.8

950.1 944.0 6.1

539.6 533.0 6.6

398.0 391.0 7.0

.157.6 415.0 12.6

4008.8 4009.0 -0.2

20 17.6 2056.0 - 8.4

1089.2 1095(0 -5.8

(i72.1 665.0 7.1

5!) .S .: 3.8

7 o.2

-,K - 10.73

~ _0.21 1)

1%
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Appendix E. Simulation, Results

This appendix lists the total execution times obtained from the simulator for

each experimental unit listed in Table 5.

Total Ex(cution lime

One Burst at Unip)rocessor Time of 1000 Milliseconds

NTumbur of !\odks Aumbcr of lcciv(-is Iit 1Total Ex(cilion TiMic

~',

1 1 512.0
~2 490.1"'

3 494.3

1 569.8

5 523.0

6 505.3

7 456.6

8 511.1

9 511.0

10 535.0

N3~
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Number of Nodes Number of lReccicrs Ruin Total Exi-cu/l'in TOWr

4 :3 1 263.0

2 291.-9

3 268.4

51 278.2

6 259.0

7 287.8

8 271.1

9 278.9

10 270.7

2 2 92.2

3 267A1

>1 276.8

5 ~27,1.7

6 25.

7 288.2

8 272.6

9 276i.0

10 26;7.5

Jz



NTImbcr of Nodes ;Vititil(r of Itmiv r Huu Total Exccuiion 'im(

8 1 161.4

2 15:3.8
9

3 155.9

-1 160.1

5 155.3

6 154.8

7 154.5

S 156.1

9 161.2 I
10 160.7

811 155.7

2 1.16.8

:3 1,17.6

-1 152.5

51 1,t6.1

(6 152.0

7 1S.5

8 150.8

91.52.1!
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7.N.

Number of Nodes Nuib( r oR Iru'ii( ,'. Iun Total L'xcculio . Timei

16 15 1 113.2

2 113.0

3 112.2

4 111.3

5 114.2

6 112.5

7 112.9

8 11:3.6

9 110.8

10 112.5

16 8 1 92.0

2 91.9

95.6

4 93.2

5 98.1

8 94.4

7 !)3.()

897.1

S. 0

10 ii.
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Nurnbcr of Nodcs NAumb r of I~crir is Run Toal El;ccution. imei

32 31 1 131.5

2 134.8

3 1:36.6

1 133.8

5 133.4

6 133.9

7 135.0

8 1:34.1 I

9 13.5.3

10 1:35.3

:32 16 1 91.0

2 92.1

3 9 1.9

"1 90.1

5 89.0

6 89..0
7 90 .5

9. 5.2 
!

!)~ 90.7

I(I 90.2

I
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Total Execution Time

One Burst at Uniprocessor Time of 20,000 Milliseconds

Numnbcr of N'odcs Numbcr of Rcciix is Runt Total Execution Time

21 1 10170

2 9741

3 9814

4 11320

5 10390

6 10030

7 9048

8 10810

*9 10750

10 10630

88
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Numbcr of Nodes Numbcr of Rcceires Run Total Execution Time

32431 5091

2 5669

3 5201

4 5411

5 5382

6 5012

7 5587

8 5320

9 5383o

10 5219

4 2 1 5089

2 5668

3 5198

4 5410

5 5378

6 5008 V

7 5588

8 5318

9 5380

10 5216
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Number of Nodes Numb( r of Rcccivcrs Run Total Execution Time

8 1 2850

2 2721

3 2708

4 2809

5 2709

6 2749

7 2713

8 2740

9 2802

10 2849

8 4 1 2844

2 2713

3 2699

4 2800

5 2698

6 27143

7 270-1

8 2732

9 2793

10 2840
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Number of Nodes Number of Receivers Run Total Execution Time

16 15 1 1460

2 1439

3 1408

4 1404

5 1458

6 1391

7 1453

8 1466

9 1411

10 1445

16 8 1 1437

2 1423

3 1390

4 1382 

5 1438

6 1376

1433 k
8 1447

9 1392

10 1430

Ie
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Number of Nodes Number of Receivers Run Total Execution Time

32 31 1 805

2 779

3 808

4 807

5 795

6 795

7 818

8 834

9 814

10 794

32 16 1 764

2 737

3 762

4 763

5 756

6 748

7 768

8 795

9 768

10 749

92

< '..- ,.,* : ; ,*.- *- ,. .a../Va. .- '-; .P- * , * * : ,*-N . -N;- 9 b y



,1*

I.

Total Execution Time

Five Bursts at Uniprocessor Time of 1000 Milliseconds

Total Execution Time

Normally Exponentially

Number Number Distributed Distributed

of Nodes Of Receivers Run Burst Lengths Burst Lengths

1 521.1 521.1

2 499.2 499.2

3 503.5 503.5

4 578.9 578.9

5 532.1 532.1

6 514.4 514.4

7 465.1 465.1

8 553.2 553.2

9 550.1 550.1

10 541.1 541.1

'.
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Total Ercution Time

Normally Exponentially

Number Number Distributed Distributed

of Nodes of Reccivers Rln Burst Lengths Burst Lengths

4 3 1 292.3 292.3

2 321.2 321.2

3 297.8 297.8

4 308.3 308.3

5 307.6 307.6

6 288.3 288.3

7 317.1 317.1

8 303.7 303.7

9 308.2 308.2

10 300.1 300.1

4 2 1 281.7 279.8

2 306.2 307.8

3 285.1 288.5

4 295.8 297.0

5 293.8 298.0

6 276.5 276.9

7 305.2 304.6

8 289.4 289.5

9 295.4 294.3

10 284.9 287.9
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Total LExccution Timle

Normally Exponeially

Numnbcr Number Distributcd Distributed

of Nodcs of Recciv rs Run Burst Lengths Burst Lengths

8 7 1 235.1 235.1

2 227.4 227.4

3 229.6 229.6

4 233.8 233.8

5 229.0 229.0

6 228.5 228.5

7 228.1 228.1

8 229.7 229.7

9 234.8 234.8

10 234.4 234.4

8 4 1 204.8 199.6

2 188.7 184.9

3 186.5 187.9

4 192.1 194.8

5 191.7 187.9

6 193.1 194.5

7 188.0 187.1

8 189.0 186.6

9 191.0 194.6

10 197,.6 200.5
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Total E.rccution Time

Normally Exponentially

Number Numbcr Distributed Distributed

of Nodes of Receivens Run Burst Lengths Burst Lengths

16 15 1 283.2 283.2

2 283.0 283.0

3 282.2 282.2

4 281.3 281.3

5 284.2 284.2

6 282.5 282.5
I

7 282,8 282,8

8 283.6 283.6

9 280.8 280.8

10 282.5 282.5

16 8 1 185.2 183.6 -

2 195.2 195.9

3 186.3 191.0

4 190.3 187.8

5 190.0 186.4

6 188.8 192.5

184.8 188.4 ,4

8 188.9 191.7

9 187.A 185.5

10 186.0 185.8
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Total E.rccution Time p

Normally Exponentially

Numbcr Number Distributed DistributedAN

of Nodes of Rceceivers IRun Burst Lcngths Burst Len gilis

32 31 1 512.6 512.6

2 513.5 513.5

3 516.4 516.4

4 513.0 513.0

5 511.0 511.0

6 512.6 512.6

7 513.1 513.1

8 512.3 512.3

9 514.8 514.8

10 197.6 513.4

32 16 1 292.8 288.3

2 291.5 296.1

293.2 295.4_-

4 291.9 296.9

5 285.9 294.2

6 290.0 292.4

7 286.5 290.3

8 290.8 295.7

9 299.2 289.6

10 293.9 298.5
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Total Execution Timne

Five B~ursts at U niprocessor Time of 20,000 Milliseconds

Total Exccution Timw

N~ormnally ExrJoncnt ia/li)

iNuibcr Numbr 1ishributcd Iiistributcd

01 A odes of Icic~ itn Burst Lengths Burst Lengths

211 10180 10180

2 9750 9750

3982:3 9823

.1 11330 11:3:30

5 10400 10400

6 10040 100410 .

79 0357 90,57

8 10820 10820

9 10760 10760

10 10640 106410

'Id
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Total Lxuca/ion Time,

Normally E'xponcdially

Number Nuinber Distribuled Distributed

of Nodes of RRcciren Iun Burst Lnyths Burst Lengths

4 3 1 5120 5120

2 56)8 5698 N

3 5230 5230

4 54,11 5441

5 5 411 5411

6 50,11 5041

7 5617 5617

8 53.19 5349

9 5412 5412

10 5249 5249

4 2 1 5110 5108

2 568.1 5681

3 5217 5220

4 5429 5429

5 5397 5401

6 5029 50:30

7 560:3 5604

8 5334 5337

9 5399 5397

10 52:32 5234
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Total Execution Time

Normally Exponentially

Number Numb r Distributed Distributed

of N" odes of Rcceirers Rim Burst Lengths Burst Lengths

8 1 2921 2924

2 2795 2795

:3 2782 2782 I

4 2883 2883

5 2783 278:3

6 2822 2822

7 2787 2787

8 281 1 2814

9 2876 28716

10 2923 2923

8 4 1 2889 2886

2 275.1 2753

3 2736 2738

4 2844 28,12

5 2737 2738
I

6 2787 2786

7 2 71 2743

8 2769 276)

) 2832 2835

10 2884 2886
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Total Execution Time

Normally Exponentially

Number Number Distributed Distributed

of Nodes of Receivi Run Burst Lengths Burst Lengths

16 15 1 1630 1630

2 1609 1609

3 1578 1578

4 1574 1574

5 1628 1628

6 1561 1561

7 1623 1623

8 1636 1636

9 1581 1581

10 1615 1615

16 8 1 1527 1524

2 1518 1517

3 1473 1482

1 1479 1487

5 1530 1527

6 1466 1467

7 1521 1526

8 1539 1540

9 1485 1482

10 1520 1517
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Total Execution Time

Normally Exponentially

Nuinber NuMber Distributed Distributed

of Nodes of Receivers Run Burst Lcngths Burst Lengths

32 31 1 1183 1183

9 1157 1157

3 1186 1186 0

4 1185 1185

5 1173 1173

6 1173 1173

1196 1196

8 1212 1212

9 1192 1192

10 1172 1172

32 16 1 960 965

2 943 938

3 962 966

4 957 955

5 951 951

6 951 942

7 965 964

8 993 995

9 963 967

10 948 951
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i s

--- "This zadtinvestigated the relationship between workload
characteristics and process speedup. There were two goals:
the first was to determine the functional relationship between
workload characteristics and speedup, and the second was to
show how simulation could be used to determine such a rela-
tionship. The hypercube implementation used in this study
is a packet-switched network with predetermined routing.
Message processing has precedence, so nodes are interrupted
during task processing.

In this study, three independent variables were con-
trolled: total compultational workload, number of nodes
and the message traffic load. The workload was assumed to
be balanced across the nodes. A benchmark program was exe-
cuted on an actual hypercube and the results were used to
validate a discrete event simulation model of hypercube pro-
cessing. Using the simulation, an experiment'was designed
to control the total computational load over two levels, the
number of nodes over five levels and the message traffic load
over four levels to determine their individual and inter-
active effects on process speedup. _

Regression analysis was used to estimate the functional
relationship between the three independent variables and
process speedup. The results show that a complex relation-
ship exists between workload characteristics and cube size.
As more nodes are added, the computational time decreases,
but at the same time, the communications overhead increases
such that the speedup will eventually begin to decrease. The
point where speedup starts to decline is dependent upon both
the computational and message traffic workload. Finally, this
research presented an alternative methodology for performance
analysis which is more flexible than the traditional methods.
Furthermore, this methodology can be extended to study other
architectures.
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