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The objective of this study is to determine the effect of microstructural properties on the fatigue crack propagation (FCP) response of Ni-base superalloys. This report describes the results of four experimental alloys containing various amounts of Al, Ti, Cr, and Mo. Chemistry, precipitate size, and grain size were varied to produce systematically controlled microstructures.

The four alloys were characterized for chemical composition, microstructure, tensile properties, low cycle fatigue (LCF), and FCP resistance. The FCP tests were performed under constant load (increasing K) conditions in air at a stress ratio (R) of 0.1 and 0.8. Closure loads were measured with a clip gage, back-face strain gage, and a laser extensometer.
The objective of this study is to determine the effect of microstructural properties on the fatigue crack propagation (FCP) response of Ni-base superalloys. This report describes the results of four experimental alloys containing various amounts of Al, Ti, Cr, and Mo. Chemistry, precipitate size, and grain size were varied to produce systematically controlled microstructures.

The four alloys were characterized for chemical composition, microstructure, tensile properties, low cycle fatigue (LCF), and FCP resistance. The FCP tests were performed under constant load (increasing K) conditions in air at a stress ratio (R) of 0.1 and 0.8. Closure loads were measured with a clip gage, back-face strain gage, and a laser extensometer.

Through compositional control the lattice mismatch, anti-phase boundary energy (APBE), and volume fraction of gamma prime precipitates were systematically varied. Heat treatments were utilized to obtain two gamma prime sizes.

Constant amplitude cycling revealed distinct differences in FCP response between the four alloys. To determine the role of crack tip shielding in controlling FCP rates closure loads were measured. The back-face strain gage and clip gage proved to be unreliable in measuring closure by noting the change in slope of a load-displacement curve. Non-linearity in the output was associated with factors other than crack closure. The laser extensometer, however, provided reproducible results based on the
consistently linear output obtained from an uncracked calibration specimen.

Based on the FCP response of these alloys it was determined that crack closure concepts did not explain the differences in FCP rates in the model Ni-base alloys studied. FCP rates were dramatically reduced for those compositions and heat treatments that promoted planar, reversible slip. The alloys having high volume fraction, low APBE, and low mismatch exhibited FCP rates that were approximately 50 times lower than other treatments.
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1. INTRODUCTION

Jet engine components are fabricated almost entirely from Ni base superalloys. These alloys contain elements that are in short supply in the United States. Consequently, they must be imported, in many cases from countries that are politically unstable. The lack of domestic resources makes our supply subject to interruption through unavailability. There is thus a major emphasis to save "strategic" materials and programs have been undertaken in which Ni was substituted for certain strategic materials, usually Co, Ta, Cr, and Nb.

The problem with that approach is two-fold. Firstly, there is ample evidence that the classification of what is strategic is continually changing. Thus a non-strategic material can become strategic and visa-versa depending on the economic conditions. Secondly, a simple substitution is almost certainly not the approach that will conserve the most materials. If a component can be made by reducing the level of a given element by 25% and if the life of the component is reduced 50%, then there is a net increase in the use of that element and all other elements in the component of interest when computed over the life of the engine or aircraft.

The most logical approach, and the one that has not been fully exploited, is to develop an understanding of the interactions amongst the alloying elements and to use that understanding to develop alloys which last much longer in
service. Thus even if there is an increase of 25% in a given element or elements, if this produces a doubling of the life, a large reduction in the use of the materials will be accomplished.

Fatigue crack propagation (FCP) has been chosen as the target property since with the introduction of Retirement-for-Cause philosophy (RFC) [1] it has become, for the first time, design-critical for turbine disks. Furthermore, disks constitute up to 70% of the total engine weight, therefore any material savings are greatly magnified.

The goals of this research were therefore:

1) Develop a set of alloys in which fundamental microstructural properties are manipulated through compositional control and heat-treatments.

2) Develop models based on mechanical test results and fundamental observations which will identify key variables and predict FCP rates.

3) Use this information to suggest alterations in existing alloy systems to improve FCP resistance which thereby producing material savings over the life of the component.

These goals were addressed by evaluating a series of alloys subjected to low cycle fatigue (LCF) along with tensile and FCP tests. Specimens were analyzed using transmission electron microscopy (TEM), scanning electron microscopy (SEM), optical microscopy, and x-ray diffraction in an effort to identify those mechanisms responsible for damage accumulation and thus crack growth in Ni base alloys.
2. **BACKGROUND**

2.1 **Metallurgy of Ni-Base Superalloys**

The complexity of the composition of Ni-base alloys can be overwhelming. In the majority of commercial alloy systems as many as 12 or 13 alloying elements can be present in addition to as many trace elements [2]. In most systems however, the major components include Ti, Al, Cr, Mo, in addition to the Ni. The effect of each of these constituents on the microstructure is relatively well known. What is less well understood is how the microstructural features affect mechanical properties. This point will be discussed in more detail later.

Superalloys consist of a face centered cubic (FCC) solid solution, $\gamma$, an ordered FCC precipitate (Figure 1), $\gamma'$, and various carbides and borides. The $\gamma$ matrix is a solid solution of Ni with substantial amounts of Cr. Other elements commonly found in the $\gamma$ phase of modern superalloys include Co, W, Mo, Al, and Ta which serve as solid solution strengtheners. Superalloys contain from 15 to 70 volume percent $\gamma'$, an ordered phase based on Ni$_3$Al. Titanium, Nb, and Ta, are common additions which replace Al atoms, in $\gamma'$, whereas Co substitutes solely for Ni.

The $\gamma'$ phase is useful for a number of reasons. The precipitate is coherent with the matrix, due to the small difference in the lattice parameter of the matrix and the precipitate (typically on the order of 0.01 - 0.5%). This small
mismatch allows for homogeneous nucleation of the γ' and stability at elevated temperatures. Figure 2 shows the γ' morphology for two alloys with different lattice mismatch. Gamma prime, unlike most materials, shows an increase in strength with increasing temperature [3]. Anti-phase boundary (APB) strengthening due to the γ' phase is also a major strengthening contribution of γ'.

2.2 Mechanical Properties of Ni-Base Superalloys

The yield strength of nickel-base superalloys is relatively high at room temperature, and remains high up to about 750°C. This strength is primarily due to the presence of the γ' phase which has the unique property of increasing flow stress with increasing temperature (Figure 3). The strength is a function of both the properties of the phases and how the γ' is dispersed in the alloy. Some important factors include solid solution strengthening of γ and γ', anti-phase boundary energy (APBE) of the γ', coherency strains between the γ and γ', and volume fraction, particle shape, and particle size of γ' [2]. Solid solution hardening of γ involves the increase in flow stress resulting from changes in lattice parameter, elastic modulus, stacking fault energy, and other mechanisms.

Many investigators have studied the increase in yield stress of γ' as a function of temperature [3-11]. This phenomena is considered to be the result of thermally assisted cross slip of 1/2<110> dislocation from (111) planes to (100) planes. It is
suggested that only the leading dislocation cross slips onto the cube plane, making the pair immobile and thus creating an obstacle to further deformation. The decrease in yield stress above 750°C is caused by the onset of primary cube slip, in which both dislocations move on the (100) planes [12].

Several mechanisms by which γ' precipitates act to impede dislocation motion have been proposed. For small particle sizes, the γ' particles are usually sheared by a pair of dislocations. Shearing by the leading dislocation creates an APB resulting in an increase in energy. Passage of a second dislocation through the γ' restores the stacking sequence thereby eliminating the APB. The stress necessary to shear the precipitate was calculated by Ham [13] to be:

\[ \tau_c = \frac{r^{3/2}}{b} \left( \frac{4fr_s}{\pi T} \right)^{1/2} \]  

where

- \( \Gamma \) = APBE
- \( f \) = volume fraction
- \( b \) = Burger's vector
- \( r_s \) = average dimension of particle intersected by a slip band. \((2/3)^{1/2}\) \( r_0 \)
- \( r_0 \) = particle radius
- \( T \) = dislocation line tension

Larger γ' particles are, on the other hand, by-passed by the Orowan looping mechanism. In this process the CRSS of an edge dislocation is [14];

\[ \Delta \tau = \frac{Gb}{2\pi L} \phi' \ln \left( \frac{L}{2b} \right) \]
where

\[ G = \text{shear modulus} \]
\[ b = \text{Burger's vector} \]
\[ \phi' = \frac{1}{2}(1+1/(1-v)) \]
\[ L = \text{square lattice spacing} \]
\[ = (2\pi/3f)^{1/2} r_0 \]
\[ r_0 = \text{particle size} \]

In order for shearing to occur the stress necessary for particle cutting must be less than the Orowan looping stress (Figure 4). Both the cutting and shearing stresses are a function of the \( \gamma' \) properties and particle size thus allowing the deformation process to be controlled through manipulation of microstructure and chemistry.

2.3 Microstructural Features

2.3.1 Mismatch

The gamma prime precipitate remains ordered up to temperatures as high as \( 1000^\circ \text{C} \) [15]. Due to the difference in lattice parameter between the matrix and precipitate, a strain field exists around the \( \gamma' \) which influences the motion of dislocations. Mismatch is defined by:

\[ \delta = 2\left(\frac{a_{\gamma'} - a_{\gamma}}{a_{\gamma'} + a_{\gamma}}\right) \]  

where

\[ a_{\gamma} = \text{lattice parameter of the matrix} \]
\[ a_{\gamma'} = \text{lattice parameter if the precipitate} \]

The influence of \( \gamma' \) mismatch on the critical resolved shear stress (CRSS) of an alloy is related to the interaction between
the dislocations and the associated strain field. The increase in flow stress due to the strain field/dislocation interaction is described by the following equation [16]:

$$\Delta \tau = 3G\delta^{3/2} \left( \frac{r_0}{b} \right)^{1/2}$$ \hspace{1cm} (4)

where

- $\Delta \tau$ = increase in flow stress
- $G$ = shear modulus
- $\delta$ = mismatch
- $r_0$ = particle radius
- $b$ = Burger's vector

This equation predicts that the flow stress should increase somewhat more rapidly than $\delta$, because increased misfit bends the dislocation more resulting in greater interaction with the strain field.

2.3.2 Anti-Phase Boundary Energy

Below a critical $r'$ size, dislocations no longer bow between the particles; instead, the dislocations move by particle shearing. Copley and Kear [17] modified the Gleiter-Hornbogen theory of particle shearing to predict CRSS. The rate controlling step for plastic deformation was shown to be moving the leading dislocation from the $\gamma$ to the $\gamma'$. Motion of a unit dislocation through the $\gamma'$ creates an APB. Passage of a second dislocation restores order and eliminates the APB. For conditions of static equilibrium the following equation was derived:
\[ r_c = \frac{\Gamma}{2b} - \frac{T}{br_0} + 1/2 \left( r_0 + r_p \right) \quad \ldots \quad (5) \]

where

- \( \Gamma = \text{APBE} \)
- \( r_0 = \text{particle radius} \)
- \( k = \text{constant} \)
- \( r_p = \text{friction stress of the particle} \)
- \( r_0 = \text{friction stress of the matrix} \)

A major contribution to \( r_c \) at room temperature is provided by the term \( \Gamma/2b \). Leverant et. al [18] concluded, however, that at high temperatures and high strain rates both the APBE and flow stress of the \( r' \) are major contributors to \( r_c \).

2.3.3 Grain Size

Many investigators have shown grain size to have an effect on FCP rates [19-24]. In general, it appears that increasing the grain size reduces the FCP resistance of the material, however, the mechanism for this behavior is still debated.

Antolovich et. al [25] proposed that a LCF process occurs at the crack tip region some distance \( \rho \) ahead of the main crack. In this model, FCP is caused by damage accumulation in small elements ahead of the crack tip that are subjected to reverse yielding. The crack then advances by some distance when sufficient damage has accumulated in this "process zone". It was found that longer FCP lives are associated with larger process zones. The larger the process zone the smaller the average strain and the greater the number of cycles required to accumulate a
critical amount of damage and advance the crack. Larger grain sizes increase the inhomogeneity of deformation and thus the amount of slip reversibility. Inhomogeneous deformation, in which dislocation motion is restricted to well defined slip planes giving rise to less dislocation interaction. Therefore in planar slip materials there is less resistance to further dislocation motion resulting in less damage accumulation and longer FCP lives.

Alternatively, other studies [26-28] attribute the reduction in FCP rates of coarse grain materials to increased amounts of crack closure. The concept of closure is discussed in detail in the next section. Closure results in a reduction of the stress intensity at the crack tip due to crack tip shielding of the remotely applied load. They found that the improvements in FCP resistance with the larger grains did not exist at high R -ratios where closure does not occur. The coarse and fine grained materials had nearly the same growth rates for $R = 0.8$. The explanation is that the larger grain sizes increases the fracture surface roughness resulting in more roughness induced closure. Also, the larger grains and correspondingly rougher surfaces resulted in a greater effective crack path. Both of these effects contribute to a reduction in the FCP rates.

2.4 Closure

Elber [29] discovered a complicating factor in the correlation of crack growth rates with applied $\Delta K$ due to the
phenomena of crack closure. Closure is thought to shield the crack tip such that the effective stress intensity ($K_{\text{eff}} = K_{\text{max}} - K_{\text{cl}}$) is less than that which is calculated using the remotely applied loads. In Elber's model, closure is due to crack growth through the plastic zone wake, resulting in crack face contact before zero load. This effect has since been called plasticity induced closure [30].

Another closure mechanism exists when the fracture surface is irregular and local mode II displacements are present. In this case, premature crack face contact occurs preventing the crack from closing completely thereby reducing the magnitude of cyclic loading at the crack tip. This mechanism is termed roughness induced closure [31]. Roughness induced closure is expected to operate only when the size of the surface asperities is comparable to the crack tip opening displacement (CTOD). This condition is present in near threshold tests or at low R-ratios.

Regardless of the mechanism, closure results in a decrease in the driving force for crack growth. Cyclic loading between an upper limit $P_{\text{max}}$ and a minimum $P_{\text{min}}$ produces a cyclic stress intensity range described by $\Delta K$. It is the magnitude of $\Delta K$, as well as the R-ratio, which governs the rate of crack growth. If the crack is held closed or wedged open the effective cyclic load transmitted to the crack tip is reduced resulting in a lower driving force for crack advance.
2.5 Fatigue Crack Propagation Models

As mentioned earlier, predicting the growth rate of preexisting flaws is a primary concern in today's engineering structures. The Air Force's Retirement-for-Cause philosophy requires that given a crack size and loading conditions, the useful remaining life in a component must be calculated. To this end there is no shortage of models in existence which predict crack growth rates under various stress conditions. Perhaps the most familiar model is the Paris model which states [32];

\[
\frac{da}{dN} = C(\Delta K)^m
\]

(6)

where \( C \) and \( m \) are constants and \( \Delta K \) is the stress intensity parameter range. This is an empirical model which fits the results of \( da/dN \) vs. \( \Delta K \) on a log-log plot. This equation is restricted to a limited range of \( \Delta K \), bounded at high \( \Delta K \) by \( K_{IC} \), the fracture toughness, and at low \( \Delta K \) by \( K_{th} \), the level below which long cracks appear not to grow. Many other attempts have been made since the work of Paris to include other effects into this model such as R-ratio (min stress/max stress), Young's modulus, yield stress, etc.). An example of this is the equation by Forman [33];

\[
\frac{da}{dN} = \frac{C\Delta K^n}{(1-R)K_C - \Delta K}
\]

(7)
Although these models fit the data well and allow some degree of confidence in predicting FCP lives, they give no clue as to the underlying mechanism for the crack growth process. Development of FCP resistant materials requires a detailed knowledge of the mechanism responsible for crack extension.

A more detailed FCP model was proposed by Antolovich, Saxena, and Chanani [25] in which the LCF process is assumed to occur ahead of the crack tip. The process zone occurs at a distance "ρ" ahead of the crack tip producing a crack advance of "ρ" units in ΔN cycles, where ΔN₁ is the number of cycles to crack initiation at an average plastic strain range Δεₚ in the process zone. ΔN₁ can be calculated from the Coffin-Manson equation:

\[
(ΔN_1)^\beta \Delta ε_φ = C_0 ε_f
\]  

where

\[
N_1 = \text{cycles to initiate crack in process zone}
\]
\[
\beta = \text{Coffin-Manson exponent}
\]
\[
Δε_φ = \text{plastic strain range}
\]
\[
ε_f = \text{fatigue ductility}
\]
\[
C_0 = \text{constant}
\]

From this the following equation results:

\[
\frac{da}{dN} = \frac{C}{(σ_0 ε_f E)^{1/\beta}} \frac{1}{\rho^{1/β} - 1} ΔK^{2/β}
\]  

where

\[
σ_0 = \text{cyclic yield}
\]
\[
E = \text{Young's modulus}
\]
\[
C = \text{constant}
\]
Finally there are the models which are based on dislocation activity at the crack tip. These models are the most general and fundamental but unfortunately in order to solve the problems the conditions must be very idealized. An example of this approach was proposed by Wertman [34]. In this model it is assumed that the crack will grow to a length, \( \Delta a \), if a critical value \( D_c \) of the accumulated displacement is reached. Mathematically, \( D_c \) is given by the equation

\[
D_c = \Sigma |D_n|
\]  

where \( D_n \) is the displacement increment that occurs across the crack plane at a fixed point during the \( n \)th cycle. After some assumptions and substitutions it is found that

\[
\frac{da}{dN} = \frac{A \Delta K^4}{G \sigma_{ys} U}
\]  

where

- \( n \) = strain hardening exponent
- \( G \) = shear modulus
- \( \sigma_{ys} \) = monotonic yield stress
- \( K \) = stress intensity parameter
- \( U \) = energy per unit crack advance

This model indicates than an accumulated displacement criterion leads to a 4th-power Paris equation. Such a criteria is in fact equivalent to an accumulated plastic work criterion. The details of these and other models are presented in a comprehensive review of FCP models by Bailon and Antolovich [35].
There is currently a strong controversy in the research community concerning the relative effects of closure on FCP rates. Proponents of intrinsic microstructurally controlled FCP claim increased resistance to FCP is achieved by obtaining a high degree of slip reversibility resulting from planar slip as previously discussed. Supporters of closure mechanisms claim microstructure has a second order effect in that it controls the amount of closure which occurs. A planar slip material generally forms cracks along slip bands resulting in a fairly rough fracture surface which potentially increases the magnitude of the roughness induced closure. Supporters of closure mechanisms claim that if the da/dn vs. AK results were normalized with respect to \( K_{eff} \), microstructural differences would play a small role in controlling FCP rates. To some degree, the results predicted by these two different rationales arrive at the same conclusions concerning microstructure and crack growth rates, i.e. planar slip increases crack growth resistance, only the mechanism is different.

In some cases (e.g. high R -ratio, short cracks, some materials) closure does not occur and it becomes important to establish whether the FCP rates can be modified through an intrinsic effect of the microstructure or if these microstructural changes are useless in a regime where closure does not operate. The goal of this project was to isolate the effect of each variable described in the preceding section.
through the use of carefully prepared experimental Ni base superalloys.

Previous work on FCP dealt with commercial alloys in which the microstructural features were not fully and systematically controlled. This makes the task of decoupling the individual microstructural effects very difficult if not impossible. In addition, the vast majority of previous work has not addressed the potential effects of closure in the interpretations. Unfortunately, to-date no ASTM standard exists concerning closure measurements. Incorporating closure in any analysis therefore requires development of an accurate measurement technique. In view of these facts the present work represents one of the most precise analysis of factors influencing FCP in Ni base superalloys thus far.
3. **RESEARCH PROGRAM**

3.1 **Alloy Preparation and Processing**

It was stated earlier that the Ni-Ti-Al-Cr-Mo system is promising for reasons previously discussed. Obviously it is not practical to vary all the elements in an effort to obtain the ideal alloy. Instead, results of previous investigations were used where those studies resulted in microstructures that appear promising for reduced FCP rates. These compositions were used as a starting point and variations in chemistry to investigate particular factors were made. Powder metallurgy (PM) approaches were avoided because prior particle boundaries can contain impurities which can mask or reduce microstructural effects. Conventional ingot metallurgy (IM) approaches avoid any such problems. Since production of the ingots is an expensive operation it was important to firmly establish the correct compositions prior to alloy production. The microstructural variables included APBE ($\Gamma$), mismatch ($\delta$), volume fraction of $\gamma'$ ($V_f$), and superimposed was grain size and $\gamma'$ size which were controlled by heat-treatments.

3.1.1 **Anti-phase Boundary Energy**

Anti-phase boundary energy control was achieved through the Ti/Al ratio. It has been shown [36] that the APBE of $\gamma'$ precipitates is directly related to the Ti/Al ratio of the alloy.
This, therefore, provides a convenient method of determining the composition required to produce the APBE values desired. The object of this set of experiments was to maintain a relatively constant volume fraction and mismatch for the \( \gamma' \) while varying the Ti/Al ratio thereby controlling APBE. In particular, while maintaining a low mismatch, alloys having high and low APBE were prepared (Table I).

3.1.2 Mismatch

This effect was investigated by having alloys with a low APBE and having both high and low mismatch. In this case alloy 1 in Table I. served as the low mismatch material and alloy 3 has high mismatch. Assuming a linear relationship between APBE and Ti/Al ratio, the APBE changes by a factor of 1.3 while the mismatch changed by a factor of 20. It was desirable to slightly increase the Al and Ti while keeping their ratio constant in order to increase the \( \gamma' \) volume fraction while leaving the mismatch and APBE unaffected. Presumably, a high mismatch leads to a higher degree of wavy slip than the low mismatch.

3.1.3 Volume Fraction

Since strength is important in disk alloys, it is desirable to investigate strength variations for alloys which show good fatigue resistance. Such alloys are likely to be those for which slip is most planar and most reversible. This effect can be studied by comparing alloys 1 and 2 which have the same APBE and
mismatch but different Al contents and thus different $\gamma'$ volume fractions. It would be expected that via this approach both the strength and fatigue resistance could be enhanced.

3.1.4 Heat Treatment

The chemical compositions discussed in preceding sections should have different degrees of planar slip and slip reversibility for a given heat treatment. These effects can be significantly varied by performing different heat treatments. It would be ideal to heat treat each alloy to produce two distinct microstructures. The first being one with large grains and small $\gamma'$. The resulting structure promotes deformation by particle shearing and planar slip. The second being small grains and large $\gamma'$ to ensure homogeneous deformation by looping. These two microstructures provide the extremes in deformation behavior (and presumably FCP performance) and supply information about the relative efficiency of composition control vs. heat treatment in controlling FCP rates.

3.1.5 Initial Heats

Prior to production of the 100 lb. ingots to be used as stock material in this study it was decided to prepare some test heats to determine if the desired microstructural properties would be obtained. NASA Lewis Research Center in Cleveland Ohio was very helpful in this regard by preparing small 50 gm. test heats for subsequent microstructural examination at Georgia Tech.
Using this information modifications in compositions were suggested as needed and further test heats were produced. Several attempts were required before deciding on the final compositions shown in Table I.

3.1.6 **Ingot Processing**

One of the most significant aspects of this project was the ability to isolate the microstructural parameters. Previous FCP studies have typically used alloy systems in which the microstructural variables of interest were not independently varied. Observed differences in FCP resistance were due to a particular combination of many factors wherein the effects of the individual variables had been masked.

In an effort to keep as many variables constant as possible from specimen to specimen it is hoped that during the processing, grain size and composition would be uniform throughout the ingot. If this were not the case, the FCP response of a certain alloy would depend on position in the ingot from which the specimen was taken. Fortunately, Wyman-Gordon has developed a technique whereby ingots can be hot pressed into pancake shapes with a uniform composition and distribution of grains throughout. The processing involves a repetitive cycle of hot pressing and homogenization at temperatures specific to each alloy's composition. Wyman-Gordon's assistance was extremely valuable to this project since the homogeneous ingots could not have been obtained elsewhere.
3.2 Microstructural Measurements

3.2.1 Volume Fraction

Using TEM micrographs to determine volume fractions involves the complication of a two dimensional representation of a three dimensional foil. In TEM micrographs the images are projected onto a plane. Consequently, overlap and truncation of the particles must be considered. Using stereological equations a determination of volume fraction from a measurement of area fraction is possible. Several assumptions are made in developing these equations such as assuming a random distribution of spherical particles. Underwood [37] derives the following equation for calculating volume fraction from area fraction in a projected image:

\[
V_V = \frac{A_A}{2D + 3t} \quad (12)
\]

where

- \( V_V \) = volume fraction
- \( A_A \) = projected area fraction
- \( D \) = diameter of uniform spheres
- \( t \) = foil thickness

To increase the confidence in the TEM approach of volume fraction determination, the more direct technique of phase extraction was used as well. In this method the \( \gamma' \) phase was separated from the \( \gamma \) matrix and other phases present. Since the density of \( \gamma' \) is only 5% less than the \( \gamma \) matrix, the difference
between weight fraction (as measured by extraction) and volume fraction (from TEM) is ~1% for a 20 weight percent $\gamma'$ alloy.

The apparatus used for the extraction consisted of a d-c power source in which the cathode is a 40 cm$^2$ platinum mesh. The specimen was welded to a platinum wire and serves as the anode. Ammonium sulfate and citric acid are mixed in a 250 ml beaker with distilled water. Applying a current dissolves the matrix and leaves only the $\gamma'$. By knowing the specimen weight before and after the extraction a weight percent $\gamma'$ can be calculated.

3.2.2 Mismatch

Mismatch can be determined using X-ray diffraction. If it is possible to resolve the two peaks corresponding to the $\gamma$ and $\gamma'$ it is possible to calculate the lattice parameter using the following equation:

$$a = \frac{\lambda(h + k + l)}{2 \sin \theta} \quad \ldots \ldots \quad (13)$$

where

- $a =$ lattice parameter
- $\lambda =$ X-ray wavelength
- $\theta =$ angle corresponding to X-ray intensity peak
- $h,k,l =$ Miller indices of reflecting planes

Mismatch is affected by temperature and by the state of internal stress in the specimen. There is some loss of generality therefore when using the room temperature measurements to explain behavior of the high temperature tests. However, extensive
elevated testing is not planned since the FCP critical parts of turbine disks are relatively cool. (High temperature determination of misfit may be performed at a later date when the high temperature x-ray camera becomes available.)

3.2.3 Anti Phase Boundary Energy

The most widely known method of measuring APBE is to measure the equilibrium separation of two total dislocations. Movement of the first dislocation through the $\gamma'$ creates APBE in its wake while the second restores the order. The distance between this pair is inversely related to the energy of the fault. A simple force balance results in the following equation:

$$\Gamma = \frac{Gb_1b_2}{2\pi dfk}$$

(14)

where

- $\Gamma$ = APBE
- $G$ = shear modulus
- $b$ = Burger's vector
- $k = 1$ for screw pairs and $(1-\nu)$ for edges
- $d$ = separation between pairs
- $f$ = fraction of dislocation line intercepted by particles

3.3 Fatigue Crack Propagation

The FCP specimen geometry is shown in Figure 5. Tests were performed primarily at room temperature using a closed loop servo-hydraulic test machine. Testing started in the near-threshold region and covered approximately three orders of magnitude in growth rate. Crack lengths were monitored with a d-c
potential drop system. In addition, crack closure was measured by compliance (load/displacement) techniques. Testing was performed at an R-ratio of 0.1 and 0.8 to examine the effect of closure.

3.3.1 Closure

Extensive research on the effects of microstructure on FCP has been conducted on a variety of metal systems. In particular, the effect of grain size on FCP has received considerable attention. Closure has been investigated recently by many investigators in an attempt to explain crack growth results. Crack closure can include plasticity induced closure, crack tip corrosion products, or roughness induced closure. No conclusive evidence has been offered to prove or disprove this effect to date. The different R-ratio tests were performed to determine whether closure is playing a role in this set of experiments.

The basic idea behind most measurements of closure is to record the load vs. strain or displacement during the loading or unloading portion of the cycle. If the crack is held closed due to plasticity or wedged open as in roughness or oxide induced closure, a change in the compliance should occur as the crack faces separate during loading as in Figure 6. The closure load, \( P_{\text{op}} \), is then taken to be the load at which the change in compliance occurred.

The vast majority of closure work has been performed on compact tension (CT) specimens. It has been shown by Richards and Dean [38] that crack length can be correlated to the strain on
the back face of the specimen. Tensile loading on a CT specimen produces a negative strain on the back face which is then used to calculate the crack length. During the loading cycle a change in slope of the back face strain vs. load curve indicates the crack has opened. This is an indirect measure of closure since the displacement of the crack tip is not directly measured.

Another technique utilizes a clip on gage which monitors the load line displacement at the mouth of the specimen. The measurement can also be performed with the clip gage attached to the front face of the specimen. This avoids the extra machining required to accommodate the clip gage at the load line. This is a more direct measure of closure than the back face strain gage (BFSG) however the displacements very near the crack tip can not be measured due to the size of the clip gage.

A much more accurate method has been developed by Davidson and Lankford. It involves direct measurement of crack opening displacement (COD) by means of an in-situ SEM loading stage[39]. It is possible to observe COD very near the crack tip. Unfortunately this technique is not available to most laboratories. Alternatively, any device capable of measuring displacement on the specimen could be used for closure measurements. Therefore it was decided to use a laser extensometer and to compare the results to those obtained from the BFSG and clip gage. The laser extensometer measures the gap between the crack face at any point along the machined notch, Figure 7. Any position along the notch can be used by simply
translating the laser to a new position without interrupting the test. The limitation of the instrument used in this project is that the minimum separation of the two surfaces must be greater than about 0.08" and the frequency of the test must be reduced to 0.1 Hz. Each specimen was polished prior to testing to facilitate observation of slip bands using optical microscopy.

The fracture surface was digitized using a method described elsewhere [40] to determine the roughness parameter $R_f$ ($R_f = \text{total crack length/projected length}$).

3.4 Tensile Tests

Each composition was tested to failure under strain control at a rate of 0.5%/min at room temperature. This provided information on yield stress and Young's modulus which is needed for choosing the appropriate loads in the FCP and LCF tests. In addition, TEM examination of the tested specimens provided information concerning the deformation mode for each composition.

3.5 Low Cycle Fatigue

LCF tests were performed to provide information about the effect of microstructure on cyclic deformation. Only one strain range was used. Each test was conducted in total strain (zero-tension-zero) control such that 0.2% plastic strain was obtained at saturation. These conditions were chosen so as to simulate the conditions at the crack tip as realistically as possible.
4. RESULTS AND DISCUSSION

This section describes the results obtained on the small grained alloys designated as indicated in Table I. For ease of presentation the alloys have been numbered according to their composition and gamma prime size. Therefore alloy number one with small \( \gamma' \) size is referred to as 1S while the large \( \gamma' \) material is 1L, etc. A summary of the alloys' properties is presented in Table II.

4.1 Initial Microstructures

As mentioned in the experimental procedure section, the alloys were formed into "pancakes" by Wyman-Gordon prior to specimen fabrication. The grain size is very uniform across the entire cross section with an average grain size number of 8. This homogeneity of grain size in the pancake is essential if similitude is desired from one specimen to another of the same composition. Higher magnification optical micrographs of each alloy and \( \gamma' \) size are shown in Figures 8-9. These micrographs show the alloys to be free from any defects such as inclusions, porosity, etc. The \( \gamma' \) is unresolvable in the optical micrographs for the S series of alloys whereas in the L series the \( \gamma' \) is clearly visible. There is some preference for \( \gamma' \) formation along the grain boundaries in the L series but the distribution is relatively homogeneous throughout the matrix.
To better characterize the $\gamma'$ phase, TEM micrographs were taken of the initial microstructures, Figures 10-11. Gamma prime precipitate sizes are seen to be approximately 0.08 $\mu$m for each alloy of the S series and 0.6 $\mu$m for the L series. Higher magnification dark field images reveal the presence of hyperfine $\gamma'$ particles in all alloys with an average size of 0.008 $\mu$m. The $\gamma'$ morphology ranges from spherical in alloy 2, the low mismatch alloy, to a blocky form in the larger mismatch system. Such morphologies are entirely consistent with basic physical metallurgy principles. In the untested condition, the dislocation density is seen to be very low. Only isolated dislocations, which were probably generated during forging and machining, are present in all of the alloys.

4.2 Microstructural Property Measurements

4.2.1 Anti-Phase Boundary Energy

APBE values for each alloy and $\gamma'$ size are listed in Table II. These values were determined using the spacing of superpartial dislocations as described previously (eq. 14). As shown in Table II, the APBE was not significantly altered as the $\gamma'$ size was increased from 0.08 $\mu$m to 0.5 $\mu$m. In each case alloys 1-3 have a value of about 75 ergs/cm$^2$, while alloy 4 is 140 ergs/cm$^2$. For ease of presentation alloys 1-3 are considered to have a "low" APBE and alloy 4 has a "high" APBE.
4.2.2 Mismatch

Mismatch values are summarized in Table II for each alloy system. In each alloy the \( \gamma' \) had a larger lattice parameter and thus a positive value for \( \delta \). Again, as for the APBE, the alloys will be classified as having high, medium or low mismatch. Alloy 3 is considered to have high mismatch and alloy 4 to have medium mismatch.

4.2.3 Volume Fraction of \( \gamma' \)

Volume fraction determination seems at first to be a simple parameter to measure. However, many inaccuracies are inherent in the measurement techniques resulting in some degree of uncertainty in the values. Volume fraction determinations in the TEM require a correction to account for the three dimensional nature of the foil. This requires a knowledge of the foil thickness which is difficult to determine. Phase extraction allows very small particles to pass through the filter paper and thus are not accounted for in the measurement of the extracted \( \gamma' \) phase weight. Finally measurements using optical micrographs require assumptions in the distribution of the phase through the thickness when using stereological equations. The values reported in Table II represent an average of all three techniques. Any value which deviated significantly from the other three techniques was discarded. Still, it is likely that the values reported are slightly lower than the actual value due to the
difficulties associated with measuring the very small sizes present in all four alloys.

Since the large $\gamma'$ materials also contain some very small $\gamma'$ precipitates the volume fraction represents contributions both from the large and small particles. Use of stereological equations on TEM micrographs indicate that approximately 70% of the total volume fraction reported in Table II for the L series alloys is accounted for by the large precipitates.

4.3 Monotonic Properties

True stress-strain curves for all alloys in this study are shown in Figure 12 with the monotonic properties summarized in Table II. It is immediately apparent that alloys 2-4 have similar mechanical properties while alloy 1 has a much lower yield stress and ultimate strength due primarily to the very low volume fraction of $\gamma'$ and the low values of $\delta$ and APBE. Yield stress values for each alloy are qualitatively consistent with those predicted from the deformation models. According to equation 4, the flow stress should increase with misfit due to the increased strain field surrounding the precipitate. This strain field interacts with a mobile dislocation and is a barrier to continued motion. Equation 5 predicts an increase in CRSS resulting from an increase of APBE when particle shearing occurs. Finally, for alloys which deform by particle shearing, an increase in precipitate size will increase the flow stress. Above some critical value of particle radius, dislocation bowing will occur
and an associated drop in flow stress with precipitate size will occur.

Series 1 alloys have low APBE, low δ, and low V_f. Based on the preceding information this system would be expected to have the lowest yield strength. In fact series 1 has approximately half the yield strength of the other alloys. Conversely, alloys 3 and 4 have relatively high volume fractions and either a high APBE (alloy 4) or high δ (alloy 3) and possess the largest yield strengths. Alloy 2 has a high V_f but low APBE and low δ and, as expected, falls between series 1 and 3-4 in terms of yield strength.

Most FCP models predict an inverse relationship between crack growth rate and yield strength (e.g. equations 9 and 11). On this basis alone microstructural effects on FCP properties for alloys 2-4 can be directly and unambiguously examined without the complicating effect of different strength levels. With all other factors constant, one would expect alloy number 1 to show a much higher FCP rate due to the low strength. It is therefore useful to attempt to normalize the FCP results with respect to yield strength thereby eliminating the differences in strength.

The effect of increasing the γ' size was to slightly increase both the yield and ultimate strengths of all alloys while slightly decreasing their ductility.
4.4 Fatigue Crack Propagation

In Figure 13, the FCP response of the small γ' alloys tested at an R-ratio of 0.1 at room temperature in air is presented. Correlation of FCP rates as a function of ΔK describes a materials response to cyclic loading. Crack extension at a given value of ΔK is a function of both the amount of damage imposed on the specimen and the material's intrinsic ability to accommodate the damage. For a given stress level, an alloy with a low yield stress but high resistance to crack extension can exhibit the same FCP rate as an alloy with a high yield strength and low crack growth resistance. Since series 1 alloys have a much lower yield strength, the FCP response represented in Figure 13 can be misleading. At a given level of ΔK alloy 1 will experience a greater amount of plastic deformation at the crack tip due to the lower yield stress. More damage is therefore occurring at crack tip of the series 1 alloy. However, it has a comparable FCP rate to the other alloys. Series 1 alloys can therefore accommodate a larger amount damage before crack extension and are intrinsically more resistant to crack extension at equivalent amounts of crack tip plasticity. It therefore becomes meaningful to normalize the data in terms of the damage imposed at the crack tip.

The exact form of the normalization is a matter of debate. It would be necessary to assume a model of damage accumulation to arrive at an exact form of the normalization. A straight-forward technique is to normalize with respect to plastic strain at the
crack tip based on an elastic plastic solution for crack tip stress and strain. The form is as follows:

\[
\frac{\Delta K}{a(\sigma_y e)^b}
\]  

(13)

where the constants a and b depend on the model chosen. Since no consensus exists concerning which model is correct a and b will be chosen as 1. Since the series 1 alloys is the only one with a significant difference in tensile properties the exact values of a and b will only affect the relative position of alloy 1's FCP curve. Further, since the difference in alloy 1's yield strength is significantly larger than the others, the differences due to other values of a and b are further reduced. The FCP curves normalized to yield strength and modulus are shown in Figure 14.

Roughness measurements of the fracture surfaces shown in Figure 15 as a function of \(\Delta K\) are presented in Figure 16. Comparison of these results with Figure 14 shows that the specimen with the largest fracture surface roughness has the greatest resistance to crack growth while the specimen with a relatively smooth fracture surface has the highest growth rate. Initially this seems to imply that FCP is controlled by a roughness induced closure effect (this will be discussed later). Examination of the fracture surface, Figure 18, shows that roughness of the fracture surface is due to cracking along slip bands which formed in the material.
4.4.1 Closure

The question arises as to the mechanism for the improved FCP resistance of the series 2 alloys. Micromechanical theories would explain this improved resistance in terms of the ease of dislocation motion, which is possible in planar slip materials, resulting in less damage accumulation. Closure proponents would attribute the improvement in life to crack tip shielding due to mechanical locking of the fracture surface asperities. To address these issues, closure measurements were performed using the laser extensometer during the course of the test.

Figure 17 shows an optical micrograph of the fracture surface corresponding to a $\Delta K$ level of 16.5 MPa/$\sqrt{m}$ (15 ksi/$\sqrt{in}$). The roughness parameter at this $\Delta K$ level was measured to be 1.6. Specimens with an identical composition and heat treatment were used in evaluating the different closure measurement techniques due to the large surface roughness which resulted. It is expected that the large asperity height in these specimens will promote a situation in which roughness induced closure occurs. This provided an opportunity to compare the closure loads measured with the laser extensometer to the BFSG and clip gage.

Figure 18 shows a schematic load vs. displacement curve commonly used in determining closure. The closure load is found from the intersection of the two linear segments of the curve. As a comparison, the results from the three techniques used in the present study are shown in Figure 19. The curves corresponding to
each technique in Figure 19 are similar to the curve in Figure 18. It is common practice to measure closure loads using both the clip gage and BFSG. Agreement between the different techniques is one criterion often used to establish the reliability of the measured closure load. For the present case, the clip gage and laser extensometer produce similar results while the BFSG is approximately 5% lower. The differences are within the limits of experimental error, thus an average value calculated from the three curves could be used as a measure of the closure load. However, the curves in Figure 19 were obtained from a specimen with no crack, only the machined notch! Clearly no closure mechanism can operate when there is no crack. (The loads used were sufficiently low to insure no gross plasticity was present which would result in non-linear displacement behavior.) These curves indicate that closure occurred at approximately 40% of \( P_{\text{max}} \) which would reduce \( K_{\text{eff}} \) substantially, if closure was indeed occurring. It is important to note that each curve has a finite amount of curvature at all points and no clearly linear region exists even at loads greater than the apparent closure load. The curvature in this case is simply an artifact of the testing procedure and must be eliminated before proceeding.

The similarity in the curves is striking. This comparison of the cracked and uncracked specimens demonstrates that closure measurements are not a trivial matter. It is possible to measure an apparent closure load from a load-displacement/strain graph where the non-linearity is due to reasons other than closure. It
is important to note that our technique for alignment, gage linearity, etc met or exceeded all present ASTM requirements. Also, use of more than one measurement technique to confirm the validity of the closure load determination is seen to be an insufficient criteria. Since the influence of closure on FCP rates is currently an area of intense interest, the first step of any program investigating this effect must be to ensure that the closure measurements are accurate and reproducible. All errors inherent to the measurement technique used must be fully appreciated and accounted for.

Poor machine alignment was initially suspected as the source of the non-linearity. Alignment was found to be acceptable by current standards but further refinements were made. When testing at low R ratios and low loads the minimum load can be very near zero; thus any freedom of motion in the load train will result in non-linear load-displacement behavior. Unfortunately, low R ratios are where closure is expected to be most significant since the crack opening displacement (COD) is relatively small. To minimize this possible source of error, the cross head was lowered such that load transfer system was as short as possible and the force rods were stiffened at both ends by locking rings. Additionally, pins with a smaller diameter than the specimen holes were used to reduce friction in the clevis assembly which could affect the displacement reading during loading.

The load-displacement curve using the laser extensometer for the uncracked specimen obtained after performing the above
modifications is shown in Figure 20. The BFSG and clip gage continued to exhibit non-linear behavior whereas the laser system was linear over the entire load range. The laser gave constant compliance recordings as long as the load frame was undisturbed. Repeated specimen insertion and removal had no effect on the subsequent output as seen by the four curves in Figure 20. However, if for instance the lower clevis was rotated 180° from the initial position in which the machine was aligned the non-linear output from the laser extensometer for the uncracked specimen reappeared. Even if the clevis was initially machined perfectly, after repeated use over the course of several years some amount of distortion in the clevis would be expected. This distortion is reflected in the non-linear behavior of subsequent compliance readings. It is therefore imperative that the testing machine be initially aligned precisely and left undisturbed as much as possible. Any change in the system can possibly affect alignment and make interpretation of the data subject to error. The final and most important evaluation as to the reliability of the testing procedure is the consistently linear behavior of an elastically loaded uncracked specimen.

The clip gage gave inconsistent results. If it was removed and replaced on the specimen, a linear displacement output could be obtained in most cases during loading and unloading. This however was not reproducible nor could the response be predicted before-hand. In some cases once the clip gage was removed and replaced, non-linear behavior was observed. Since the gage was
resting on knife edges the positioning of the gage was critical. Any slippage or transverse rotations of the gage will affect the output.

The BFSG never gave a linear output. Once an installed strain gage is connected to a strain indicator and the instrument is balanced, a change in the temperature of the gage will generally produce a resistance change in the gage. Because this temperature-induced resistance change in the gage will be registered by the strain indicator as strain, the indication is referred to as apparent strain. The apparent strain caused by the temperature change is potentially the most serious error source in strain measurement [39]. It was possible, over the course of several seconds, to record significant variations in the strain level even while the specimen was held at a constant load. Temperature changes caused by lab air conditioners and self heating of the gage from the applied current all contribute to this fluctuation in strain. Since compliance readings are generally taken at a frequency of about 1 Hz this drift in strain can contribute to non-linearity of the compliance curve as was observed.

There are many procedures which can be taken to reduce the temperature induced drift in strain. For instance, the apparent strain can theoretically be completely eliminated by employing, in addition to the active strain gage, an identical compensating or "dummy" gage. This compensating gage should be mounted on an unstrained portion of the specimen and will exactly balance the
apparent strain due to temperature fluctuations. This will leave only the stress induced strain in the active strain gage to be registered by the strain indicator [39]. This technique was successfully employed in this study to eliminate the temperature induced changes in strain while under constant load. However, after eliminating the temperature induced strain readings the load-strain output was still slightly non-linear over the entire loading cycle, resulting in unreliable closure load determinations.

The next phase of the project was to measure closure during an FCP test. It was a relatively simple matter to obtain consistent results from the laser extensometer once machine alignment was acquired and a stable load train system was put in place. Closure measurements on the cracked specimens were therefore recorded by the laser extensometer exclusively and are described below. This does not imply that closure measurements obtained by other means are less accurate. The clip gage and back face strain gage can theoretically provide essentially the same information as long as their potential errors are understood and corrected. Clip or strain gages however are more prone to error and in addition require some specimen preparation such as machining grooves, applying knife edges, or gluing strain gages.

Compliance measurements of a CT specimen with a crack grown to a ∆K level of 16.5 MPa√m (15 ksi√in) produced the curve shown in Figure 21. This curve possesses features which are essential to a true indication of closure. Namely, the plot consists of a
linear upper segment with a slightly curvilinear lower segment where crack face contact is occurring. In the region where no fracture face contact is present (region II in Figure 6) any non-linearity, as in Figures 18 and 19, is unacceptable. Curvature near $P_{\text{max}}$ is not due to closure unless region II is absent (i.e. $P_{\text{cl}} = P_{\text{max}}$) in which case there is nearly 100% closure. Curvature in the load-displacement plot in this region is possible only if there is crack tearing or gross plasticity. If region II possess non-linearity some mechanism other than closure is operating and must be identified and/or eliminated.

Region I in Figure 6 represents crack face contact. In the case of an incompressible particle wedging the crack open or crack closure due to plasticity, a linear region should exist. If roughness induced closure is operating a non-linear response would be expected as the asperities rub together and result in varying amounts of load shedding.

As the distance from the crack tip is decreased the change in compliance due to closure is increased. The value for $P_{\text{cl}}$ was decreased slightly for decreasing values of $X$ (Figure 7) at a constant $K$. Since the change in compliance due to closure is more pronounced at smaller values of $X$, it is likely that load line clip gage measurements of closure loads are more accurate than those obtained from the front face. This increased accuracy is a result of the greater change in slope associated with the onset of closure when measured closer to the crack tip. It is counterbalanced, of course, by the experimental difficulties
previously mentioned.

Measured closure loads for $R = 0.1$ are shown in Table III. From the closure load data it is possible to compute $\Delta K_{\text{eff}}$ and use it to correlate the $\text{dadN}$ data. Using $\Delta K_{\text{eff}}$ resulted in little change of the $\text{dadN}$ as seen in Figure 22. The closure load was always less than 15% of $P_{\text{max}}$ and did little to influence the data. Although there was a significant difference in fracture surface roughness between the four alloys, there was little difference in the amount of closure measured during the FCP test. Alloy 4S had a nearly flat fracture surface ($R_f = 1$) and exhibited closure loads of about $0.08P_{\text{max}}$ while specimen 2S had a very tortuous fracture path ($R_f = 1.6$) although the closure load was only slightly higher (~$0.12P_{\text{max}}$).

Due to the inaccuracies of any current closure measurement technique and the desire to account for closure as completely as possible, the FCP tests were repeated for all alloys at an $R$-ratio of 0.8. At high $R$-ratios the height of the crack face asperities are much smaller than the crack tip opening displacements thus eliminating any roughness effects. The results are shown in Figures 23-24. The high $R$-ratio tests had no measurable crack closure over the entire range of $\Delta K$ tested. This implies that plasticity induced closure did not play a role in this study since at high $R$-ratios (high mean stress) plasticity effects should be most pronounced.

As with the $\Delta K_{\text{eff}}$ results, the ranking of data is unaffected
at the high R-ratio although the absolute value of $\text{dadN}$ at $R = 0.8$ is higher due the larger mean stress. It is clear that the observed differences in growth rates for these alloys are due to some micromechanical process and not an "extrinsic" effect such as closure as is often cited. With all external factors eliminated it is now possible to identify the dominate features controlling the FCP rates.

4.4.2 Deformation Structures

4.4.2.1 Small $\gamma'$ Alloys

Transmission electron micrographs of alloys 2 and 4 (Figure 25) reveal quite different deformation mechanisms. Due to the small size of the precipitates, dislocation shearing is the predicted deformation mode and (Figure 4). However, as Figure 25 shows, while alloy 1S, 2S, and 3S consist of dislocations in well defined slip planes, in alloy 4S deformation is accomplished by dislocations looping around the precipitates. For shearing to occur the stress to shear a particle (eq. 1) must be less than the Orowan looping stress (eq 2.) In the case of alloy 4S, the APBE is sufficiently high as to prevent shearing even in the presence of very small $\gamma'$ particles.

Examination of the deformation structures in alloy 2 and 4 suggests a serious problem which must be accounted for when modeling the FCP process. Specifically, any proposed model must account for different deformation modes depending on the specific
alloy system and test conditions. Those factors which are important in controlling FCP when the precipitates are sheared, for example, may not operate when dislocation by-pass occurs. A single closed form fundamental model to predict FCP rates therefore seems unlikely. A more reasonable solution would be to model the individual processes which occur in a specific alloy system and identify under what conditions specific solutions are applicable.

4.4.2.2 Large γ' Alloys

The deformation structures for the large γ' alloys are shown in Figure 26. The structures in each case consist of large (~0.6 μm) γ' particles in addition to very small hyperfine (~0.008 μm) particles which probably formed during cooling. This bimodal size distribution of precipitates produces a mixed deformation structure. The hyperfine γ' precipitates promote particle shearing by dislocations in well defined slip bands in addition to dislocation by-pass of the large γ' particles (Figure 27). In some cases (Figure 28), slip bands intersect with a large γ' particle thereby shearing it and the APB created during the process resists deformation.
4.4.3 FCP of Small $\gamma'$ alloys

4.4.3.1 Effect of $V_f$

From the $da/dN$ vs. $\Delta K$ plots (Figures 14 and 24) it is clear that alloy 1S (low $\Gamma$, low $\delta$, low $V_f$) is most resistant to crack advance. When normalized as described above, the FCP rate of this alloy system is at least two orders of magnitude slower as compared to the others. The low volume fraction of precipitates results in a larger mean free path between obstacles for the mobile dislocations. The imposed plastic strain is therefore more easily accommodated resulting in less damage accumulation and thus greater resistance to crack advance. The efficiency of the $\gamma'$ as obstacles to dislocation motion is reduced further in this alloy by the low values of APBE and $\delta$ as described by equations 4 and 5. Conversely, alloy 2S has the same APBE and $\delta$ but a much higher $V_f$ of $\gamma'$. This combination results in relatively higher crack growth rates. The ability of this material to accommodate strain at the crack tip is reduced by small mean free path of the dislocations.

4.4.3.2 Effect of APBE

The decreased resistance to FCP due to higher APBE (alloy 4S) is due to the difference in deformation mode caused by the APBE. In the other S series alloys, which have various combinations of APBE and $V_f$, particle shearing occurs, Figure 25, whereas for alloy 4S with a high APBE particle by-pass is the
dominant deformation mode. Since dislocation looping occurs the motion of dislocations does not create APB and thus no increase in energy results. Rather, the increased APBE prevents dislocations from entering the precipitate and forces them to by-pass the particle. With particle looping, the contribution of δ toward inhibiting dislocation motion is even more pronounced since in the looping regime the CRSS is directly related to mismatch by equation 4.

This effect is similar to the results obtained by Antolovich et. al [25] where it was observed that increasing the stacking fault energy reduced the FCP resistance. The increased stacking fault energy promoted cross-slip of dislocations (non-planar deformation) resulting in more dislocation tangles and thus greater accommodation of damage.

4.4.3.3 Effect of Mismatch

In the case of small γ' precipitates alloy 2S and 3S have a difference of 3-5 times in FCP rates due only to changes in mismatch and a slight difference in V_f. In fact, from the previous argument, increased V_f is seen to increase the FCP rate when normalized with respect to σ_y and E due to a lowering of the mean free path. All other factors being constant, a lower volume fraction of precipitates should reduce the FCP rate. Therefore, the differences in alloys 2S and 3S FCP response is even greater if alloy 2S is shifted down in the FCP plot (or 3S is shifted up) to account for the difference in mean free path.
The increase in FCP rate for the higher mismatch alloy is a result of the increased resistance to dislocation motion due to the enhanced strain field around the precipitate and/or a different deformation mode.

### 4.4.4 FCP of Large \( \gamma' \) alloys

Fatigue crack propagation response for series L alloys is shown in Figures 29-32. The response of these alloys is very similar to the S series results even though 70% of the \( \gamma' \) volume fraction is accounted for by the large (> 0.5 \( \mu \)m) particles. It is clear that the presence of the hyperfine \( \gamma' \) particles is significant in controlling the FCP rates in these alloys in that the dislocations are restricted for the most part to slip bands even in the presence of the large particles.

The most notable difference in FCP response between the S and L series alloys is seen in alloy 4. In the S series this alloy had a FCP rate much faster (~ 50 times), Figure 14, than the next closest whereas in the L series the difference is reduced to about 20 times, Figure 30. In the S series, alloy 4 had a different deformation mode (looping) and thus a much greater FCP rate for the reasons previously discussed. In the L series, each alloy deforms in a similar manner (i.e. a combination of looping and shearing) leaving only the intrinsic microstructural factors to control the FCP rates.

The trends concerning the effects of APBE, \( \delta \), and \( V_f \) on FCP rates for the small \( \gamma' \) material are followed in the L series as
well. The overall FCP rates for the L series alloys is in each case slightly lower than that of the S series. For a constant $\gamma'$ $V_f$, coarsening of the $\gamma'$ (L series) results in a larger mean free path for the dislocations thus allowing the strain to be more easily accommodated thus accumulating less damage and increasing the FCP resistance.
5. SUMMARY

The investigation summarized in this report lead to information concerning the effects of microstructure on the fatigue crack propagation response of nickel-base superalloys. Among the variables studied were volume fraction of \( \gamma' \), lattice mismatch, and anti-phase boundary energy. In addition, precipitate size was varied through heat-treatment.

Fatigue crack propagation tests were conducted in lab air at room temperature under constant load (increasing K) conditions with a stress ratio of 0.1. To account for crack tip shielding, crack closure loads were measured with a laser extensometer, front face clip gage, and a back face strain gage. Also, tests were run at a high R-ratio \( (R = 0.8) \) to eliminate any roughness induced closure effects.

The constant load tests were performed on each of four alloy compositions with two different \( \gamma' \) sizes to characterize the steady state FCP response of these alloys. The following observations can be made about the constant load FCP behavior of these alloys:

MECHANISMS

1) Crack closure concepts do not explain differences in the FCP rates for both near threshold and Paris regime propagation in the model Ni base alloys studied here.
2) FCP rates are dramatically low for those compositions and treatments that promote planar, reversible slip.

3) In this study, alloys having high volume fraction, low APBE, and low mismatch exhibited FCP rates that were approximately fifty times lower than other treatments.

4) Internal resistance to damage ahead of a crack is achieved by low volume fraction of precipitates, low lattice mismatch, and low anti-phase boundary energy. FCP resistance is increased by a planar deformation mode. However, in a planar slip material, on a strength/modulus normalized basis, restricting dislocation motion decreases the alloy's ability to accommodate damage and consequently further decreases the FCP rate.

5) At the same strength level, it has been demonstrated that the FCP rate can be varied by approximately 50 times.

6) Changes in deformation mode and consequently damage accumulation mechanisms hinders development of a global, closed form fundamental model of FCP rates in Ni base alloys.
CLOSURE MECHANISMS

1) Closure measurements require excellent test machine alignment and are very sensitive to changes in the testing equipment.

2) Use of more than one closure measurement technique is insufficient to establish the validity of the procedure. Use of an uncracked specimen to calibrate the measurement procedures insures that any non-linearity of the compliance output is not an artifact of the test equipment.

3) Properly measured closure loads were much lower than previously reported for similar alloy systems.

IMPROVED FCP RESISTANCE IN NI-BASE ALLOYS

These studies have shown that FCP rates can be reduced dramatically by the following means:

1. Lower mismatch (moderate effect) - chemistry
2. Lower APBE (strong effect) - chemistry
3. Lower volume fraction (strong effect but results in loss of strength) - chemistry
4. Decrease precipitate size (strong effect) - heat treatment

Such procedures can be carried out by small modifications of existing alloys and changes in heat treatments.
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UNIT CELL

Fig. 1 - Ordered gamma prime unit cell has a face centered cubic (Ll2) structure with aluminum atoms at the corners and nickel atoms on the face centers.
mismatch = 0.07%

mismatch = 0.21%

Fig. 2 - TEM micrograph of experimental nickel base superalloy showing effect of lattice mismatch on \( \gamma' \) morphology.
Fig. 3 - Rise in flow stress of $\gamma'$ with temperature, measured at various strain ($\varepsilon$) levels [2].
Fig. 4 - Schematic of age hardening curves illustrating relation between order strengthening and Orowan bowing as a function of particle size [2].
Fig. 5 - Standard ASTM fatigue crack propagation specimen.

\[ W = 1.500" \]
\[ a_0 = 0.3 \, W \]
\[ B = 0.186" \]
Fig. 6 - Schematic compliance curve illustrating change in slope due to closure phenomena.
Fig. 7 - Laser extensometer used to measure specimen displacements.
Fig. 8 - Optical micrographs of initial small $\gamma'$ alloy structures. Specimens etched for 30 seconds in 33% $H_2O$, 33% nitric acid, 33% methanol, and 1% HF acid.
Fig. 9 - Optical micrographs of initial large $\gamma'$ structures. Specimens etched for 30 seconds in 33% $\mathrm{H}_2\mathrm{O}$, 33% nitric acid, 33% methanol, and 1% HF acid.
Fig. 10 - TEM micrographs of small $\gamma'$ alloy initial structures.
Fig. 11 - TEM micrographs of large $\gamma'$ alloy initial structures.
Fig. 12 - True stress-strain curves for small $\gamma'$ alloys.
Fig. 13 - Fatigue crack growth curves small $\gamma'$ alloys at $R = 0.1$. 

- $\square$ = ALLOY 1, low $\Gamma$, low $\delta$, low $V$,
- $\triangle$ = ALLOY 2, low $\Gamma$, low $\delta$, high $V$,
- $\bullet$ = ALLOY 3, low $\Gamma$, high $\delta$, medium $V$,
- $\ast$ = ALLOY 4, high $\Gamma$, medium $\delta$, high $V$. 

$\frac{da}{dN}$ (in/cycle) vs. $\Delta K$ (ksi/in)
Fig. 14 - Fatigue crack growth rates at $R = 0.1$ for small $\gamma'$ alloys normalized with respect to yield strength and elastic modulus.
alloy 1S, $R_f \approx 1$

alloy 2S, $R_f \approx 1.6$

Fig. 15 - Optical micrograph of fracture surface profiles.
Fig 16. - Linear roughness parameter, \( R_f \), of fracture surfaces.
Fig. 17 - Fracture surface roughness arises due to cracking along slip bands in alloy 2S.
Fig. 18 - Schematic load-displacement curve used for measuring closure loads. $P_{Cl}$ is usually defined by the intersection of the extrapolated lines.
Fig. 19 - Load displacement curves for specimen with notch only. Measurements were taken with 1) back-face strain gage, 2) clip gage, 3) laser extensometer.
Fig. 20 - Load displacement output from laser extensometer after performing test modifications. Each trace represents several loading cycles which exactly retraced the previous one. Specimen was removed from the machine and reinserted four times to insure reproducibility.
Fig. 21 - Load-displacement output from laser extensometer on a cracked specimen. Note linear region above the closure load.
Fig. 22 - $\frac{da}{dN}$ vs. $\Delta K_{eff}$ at $R = 0.1$ for small $\gamma'$ alloys.
Fig. 23 - Fatigue crack growth response at $R = 0.8$ for small $\gamma'$ alloys.
Fig. 24 - Fatigue crack growth response at $R = 0.8$ for small $\gamma'$ alloys normalized with respect to yield stress and elastic modulus.
Fig. 25 - TEM micrograph of LCF specimen cycled under total strain control ($\varepsilon = 0.2\%$) to failure.
Fig. 26 - TEM micrograph of LCF specimen cycled under total strain control ($\varepsilon = 0.2\%$) to failure.
Fig. 27 - TEM micrograph showing dislocation by-pass of large $\gamma'$ particle.
Fig. 28 - TEM dark field image of dislocation shearing large γ' particle.
Fig. 29 - $\frac{da}{dN}$ vs. $\Delta K$ at $R = 0.1$ for large $\gamma'$ alloys.
Fig. 30 - Fatigue crack growth rates at \( R = 0.1 \) for large \( \gamma' \) alloys normalized with respect to yield strength and elastic modulus.
Fig. 31 - da/dN curve vs. ΔK_{eff} at R = 0.1 for large γ' alloys.
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**Fig. 32** - Fatigue crack growth rates at $R = 0.8$ for large $\gamma'$ alloys normalized with respect to yield strength and elastic modulus.
TABLE I. Alloy compositions in weight percent.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Ni</th>
<th>Al</th>
<th>Ti</th>
<th>Mo</th>
<th>Cr</th>
<th>B</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$V_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bal</td>
<td>2.35</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>13.83</td>
<td>.0037</td>
<td>low</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>2</td>
<td>Bal</td>
<td>4.92</td>
<td>&lt;.01</td>
<td>&lt;.01</td>
<td>14.18</td>
<td>.0042</td>
<td>low</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>3</td>
<td>Bal</td>
<td>2.96</td>
<td>2.58</td>
<td>&lt;.01</td>
<td>9.39</td>
<td>.0037</td>
<td>low</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>4</td>
<td>Bal</td>
<td>1.24</td>
<td>3.71</td>
<td>9.91</td>
<td>13.21</td>
<td>.0060</td>
<td>high</td>
<td>low</td>
<td>high</td>
</tr>
</tbody>
</table>

**alloy suffix designator**

S : small $\gamma'$ precipitates
L : large $\gamma'$ precipitates
## TABLE II. Measured microstructural properties

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Grain size (µm)</th>
<th>( r' ) size (µm)</th>
<th>( \Gamma ) (ergs/cm(^2))</th>
<th>( \delta ) (%)</th>
<th>( V_e ) (%)</th>
<th>( \sigma_{YS} ) (ksi)</th>
<th>( \varepsilon_f ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S</td>
<td>5.2</td>
<td>0.08</td>
<td>75</td>
<td>.09</td>
<td>21</td>
<td>30.31</td>
<td>54.9</td>
</tr>
<tr>
<td>1L</td>
<td>5.5</td>
<td>0.50</td>
<td>75</td>
<td>.07</td>
<td>21</td>
<td>32.60</td>
<td>49.6</td>
</tr>
<tr>
<td>2S</td>
<td>5.1</td>
<td>0.09</td>
<td>75</td>
<td>.07</td>
<td>27</td>
<td>88.68</td>
<td>36.6</td>
</tr>
<tr>
<td>2L</td>
<td>5.2</td>
<td>0.62</td>
<td>75</td>
<td>.04</td>
<td>25</td>
<td>100.00</td>
<td>31.2</td>
</tr>
<tr>
<td>3S</td>
<td>3.6</td>
<td>0.07</td>
<td>75</td>
<td>.21</td>
<td>21</td>
<td>94.30</td>
<td>32.8</td>
</tr>
<tr>
<td>3L</td>
<td>4.2</td>
<td>0.54</td>
<td>75</td>
<td>.18</td>
<td>18</td>
<td>108.40</td>
<td>31.6</td>
</tr>
<tr>
<td>4S</td>
<td>2.3</td>
<td>0.07</td>
<td>141</td>
<td>.10</td>
<td>25</td>
<td>94.3</td>
<td>48.4</td>
</tr>
<tr>
<td>4L</td>
<td>3.4</td>
<td>0.68</td>
<td>131</td>
<td>.14</td>
<td>22</td>
<td>93.2</td>
<td>42.3</td>
</tr>
</tbody>
</table>
TABLE III. Closure loads at various $\Delta K$ levels at $R = 0.8$.

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$\Delta K$</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
</tr>
</thead>
<tbody>
<tr>
<td>1S</td>
<td></td>
<td>0.08</td>
<td>0.07</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1L</td>
<td></td>
<td>0.08</td>
<td>0.05</td>
<td>0.05</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
</tr>
<tr>
<td>2S</td>
<td></td>
<td>0.12</td>
<td>0.10</td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2L</td>
<td></td>
<td>0.10</td>
<td>0.09</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>nil</td>
</tr>
<tr>
<td>3S</td>
<td></td>
<td>0.10</td>
<td>0.10</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3L</td>
<td></td>
<td>0.10</td>
<td>0.08</td>
<td>0.07</td>
<td>0.07</td>
<td>0.03</td>
<td>nil</td>
</tr>
<tr>
<td>4S</td>
<td></td>
<td>0.10</td>
<td>0.07</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4L</td>
<td></td>
<td>0.10</td>
<td>0.08</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>nil</td>
</tr>
</tbody>
</table>

closure load ($P_{op}/P_{max}$)
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