This is a general introduction to the reemerging technology called neural networks, and how these networks may provide an important alternative to traditional forms of computing in speech applications. Neural networks, sometimes called Artificial Neural Systems (ANS), have shown promise for solving problems that traditional algorithmic and AI (artificial intelligence) approaches have found difficult. The world’s greatest super-computer calculates Pi to thousands of decimal places in seconds using algorithmic techniques, but it may not always be able to recognize a smiling human face when only a non-smiling version of this face is available for comparison.

One reason for this is that computer process information serially, and an incredibly large number of serial steps are required to perform such a task. Therefore, even with the fastest computer, developing algorithms that can ignore unimportant differences in images and match stored patterns with acceptable time delays is not an easy feat. The brain, on the other hand, processes information in a parallel fashion, distributing information and processing tasks throughout many neurons and their interconnections. ANS processors mimic this parallel structure and are able to outperform serial processors for certain tasks. They can also learn from their environment and are highly tolerant of internal failures.
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A "brainlike" paradigm offers computing abilities not available to standard algorithmic techniques, and shows potential for building high-quality speech recognizers.
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This is a general introduction to the emerging technology called neural networks, and how these networks may provide an important alternative to traditional forms of computing in speech applications. Neural networks, sometimes called Artificial Neural Systems (ANS), have shown promise for solving problems that traditional algorithmic and AI (artificial intelligence) approaches have found difficult. The world's greatest super-computers calculate Pi to thousands of decimal places in seconds using algorithmic techniques, but it may not ever be able to recognize a smiling human face when only a non-smiling version of this face is available for comparison!

One reason for this is that computers process information serially, and an incredibly large number of serial steps are required to perform such a task. Therefore, even with the fastest computer, developing algorithms that can ignore unimportant differences in images and match-stored patterns with acceptable time delays is not an easy feat. The brain, on the other hand, processes information in a parallel fashion, distributing information and processing tasks throughout many neurons and their interconnections. ANS processors mimic this parallel structure and are able to outperform serial processors for certain tasks. They can also learn from their environment and are highly tolerant of internal failures.

Text-to-Speech Conversion: A Mapping Problem

Neural networks are paradigms, or models, that "compute" in a brainlike fashion. While neural networks do not emulate the brain's full complexity, their structure is "brain-inspired" in that they consist of groups of interconnected "neurons" called processing elements. In practice, these processing elements are interconnected in different ways to form different processing architectures with different functionalities. For example, some networks can perform associative memory functions that map arbitrary input and output pairs while others can group inputs into classes, or even self-organize and perform feature extraction on data presented to them. Other architectures reconstruct full sets of data when given only parts or corrupted versions of what is stored (content addressable memory functions). In other words, they take an incomplete input and supply the missing parts. Still other networks have the ability to generalize and combine knowledge in a way that allows extraction of consensus and off-setting of differing opinions among experts in a specific domain. More complex networks can model the concepts of memory and motor control in biological systems to show possible mechanisms by which organisms learn to interact with an environment.

With all of this functionality, neural networks seem to have at least some potential for building high-quality speech recognizers with superior capabilities for speaker independence and continuous speech. Current speech-recognition implementations suffer from large data storage requirements and relatively long processing times, due to the algorithmic processes involved. These requirements make real-time speech-recognition systems difficult to achieve. As ANS technology and applications become refined and true neural network computers become available, we may see neural networks solving problems related to syntax and knowledge extraction of recognized speech without the limitations imposed by algorithmic approaches.

An experiment performed by Terrence Sejnowski and Charles Rosenberg, at Johns Hopkins University, shows the potential for neural network applications in the speech field. They used a neural network called the back-propagation model (see sidebar: 'The Back-Propagation Network') to address the problem of synthesizing speech from text. They call their network NETtalk.

Sejnowski and Rosenberg realized that text-to-speech conversion is a mapping problem and assumed that some function exists that can perform the necessary mapping. The abilities of the back-propagation network made it unnecessary to know the form of this mapping function. The back-propagation network has the ability to compare a set of inputs with desired outputs and generalize the implied relationship, developing its own internal representation of the function.
The Architecture

NETtalk's architecture consists of 203 input units, 80 hidden units and 26 output units (see Fig. 1). The input layer is a cluster of seven groups. Each processing element in each group encodes one letter of input text (A through Z, two punctuation characters and a space character used to separate word boundaries). Seven groups allow the network to view a window of seven characters at one time. The desired output from the network is the correct phoneme associated with the center, or fourth, letter of this window. The three letters on either side of the center letter provide partial context for determination of the proper phoneme.

The output units of the network encode phonemic information represented by twenty-one articulatory features such as point of articulation, voicing, vowel height, and so on. Five additional units encode stress and syllable boundaries for a total of 26 output units. These output features drive the DECtalk phoneme synthesizer bypassing its internal text-to-speech algorithm.

The Network Makes Rules

As a training set, 1024 words of transcribed natural speech from a six-year-old child were used. Each input word was assigned a set of output phonemes and stresses that made the word sound natural when played through DECtalk. The network learned the relationship between the input words and output phonemes by stepping each word through the seven-character window, shifting one character at a time. After 10 passes through the training set, the synthesized text was understandable, and after 50 passes, the error rate was less than 5%.

To determine if the network merely memorized the training words or whether it actually determined its own internal rules for pronunciation, Sejnowski presented the network with 439 different words. The performance on these words was 87%, which showed that the network did in fact make generalized rules with considerable success. The network performed quite well on novel (untrained) words and accurately transformed them to appropriate phonemic representations.

Enhancements to this experiment have demonstrated interesting properties of the back-propagation network. Plotting learning curves of the network as error rates, Sejnowski noticed that learning follows a power law which is characteristic of human learning. The network also exhibits resistance to damage. Random perturbations of the network connection weights had little effect on the performance of a highly trained network, and retaining of the damaged network occurred much quicker than original training.
A Brief History of Neural Networks

The theory of neural networks has evolved from bio-physiological and neuroscience theories of how neurons process information in the brain. Early studies by McCulloch and Pitts during the 1940s led to the development of the first neural network model in 1943. This model showed that a neural network could compute and process information in a manner different from current standard computing devices. However, the model was extremely limited.

In the 1950s, Hebb introduced the concept of learning to neural networks. From observations of how biological neurons learn, he developed the famous Hebbian Learning Rule which states that the strength of a synaptic connection is modified in proportion to the difference between the target and actual output of a neuron. This modification always tends to move the neuron (processing element) output in a direction closer to the desired output values.

Ashby's studies of the mind (1950) led to a formalization that the mind has a distributed knowledge representation. That is, an idea or concept is not stored locally, but is stored in a distributed fashion throughout many cells. This added reinforcement to the original ideas established by McCulloch and Pitts.

The field of neural systems initially became popular in 1957 when Rosenblatt developed a neural model which he called the Perceptron. The Perceptron proved many useful concepts and was the first model developed that had the ability to learn patterns and make generalizations.

Interest in the field subsided when Minsky and Papert published their book Perceptrons. An Introduction to Computational Geometry. In this book they demonstrated Perceptron computational limitations by showing it couldn't perform basic functions such as simple as an exclusive-or (XOR).

Even though neural network research was slowed as a result of Minsky and Papert's book, it still continued in several areas through the 1960s. Widrow extended the mathematical analysis of distributed memory models and found properties associated with various modeling schemes. Stephen Grossberg used neural models to explain concepts of memory and motor control. His theories are providing powerful insights into the workings of the mind and laying a foundation for an overall mathematical theory for neural network operation and design.

In the early 1970s, Amari made contributions in Boolean network theory while Anderson developed the concept of completely distributed linear associative memories. Kohonen successfully explained the concept of self-organizing associative memory, which organizes and stores information similar to mechanisms expected to be operating in the brain. In 1977, the field of Cognitive Psychology began using the concept of neural networks as cognitive and learning models for speech understanding. This movement was initiated by Rumelhart, at the University of California at San Diego, and by McClelland, at Carnegie-Mellon University whose work was inspired by the HEARSAY Speech Understanding System at Stanford University. They are responsible for the term "parallel distributed processing," or PDP models, as cognitive neural networks are often called today.

About this same time, commercial applications research was conducted by Robert Hecht-Nielsen at TRW. While working at TRW, he developed the commercially available Max III and Max IV neurocomputers that model neural networks and run simulations quickly.

The recent resurgence of interest in ANS technology is mostly attributed to biophysicist John Hopfield, California Institute of Technology. In 1982 he published a paper which presented the subject in the broader context of classical mechanics and statistical physics as well as electrical engineering and information processing. This highlighted neural network potential to researchers in many fields.

Since that time many interesting developments and contributions have occurred. One of these came from Bart Kosko of Veracor Corporation. He integrated the concepts of fuzzy logic and fuzzy data with neural networks through fuzzy cognitive maps and mapping networks that he developed. These techniques and networks allowed the individual inputs of many experts in a specific field to be combined and applied without constraining the experts to form a concept of an expert system. This work shows promise in applications that are now being done by Expert Systems.
terminating which digit, zero through nine, any user writes on a digitizing pad. The character recognizer works with a degree of accuracy high enough to demonstrate potential, but what makes this simple demonstration interesting is that it was developed with less than three man-weeks of work.

Attendees at the IEEE first annual International Conference on Neural Networks (ICNN) demonstrated a high degree of interest in the field as evidenced by the larger than expected attendance. Talks and tutorials at the conference showed that neural networks provide powerful concepts for solutions to problems of pattern recognition, classification, image processing, speech processing and knowledge processing. Although demonstrations at the conference showed potential for neural network applications in the near future, they were only simulations on standard computers limiting their overall usefulness.

Current real-time applications will initially be limited to small networks for signal and image processing. Experts agree that for neural networks to conquer the difficult problems such as independent recognition of large vocabularies, knowledge representation, and cognition, they

---

**Processing Elements and Neural Networks**

Neural Networks consist of discrete independent units called Processing Elements (PE) which are analogous to neurons in the brain. In its simplest form, the PE has multiple inputs and one output (see Fig. 2). Associated with each input is a weight which determines how much influence the input has on the PE. Inputs to a PE can be from the real world or from other PEs in the network.

The forms of the inputs are application dependent. If the inputs are from the real world, they can be real numbers or in binary form (0, 1); in some cases it is useful to use bipolar form (-1, +1). If the inputs are from other processing elements, they are real numbers with magnitude less than or equal to one.

A PE performs a simple operation. The output from the PE is the weighted sum of the inputs passed through a non-linear activation function. Activation functions are incorporated into neural-network models to emulate thresholding effects present in biological processes, and are necessary for effectively training the network.

A neural network is a set of interconnected PEs. There are many ways that PEs can be interconnected. A number of different interconnection architectures having different performance characteristics are popular in the literature. These have names like Counter-Propagation, Back-Propagation, Adaptive Resonance, Hopfield Networks, Kohonen Memories, and many more. Each architecture has properties that make it useful for different applications. Common to all architectures is the simple processing element with variable weight interconnections.

In each architecture, PE outputs are determined by a class of simple, monotonically increasing activation functions acting on the weighted sums of their inputs. These output functions range from “digital” threshold functions to totally linear functions with the most interesting networks having non-linear functions somewhere between these extremes (Fig. 3).
will require tremendous amounts of parallel processing that cannot be achieved on today's hardware. Optical processing holds promise for the future in this area.
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The Back-Propagation Network

The back-propagation network is popular because it is powerful, fairly easy to implement, and well understood. It has the ability to learn mappings by example, that is, it will generalize input-output pair relationships.

Most back-propagation models consist of three layers of processing elements (PEs) (see Fig. 4). The input layer collects inputs from the real world and distributes these to the hidden layer. Each output from the first layer forms an input to every PE in the hidden layer. Outputs from PEs in the hidden layer are distributed in the same fashion to the output layer. The outputs from this layer form real-world outputs.

Inputs to the network can be real numbers or binary in form (1's and 0's) depending on the application. Outputs can also be real or thresholded to binary form.

Mappings

Since the back-propagation network has the ability to learn mappings, it is useful to discuss what is meant by a mapping. A mapping is some function that converts an input data set to an output data set. For example, the conversion of text-to-speech is a mapping. The complexity of this mapping is evidenced by the algorithms used in commercial speech synthesizers.

The interconnect weights to each processing element in the back-propagation network determine what mapping the network performs. Determining a set of weights that performs an optimal mapping would seem formidable, but we can take advantage of learning algorithms to automate this task. We can let the network determine the best weights by using an automated procedure that allows the network to improve performance through practice.

The goal of the learning procedure is to minimize the average squared error between the computed values of the network's outputs with the desired outputs. Each weight is modified in proportion to the amount of error that it contributes to the overall error for all patterns presented. Modification moves weight values in a direction that decreases the overall output error (a gradient descent algorithm). Repeat steps 3 through 5 of the second input in the training set. Determine its associated error and again modify the weights. Obviously, how much the weights are modified will greatly affect how well the network weights can be adjusted to improve performance for the second input while not losing much performance for the first input.

The trick is to determine the error and weight change that best accommodates both training inputs. Such a "statistical" nature can be built into the learning algorithm in several ways. The presentation of inputs and "statistical" weight adjustment continues throughout the training set. After the complete training set has been presented, the overall performance error of the network is lower than prior to training. The overall error can be decreased toward an asymptotic minimum by repeating this training process. Indeed, it may be necessary to present the training set hundreds or even thousands of times before the overall error is low enough for a particular application.

Once the network is trained, it can map any input from the training set to its corresponding element in the output set with a very high degree of accuracy. The network has generalized and 'learned' the mapping implied by the input-output pairs. Note that it is not necessary to consider all possible input-output pairs, just enough to statistically represent the relationship between them. Novel input data can now be applied to the network and it will respond with an appropriate output based on its internal self-generated representation of the implied mapping.
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