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i.      INTRODUCTION AFOSR "PR.   8 8-0210 

Universal Energy Systems, Inc. (UES) was awarded the United State» 
Air Force Summer Faculty Research Program on August 15, 1984. The 
contract is funded under the Air Force Systems Command by the Air Force 
Office of Scientific Research. 

The program has been in existance since 1978 and has been conducted 
by several different contractors. The success of the program is evident 
from its history of expansion since 1978. 

The Summer Faculty Research Program (SFRP) provides opportunities 
for research in the physical sciences, engineering, life sciences, 
business, and administrative sciences. The program has been effective in 
providing basic research opportunities to the faculty of universities, 
colleges, and technical institutions throughout the United States. 

The program 1s available to faculty members in all academic grades: 
instructor, assistant professor, professor, department chairman, and 
research facility directors. It has proven especially beneficial to 
young faculty members who are starting their academic research programs 
and to senior faculty members who have spent time in university 
administration and are desirous of returning to scholarly research 
programs. 

Beginning with the 1982 program, research opportunities were 
provided for 17 graduate students. The- 1982 pilot student program was 
highly successful and was expanded 1n 1983 to 53 students; there were 84 
graduate students 1n the 1984 program. 

In the previous programs, the graduate students were selected along 
with their professors to work on the program. Starting with the 1985 
program, the graduate students were selected on their own merits. They 
were assigned to be supervised by either a professor on the program or by 
an engineer at the Air Force Laboratories participating 1n the program. 
There were 92 graduate students selected for the 1985 program. 

Again 1n the 198$ program, the graduate students were selected on 
their own merits, and assigned to be supervised by either a professor on 
the program or by an engineer at the participating A1r Force Laboratory. 
There were 100 graduate students selected for the 1986 program. 

r 

Follow-on research opportunities have been developed for a large 
percentage of the participants in the Summer faculty Research Program in 
1979-1983 period through an AFOSR Minigrant Program. 

On 1 September 1983, AFOSR replaced the Minigrant Program with a 
new Research Initiation Program. The Research Initiation Program 
provides follow-on research awards to home institutions of SFRP 
participants. Awards were made to approximately 50 researchers 1n 1983. 
The awards were for a maximum of $12,000 and a duration of one year or 
less. Substantial cost sharing by the schools contributes significantly 
to th« value of the Research Initiation Program. In 1984 there were 
approximately 80 Research Initiation awards. 

1 
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PREFACE 

0.5.   AF 
The United States Mu^Egrse Graduate Student Summer Support Program 

(USAF-6SSSP) is conducted under the United States Air Force Summer 

Faculty Research Program. The program provides funds for selected 

graduate students to work at an appropriate Air Force Facility with a 

supervising professor who holds a concurrent Summer Faculty Research 

Program appointment or with a supervising Air Force Engineer. This is 

accomplished by the students being selected on a nationally advertised 

competitive basis for a ten-week assignment during the summer 

intersession period to perform research at Air Force 

laboratories/centers. Each assignment is in a subject area and at an Air 

Force facility mutually agreed upon by the students and the Air Force. 

In addition to compensation, travel and cost of living allowances are 

also paid.\ The USAF-GSSSP is sponsored by the Air Force Office of 

Scientific Research, Air Force Systems Command, United States Air Force, 

and is. conducted by Universal Energy Systems, Inc. 

The specific objectives of the 1987 USAF-GSSSP are: 

(1) To provide a productive means for the graduate students to 

participate in research at the Air Force Weapons Laboratory; 

->■ (2)   To stimulate continuing professional association among the 

Scholars and their professional peers in the Air Force; 

^-> (3)   To further the research objectives of the United States Air 
t 

Force; /u- ( 

(4) To enhance the research productivity and capabilities of the 

graduate students especially as these relate to Air Force 

technical interests. .. 

During the summer of 1987, 101 graduate students participated. 

I       These researchers were assigned to 25 USAF laboratories/centers across 

the country.  This two volume document is a compilation of the final 

reports written by the assigned students members about their summer 

research efforts. 

i 



LIST OF 1987 GRADUATE STUDENT PARTICIPANTS 

NAME/ADDRESS DEGREE, SPECIALTY, LABORATORY ASSIGNED 

Antoinne C. Able 
Meharry Medical College 
School of Medicine 
Nashville TN 37208 
(615) 361-5303 

Degree: 
Specialty: 
Assigned: 

M.S., Biology, 1982 
Biology 
SAM 

Mark T. Anater 
Dept. of Polymer Science 
University of Akron 
Akron, OH 44311 
(216) 434-1844 

Degree: 
Specialty: 
Assigned: 

B.S., Chemistry, 
Chemistry 
ML 

1986 

Petar Arsenovic 
Dept. of Materials Science 
John Hopkins University 
Baltimore, MD 21218 
(301) 338-8970 

Degree:   M.S., Mechanical & Aerospace 
Sciences, 1985 

Specialty: Chemistry 
Assigned:  ML 

Catherine Aubertin Degree: 
Dept. of Educational Psychology 
Southern Illinois University    Specialty: 
Carbondale, TL 62901 Assigned: 
(618) 536-7763 

M.S., Environmental Design 
1982 
Environmental Design 
HRL/MO 

David R. Bosch 
Dept. of Mechanical/Aero. 
Arizona State University 
Tempe, AZ 8528» 
(602) 965-3291 

Degree: B.S., Mechanical Engineering 
Eng.     ""* 1987 

Specialty: Mechanical Engineering 
Assigned: APL 

Steven W. Bucey 
Dept. of Physics 
Kent State University 
Kent, OH 44240 
(216) 673-1255 

Degree:   M.S., Physics, 1986 
Specialty: Mechanical Engineering 
Assigned:  ML 

John N. Bullock Degree: 
Dept. of Electrical Engineering  Specialty: 
Univ. of Missouri-Rolla        Assigned: 
Rolla, M0 65401 
(314) 341-3123 

B.S., Electrical Eng., 1987 
Electrical Engineering 
APL 

ii 
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Robyn A. Butcher 
Wright State University 
Oept. of Biology 
Dayton, OH 45435 
(513) 886-1784 

Degree: 
Specialty: 
Assigned: 

B.S., Biology, 1987 
Biology 
AAMRL 

Kevin P. Cahill 
Dept. of Electrical/Comp. 
University of Cincinnati 
Cincinnati, OH 45221 
(513) 475-4461 

Eng. 
Degree: 
Specialty: 
Assigned: 

B.S 
Phy 
AL 

, Physics, 
lies 

1987 

David C. Carpenter 
Dept. of Nuclear Engineering 
Texas A&N University 
College Station, TX 77843 
(403) 845-4161 

Degree:   M.S., Nuclear Eng., 1986 
Specialty: Nuclear Engineering 
Assigned:  WL 

Andrew D. Carson Degree: 
Dept. of Educational Psychology  Specialty: 
University of Texas-Austin     Assigned: 
Austin, TX 78712-1296 
(512) 471-4155 

M.S., Human Development 1986 
Nuclear Engineering 
HRL/MO 

Kyunam Choi Degree: 
Dept. of Physics and Astronomy  Specialty: 
University of New Mexico       Assigned: 
Albuquerque, NN 87131 
(505) 277-6317 

M.S., Physics, 
Physics 
WL 

1984 

Otis Cosby Jr. 
Meharry Medical College 
School of Medicine 
Nashville, TN 37208 
(615) 321-6413 

Degree:    B.S., Natural Science, 1983 
Specialty: Natural Science 
Assigned:  SAM 

Richard B. Davidson 
Dept. of Mathematics 
University of Alabama 
Birmingham, AL 35205 
(215) 934-3720 

Degree:    B.S., Math & Computer Sei 
1987 

Specialty: Mathematics 
Assigned:  ML 

Tamara Della-Rodolfa Degree: 
Dept. of Psychology Specialty: 
Indiana Univ. of Pennsylvania   Assigned: 
Indiana, PA  15705 
(412) 357-2426 

iii 

B.S., Psychology, 
Psychology 
AAMRL 

1986 
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Steve Dixon 
Oept. of Chemistry 
Wright State University 
Dayton, OH 45435 
(513) 873-2855 

Degree:   B.S., Chemistry, 1986 
Specialty: Chemistry 
Assigned:  AAMRL 

James Drakes 
Dept. of Physics 
Tennessee Space Institute 
Tullanoma, TN 37388 
(615) 455-0631 

Degree: 
Specialty: 
Assigned: 

B.S., Physics, 
Physics 
AEDC 

198? 

Susan N. Dumbacher 
Dept. of Aerospace Eng. 
University of Cincinnati 
Cincinnati, OH 45219 
(513) 621-0095 

Degree:   B.S., Aerospace Engr., 
Specialty: Aerospace Engineering 
Assigned:  FDL 

1986 

Donna N. Edwards 
School of Pharmacy 
Florida A&M University 
Tallahassee, FL 32307 
(904) 599-3302 

Degree: 
Specialty: 
Assigned: 

M.S., Chemistry, 
Chemistry 
0EHL 

1982 

Kathy S. Enlow 
Dept. of Healty, Physical 
University of Alabama 
Tuscaloosa, AL 35487-1967 
(205) 348-6075 

Degree: B.S., Community Health Care 
Ed. 1985 

Specialty: Health Care 
Assigned: SAM 

Thomas Enneking 
Dept. of Civil Engineering 
University of Notre Dame 
Notre Dame, IN 46556 
(219) 283-1497 

Degree:    M.S., Civil Eng., 1978 
Specialty: Civil Engineering 
Assigned:  FDL 

Gloria Fisher 
Dept. of Psychology 
University of Mississippi 
University, MS 38677 
(601) 232-5077 

Degree:   M.S., Industrial/Org. Psych. 
1987 

Specialty: Industrial Psychology 
Assigned:  DE0MI 

Inge Ford-Belgrave 
Texas Southern University 
University, MS 38677 
(601) 232-5077 

Degree:    B.S., Biology, 1984 
Specialty: Environmental Pollutants 
Assigned:  0EHL 

iv 
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Beverley Gable 
Dept. of Psychology 
Ohio University 
Lancaster, OH 43130 
(614) 654-0602 

Degree: 
Specialty: 
Assigned: 

M.S., Psychology, 
Psychology 
AAMRL 

1987 

Deborah Gagnon 
Dept. of Psychology 
State University of New 
Aroherst, NY 14260 
(716) 689-7553 

York 

Degree: 
Specialty: 
Assigned: 

B.S., Psychology, 
Psychology 
AAMRL 

1987 

Edward Gellenbeck 
Dept. of Computer Science 
Oregon State University 
Corvallis, OR 97330 
(503) 752-1977 

Degree:   M.S., Computer Science, 1985 
Specialty: Computer Science 
Assigned:  SAM 

James A. Gerald 
Dept. of Electrical Eng. 
University of Mississippi 
Universitv, MS 38677 
(601) 232-3752 

Degree:    B.S., Electrical Engr., 
Specialty: Electrical Engineering 
Assigned:  WL 

1987 

Maurice Gilbert 
D^pt. of Medicine 
Meharry Medical College 
Nashville, TN 37208 
(615) 327-6111 

Degree: 
Specialty: 
Assigned: 

M.S., Biomedical Sei 
Biomedical Sciences 
SAM 

1983 

Jeffrey 6irard Degree: 
Dept. of Mechanical Eng.       Specialty: 
Washington State University     Assigned: 
Pullamn WA 99164 
(509) 335-8654 

M.S., Mechanical Engr., 1982 
Mechanical Engineering 
ESC 

Beverly Girten Degree: 
Dept. of Exercise Physiology 
Ohio State University Specialty: 
Columbus, OH 43210 Assigned: 
(614) 292-1223 

M.S., Exercise Physiology 
1983 
Exercise Physiology 
AAMRL 

Laura Giusti 
Dept. of Psychology 
San Diego State University 
San Diego. CA 92182 
(412) 833-3912 

Degree: 
Specialty: 
Assigned: 

B.S., Psychology, 
Psychology 
AAMRL 

1986 
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Nadia Greenridge 
Dept. of Anthropology 
New York University 
New York City, NY 07631 
(212) 598-3258 

Degree: 
Specialty: 
Assigned: 

M.S., Anthropology, 
Anthropology 
AAMRL 

1984 

Thomas Hark ins 
Dept. of Mechanical Eng. 
Louisiana State University 
Baton Rouge, LA 70808 
(505) 766-3671 

Deborah Hollenbach 
Dept. of Biology 
University of Dayton 
Dayton, OH 45432 
(513) 259-2135 

Degree: 
Specialty: 
Assigned: 

Degree: 
Specialty: 
Assigned: 

B.S., Mech. Engr., 1986 
Mechanical Engineering 
A0 

B.S., Biology, 1986 
Biology 
AAMRL 

Adrienne Hoi 1 is Degree: 
Dept. of Biomedical Sciences    Specialty: 
Meharry Medical College        Assigned: 
Nashville, TN 37208 
(615) 327-6221 

B.S., Biology, 1986 
Biology 
SAM 

Stephen Huyer Degree: 
Dept. of Aerospace Engineering   Specialty: 
University of Colorado        Assigned: 
Boulder, CO 80309 
(303) 444-63-68 

B.S., Aerospace Engr., 
Aerospace Engineering 
FJSRL 

1986 

David James Degree: 
Dept. of Math Specialty: 
Eastern Illinois University     Assigned: 
Charleston, IL 61920 
(217) 581-2028 

B.S., Computer Sei 
Computer Science 
AEDC 

1985 

KXr 

George James, III Degree: 
Dept. of Aerospace Eng.        Specialty: 
Texas A&M University Assigned: 
College Station, TX 77843-3141 
(409) 845-3947 

M.S., Aerospace Engr., 
Aerospace Engineering 
RPL 

1986 

Stephen R. Jenei 
Dept. of Biology 
University of Dayton 
Dayton. OH 45469-0001 
(513) 229-2135 

Degree: 
Specialty: 
Assigned: 

B.S., Biology, 1986 
Biology 
AAMRL 

VI 
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Kenneth Jenks 
Dept. of Aero/Astronautical 
University of Illinois 
Urbana, II 61801 
(217) 244-0743 

Eng. 
Degree: 
Specialty: 
Assigned: 

B.S., Computer Sei 
Computer Science 
WL 

Michele Johnson 
School of Electrical Engr. 
Cornell University 
Ithaca, NY 14853 
(607) 255-4304 

Degree:    B.S., Electr. Eng., 1984 
Specialty: Electrical Engineering 
Assigned:  RADC 

Scharine Kirshoff 
Dept. of Geology 
University of Alaska 
Fairbanks, AL 99503 
(907) 474-7274 

Degree: 
Specialty: 
Assigned: 

M.S., Geology, 1986 
Geology 
AFGL 

Gary Lake 
Dept. of Industrial Eng. 
University of Houston 
Houston, TX 
(713) 749-2538 

77035 

Degree:   M.S., Industrial Engr., 
Specialty: Industrial Engineering 
Assigned:  0EHL 

1985 

David Landis 
Dept. of Civil Engineering 
Auburn University 
Auburn, AL 36849 
(205) 826-4320 

Degree: 
Specialty: 
Assigned: 

B. 5., 
Civil 
ESC 

Civil Eng., 1986 
Engineering 

Sharon Landis 
Dept. of Computer Sei./Eng. 
Auburn University 
Auburn. AL 36849 
(205) 826-4330 

Degree:    B.S., Computer Engr., 1986 
Specialty: Computer Engineering 
Assigned:  ESC 

Craig Langenfeld 
Dept. of Mechanical Eng. 
Ohio State University 
Columbus, OH 43210 
(614) 268-2176 

Degree:    B.S., Mechanical Engr., 
Specialty: Mechanical Engineering 
Assigned:  APL 

1986 

Christopher Leger 
Dept. of Mechanical Eng. 
Louisiana State University 
Baton Rouge, LA 70893 
(504) 334-2453 

Degree:    8.S., Mechanical Engr., 1986 
Specialty: Mechanical Engineering 
Assigned:  AD 

VII 
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Bruce Liby 
Dept. of Physics/Astronomy 
University of New Mexico 
Albuquerque, NM 87107 
(505) 277-2616 

Degree: 
Specialty: 
Assigned: 

M.S., Physics, 
Physics 
WL 

1984 

A. Jeannine Lincoln Degree: 
Dept. of Biomedical Sciences    Specialty: 
Wright State University        Assigned: 
Dayton, OH 45435 
(513) 873-2504 

B.S., Biochemistry, 1987 
Biochemistry 
AAMRL 

Yolanda Malone 
School of Medicine 
Meharry Medical College 
Nashville, TN 37208 
(615) 321-0939 

Degree: 
Specialty: 
Assigned: 

B.S., Chemistry, 
Chemistry 
SAM 

1985 

Randal Mandock 
Dept. of Mechanical Eng. 
Georgia Institute of Tech. 
Atlanta. GA 30332 
(404) 894-3776 

Degree:    M.S., Atmospheric Sei., 1986 
Specialty: Atmospheric Sciences 
Assigned:  0EHL 

James W. Mattern 
Dept. of Physics/Electr. 
Oregon Graduate Center 
Beaverton, OR 97005 
(503) 690-1130 

Degree:    B.S., Computer Engr., 
Eng.    Specialty: Computer Engineering 

Assigned:  AD 

1986 

Matthew McBeth 
Dept. of Elect./Biomedical 
Vanderbilt University 
Nashville, TN 37235 
(615) 322-2767 

Eng. 
Degree: 
Specialty: 
Assigned: 

B.S., Computer Sei 
Computer Science 
AEDC 

1986 

Jennifer B. McGovern 
Dept. of Psychology 
University of Florida 
Gainesville, FL 32611 
(904) 392-0605 

Degree: 
Specialty: 
Assigned: 

M.S., Psychology, 
Psychology 
SAM 

1987 

Roland Medellin 
Dept. of Biology 
Brown University 
Providence, RI 02912 
(401) 273-7646 

Degree: 
Specialty: 
Assigned: 

B.S., Biology, 1987 
Biology 
0EHL 

viii 
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Otto M. Heiko 
Oept. of Mathematics 
University of California 
Santa Cruz, CA 95064 
(408) 429-2085 

Degree: 
Specialty: 
Assigned: 

M.S., Math, 
Mathematics 
AD 

1982 

Ethan S. Merrill Degree: B.S., Civil Engr. 
Dept. of Engineering Specialty: Civil Engineering 
University of Mississippi Assigned: ESC 
Greenville, MS 38701 
(904) 283-2942 

■ 

Veronica Minsky Deqree: B.S., Linguistics, 
Dept. of Computer Science Specialty: Linguistics 
Middle Tennessee State Univ. Assigned: AEDC 

1978 

Murfreesboro, TN 37217 
(615) 898-2669 

Frank W. Moore 
Dept. of Computer Sei./Eng. 
Wright State University 
Dayton, OH 45435 
(513) 873-3515 

ü&gree: 
Specialty: 
Assigned: 

B.S., Computer Engr., 
Computer Engineering 
AL 

1986 

Stephen Morgan 
Dept. of Psycholcgy 
Montclair State College 
Upper Montclair, NJ 07043 
(201) 893-4000 

Degree:   B.S., Psychology, 1984 
Specialty: Psychology 
Assigned:  HRL/LR 

Lisa Morris 
Biology Department 
University of Dayton 
Physiology Laboratory 
300 College Park Avenue 
Dayton, OH 45469-0001 
(513) 229-2135 

Degree: 
Specialty: 
Assigned: 

B.S., Biology, 1985 
Physiology 
AAMRL 

Conrad Murray 
School of Medicine 
Meharry Medical College 
Nashville, TN 37208 
(615) 321-5837 

Degree: 
Specialty: 
Assigned: 

M.S., Biocnemistry, 
Biochemsitry 
SAM 

1986 

Steven Naber 
Dept. of Statistics 
Ohio State University 
Columbus, OH 43201 
(614) 421-6647 

Deqree: 
Specialty: 
Assigned: 

ix 

M.S., Statistics, 1984 
Statistics 
OEHL 
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Jerome Nadel 
Dept. of Psychology 
University of Kansas 
Manhattan, KS 66506 
(913) 532-6850 

Degree:   B.S., Psychology, 1980 
Specialty: Psychology 
Assigned:  HRL/OT 

Victoria Nasman 
Dept. of Psychology 
Northwestern University 
Evanston, IL 60201 
(312) 491-7643 

Degree:    M.S., Psychology, 1984 
Specialty: Psychology 
Assigned:  SAM 

Mark Neumeier Degree: 
Dept. of Mechanical Systems     Specialty: 
Wright State University       Assigned: 
Dayton, OH 45435 
(513) 873-2476 

M.S., Psychology, 1984 
Psychology 
SAM 

Khan Nguyen Degree: 
Dept. of Mechanical Eng.       Specialty: 
University of Chicago-Illinois   Assigned: 
Chicago, IL 60607 
(312) 849-1362 

M.S., Mathematics, 1984 
Mathematics 
APL 

Wendy Nguyen 
Dept. of Biology 
Trinity University 
715 Stadium Drive 
San Antonio, TX 78284 
(512) 736-7231 

Bernadette Njoku 
Dept. of Chemistry 
Meharry Medical College 
Nashville, TN 37208 
(615) 327-4098 

Degree: 
Specialty: 
Assigned: 

B.A., Biology, 
Biology 
SAM 

1987 

Degree:    8.S., Chemistry, 1982 
Specialty: Chemistry 
Assigned:  SAM 

Charles Norfleet 
Dept. of Civil Eng./Mechanics 
Southern Illinois University 
Carbondale. IL 62901 
(618) 536-2368 

Degree:   B.S., Engineering Mechanics, 
1986 

Specialty: Engineering Mechanics 
Assigned:  ML 

Douglas Philipott 
Dept. of Management 
Auburn University 
Auburn, AL 36830 
(205) 887-3889 

Degree:    B.S., Chemical Engr., 1984 
Specialty: Chemical Engineering 
Assigned:  LMC 
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Susan Poppens 
Dept. of Computer Science 
University of Missouri 
Rolla, MO 65401 
(314) 3'«1-4491 

Degree:    B.S., Math/Comp. Sei., 
Specialty: Math/Computer Science 
Assigned:  ESMC 

1985 

Mark Prazak 
Dept. of Chemistry 
Wright State University 
Dayton, OH 45371 
(513) 873-2855 

Degree: 
Specialty: 
Assigned: 

B.S., Chemistry, 
Chemistry 
ML 

1986 

Mark Reavis 
Aerospace Dept. 
University of Colorado 
College of Engineering 
Campus Box 429 
Boulder, CO 80309 

Degree: 
Specialty: 
Assigned: 

B.S., Aerospace, 
Aerospace 
FJSRL 

1987 

Peter Riddiford 
Dept. of Electrical Eng. 
Ohio State University 
Columbus, OH 43210 
(614) 292-1752 

Degree:    B.S., Electrical Eng., 1987 
Specialty: Electrical Engineering 
Assigned:  FDL 

Keith Riese 
Dept. of Electrical Eng. 
University of Nebraska 
Lincoln, NE 68588-0511 
(402) 472-3771 

Degree:    M.S., Electrical Eng., 1972 
Specialty: Electrical Engineering 
Assigned:  SAM 

Mary Robinson 
Dept. of Health 
University of Alabama 
Scottsboro, AL 35768 
(205) 259-5342 

Degree:    B.S., Sociology, 1976 
Specialty: Sociology/Psychology 
Assigned:  SAM 

Filiberto Santiago 
Dept. of Mechanical Eng. 
University of Puerto Rico 
Mayaguez, PR 00708 
(809) 834-4040 

Degree:    M.S., Mechanical Eng., 1987 
Specialty: Mechanical Engineering 
Assigned:  AEDC 

xi 
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Gregory Schoeppner 
Dept. of Civil Engineering 
Ohio State University 
Columbus, OH 43210 
(614) 436-3392 

Degree: 
Specialty: 
Assigned: 

M.S., 
Civil 
FDL 

Civil Engr., 
Engineering 

1984 

James Seaba 
Dept. of Mechanical Eng. 
University of Iowa 
Iowa City, IA 52242 
(319) 335-5681 

Degree:   M.S., Mechanical Engr., 
Specialty: Mechanical Engineering 
Assigned:  APL 

1986 

Jon Shupe 
Dept. of Mechanical Eng. 
University of Houston 
Houston, TX 77004 
(713) 749-7497 

Degree:    M.S., Mechanical Engr., 
Specialty: Mechanical Engineering 
Assigned:  ML 

1985 

Christopher Sierra 
Dept. of Mechanical 
University of Iowa 
Iowa City, IA 52241 
(319) 337-6205 

Eng. 
Degree:    B.S., Mechanical Engr., 1986 
Specialty: Mechanical Engineering 
Assigned:  FDL 

Gregory Sloan 
Dept. of Physics/Astronomy 
University of Wyoming 
Laramie, WY 82071 
(307) 766-6150 

Degree:   B.S., Physics/Astronomy 1985 
Specialty: Physics/Astronomy 
Assigned:  AFGL 

Elisabeth Smela 
Dept. of Electrical Eng. 
University of Pennsylvania 
Philadelphia, PA 19104 
(215) 898-8548 

Rita Smith 
Dept. of Mechanical Eng. 
University of New Mexico 
Albuquerque, NM 87111 
(505) 275-2061 

Degree: 
Specialty: 
Assigned: 

Degree: 
Specialty: 
Assigned: 

B.S., Physics, 
Physics 
ML 

1985 

B.S., Mechanical Engr., 1979 
Mechanical Engineering 
WL 

Brian Spielbusch 
Dept. of Electrical Eng. 
University of Missouri 
Independence, M0 64050 
(816) 476-1250 

Degree:    B.S., Electrical Engr., 1985 
Specialty: Electrical Engineering 
Assigned:  WL 
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Louise Stark Deg> ee: 
Dept. of Computer Engineering   Specialty: 
University of South Florida     Assigned: 
Tampa, FL 33612 
(813) 971-9625 

B.S., Computer Engr., 
Computer Engineering 
RADC 

1986 

Steven Steinsaltz 
Dept. of Math 
John Hopkins University 
Baltimore, MO 21218 
(301) 338-8000 

Degree: 
Specialty: 
Assigned: 

M.S., Mathematics, 
Mathematics 
RADC 

1985 

John Stewman Degree: 
Dept. of Computer Sei./Eng.     Specialty: 
University of South Florida     Assigned: 
St. Petersburg, FL 33702 
(813) 577-9029 

B.S., Computer Engr., 1986 
History 
RADC 

Tod Strohmayer 
Dept. of Physics/Astronomy 
University of Rochester 
Rochester, NY 14608 
(716) 325-3019 

Degree: 
Specialty: 
Assigned: 

M.S., Physics, 1987 
Physics/Astronomy 
AF6L 

Teresa Taylor Degree: 
Dept. of Civil & Environ Eng.   Specialty: 
University of Washington       Assigned: 
Pullman, WA 99164-2902 
(509) 335-8546 

M.S., Geological Engr., 
Geological Engineering 
ESC 

1984 

Tien Tran 
Dept. of Electr. & Comp. 
University of Cincinnati 
Cincinnati, OH 45221 
(513) 851-7350 

Degree:    B.S., Electrical Engr., 1980 
Eng.   Specialty: Electrical Engineering 

Assigned:  RADC 

John Usher 
Dept. of Industrial Eng. 
Louisiana State University 
Baton Rouge, LA 70816 
(504) 388-5112 

Degree:   M.S., Industrial Engr. 
Specialty: Chemical Engineering 
Assigned:  ML 

1986 

Pretta VanDible Degree: 
Dept. of Chemical Engineering   Specialty: 
Prairie View A&M University     Assigned: 
Houston, TX 77446 
(713) 857-2827 

M.S., Chemical Engr., 
Chemical Engineering 
RPL 

1986 
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William VanValkenburgh Degree: 
Dept. of Computer Science      Specialty: 
Western Michigan University     Assigned: 
Kalamazoo, MI 49008 
(616) 385-5%l 

B.S., Computer Science, 
Computer Science 
AL 

1986 

Joseph Varga 
Dept. of Physics 
Kent State University 
Kent, OH 44242 
(216) 672-2246 

Degree: 
Specialty: 
Assigned: 

M.S., Physics, 
Physics 
ML 

1978 

Deborah Vezie Degree: 
Dept. of Chemical, Biomedical    Specialty: 
Materials Engineering        Assigned: 
University of Arizona 
Tempe, AZ 85281 
(602) 784-8221 

B.')., Biomedical Engr., 1987 
Biomedical Engineering 
ML 

James Wade 
Dept. of Astronautical 
University of Illinois 
Urbana, IL 61801 
(217) 244-0743 

Eng. 
Degree:    B.S., Physics, 1986 
Specialty: Astronautical Engineering 
Assigned:  WL 

Randall Westhoff Degree: 
Dept. of Mathematics Specialty: 
Eastern Washington University   Assigned: 
Cheney, WA 99004 
(509) 359-6225 

B.S., Mathematics, 
Mathematics 
AD 

1986 

Terri Wilkerson 
School of Medicine 
Wright State University 
Dayton, OH 45324 
(513) 873-2934 

Degree:    B.S., Electrical Eng., 1985 
Specialty: Electrical Engineering 
Assigned:  AAMRL 

Douglas Wise 
Dept. of Mechanical Eng. 
University of Dayton 
Oakwood, OH 45419 
(513) 298-9073 

Degree:    B.S., Mechanical Engr., 
Specialty: Mechanical Engineering 
Assigned:  ML 

1986 
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 1) 

1987 USAF/UES GRADUATE STUDENT SUMMER SUPPORT PROGRAM 

AERO PROPULSION LABORATORY (AFWAL/APL) 
(Wright-Patterson Air Force Base) 
1. David R. Bosch 
2. John N. Bullock 
3. Craig A. Langenfeld 

ARMAMENT LABORATORY (AD) 
(Eglin Air Force Base) 
1. Thomas K. Harkins 
2. Christopher Leger 

3. 
4. 

Khan V. Nguyen 
James P. Seaba 

Otto M. 
Randall 

Melko 
F. Westhoff 

ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY (AAMRL) 
(Wright-Patterson Air Force Base) 
1 Robyn A. Butcher 8. 
2 Tamara Della-Rodolfa 9. 
3 Steve L. Dixon 10. 
4 Beverley A. Gable 11. 
5 Deborah Gagnon 12. 
6 Beverly E. Girten 13. 
7 Laura M. Giusti 

Nadia C. Greenidge 
Deborah E. Hollenbach 
Stephen R. Jenei 
A. Jeannine Lincoln 
Lisa M. Morris 
Terri I.. Wilkerson 

ARNOLD ENGINEERING DEVELOPMENT CENTER (AEDC) 
(Arnold Air Force Station) 
1. James A. Drakes 4. 
2. David L. James 5. 
3. Matthew B. McBeth 

Veronica L. Minsky 
Filiberto Santiago 

AVIONICS LABORATORY (AFWAL/AL) 
(Wright-Patterson Air Force Base) 
1. Kevin Cahill 3. 
2. James W. Mattern 4. 

Frank W. Moore 
William B. VanValkenburgh 

DEFENSE EQUAL OPPORTUNITY MANAGEMENT INSTITUTE (DEOMI) 
(Patrick Air Force Base) 
1.  Gloria Z. Fisher 

EASTERN SPACE AND MISSILE CENTER (ESMC) 
(Patrick Air Force Base) 
1.  Susan A. Poppens 

ENGINEERING SERVICE CENTER (ESC) 
(Tyndall Air Force Base) 
1. Jeffrey Girard 
2. David W. Landis 
3. Sharon K. Landis 

4. Ethan S. Nerrill 
5. Teresa A. Taylor 

xvi 
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C.  PARTICIPANT LABORATORY ASSIGNMENT (Page ä 

FLIGHT DYNAMICS LABORATORY (AFWAL/FDL) 
(Wright-Patterson Air Force Base) 
1. Susan M. Dumbacher        4.  Bryan P. Riddiford 
2. Thomas J. Enneking        5.  Gregory A. Schoeppner 
3. Mark E. Neumeier 6.  Christopher Sierra 

FRANK 1. SEILER RESEARCH LABORATORY (FJSRL) 
(USAF Academy) 
1. Stephen A. Huyer 
2. Mark A. Reavis 

GEOPHYSICS LABORATORY (AFGL) 
(Hanscom Air Forre Base) 
1. Scharine Kirchoff 
2. Gregory C. Sloan 
3. Tod E. Strohmayer 

HUMAN RESOURCES LABORATORY/LR (HRL/LR) 
(Wright-Patterson Air Force Base) 
1.  Stephen Morgan 

HUMAN RESOURCES LABORATORY/MO (HRL/MO) 
(Brooks Air Force Base) 
1. Catherine A. Aubertin 
2. Andrew 0. Carson 

HUMAN RESOURCES LABORATORY/OT (HRL/OT) 
(Williams Air Force Base) 
1.  Jerome I. Nadel 

LOGISTICS MANAGEMENT CENTER (LMC) 
(Gunter Air Force Station) 
1.  Douglas E. Phillpott 

MATERIALS LABORATORY (AFWAL/ML) 
(Wright-Patterson Air Force Base) 
1. Mark T. Anater 7. Jon A. Shupe 
2. Petar Arsenovic 8. Elisabeth Smela 
3. Steven W. Bucey 9. John N. Usher 
4. Richard B. Davidson 10. Joseph C. Varga 
5. Charles W. Norfleet 11. Deborah L. Vezie 
6. Mark Prazak 12. Douglas L. Wise 

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY (OEHL) 
(Brooks Air Force Base) 
1. Donna N. Edwards 4.  Randal L. Mandock 
2. Inge B. Ford-Belgrave     5.  Roland A. Medellin 
3. Gary F. Lake 6.  Steven J. Naber 

xvii 
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 3) 

ROCKET PROPULSION LABORATORY (RPL) 
(Edwards Air Force Base) 
1. George H. James, III 
2. Pretta L. VanDible 

ROME AIR DEVELOPMENT CENTER (RAOC) 
(Griffiss Air Force Base) 
1. Michele E. Johnson 
2. Louise Stark 
3. Steven J. Steinsaltz 

4. John H. Stewman 
5. Tien N. Tran 

SCHOOL OF AEROSPACE MEDICINE (SAM) 
(Brooks Air Force Base) 
1. Antoinne C. Able 8. 
2. Otis Cosby, Jr. 9. 
3. Kathy S. Enlow 10 
4. Edward M. Gellenbeck 11 
5. Maurice B. Gilbert 12 
6. Adriein« L. Hoi 1 is 13 
7. Yolanda A. Malone 14 

Jennifer B. McGovern 
Conrad R. Murray 
Victoria T. Nasman 
Wendy T. Nguyen 
Bernadette Patricia Njoku 
Keith A. Riese 
Mary C. Robinson 

WEAPONS LABORATORY (WL) 
(Kirtland Air Force Base) 
1. David C. Carpenter 
2. Kyunam Choi 
3. James A. Gerald 
4. Kenneth C. Jenks 

5. Bruce Liby 
6. Rita Smith 
7. Brian K. Spielbusch 
8. James W. Wade 
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RESEARCH REPORTS 
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RESEARCH REPORTS 

1987 GRADUATE STUDENT SUMMER SUPPORT PROGRAM 

Technical 
Report 
Number 

Volume I 
1 

10 

11 

Title 

Effect of Repeated Low Dose Soman On 
Acetylcholinesterase Activity 
*** Same Report as Prof. Maleque *** 

Synthesis of an Aromatic Heterocyclic 
Terphenyl Monomer 

Characterization of Graphite Fibers 
by X-ray Diffraction 

An Eight-Domain Framework for Under- 
standing Intelligence and Predicting 
Intelligent Performance 
***Same Report as Prof. Dillon*** 

Configuration Factors for Spacecraft/ 
Expansible Radiator Interaction 

Computer Evaluation of Ion-Implanted 
Dopant Profile Evolution During 
Annealing 

The Interface Contribution to GaAs/Ge 
Heterojunction Solar Cell Efficiency 
***Same Report as Prof. Wu*** 

Isolation of Osteogenic Cells From The 
Trauma-Activated Periosteum 

A Test Chip for Evaluation of MBE 
Epitaxial Layers for Novel Device 
Applications 
***Same Report as Prof. Roenker*** 

Preliminary Thermal Analysis of a 
Bimodal Nuclear Rocket Core 

Air Force Officer Selection Revisited: 
Entertaining The Possibilities for 
Improvement 
***Same Report as Dr. Appel*** 

Graduate Researcher 

Antoinne C. Able 

Mark T. Anatar 

Petar Arsenovic 

Catherine A. Aubertin 

David R. Bosch 

Steven W. Bucey 

John N. Bullock 

Robyn A. Butcher 

Kevin Cahill 

David C. Carpenter 

Andrew D. Carson 

XX 
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12 Construction of a Phase Conjugate Laser 
Resonator Using Brillouin Enhanced 
Four Wave Mixing 

13 Effect of Repeated Low Dose Soman On 
Acetylcholinesteease Activity 
***Same Report as Prof. Maleque*** 

14 Ten Weeks of Literature Searches 
and Copying 

15 Ambiguity and Probabilistic Inference 
in a Missile Warning Officer Task 
***Same Report as Prof. Robertson*** 

16 Modeling Rates of Halocarbon Metabolism 
(VMAX) Using Quantitative Structure- 
Activity Relationships (QSAR) 

17 Directed Motion Doppler Shift Effects on 
Mitric Oxide (0,0) Gamma Band Resonance 
Absorption 

18 Preliminary Applications of 
Decentralized Estimation to Large 
Flexible Space Structures 

19 Disposal of Chemotherapeutic Wastes 
***Same Report as Dr. Masingale*** 

20 Validity of Heat Index as Indicator of 
Level of Heat Storage for Personnel 
Wearing Protective Clothing in Hot 
Environments 

21 Investigation into the Applicability 
of Fracture Mechanics Techniques to 
Aircraft Wheel Life Studies 

22 Construction and Preliminary Validation 
of an Equal Opportunity Climate 
Assessment Instrument 
***Same Report as Prof. Land is*** 

23 An Analysis of the Mutagenicity of 
Beryllium Compounds Using the Ames Test 

24 The Effects of High Noise Levels on the 
Acoustic-Phoii tic Structure of Speech: 
A Preliminary investigation 

Kyunam Choi 

Otis Cosby, Jr. 

Richard B. Davidson 

Tamara Della-Rodolfa 

Steve L.  Dixon 

James A. Drakes 

Susan M. Dumbacher 

Donna N. Edwards 

Kathy S. Enlow 

Thomas J. Enneking 

Gloria Z. Fisher 

Inge B. Ford-Belgrave 

Beverley A. Gable 

xx 1 
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25 The Effect of Attentional Focus Level on 
Task Performance Utilizing Information 
From Different Stimulus Structure Levels 

26 Providing On-Line Guidance To Computer 
Users 

27 Mode Extraction From an Electromagnetic 
Slow Wave System 

28 Mesopic Visual Performance With and 
Without Glare in Contact Lense 
Wearers 

29 Ground Run-Up Afterburner Detection 
and Noise Suppression 

30 Alterations of Segmental Volume During 
Orthostatic Stress in Nonhuman Primates 

31 Designing Simulator Tasks to Study 
the High Speed, Low Altitude 
Environment 

32 A Comparative Study of the Thoraco- 
Lumbar Transition Vertebrae In MACACA 
Hulatta and PAPIO Anubis 

33 Six Degree of Freedom Simulation 
Computer Program for Aeroelastic 
Free-Flight Projectiles 

34 Sustained Delivery of Volatile 
Chemicals By Means of Ceramics 
***Same Report as Dr. Bajpai*** 

35 The Effects of Hyperbaric Oxygen and 
Antioxident Deficiencies on Rat 
Retinal Ultrastructure 

36 A Comparative Study of Differing Vortex 
Structures Arising in Unsteady 
Separated Flows 

37 Perturbed Functional Iteration Applied 
to the Navier-Stokes Equations 

38 An Optical Sensor System for Monitoring 
Structural Dynamics with Applications 
to System Identification 

Deborah Gagnon 

Edward M. Gellenbeck 

James A. Gerald 

Maurice B. Gilbert 

Jeffrey Girard 

Beverly E. Girten 

Laura M. Giusti 

Nadia C. Greenidge 

Thomas K. Hark ins 

Deborah E. Hollenbach 

Adrienne L. Hollis 

Stephen A. Huyer 

David L. James 

George H. James, III 

XXI 1 
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39 Delivery of Inhibin by ALCAP Drug 
Delivery Capsules 

40 No Report Submitted 

41 A System to Investigate Synthesized 
Voice Feedback in Man-Machine 
Interfaces 

42 A Study of Small, Shallow Earthquakes 
and Quarry Blasts in Healy, Alaska 

43 A Study of Service Demand Distribution 
and Task Organization for the Analysis 
of Environmental Samples and Associated 
Support Services at the USAF Occupational 
and Environmental Health Laboratory - 
Brooks AFB, San Antonio, TX 
***Same Report as Dr. Deal*** 

44 Wave Propogation in Layered Structures 

45 Installation of the Adina FEM Computer 
Programs 

46 Experimental Study of Isothermal Flows 
in a Dump Combustor 

47 A Computer Simulation of a Plasma 
Armature Railgun 

48 Investigation of Laser Diode Coupling 
Using Nonlinear Optics 

49 Isolation of Osteogenic Cells From 
The Trauma-Activated Periosteum 

50 The Effects of Cataract Surgery on 
Pupillary Response 

51 Liquid Scintillation Counting with the 
Packard 1500 Analyzer 

52 De-embedding S-parameter Measurements 
Using TSD Technique 

53 An Expert System for Diagnosis and 
Repair of Analog Circuits 

Stephen R. Jenei 

Kenneth C. Jenks 

Michele E. Johnson 

Scharine Kirchoff 

Gary F. Lake 

David W. Landis 

Sharon K. Landis 

Craig A. Langenfeld 

Christopher Leger 

Bruce Liby 

A. Jeannine Lincoln 

Yolanda A. Malone 

Randal L. Mandock 

James W. Mattern 

Matthew B. McBeth 

XXI 11 
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Volume II 
54 Physiological Monitoring Methodology in 

the USAFSAM Centrifuge 

55 Methods of Quantifying and Enhancing 
Reactive Oxygen Species Production 

56 Applications of Differential Geometry 
to the Shape Analysis of Gray-Value 
Images 

57 Ozonation of Firefighter Training 
Facility Wastewater and its Effect 
on Biodegradation 
***Same Report as Dr. Truax*** 

58 The Feasibility of a Laboratory Infor- 
mation Management System for the 
Analytical Chemistry Laboratory 

59 Investigation of the Potential Impact 
of New Photonic Materials on Optical 
Processing Systems 

60 A Review of Workload Measurement in 
Relation to Verbal Comprehension 

61 Development of a Long Term Solvent 
Delivery System 

62 A f£w Sensitive Flourometric Method 
for the Analysis of Submicrogram 
Quantities of Cholesterol 
****Same Report as Prof. Price*** 

63 Model-free Statistical Analyses of 
Contaminated Ground Water 
***Same Report as Prof. Verducci*** 

64 A Human Factors Evaluation of the 
Advanced Visual Technology System 
(AVTS) Eye Tracking Oculometer 

65 The Effects of Increased Cognitive 
Demands on Autonomie Self-Regulation: 
An Indicato. of Parallel Processing 
in the Brain 

66 No Report Submitted 

Jennifer B. McGovern 

Roland A. Medellin 

Otto M. Melko 

Ethan S. Merrill 

Veronica L. Minsky 

Frank W Moore 

Stephen Morgan 

Lisa M. Morris 

Conrad R. Murray 

Steven J. Naber 

Jerome I. Nadel 

Victoria T. Nasman 

Mark E. Neumeier 

xxiv 
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67 Vaporization Behavior of Multicomponent 
Fuel Droplets in a Hot Air Stream 
***Same Report as Dr. Aggarwal*** 

68 Growth Curve and Phototaxis Assays of 
Axenic Chlamydomonas reinhardtii 125 

69 Microesotropia Patients Perform Well 
as Military Jet Pilots 

70 Determination of Lumped-Mass Thermal 
Properties Associated with Autoclave 
Curing of Graphite/Epoxy Composites 

71 Equitable Safety Stocks for USAF 
Consumable Items 

72 Investigation of Expert System Design 
Approaches for Electronic Design 
Environments 

73 Thermal Stability Characteristics of 
a Nonflammable Chlorotrifluorethylene 
CTFE Base Stock Fluid 

74 Control and Use of Unsteady Flows: 
Insect Use of Various Wing Kinematics 
and Related Pressure Measurements 
Using a Pitching Airfoil 

75 Aircraft Refueling Demonstrator Using 
a Microbot Alpha II Robot 

76 Influence of Moving Visual Environment 
on Saccadic Eye Movements and Fixation 

77 Thermal Stress and its Effects on Fine 
Motor Skill and Decoding Tasks 

78 Design of a Mechanism to Control Wind 
Tunnel Turbulence 

79 Low Velocity Impact of Graphite/Epoxy 
Plates 
***Same Report as Prof. Wolfe*** 

80 Experimental Research of Combustion 
Systems 

81 The Integration of Decision Support 
Problems into Feature Modeling Based 
Design 

Khan V. Nguyen 

Wendy T. Nguyen 

Bernadette P. Njoku 

Charles W. Norfleet 

Douglas E. Phillpott 

Susan A. Poppens 

Mark Prazak 

Mark Reavis 

Bryan P. Riddiford 

Keith A. Riese 

Mary C. Robinson 

Filiberto Santiago 

Gregory A. Schoeppner 

James P. Seaba 

Jon A. Shupe 

xxv 
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82 Optimal Control of the Wing Rock 
Phenomenon 

83 Calibration and Data Reduction 
Techniques for the AF6L Infrared 
Array Spectrometer 

84 Thermal conductivity of isotopically 
pure semiconductors, superlattices, 
semiconductor alloys, and semiconductors 
as a function of temperatures; control 
of the segregation coefficient in LEC 
crystal growth; and photo-Hall measure- 
ments of GaAs 

85 Predicting Optical Degradation of a 
Laser Beam Through a Turbulent Shear 
Layer 

86 Experimental Verification of Imaging 
Correlography 
***Same Report as Dr. Knopp*** 

87 An Aspect Graph-Based Control Strategy 
for 3-D Object Recognition 

88 Linear Programming for Air Force 
Decision Aiding 

89 Creating Aspect Graphs for Use in 
Object Recognition 

90 Analysis of Emission Features in IRAS 
LRS Spectra 

91 Centrifuge Modeling of Projectile 
Penetration in Dry, Granular Soil 

92 Optical Interconnections for Digital 
Image Coding 

93 An Investigation of Performance 
Improvement in Knowledge-Based 
Control Systems 

94 Computer Model in for Surface Properties 
of Carbon Fibers 

95 An Advanced Vision System Testbed 
***Same Report as Prof. Trenary*** 

Christopher Sierra 

Gregory C. Sloan 

Elisabeth Smela 

Rita Smith 

Brian K. Spielbusch 

Louise Stark 

Steven J. Steinsaltz 

John H. Stewman 

Tod E. Strohmayer 

Teresa A. Taylor 

Tien N. Tran 

John M. Usher 

Pretta L. VanDible 

William B. VanValkenburgh 

.v 
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96 Numerical Calculations of Dopant 
Diffusion involving flashlamp heating 
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PHYSIOLOGICAL MONITORING METHODOLOGY IN THE USAFSAM 

CENTRIFUGE 

by 

Jennifer B. McGovern 

ABSTRACT 

Loss of consciousness due to +Gz (G-LOC) has been 

identified as a cause of many mishaps and loss of 

aircrews and aircraft.  Previous studies have 

suggested that physiological measures, especially the 

EEG, would be useful to monitor pilot consciousness. 

This effort endeavored to define appropriate 

methodologies (including electrode placement and 

choice of electrode) for use in a USAFSAM Centrifuge 

study of deliberate G-LOC.  Physiological signals to 

be monitored included EEG, EMG, SOG, ear oximetry, and 

respiratory sounds. 
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PHYSIOLOGICAL MONITORING METHODOLOGY IN THE USAFSAM 

CENTRIFUGE 

I. INTRODUCTION; Loss of consciousness due to +Gz (G-LOC) 

has been identified by the U.S. Air Force as the cause of 

multiple mishaps resulting in the loss of aircrew and 

aircraft. A previous study conducted by Lewis, et al. 

(1987) demonstrated changes in the electroencephalograms 

of subjects undergoing deliberate G-LOC on the USAFSAM 

Centrifuge.  My work this summer was a continuation of 

work I began in summer 1986 which was in direct suppo::t of 

efforts to replicate and extend the research being 

conducted at USAFSAM on identification of G-LOC. 

The follow-on testing included a battery of 

electrophysiological measures:  electroencephalogram 

(EEG), electromyogram (EMG), electrooculogram (EOG), 

electrocardiogram (EKG), ear oximetry, respiratory sounds, 

and force of hand on stick.  My participation in this 

study stems from my work at the University of Florida 

which has concentrated on electrophysiological measures 

(especially EEG and EMG) of information processing 

primarily under stressful environmental conditions.  The 

EEG placements were selected from the International 10/20 

System (a standardized montage for EEG collection).  I 

conducted a literature search and consulted with a number 
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of experts in physiology and acceleration to determine the 

most appropriate placements for the EMG electrodes (Frost, 

1987, Gillingham, 1987).  Considerations for these 

placements included reduction of noise due to motion 

artefact, use of primarily large muscle groups, and use of 

muscles that are important to the LI anti-G straining 

manoeuver.  Preliminary testing of the montage included 

selection of electrodes for use in the centrifuge.  Grass 

metal EEG electrodes were attached to the scalp using 

Collodion, a standard clinical procedure (Frost, 1987). 

EMG electrodes were selected from a variety of choices 

including Beckman plastic cup electrodes and a number of 

EKG electrodes differing in size, shape, and make-up. 

Those electrodes returning the best signals while 

providing optimum comfort for the subjects and strongest 

adhesion were selected for use in the centrifuge. EKG 

electrodes were placed in the standard five lead, central 

measure configuration.  Prior to the centrifuge study I 

participated in training the technicians, recruitment of 

subjects, both into the G-LOC study and into the USAFSAM 

Centrifuge generic panel (a subject pool for all 

centrifuge studies at USAFSAM), and I aided with 

scheduling the preliminary study on the centrifuge. 

During the study itself I Instrumented subjects and 

oversaw the instrumentation of subjects by technicians. 

After the preliminary centrifuge study, I participated in 

54-6 

aKMManMUWVUMnftnMtfuuMflfOM^^ 



troubleshooting the electronic circuitry.  There were 

problems in the head mounted preamplification system, the 

Data Inc. preamplification system, and the centrifuge 

slip-rings (and electrical system for removal of data from 

the centrifuge).  Modifications included redesign of the 

head mounted preamplifier, removal of the Data, Inc. 

preamplifiers from the data collection loop, and 

implementation of an onboard data collection system.  Dr. 

Lewis will continue in that vein.  Options include a 

multiplexing data collection system and a solid state data 

recorder. 

II. OBJECTIVES OF THE RESEARCH EFFORT:    Selection of the 

best physiological signals to record for determination of 

inflight G-LOC is the primary objective of this research. 

Secondary goals include finding a minimum number of 

required recording sites and final determination of best 

type of electrodes for this use as well as capability for 

realtime, online, inflight data collection. 

III. SELECTION OF ELECTRODE SITES:   EEG electrodes were 

placed in accordance with the International 10/20 System. 

Sites were chosen on the basis of accepted centers of 

brain  activity.  Five sites were recorded: a frontal 

(F3) , two centrals (Cz and C4), a parietal (P3), and an 

occipital (02).  These were referenced to linked mastoids. 
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Electrodes were attached to the scalp with Collodion 

U.S.P. Aquasonic electrode gel was used.  Impedances were 

below 4 for all subjects. 

EMG electrode placements were determined by first 

considering the muscles required to perform a good LI 

anti-G straining manoeuver.  This manoeuver requires the 

subject to contract all the muscles in the body to 

increase the systemic blood pressure.  Another requirement 

for measuring EMG included placing the electrodes such 

that movement artefact due to pressure against the seat 

(due to G or to the subject's being seated) did not 

interfere with recording the electrophysiological signals. 

Six muscle sites were chosen: Digastric (chin), Trapezius 

(shoulder girdle), Rectus abdominus (lateral abdomen), 

Biceps brachii (upper arm,, front), femoral quadriceps 

(upper leg, front), and Gastrocnemius (lower leg, back) 

(Grant, 1956, Woodburne, 1957).  Pre-gelled EKG electrode 

leads were used to record EMG because they are adhesive 

enough to maintain attachment under +Gz and the surface of 

the electrode is an appropriate size for EMG.  Impedances 

were less than 7 for all subjects. 

EOG was measured with a standard four site recording 

using Beckman plastic cup electrodes attached with double 

sided collars and filled with Aquasonic electrode gel. 

Impedances were less than 10 for all subjects. 

Respiratory sounds were recorded with a small microphone 
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taped to the throat at the top of. the sternum.  Ear 

oximetry was measured with an incandescent optical 

transducer.  This transducer was placed on the lower 

pinna. 

IV. SUBJECT PREPARATION:   EEG electrode sites were 

prepared with OMNIPREP (a laboratory cleaner with silicon) 

and gauze squares or Q-Tips.  Sites were further prepared 

with Beckman EEG Paste (a conductive material).  EMG 

electrode sites were prepared with OMNIPREP and gauze or 

with alcohol and gauze.  EOG sites were prepared with 

OMNIPREP and Q-Tips.  EKG electrode sites were prepared 

with alcohol and gauze pads. 

V. RECOMMENDATIONS;   From the testing to date we know 

the electrode sites have met the criteria for selection. 

That is they fulfill the necessary measurement function 

with a minimum of motion artefact and a minimum of noise. 

Laboratory experiments show the placements to be clean 

and correct.  The technicians have mastered the procedures 

and perform placement consistently.  That removes the 

electrode placement procedure from the troubleshooting 

process. The troubleshooting of the electrical circuitry 

is continuing.  The final centrifuge testing of the system 

will be in September.  From the data collected at that 

time a determination of the best indicant of G-LOC (from 
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the physiological signals collected) can be made. 

The minimum number of signals required to make this 

determination will also be decided after the analysis of 

the data collected at that time.  Without the data no 

further recommendations can be made. 
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II.Methods of Quantifying and Enhancing Reactive Oxygen Species Production 

by 

Roland A.  Medellin 

ABSTRACT 

Assays were run employing the reaction summarized as follows: 

2 D-Glucose t£L-^ QQ isL-> HQP    ,^\>   C1L   ~^    > C III ff? HRP 

LOz 5> A?' *~ + N^ + /A At 

in which LH2 is Luminol, CII is electron-deficient HRP, CHI is oxy- 

peroxidase, LO2 is peroxyluminol intermediate, and AP-2 is Aminophthalate. 

Glucose Oxidase, Horseradish Peroxidase, Luminol, and Bovine Serum Albumin 

were'immobilized on 7mm filter paper disks. These disks when assayed 

by adding glucose denonstrated consistent, predictable enzyme kinetics, 

even when various inhibitors were added to the reaction mixture. We 

observed 150-fold greater chemiluminescence peaks in disks to which 

glucose was added compared to controls. When we added Catalase, only 

4.42 of this chemiluminescence was typically observedwhile 152 of the ''. 

chemiluminescence for glucose was seen when Bovine Serum Albumin was added. 

Peak chemiluminescence values were observed at characteristic times after 

adding glucose to the disks. 

We also produced virus-sized nanoparticles (Glucose Oxidase + 

Horseradish Peroxidase), which produced 1300-fold greater chemilum- 

inescence over controls when a mixture of glucose and luminol was added. 

These nanoparticles were able to penetrate a .2 um filter,and they 

retained their enzymatic activity for weeks. They produced 20-fold greater 

chemiluminescence over controls when immobilized or. gel disks. When 

immobilized on gel disks, nanoparticles exhibited chemiluminescence values 

within the same order of magnitude 802 of the time.  In preliminary 

tests Dr. Pruitt used nanoparticles to enhance RAW and P388 macrophage- 

like cell line support of CTLL cytotoxic lymphocyte proliferation. 
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III. INTRODUCTION 

Oft 

Reactive Oxygen intermediates (ROI) can cause various forms of damage 

in living systems. They have been implicated in lipid peroxidation, enzyme 
(1-3) 

inactivation, protein denaturatiort, and nucleic acid damage.v    At the 

right concentrations reactive oxygen intermediates have a bactericidal 

effect in the host.  We suspect that a protective mechanism exists in which 

immunocytes can mediate a transition from acute to chronic inflammation 

before the ROI produced in acute inflammation can accumulate to severely 

toxic levels. Some workers speculate that radio-frequency (RF) radiation 

exposure can alter the levels of ROI produced by neutrophils and macrophages 

leading to tissue damage. If this occurs in living organisms, a mechanism 

can be postulated for the allegations that RF radiation can cause certain 

forms of Leukemia. If true, such claims would provide a basis for imple- 

menting more thorough safety precautions in operating radar systems. The 

Radiation Sciences Division at the School of Aerospace Medicine is engaged 

in investigation designed to test these hypotheses. 

As a second-year medical student, I am familiar with acute and chronic 

inflammation as well as basic immunology. I have had an introduction to 

Enzyme-linked Immunoabsorbant Assays, enzyme kinetics, and microbiology. 

Prior study in these areas aided me in making relevant observations in 

preparing cross-linked enzymes and in running chemiluminescent assays. 
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IV. OBJECTIVES 

We intended to develop systems for measuring oxygen radical production 

by macrophage-like cells in an in vitro immune system. We intended to make 

such measurements with cells as they are exposed to RF radiation in order to 

determine any effects on ROI production. Also, we wanted to learn whether 

or not Green Heme Protein isolated from whole blood would act to enhance or 

inhibit any effect of RF radiation in such a cell system. 

The means for achieving these objectives consisted of my work with gel 

disks and nanoparticles. The gel disks provide a means of immobilizing cells 

and the ROI-producing enzymes in close proximity to each other.  This would 

enable us to detect levels of ROI that could not be detected before* 

In the living system ROI levels are maintained at undetectable concentrations 

by scavenger molecules such as Catalase, Superoxide Dismutase, Glutatione 

Peroxidase, and Ceruloplasmin.' With the chemiluminescent disk assay the disk 

and the macrophage are so close together that we may be able to detect a rise 

in ROI levels before the scavenger molecules encounter the released ROI. 

Nanoparticles serve a function similar to that of gel disks. With them 

we can modulate the amounts of ROI a .-.ell produces at a given time. Phorbol 

esters can stimulate ROI production, for example, hut they also stimulate 

the production of other mediators. 'Nanoparticles are more likely to be 

specific for ROI production. A variety of experiments can be devised taking 

advantage of antibodies that can link nanoparticles to cells, disks, or other 

molecules. 
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V, PROCEDURE AND RESULTS 

In preparing the gel disks, we cross-linked 1 mg/ml Horseradish 

Peroxidase and 1 mg/ml Glucose Oxidase to each other with 30 mg/ml Bovine 

Serum Albumin (BSA) to which we added luminol, which intercalates within the 

BSA molecule.  All of this was done in .01 M PBS pH 6.9.  This mixture 

was filtered using a .2 um filter, and we then added 252 glutaraldehyde 

to make a 1/50, 25% glutaraldehyde/gel solution.  25 ul of this gel was added 

to each of 24 disks occupying wells in a microtiter plate. We placed 

200 ul portions of the remaining gel in the empty wells of another micro- 

titer plate. We used this so that we would know whether the mixture indeed 

became a gel.  If the mixture does not gel, the disks would not hold the 

enzymes on their surfaces, and would release the enzymes into the surrounding 

medium. Both microtiter plates were wrapped in Reynolds Wrap Aluminum foil 

to protect the gel from light, which may catalyze unwanted reactions. The 

plate with the gel and plate with the disks were stored at 4*C for 48 hr. 

We then activated these disks with either 200 ul .01 M PBS pH 7.4 

(control), 200 ul 500 ug/ml Dextrose, 200 ul 500 ug/ml Dextrose + 200ul 

10 mg/ml Superoxide Dismutase, 200 ul 500 ug/ml Dextrose + 200 ul lOOmg/ml 

Catalase, 200 ul 500ug/ml Dextrose + 100 ul 10 y'g/ml Superoxide Dismutase + 

100 ul 100-yg/ml Catalase, 200 ul 500 ug/ml Dextrose + 200 ul 10 yg/ml 

Human Serum Albumin, or 200 ul 500 ug/ml Dextrose + 200 ul 100y«g/ml 

Bovine Sei. urn Albumin. 

We checked for chemiluminescence with a Turner luminometer. The peak 

relative chemiluminescence values for 11 separate trials are tabulated in 

table 1.  The time elapsed before peak chemiluminescence levels were reached 

was recorded for each trial in table 2. When each substance in the study 

was added to the disks, characteristic kinetics were observed as seen in 

Figures 1 and 1.1.(data taken from three representative trials and averaged). 

Catalase and BSA consistently inhibited the chemiiuminescent reaction. 

Superoxide Dismutase and Human Serum Albumin had no significant effect. 

With this data understood, we have assurance that the gel disk cross-links 

relatively uniform amounts of enzymes, emits uniform amounts of light energy 

with givenreactions, and as such is useful for variouschemiiuminescent assays. 

The disks are most predictable 2 days after preparation. Any earlie^ the 

kinetics observed in the reaction with glucose are inconsistent. As the 

disks age, they lose their ability to produce chemiluminescence. 
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The nanoparticles, on the other hand, produced high levels of cherai- 

luminescence, and retained their capability for weeks. We prepared them 

by cross-linking Glucose Oxidase and Horseradish Peroxidase with Bovine Serum 

Alhumin. ~75Z Annnonium Sulfate (w/v) was added to this solution until the 

absorbance at 700 run began to rise exponentially. At this point the 

nanoparticles exist in a colloid state, and are suitable for recovery after 

purifying by means of gel filtration. 

25% glutaraldehyde is added to allow continued aggregation of Glucose 

Oxidase-BSA-Horseradish Peroxidase particles. After one hour of refrigeration, 

.1 M Sodium Metabisulfite is added to the mixture in order to freeze the 

aggregation process ensuring that the particles remain small enough to 

enter cells. Gel filtration with sephadex G-25 course beads yields the final 

nanoparticle preparation as the elutant by trapping the smaller protein 

aggregations, particularly free Glucose Oxidase or Horseradish Peroxidase. 

Table 3 and Figures 1.2 and 1.3 demonstrate chemiluminescent behavior when 

the nanoparticles were activated with a mixture containing 1 mg/ml Dextrose, 

1 mg/ml Luminol, and 1 mg/ml BSA at pH 7.4. 

Table 4 and Figure 3 demonstrate the effect of filtering thc-.nano- 

particle solution with a .2 micron filter on chemiluminescent capability. 

The filtrate is free of bacteria as well as larger protein aggregations. 

We also prepared gel disks containing 1 mg/ml Luminol, 30 mg/ml Human 

Serum Albumin, and 1 mg/ml Anti-Bovine Serum Albumin. We incubated this for 

one hour in a nanoparticle solution. Controls were incubated in PBS 

pH 7.4. We intended to allow the antibody to join the nanoparticle 

(containing BSA) to the gel, which is cross-linked to the disk. Table 5 

and Figure 4 compare the chemiluminescence values of nanoparticle-treated 

disks to controls.when 200 ul 1 mg/ml Dextrose pH 7.4 is added. We have 

yet to run tests that determine how much of the binding observed here is 

specific, and how much is nonspecific. 

We were able to make one attempt at feeding nanoparticles to cells. 

Dr. Pruitt determined that exposing RAW or P388 macrophage-like tumor lines 

to 1/1000 dilutions of the nanoparticle preparations stimulated CTLL-2 

lymphocyte proliferation when grown together with RAW or P388 cell lines. 

Concentrations greater than the 1/1000 dilution of nanoparticles tended to 

kill the cells. These are merely preliminary findings. More experiments 
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have to be run. A whole slew of iramunological studies would be made possible 

If we can continue to demonstrate that cells can take up nanoparticles and 

produce measurable results. 

In a separate assay, Green Heme Protein demonstrated some peroxidase 

activity, but the results are not altogether convincing. Table 6 and Figure 5 

contain the results of this assay. 
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VI RECOMMENDATIONS 

More tests should be run to evaluate the effects nanoparticle uptake 

has on immunocytes. Nanoparticle-laden macrophages may simulate macrophages 

activated by stimuli such as toxins.or perhaps radio-frequency radiation. 

Such cells provide a model for studying cell systems in which high levels 

of reactive oxygen intermediates are released into the medium. 

The gel disk serves under some conditions as an excellent means of 

immobilizing proteins in assaying ROI production. I recommend an..experiment 

in which nanoparticle-treated Human Serum Albumin-Luminol-Anti-BSA disks 

are run along with a control set of disks in which the disks have no antibodies. 

This would indicate whether antigen-antibody binding plays a role in linking 

nanoparticles to disks or whether the binding is:nonspecific. I would 

recommend experiments that would determine whether the nanoparticles come 

to reside inside the cell or whether they bind to the surface of the cells. 

This could be achieved through staining techniques and microscopy. 

It would be useful to run assays to determine the- amounts of ROI 

secreted by nanoparticle-laden cells. Such cells could be added in a 

scintillation vial to a solution containing 1 mg/ml Dextrose-* lmg/ml Lumlnol, 

and 1 mg/ml BSA, and monitered for themiluminescence. Such assays can be 

utilized in assessing whether or not toxic oxygen radicals are Involved 

in the pathogenesis of various disease processes. 

An experiment to measure the secretion of ROI by cells (RAW) attached 

to disks was unsuccessful. The disks contained Lumlnol, BSA,Horseradish 

Peroxidase, and Anti-Bovine Serum Albumin. It was hoped that the fc 

fragment of anti-BSA would attach to the RAW fc receptor as it bound by 

means of the fab fragment to the BSA-containing disk. '.Ih theory the NADP 

Oxidase system of the RAW cells would be held closely enough to the 

Horseradish Peroxidase and Lumlnol on the disk that a chemiluminescent reaction 

would be catalyzed. One experiment produced measurable chemiluminescence 

while three did not. I wonder if technical error was^lnvolved here",!;:, 

and would recommend a few more experiments meticulously carried out before 

ruling out this scheme as a possibility. 

55-19 

kv>v^>i*,^^ 



REFERENCES 

1. Freeman, Bruce A. , Crapo, James D., Lat). Invest. Vol 47: pp. 412- 

426, 1982. 

2. Slater, T.F. Blochem J, Vol. 22: pp. 1-15, 1984. 

3. Cerutti, Peter A. Science Vol. 227: pp. 374-381, 1985. 

4. Robbins, Stanley L., Cotran, Ramzi S., Vinay, Kumar Z., Pathological 

Basis of Disease, W.B. Saunders Co., Philadelphia, 1984, p. 50. 

5. Ibid p. 57. 

6. Aderem, Alan A., Cohen, Daniel S, Wright, Samuel D., Cohn, Z., 

J Exp. Med., July 1 1986, Vol. 164(1): pp. 165-179. 

7. Cancer Res, November 1986, Vol 46(11): pp. 5696. 

55-20 

KftÄWSHWtföWiaMWUUCVÜlMW^^ 



1987 USAF - UES SUMMER FACULTY RESEARCH PROGRAM / 
GRADUATE STUDENT SUMMER SUPPORT PROGRAM 

Sponsored by the 

AIR FORCE OFFICE OF SCIENTIFIC RESEARCH 

Conducted by the 

Universal Energy Systems , Inc. 

FINAL REPORT 

APPLICATIONS Q£ DIFFERENTIAL P.ROMKTRY IQ TJIE 

SHAPE ANALYSIS OF GRAY-VALUE IMAGES 

Prepared by : 

Academic Rank : 

Department 
and 

University : 

Research 
Location : 

USAF Researcher 

Date : 

Contract No : 

Otto Michael Melko 

M.A. in Mathematics 

Department of Mathematics 
University of California 
Santa Cruz , Ca. 95064 

AFATL/AGS Eglin AFB 
Fort Walton Beach 
PI. 32542 - 5434 

Henry Neal Urquhart 

4 Sept. , 1987 

F49620 - 85 - C - 0013 

nattBSH&ffiffl&tt^^ 



APPLICATIONS OF DIFFERENTIAL GEOMETRY IQ THE 

SHAPE ANALYSIS OF GRAY-VALUE IMAGES 

by 

Otto Michael Melko 

ABSTRACT 

A gray-value image can be viewed as a discrete analog of a 

smooth surface in Euclidean space . The shape of a smooth surface 

can be described by the gauss curvature and mean curvature of that 

surface . It is therefore reasonable to expect that the discrete 

analogs of these curvature functions would be useful in the shape 

analysis of digital ( gray-value ) images . Two methods for discret- 

ing these curvature functions are discussed . These methods are then 

used to write algorithms for shape analysis of gray-value images . 

Special attention is paid to the value of these algoritms for the i- 

dentification of objects ( such as tanks ) in low resolution infra- 

red images . 
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Introduction. 

The differential geometry of surfaces in three dimensional Euclidean 

space is a natural extension of the analytic geometry of the Euclidean 

plane. It is a study of the local metric and curvature properties of 

surfaces. In particular, the gauss curvature and mean curvature are 

functions that describe the shape of a surface. In digital image 

processing, one takes a gray-value function, which is a discretization of a 

real world scene, and manipulates it to extract information not readily 

visible. The g'-aph of a gray-value function, called a gray-value image, is 

then a discretization of a surface. The curvature functions mentioned above 

are good candidates for image transformations because they are natural shape 

descriptors. One cannot, however, apply the concepts of differential 

geometry directly to a gray-value image, for, as the word 

"differential" indicates, the operations of differential geometry involve 

differentiation, which cannot be performed on a gray-value function. There 

are two ways to address this difficulty: 

(i) Devise discrete analogs of the operations of differential geometry 

that are directly applicable as transformations of gray-value Images. 

(ii) Associate a surface to a gray-value image (i.e. attempt to recover 

the real world scene), perform the desired operations, and discretize the 

result. 

In the sequel, after a brief overview of differential geometry, I 

describe methods for shape analysis on a surface, and indicate their 

relevance to automatic target cueing. Then I indicate how to carry out 

programs (i) and (ii) above, and write the associated algorithms using the 

Image Algebra developed by Gerhard X. Ritter for the Air Force Armament 

Laboratory (see  [51). 
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II. Objectives of the Research Effort . 

My assignment as a participant in the 1987 Graduate Student Summer 

Support Program (GSSSP) was to determine whether the concepts of 

differential geometry are applicable to the problems of automatic target 

cueing. Having done this, the next step was to devise algorithms for image 

processing that would be useful to that end. 

III. An Overview of Differential Geometry. 

Let Q be a rectangle in the Euclidean plane, R2. A map, P, of Q into 

three dimensional Euclidean space, R3, is en ordered triple of real valued 

functions, P(q) = (P, (q),P2 (q),P3(q)), for q an element of Q. We denote the 

first and second order partial derivatives of P by P„ Pyf P**,P*y,Pyy • 

Definition: The map P:Q -»■ R3 is regular if its first and second order 

partial derivatives are continuous maps, and the cross product Px(q)xPY(q) t 

0 for all qf Q (note that if P is regular.then Pxy = Pyx ). Denote by S the 

subset of R3that is the image of Q under P. If P is regular, then S is a 

piece of surface in R3. The pair (S,P) will be referred to as a regular 

parameterized surface. It should be noted that a surface, S, admits many 

different parameterizations. 

The two objects that form the basis of study of surfa;es are referred to as 

the first and second fundamental forms, they contain all the geometric 

information about a surface. We now give a description of these objects. 

The First Fundamental Form: Let E, F, G be the functions on S defined by 

E = <PX,PX>, F = <PX,PV>, G = <Pr,Py>, where <Px,Py> denotesthe usual inner 

product of vectors Px and Pv in R3. Then, the first fundamental form is 

defined to be 

I = E ix\  2 F dx dy ♦ G dy2. (1) 

The Geometric Meaning of I: Let p ( S, and let p' be another point of S near 
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p. Then, if the coordinates of p are (x,y), and the coordinates of p' are 

(x',y'), define Ax,Ay by x' = x + Ax, y' = y + Ay. The distance, d , from p 

to p', in S,.is the length of the shortest path ,Y, containedin S and 

connecting p to p'. A path of this type is called a geodesic. To second 

order (essentially, this refers to the taylor expansion of the arc lenth of 

the geodesic as a function of its parameter, up to the second term), 

d2 = E (Ax)2+ 2 F (AxKAy) + G (Ay)
2. (2) 

In other words, I is the infinitesimal version of the distance function 

on S. If a is the point in S with coordinates (x',y), then the coordinate 

curves, and.yform a " curvilinear triangle ". One'can then interperate 

equation (2) as the law of cosines (from Euclidean geometry) for the 

curvilinear triangle Apap'. 

The Second Fundamental Form:  Let p = P(q),  and define  v by the fprmula   v   = 

(PxxPY)  / iPxx PYI where iPxx PY ! denotes the norm of the vector Pxx Pv.  We 

have thatvis a field of unit vectors normal (perpendicular) to the surface, 

S.    Let L, M, N be the functions on S defined by L = < v,PXX >, M = < ^,PXY>» 

N = < i/,PYY>.    Then the second fundamental form is defined to be 

II = L dx2 + 2 H dx dy + N dy2  . (3) 

The Geometric Meaning of II: At the point p(S, II measures the degree to 

which the field of unit normals,v, of S deviates from being constant near p, 

thus measuring the extent to which S bends at p. More precisely, let Acs 

(p') (p), Ap = p'-p, where u(p*) is the normal at p', and v(p) is the normal 

at p. The quantity <A^,AP> then measures, roughly, the change of fin the 

directionAp.    This quantity obeys the formula 

(1) 

The Gauss curvature, K, and mean curvature, H, of a surface, S, are 

given by : 

-<A*,Ap > = L (Ax)'* 2 M (Ax)(Ay) + N (Ay)*. 
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K =     det 
E      F1 -1   TL      Ml 

,F      EJ        LM      NJ 

L N -  M 

EG-F1 

1 
H    ..     —     +/- 

' E      F| -1   |L      Ml" 

F      G |        IM      N1 

1    NG-2MF-LE 

2 I             EG - Fl 

(5) 

(6) 

The functions K and H contain a great deal of information about the shape of 

the surface, S. Their meaning will be discussed in section IV. In what 

follows we will be interested only in surfaces that are the graphs of 

functions. That is, S = { (x,y,g(x,y)) : (x,y) (Q } whereg:Q -• R has 

continuous partial derivatives up to second order. Here P:Q-» R3is given by 

P(x,y) = (x,y,g(x,y)). In this case the formulae (5) and (6) take the    form: 

8»y 6vv ™        ^SXY ' 'XX °YY 

(       1     +    6*     +    gy      )L 

(7) 

( 1    +   g* )    «YV -    2    gXgygxY ♦    ( 1     +   &t )    g 

(     1    *   St    *gl) Y ' 

(8) 

Finally, we state a theorem due to Gauss that will be of fundamental 

importance insection V. A basic fact about surfaces is that, given two 

points p(, pL there exists a path from p# to pa in S that has minimum length. 

If p( and pi are close together, this path is unique. In this case we denote 

this path by pTj>, and call it the geodesic from p. to p, . Suppose we have 

three points fj, p, , p, in S. Then we call the domain bounded by 

f£~P*u K^i ° TR a geodesic triangle and denote it by  A P P P. • 

THE0REM(Gauss)  : Let a, , ax, aj be the interior angles of thegeodesic    tri- 

angle AP|RP|» which we denote simply as A , then 
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a,+ aa + a3- 77     =    / K dA (9) 

Here , Kienotes the gauss curvature of S, and dA = VE G - F1 dx dy is the 

element of area of S. Now let p( ,..., pft be n distinctpoints of S, and let 

D be the n sided geodesic polygon whose boundary consists ofthe set      fTp U 

.., criJTJ , 
immediate consequence of Gauss' theorem is that 

a, + ... + aB - ( n - 2 ) rr   =   TK dA    .     (10) 
JD 

For a more detailed overview of differential geometry, the reader may 

wish to consult [1].    An excellent introductory textbook is [31« Gauss' 

original   paper,    [1],    is   also   quite   readable,    and   intuitive   in   its 

presentation. 

IV.    Application of Curvature to Shape Analysis. 

As an idealized model of a tank, we consider a radially symmetric point 

source of heat on a neutral background.    The correspongray-value image will 

look like a circular bump on a plane, as in figure i.    Our goal is to devise 

a method that will isolate shapes such as that in figure 6 from others.    A 

regular surface has the property that every point on that surface has a 

unique tangent plane.    Let p be a point in S, and let Tpbe the tangent plane 

at p, then the Gauss curvatue tells us: 

K(p) > 0; In a neighborhood of p, S is entirely to one 
side of Tpi In this case, we say that S is 
elliptic at p, there are no sections of se- 
cond order  contact. 

K(p) =0; In a neighborhood of p, there is a unique 
section in S of second order contact with 
Tr, if L(p), M(p), N(p) are not all zero. 
Such a point is said to be parabolic at p. 
If L(p), M(p), N(p) are all zero, then all 
sections have second order contact. Such a 
point is called planar. 
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K(p) < 0; In a neighborhood of p, S lies on both sides 
Tf, such a point is called a hyperbolic point 
of S. Then p has precisely two sections of 
second order contact. 

By " section ", we mean a curve in S obtained by taking the intersection of 

S with a plane orthogonal to S at p. 

Figure  1.    An idealization of a tank. 

Referring to figure 1, we see that the top of the surface consists of 

elliptic points, and further on down, the points are hyperbolic. Once we 

get far away from the bump, the points are planar. Thus the curvature is, 

K, first positive, then negative, and then zero. Let K'(p) =1, if K(p) > 0; 

K'(p)    = 0,    if K(p)  = 0  ;  and    K'(p) =-1,   if K(p) < 0. Figure 2  below 

displays the subregions of the domain,  Q,  on which K' assumes its respective 

values. 

Figure 2.    Segmentation of the Gauuss curvature of figure 1. 

The mean curvature, H, provides a measure of the rate at which the area 

of S changes if we expand S along its field of unit normals» The reader may 

wish to refer to [3] for further details. 

Let prS, and suppose K(p) > 0.      Let  II be a plane parallel to TP, and 
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suppose that the distance, r .from ü to TP is small. Then the set S is 

approximately an ellipse. The eccentricity, e , of this ellipse (the Dupin 

indicatrix,    see    [3]»    PP    1M8    -U9)    is    given    by      the    relation 

e    =    1    -    k,  / kx (11) 
where 

H v/FT K kj s    H l+   \[? K (12) 

are the principle curvatures of S (see [3] P 1 UM).    For the case    K(p) > 0, 

we  have  assumed  (without   loss of generality)  that 0 <    kv   < k2    . 

For an ellipse, 0 <  e < 1.    If e is close to zero,  the ellipse is nearly 

circular.    If e is close to 1, the ellipse is shaped like a cigar.    Using 

using equations (11) and (12),   we can infer that: 

(i)    If vH* - K    / I HI  is small at p, then Uns is nearly 
circular. 

(ii) If vH* - K   / I HI is close to 1 at p,    then    IlftS   is 
cigar shaped. 

Note that    H*- K = (k,- kx j/U is always non-negative. Also,0 < VH* - K /lH| 

< 1 if and only if K > 0.    Statements    analogous    to    the    above can be made 

for the cases    K(p) = 0,   K(p) < 0    where    uns    resembles,   infinitesimally, 

a pair of parallel lines, and a hyperbola respectively. Suppose that U 

is a subregion of Q (that is,  an open,  connected,  simply connected subset of 

Q).    Suppose that K > 0 on P(U) where P : Q-*-R3 is a parameterization for S. 

We then have the 

Assertion : (a)      If   \/H* - K   /  I Hi      is    uniformly small on 
P(U),    then U is nearly disk shaped. 

(b)      If   s/n3, - K   / iHl    is   uniformly    close to 
one on P(U), then U is oblong in shape. 

By uniformly small on P(U), we mean that there exists a small number 

« > 0 such that    VH
J
(P) -  K(p) /  iH(p)i     <   6 for all p fP(U).  Similarly, 

uniformly close to one means that,     for asmall number e > 0,    vH (p) - K(p) / 

lH(p)l    > 1-efo* all p   ( P(U).    Figure 3,   below,   serves to illustrate this 
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assertion. Figure 3(a) represents a surface consisting of a nearly circular 

bump and an oblong shape. Figure 3(b) is the segmentation of the domain 

according as to whether the gauss curvature of 3(a) is positive, negative, 

or zero. The above assertion allows us to distinguish beween regions A and 

B of figure 3(b). Region A would be considered a potential target. The 

smaller positive curvature regions are anomalies that occur because of the 

proximity of A and B. 

(a) (b) 

Figure 3«    Illustration of the above assertion. 

V.    The Curvature  Measure of a Piecewise Linear Surface.    An Algorithm for 

Computing the Curvature of a Gray-value Image. 

Let Q = { (x,y) :a<x<b, c<y<d}. Set jz = ( b - a ) / m 

and v s (d - e) / n , where m ,n are positive integers, and define Q-,, by 

Qij = I U,y) : a < x-if* < a + u, c < y-jy < c + v }. Each Q-,j is a 

rectangle ( a square ,if t* = v ) and Q = U Qij . The set Q°= { (a+i ,c+j ): 

0<i<m, 0<j<n} is a rectangular lattice of points in R . The point 

( a + ifi, e ♦ j y) will be denoted by qij , it is thelower left-hand cor- 

ner of    Qjj . 

Clearly, we can identify a gray-value function with a function 

f:Q0-*- R. Each Q;; prescribes the location of a pixel. Divide each 

rectangle Q;j into two triangles by connecting the lower left hand corner 

of   Q;:  with its upper right-hand corner.    The upper and lower triangles 
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will be denoted by   Q--  and   Q*j   respectively. 

Let f:Q -+- R be the function on Q with the property that the 

restriction of f to one of the triangles Q-,j (r = 1,2), denoted by fiQ;j , 

is linear and agrees with    f° on the vertices of   Q;- . 

Definition ; The function, f, described above is said to be the Piecew;seT 

linear function (PL-function) associated to f°. The corresponding surface 

Z = { (x,y,f(x,y)) : (x.y) t Q } is called the Piecewise-Linrear surface 

(PL-surface) associated to f (or f°). Note that f is a continuous function 

on Q. The PL-surface, Z, is a collection of triangles in R joined together 

at the edges, as in figure U. 

Figure  H.  A PL-surface  ,   Z  ,   superimposed over its domain , Q. 

A PL-surface is continuous, but fails to be regular at the edges and 

vertices in the sense presented in section III. Thus, the definition of 

Gauss curvature given by equation (7) doesn't apply at the edges and ver- 

tices, since f is not continuously differentiable at thesepoints. Our prob- 

lem, now, is to re-define Gauss curvature so as to admit this larger class 

of surfaces. A fruitful method for generalization inmathematics is to as- 

sume the properties that characterizes a mathematical object in some special 

situation, and use them to deduce a defintion of that object that applies to 

more general circumstances.   We proceed to do this. 

The geodesies in a PL-surface,  Z,  are simply  line segmants in the 

individual faces of Z.   Let D be a geodesic polygon in Z which contains only 
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one vertex, v, and which has precisely one edge in each face of Z adjacent 

to v. Suppose that there are t faces that meet at v and that the interior 

angles of these faces, at v, are fy, ..., 0t . It is easily shown that the 

corollary to Gauss' theorem (equation (10)) implies that 

/ K dA = 2 * - 0, 0   . (13) 

The integral in equation (13) is independant of the choice of D, as 

long as v is the only vertex in D. This allows us to deduce that the Gauss 

curvature of Z is given by the Dirao measure 

K ■ X {2n -2>'}»v. (14) 

The index, s, runs over all vertices, v , and { $, , ..., 0stj 1 is the set 

of interior angles at the vertex, v. The symbol Sv,den°tea the (countably 

additive) function on (measurable) subsets of Z which assigns the value 1 to 

a set containing v,, and 0 otherwise. Such a set function is also commonly 

referred to as a Dirac 8 - function. We will refer to thenumber 2 rr 

0,,...—0!tt  as the measure of curvature of Z at the vertex, v,. 

Adopting the notation and terminology of [5], let K° denote the gray- 

value function obtained from f° by assigning to each q-^fQ0 the measure 

of curvature of the associated PL-surface, Z, at the vertex (q;«, f (q,y)). 

We will also use f°, K° to denote the corresponding gray-value images of 

f°, K°   respectively. 

In figure 5, we have taken a point   q--e   Q° such that q..does not lie 

on the boundary of Q, and labeled the points which are vertices of triangles 

adjacent to   q,-.      The angles, 0,, ..., 06 , are the interior angles of the 

corresponding triangles in Z (thus,  for example,   0, t    */2). 
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lii + lo,») 

Ij+l-H.o) 

fy+(-/«,-•>> 

ij + trs) 

!,-,■ W».,«) 

t.y + f orw) 

Figure 5.  Points and    triangles adjacent to q    with respect    to    the    above 

triangulation. 

Let P be the parameterization of Z defined by P(q) = (q,f(q)).    Then   0, is 

the angle between    the      vectors P(q;y+( n, v ))    -  P(q;j ) ,        and 

PUij+M))     -  PUij).     Thus 

Ö, (q;;>    = cos 
_,   '<  P(q;y+(M,«'))  -  P(q,j),   P(q ,j +(M,0))  -  P(q,,') > 

.  !P(q,y +(M>)) -  P(qi;)i   I P(qi;- +(M,0)) - P(<fc/)l 

A similar formula applies for each of the angles  6t, ...,0t.    It    follows 

that    K° =    2 ir — 0,..—04    . 

Let ß: { (1,0), (1,1), (1,0), (-1,0), (-1,-1), (0,-1) }. Then the 

points incident to q are q-.+ (r/i,si/),where (r,s) t Q. Let Ar» denote the 

gray-value image A„= { (q,: ,f(q,: + (r»i,s))-f (q-)): q,-fQ0}, and let 1 

denote the unit image.    Define   or» for (r,s)      ,   by 

./ (r/i1)«(t MD + (s i/1)»(u i/1)      +     Arj«At«. 
Q    -   COS    I   ————————--——————--——-»-———------ I 

\V(Pfll>*    +(31/1)*    ♦   (ArjWU »ID1    ♦(UM)'    +  (AU)   / 

The element,  (t,u),  of Q will  be said  to be adjacent to (r,s)  if    (t,u) 

is to the immediate right of (r,s) in the list for fi given    above.    In 

addition, we define the element (1,0) to be adjacent to (0,-1).    With this 

convention   it   is   easily   verified   that   0rJ  is   the   gray-value   image 
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corresponding to one of the angle functions $t, ... 0j, if (t,u) is adjacent 

to (r,s). It follows that 

K°   =   m * 1    . ££*     . (15) 

where the sum is taken over all adjacent pairs. 

Equation (15) was the goal of this section. It should be mentioned 

that the concepts introduced here are apparently well understood, although 

the author has been unable to locate any literature that adopts the same 

approach. Besl and Jain state a similar formula in [1], but give no 

indication of its derivation. The theory of convex surfaces is related to 

the material in this section,  the reader is referred to [2] for details. 

Using the geometric interpretation presented in section III, it is very 

likely that a definition of mean curvature can be found that applies to PL- 

surfaces. In this case, H will be a measure with support on the 1-skeleton 

(the set of edges and vertices) of Z. Because of lack of time, it was not 

possible to rigorously develop this idea. 

VI.     Computing  Gauss  Curvature  and  Mean  Curvature   via  a  Convolution 

Operater. 

Let Q and Q',;be as defined in section V. To a gray-value function, g°, 

we associate a step function g:Ra ••» R by the rule g(q) = g(q<.) if q f Qj/, 

and g(q) = 0 if q / Q. The graph of g is a discontinuous surface , A, 

consisting of horizontal rectangles. We wish to associate a smooth surface 

to   S which captures its essential features, such as peaks and valleys. 

Let $:Ra-»R be a smooth funtion ( that is, the first and second order 

partial derivatives of $ exist and are continuous), and suppose that $ and 

all its partial derivatives to second order are integrable.    Then, the 

convolution of g with $, denoted here by #, is given by 
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g#4>(x,y)   =      [fgi^ntyU'frf-Vdtdn       , (16) 

and the graph, S^ , of g#0   is a smooth surface.    If f = g#0, it is easily 

shown that fx = g#(0x), fy = g#(0y ), fn = g#(0x„), f"x> = g#(0,y).  
f/y = S*^)« 

The Gauss curvature, K,, and the mean curvature, H, , of S^ are computed by 

using the formulae (7) and (8)  in section III.    The resulting curvature 

functions are very sensitive to the choice of 0 , thus careful consideration 

must be    given uo this choice.    For instance,   if the support of 0   (the  set 

on which   <f> £ 0) is very small, then S, will  look like a step function with 

rounded edges.    The resulting curvature function , K^, will have huge peaks 

of positive and negative value at the corners of the steps, and be zero 

toward the middle.    This will tell us nothing about how steps vary with 

respect to their neighbors , making K^useless. Other factors include the 

symmetry and ease of computability with the convolution kernel,0.      We 

require   that    0  satisfy   : 

(i)    The support of 0 is roughly the size of a step 
and  its neighbors. 

(ii)    The function 0 is radially symmetric. 

(iii)   Computations with 0 are relatively easy. 

With these criteria in mind we choose 0 to be   0(x,y) s ^r(x) ^(y), where 

is the Gauss probability density   ^(x) = exp(-#/ 2) //? 77"• This choice of 

does not satisfy (i), but this is easily rectified by rescaling 0 according 

to the rule^(x,y) s0(x /(,y It )/<*. The collection offunctions [<t>(: * > 0} 

is an example of   an    approximate identity ,      and' has the   property    that 

g#0(x,y)-^g(x,y)   as  < -». 0      if   (x,y)    is a   point of   continuity of g. 
< 

The first and    second order partial derivatives of  0 areeasily seen    to be J 

0x=-x0, 0/S-y0,^s(x*-f)0,^y=        xy0, *j 

v</-i)* • ! 
\ 
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Let    R =  { (x,y) : 3 < x, y < 3 }    and let      R«,   =    { (x,y)  :-1 + 2 a < x < 

1 + 2 a,-1 + 2 b < y < 1 + 2 b 1 where    a, b are elements of the set {1,0 

,-  1  }. Thus, the square, R, is the union of nine subsquares, Rab.  Define 

numbers w,b by the rule 

'ab ff<t>U,y) dx dy 
R«b 

We define w,x
b , wt

y
b , w** , w** , w™ similarly, for example, wjb is the 

integral of <f>x over the set R.b. All of these integrals are easily 

computed, using integration by parts and substitution, except for wab , 

which must be integrated numerically. Scaling R,b down to the size of pixel 

domains determines the value of e above. The corresponding integrals (of0, 

and its derivatives, over pixel domains) have the same value as those 

already discussed. It follows that the quantities w*b, w,y
b, etc. can be 

used as the weights of 3x3 templates that are discrete versions of the 

convolutions g#((0f)x )» g#((0,)Y)» etc. Let*, $, , $s, $,x , *Xy > *>y » 

denote the templates with 3x3 template configuration, and weights w,b, wa*b , 

w*b, wrt,wib , wij , respectively. Use g° to denote the gray-value image 

associated to g° Then we have the following correspondance of smooth 

functions to gray-value images: 

g#0_g° «<J> 

gl^-». g° a$j 

3     A 

■    A, 

=     Av 

g#^g°«*^=    A,, 

g#^-.g° «fy =    A„ 

With these conventions,  we define the gauss and mean curvature images 

of g° to be, respectively, 
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A„» A,y - Axy 
K° =   JL  (17) 

(1 ♦ A; ♦ A»)1 

(1 + A*)*AVV- 2 Ax« A * A„ + (1 +-A!) • A„y 

(1  + Aj + Ay) 

Here, A2 is understood to mean the image A*A. A segmentation of the Gauss 

curvature image is given by K° = C>f(K°)+ C^.f( K°), where 

C>f(K
Q) = [ (K°-eD vo ]"*[ (K°-€i) v 0 ] , and 

C    (Kf°) =    [ (K°+el)  AO ]**• C (K°+«1) AO ].      It follows 
<-( 

that K°(q) = 1 if K°(q) > ( , 0 if << K°(q) < < , - 1 if K(q) <-c . Note that 

this segmentation algorithm also applies.to the defintion of K°given by 

equation (15) of section V. It can also be used on the mean curvature 

image, H.    Whether this yields useful information is not clear. 

Let A = v/(H0)i-K0 / |H°1 , and let A = C<f(A). If e is small, then A 

assumes the value 1 at points of nearly circular points (in the sense of 

section IV), and 0 otherwise. The image, A, should have the appearance of 

nearly  circular spots.     These   spots could  have  a  wide  range  of 

diameters. If 0 < <* <ß, define B to be the image B:!^ }(K°) • C<€(A). 

Thus B(q) s 1 if o < K°(q) < ß and A(q) < ( , and B(q) = 0 otherwise. 

Limiting the range of K ° should limit the size of the correspc i'ng spots, 

the spots in the image B are then likely to be targets. Obtaining good 

results depends on the choice of the parameters a , ß, ( . These parameters 

will depend on the size and shape of the targets sought relative to the 

given image. Two points should be made here. First of all, we have only 

considered targets that are nearly circular in shape, algorithms such as 

the one defining B should be possible for other shapes. Secondly, 

experimentation will undoubtedly reveal details that have been overlooked, 

so that some modification of the above    program may be necessary.    Finally, 
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it should be mentioned that the author was unable to find any algorithms 

such as the one defining B in the literature on Image Prossessing. 

Recommendations: 

1. A second method for associating a regular surface to a grayvalue 

image is by means of B-splines. This method is used by Yang and Kak in [6] 

to compute curvature. It would be of interest to compare this method with 

the two described in this report for effeciency and accuracy. 

2. It should be possible to establish a PL-version of mean curvature, 

apparently, no such notion yet exists in the literature.The author began to 

do this, but ran out ot ''me. 

3. It could prove useful to try other convolution kernels, perhaps one 

that is not radially symmetric. 

4. Concepts from Topology may prove useful for distinguishing regions 

in the curvature images discussed above. For example, one would want a 

computer to be able to tell the difference between a disk and an annulus. 

5« Experimentation with actual images should be performed in order to 

determine the strengths and weaknesses of image transformations such as A 

and B of section VI. 
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The Feasibility of a Laboratory Information Management 

System For The Analytical Chemistry Laboratory 

by 

Veronica S. Minsky 

ABSTRACT 

Microcomputer controlled laboratory instruments have accelerated the rate 

of sample analysis. The paperwork associated with sample processing has not 

kept pace. A laboratory information management system (LIMS) may 

improve sample processing, reporting and allow result entry directly from 

instruments. A LIMS system may accept results directly from most instruments 

with an RS-232 or IEEE 488 port. Interfacing involves two processes; first the 

electronic transfer of data from the instrument to the LIMS must occur, which 

is often an easy task, especially with newer instruments. Second the data 

must be transformed from the format of the instrument into the format of 

the LIMS database. Standardization of this process may be possible using 

standard forms to identify data items. Each instrument would have a custom 

program to identify the data items in a standard form. Each LIMS system 

would reformat the data from the standard form into the format of the 

particular LIMS database. 
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I.   INTRODUCTION: 

Analytical chemistry laboratories have seen an explosion in the number of 

microcomputers in the laboratory. These computers enable the chemist to 

complete sample analyses in a fraction of the time it may have previously 

taken. Typically the manual system of processing paperwork associated with 

samples and results, however, has not kept pace. It is the weak link in the 

laboratory, slowing down the output of results and decreasing the overall 

efficiency and quality of the laboratory. 

The Chemical, Metallurgical and NDE Laboratories at The Arnold Engineering 

Development Center are particularly concerned with the quality and 

efficiency of their work. A sample tracking and information system able to 

keep pace with the analyses would be a real asset to the laboratory Such a 

system would be able to interface directly with laboratory instruments and 

extract test results into a laboratory information database 

My research interests have been in the area of communication software, 

particularly concerning microcomputers. My previous work, writing and 

using communication software for a wide variety of microcomputers, 

minicomputers and mainframes in a hospital environment, contributed to my 

assignment with the Chemical, Metallurgical and NDE Laboratories. 
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II. OBJECTIVES OF THE RESEARCH EFFORT: 

Currently there are numerous laboratory information management software 

packages commercially available. These packages are sample tracking, report 

management and results entry systems. They do not generally interface with 

laboratory instruments automatically; communications protocols must be 

established and programs written to reformat test results for the LIMS 

database. 

My assignment as a participant in the 1987 Graduate Student Summer 

Support Program (GSSSP) was to determine the feasibility of establishing 

communications between laboratory instruments and a laboratory 

information management system, and to study the possible standardization 

of these communication interfaces. 

The Chemical Laboratory at AEOC has been seriously studying the possibility 

of purchasing a LIMS system. A goal of this research effort was to determine 

the needs and goals of the Chemical, Metallurgical and NOE Laboratories at 

AEOC, and to determine the available options and requirements of a 

laboratory information management systems for the lab. A result of this 

effort was a written specification for procurement of a LIMS system. 
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III. 

a. The Chemical and Metallurgical Laboratories proved to be a valuable 

source of information during this research effort. Observing the flow of 

samples and paperwork thru the lab as well as interviewing the chemists, 

analysts, clerical staff, and managers uncovered inefficiencies in the sample 

paperwork process. At the First International LIMS Meeting, a users 

conference held in Pittsburgh, PA. June 23-25, 1987, over 40 papers were 

presented by users. The papers and informal discussions with conference 

attendees provided an additional source of information. 

A visit to a laboratory with a laboratory information management systems 

installed was most instructive, as were to a lesser degree visits to vendor sales 

offices for system demonstrations. Interviews with various people at AEDC, 

experienced in communications hardware and software, supplemented this 

research effort. Finally, a review of the literature in laboratory automation 

added an additional source of information. 

b. The Chemical, Metallurgial and NDE Laboratories are highly specialized 

They provide quick sample turnaround while maintaining quality controls to 

insure the validity of their results. Analysts often find it necessary to by-pass 

the manual paperwork system in order to achieve the desired sample 

turnaround time. By-passing the tracking system increases chances for errors 

and sample loss. 
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One goal of the laboratory management is increased automation. They 

have numerous personal computers in the lab and there is a trend towards 

interfacing these standalone computers. 

Many of the papers presented at the First International LIMS Meeting were 

by individuals from labs that started looking for LIMS systems before 1985. At 

that time few sophisticated commercial systems were available. Many of 

these labs elected to design and write in-house LIMS systems. Some relied on 

an outside person, frequently in an MIS department to design and write the 

system. Now two, three, or four years and thousands of dollars later, many of 

these labs are still modifying and revising their systems and few have 

integrated laboratory instruments. 

There were numerous users of commercial system at the conference. Most 

had done some modifications to their systems, either by adding in-house 

programs, utilizing user configurable options, or purchasing custom 

programs from the vendor. Few have integrated laboratory instruments. 

Many users would find it necessary to pay the vendor for consulting time to 

begin this process of interfacing instruments. 

Visits to a laboratory currently using a LIMS provided an opportunity to see 

first hand how LIMS managed laboratory paperwork. This lab runs a 

commercial LIMS package and has sucessfully employed user configurable 

options and in-house programs to customize the package. It appeared to 

increase the efficiency of the lab. lab reports are more timely and sample 
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Status is easily determined. This particular lab is specialized, and the user 

configurable options make the system able to adapt to their ever changing 

needs. This lab has not interfaced any instruments with their LIMS, but plans 

to do so in the future. An additional observation from this visit is that the 

success of a UMS depends not only on the software and hardware selected, 

but on the quality of the system manager overseeing the installation, 

customization and usage of the LIMS. 

The available LIMS options will be discussed in terms of software, hardware 

and instrument interfaces. Software options can be broken down into in- 

house systems and commercially available packages. The in-house systems 

are typically designed with database packages. The advantage of an in-house 

system is the customization it allows. The disadvantage is the cost of 

development and maintenance. 

The commercially available LIMS packages are as varied as the labs that use 

them. Some LIMS systems are single user systems, others are sophisticated 

multi-user systems. Some are particularly efficient in the large production 

labs, and others in small specialized labs. Choosing the best LIMS for a 

specific laboratory will ultimately depend upon the needs, goals and 

resources of that lab. 

Hardware options are often dependent upon the software selected. The 

range of options starts with a standalone PC system and includes mainframes 

networked with PCs and instruments. A few software packages are available 
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for PC networks, allowing access to common databases and data transfers 

between PCs. More numerous are packages that run on minicomputers, such 

as the hardware from DEC VAX, Hewlett-Packard, IBM , and Concurrent. PCs 

may be used in place of terminals. A network can be installed in addition to 

or in place of the point-to-point communication between the PCs and the 

minicomputer. The advantage of a network is to allow the PCs operating in 

PC mode to access shared resources. 

Instrument interfacing options depend upon the software and hardware 

selected. If an instrument has an RS-232 port interfacing is generally possible. 

There are two processes involved in instrument interfacing. The first is the 

electronic transfer of data from the instrument to the LIMS computer. 

Numerous communication packages exist, and for each instrument the 

communication protocol must be established. For the newer microcomputer 

based instruments this task is easily achieved. For the older instruments it can 

be a trial and error process requiring special communication software. 

For some packages, the communication link must be executed in the LIMS 

computer and then in the instrument. Other packages such as the Hewlett- 

Packard LAB5AM have a background program which constantly polls 

instruments for data transfer. The Perkin-Elmer CLAS software interfaces 

with chromatograms and allows the LIMS terminals to access results, raw data 

and initiate sample tests. 
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The second process is transforming data from the format used by the 

instrument into the format used by the LIMS database. Vendors often have 

example conversion programs written for the newer instruments. The user 

must often write these programs for the older instruments. 

Beckman Instruments offers a software package, Laboratory Interface 

Language (LIL) allowing users to write programs for instruments which 

identify data items. The LIL program then reformats the identified items for 

the LIMS database. This prevents changes in the database from affecting the 

individual instrument interface programs. 

This concept may assist in the standardizing of laboratory interfaces. If 

instrument vendors provide sample programs in FORTRAN or BASIC which 

identify most data items in a standard form, LIMS vendors could provide a 

program which accepts data items from the standard form and reformats 

them for their LIMS database. Most data items from an instrument would be 

identified in a standard form. The different LIMS would then reformat only 

the data items required for their particular database. 

IV.  RECOMMENDATIONS. 

a. Based on the needs and goals of these labs, a laboratory information 

management system would be a valuable asset. The type of samples and tests 

requested by clients frequently change. The LIMS, therefore would have to 
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be flexible. The LIMS would have to be multi-user and have the ability to 

interface instruments. Support from the vendor would also be important. 

The needs of the labs could be met by several commercially available 

packages. Requirements of the software include sample tracking and 

reporting, and result entry both manually and directly from instruments. It 

should be user configurable in the login screens, menu selections, client 

reports and result data. It should provide the ability to read and write 

directly to the database with FORTRAN or BASIC. Other desired software 

features include; automatic test scheduling of routine samples, batch sample 

entry and an easy to use query language. 

The system should operate in normal office conditions, provide fast response 

time, and have the capacity for growth. The vendor should be able to supply 

software support via a telephone modem. Prior to installation of the LIMS 

the labs needs to identify a systems manager. This may be an additional 

employee or someone within the lab. This person will be involved in 

installing, and customizing the LIMS full time for 6 to 8 months. After this 

initial time period, the job should decrease to 20 percent of the systems 

manager's time. 

b. Further study of the standardization of instrument interface could focus 

on determining a standard form for data items passed from the instruments. 

Once a standard form is established, LIMS vendors could provide a program 

to reformat this standard form for their specific LIMS database. This process 
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would simplify the instrument interface process and isolate the interface 

programs from variability and changes in the UMS database. This process 

would involve discussions with UMS vendors, instrument vendors, and LIMS 

users. A paper could be presented at the next LIMS users conference to elicit 

support among LIMS users. Pressure from users would be the most effective 

way to persuade vendors to implement interfacing standards. 
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Investigation of the Potential Impact of New Photonic Materials 

on Optical Processing Systems 

by 

Frank W. Moore 

ABSTRACT 

This report summarizes research efforts conducted during the 

1987 Graduate Student Summer Support Program research term at 

AFWAL/AADO, Wright-Patterson Air Force Base, Ohio. 

Claims for the speed and dynamic range characteristics of new 

photonic materials suggest that these materials could permit the 

development of competitive optical processors. The high 

resolution claimed for these materials may make them suitable for 

numerous information processing tasks, including memory, 

analog-to-digital conversion, multiplication, and two-dimensional 

image processing. 

Non-cascadable Boolean operations have been demonstrated. 

Analog addition of two-dimensional images appears to be possible. 

Qualitative experiments suggesting uses of new photonic materials 

in optical systems have been performed, general properties of 

these materials have been determined, and future quantitative 

tests required for precise material characterization have been 

proposed. Several multiplication schemes, aimed at performance 

which would be competitive with state-of-the-art electronic 

multipliers, are also proposed. 
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I. INTRODUCTION 

The general consensus among researchers of optical processing 

technologies is that progress in optical memories and optical 

logic is largely determined by the availability cf new photonic 

materials. Until recently, materials exhibiting both the speed 

and the resolution necessary for optical processors to compete 

with existing electronics technology did net exist. Recently, 

however, photonic materials known as "Electron-Trapping" (ET) 

materials have been produced by Dr. Joseph Lindmayer and his 

associates at Quantex Corperation, under contract to the 

Aeronautical Systems Division of the United States Air Force. If 

Lindmayer's claims as to the speed and spatial resolution of ET 

materials are attainable, then an effective utilization of these 

materials could have a notable impact on future information 

processing systems. 

II. OBJECTIVES OF THE RESEARCH EFFORT 

The primary goals of this summer's research effort were to: 

1. demonstrate fundamental Boolean operations required for 

the implementation of binary optical computers; 

2. demonstrate principles of two-dimensional analog image 

addition, multiplication, and extraction; 

3. determine general properties of ET materials; 

4. perform qualitative experiments suggesting uses of these 

materials in optical systems; 

5. investigate the design of high-speed optical processing 

systems that could exploit the full potential of ET 

material   technology  and  satisfy  the  performance 

59-4 



requirements of existing and future Air Force systems. 

The following sections of this report contain a summary of 

tests performed on Electron-Trapping material samples received by 

AFWAL/AADO  from Quantex Corperaticn,  together with  brief 

discussions and assessments of test results. 

III. DEMONSTRATION OF BOOLEAN LOGIC FUNCTIONS 

Methodologies for performing the following Boolean logic 

functions using ET materials have been defined: Inversion, NOR, 

OR, AND, NAND, XOR, and Shift. Several of these functions have 

been demonstrated in the laboratory. Detailed descriptions of the 

Inversion and NOR implementations have been included in this 

report; other operations are similar. Note from the feasibility 

of the NOR operation that every existing digital logic circuit 

can be constructed from photonic components. 

Because the three wavelengths A3 (to store photonic energy in 

the ET material), X, (to induce emission of stored energy, i.e. 

read the material), and Xt (the emission wavelength of stored 

photonic energy) are distinct, combinational logic circuits 

constructed from these gates will require "wavelength conversion" 

systems. Image intensifiers could be constructed that perform the 

conversions (Xt—> XJ and ( X,—> X,)# as well as the gain and 

thresholding required to cascade photonic logic gates that 

utilize ET material technology. 

Development of "complementary" ET materials with wavelength 

characteristic triples (X4# Xt, A3) could provide a means of 

eliminating intensifiers between complementary pairs of ET 

material components. 
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A. Inversion 

1. Initially flood the surface of the ET material with A3 light. 
In effect, this step initializes all elements to a logic M1M. 

2. Illuminate the material with a two-dimensional light pattern 
(wavelength X§ ) in which bright pixels represent logical "1", 
and dark pixels represent logical "0", for a time AtMi, . 

3. Subsequent reading of the material (illumination by Xt) 
reveals that the only points of luminescence will be those 
pixels that were not exposed to X, during the previous step. 
The resulting image will be the inverse of the two-dimensional 
input pattern ("not An). 

ET Material 
(initially flooded) 

i 

o 

1 

0 

1 

0 

ET Material after At^ 
(NOT (A)} 

B.   NOR 

1. Initially flood the material surface as before. 

2. Read out images A and B from the ET material. After some tt~i» , 
only those pixels not read out by either A or B will remain 
energized; subsequent illumination of the material by X, will 
cause only these pixels to luminesce. 

ET Material 
(initially flooded) 

B NOR (A,B) 
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IV. DEMONSTRATION OF ANALOG ADDITION 

A. Set-ÜD 

At2, A2 

B. Procedure 

1. After erasing the material surface, illuminate a small circular 
area of the ET material sample with A3 light for *t,. 

2. Illuminate a second small circular area of the ET material 
sample with Xs for Att. Allow part of this area Ax to overlap 
the first illuminated region A,. 

3. Read the sample using X, light. 

C. Result Illumination 

ET Material Sample 

I     r 
^s Region 1 

Region 2 
Region 3 

Region 4 

—> At, 
 > Atj 
—> overlap of 

regions 1 
and 2 

—) none 

This test suggests that analog addition could be performed if the 

inputs and outputs remained in the linear region of the ET 

materials. In this event, 

1. for at, ■ At,, : I, " I,, » I*; I, - I, + It - 21, - 2lr. 
2. for At, - 2Atx : I» ■ 21,; Ix  » 1^; I» - I, + Iv - 3IX. 

V. GENERAL PROPERTIES OF ELECTRON-TRAPPING MATERIALS 

The next set of experiments described in this  report 

demonstrated the following ET material properties: 
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1. The output intensity depends upon the intensity of X3 light 
used to write onto the ET material surface; 

2. Out; 
used 

put intensity also depends upon the intensity of  X, light 
d to read frca the ET material surface; 

3. The material has a large dynamic range. According to Quantex, 
this range is linear through at least three orders of 
magnitude, a feature that would be useful in storing one of a 
large number of possible analog values in a particular 
position on the ET material surface (Part VII). 

4. The samples tested have high spatial resolution (Experiment 
V-3). 

Laboratory experience with ET material samples indicates that 

the intensity of At output light is monotonically dependent upon 

the intensity of A, light used to read it, through large ranges 

of stored energy and read intensity. 

A. Experiment V-l 

1.  Set-Up: 

Laser 
Light 
Sources 

<• 

Ä* 

C3-- 
Photodetector 

Filter 

ET Material 

2. Goal: 

Investigate output intensity as a function of the energy at 
which Aj light was written to the ET material, as well as the 
intensity of A, light used to read from the material. 

3. Procedure: 

a. Write on the ET material for varying durations At with 
constant intensity I. The energy thus varies as Ew - iAt. 
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b. After At, read from the material using various intensities 
of X, light. 

4. Results: 

a. Observed that the variation in output intensity is 
dependent upon the increase in read light intensity as well 
as the amount of energy written onto the ET material. 

b. Observed gradual decrease in output intensity as the sample 
was read by a constant Xt illumination. 

B. Experiment V-2 

1. Set-üp: At! 
At2 

At3 

At4 

At5 

At6 

ET Material Sample 

2. Goal: 

Demonstrate utilization of the dynamic range of ET materials. 

3. Procedure: 

a. Erase the surface of the ET material with a X, flood. 

b. Expose adjacent sections of the material to increasing 
durations of constant-intensity X3 light. 

c. Illuminate entire material with X, light. 

4. Results: 

Observed that sections of the ET material exposed to 
increasingly higher energies of Xj light had brighter output 
intensities when subsequently illuminated with a uniform X( wash. 
Furthermore, the relative brightness of these sections was 
maintained even while the intensity of light output was 
decreasing at all points on the material surface. 

C. Experiment V-3 

1. Goal: 

Determine the resolution of ET material samples. 
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2. Procedure: 

a. Uniformly erase the ET material. 

b. After placing a standard resolution chart on top of the ET 
material sample, expose the sample to X»light. 

c. Remove the resolution chart, and read the material surface 
using A| light. A measure of the resolution of the ET 
material sample will be the smallest chart bar images 
resolved on the surface of the material. 

3. Set-Up: 

Resolution Chart 

ET Material Sample 

4. Result: 

ZT material samples produced by Quantex Corporation can b* 
classified according to the thickness of the material on the 
sample surface. Experiment V-3 demonstrated that thick-film 
samples can resolve at least 100 lines over a 2-inch dimension of 
the ET material. This fact suggests that as many as 10000 
elements could be stored on these relatively inexpensive devices. 

Scientists at Quantex claim a much higher resolution for 
thin-film ET material samples (in excess of one million pixels 
per square mm). 
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VI.  RECOMMENDED FUTURS QUALITATIVE ET MATERIAL TESTS 

Numerous quantitative thin-film ET material characterization 

tests must be performed before these materials can be used in 

precision high-speed processors. A typical test set-up consisting 

of variable-intensity A5 and A, light sources, a band-pass 

filter, a Az-sensitive detector, and an ET material sample is 

shown in the following figure: 

Photodetector 

Filter 
ET Material 
Sample 

Test No. 1 — Determine the saturation level of the ET material 
(the point at which additional energy input will 
not change the amount of energy stored by the 
material). 

Test No. 2 — Determine the decay characteristics of the ET 
material during extended exposure to low levels of 
Ar-light as a function of time. 

Test No. 3 — Determine the threshold of the ET material (the 
level below which the output intensity of the 
material remains zero, or some constant, even 
after additional exposure to A, light). 

Test No. 4 — Verify the effects of various wavelengths when 
writing to the ET material; approximate the 
relative write efficiencies of candidate write 
wavelengths. 

Test No. 5 — Determine the effects of different wavelengths when 
reading and erasing the ET material; approximate 
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the relative read efficiencies of candidate read 
wavelengths. 

Test M">. 6 — Determine the wavelength X, at which ET material 
output is most intense. 

Test No. 7 — Determine the "impulse response" of the material. 

(a) What is the minimum pulse duration, for various write 
intensities, for which a desired change in the stored 
energy level can be detected? 

(b) Ecw long, and at what intensity, will the ET material 
luminesce after cessation of various write excitation 
energies? 

(c) What is the behavior of the material in response to 
read pulses of various intensities and durations? 
What is the minimum read pulse length? 

Test No. 8 — Determine exact relationships and dependencies of 
X», X| , and Xj, during simultaneous illumination of 
the ET material by \x  and Xj light. 

Test No. 9 — Once the precise characterizations of the ET 
material outlined in the previous eight tests have 
been completed, high-speed demonstration of the 
Boolean functions discussed in Section (III) of 
this report should be performed. 

VII. MULTIPLICATION ALGORITHMS USING ELECTRON-TRAPPING MATERIALS 

The high speed and high resolution of Electron-Trapping 

materials may be used when computing the product of two numbers 

in a binary-in-binary-out fashion (as required for interface with 

digital computers). In the next several pages, three schemes for 

performing Digital Multiplication by Analog Convolution (DMAC) 

are proposed: 

1. Using binary multiplicands; 
2. Using octal digits and medium-resolution column sums; 
3. Using hexadecimal digits and high-resolution column sums. 

DMAC is discussed extensively in the literature by McAulay, 

Rhodes and Guilfoyle, and others (see references). 
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Notes — The convolution of two n-bit binary numbers can be 
represented by (n+1) analog levels separated by a fixed energy 
aE. Analog ((i/n) * K) can represent i, one of n non-zero energy 
levels over linear range K such that &E « ((1/n) * K). 

The figure at right illustrates a 
means of performing DMAC in a single  a 

step for the simple case of p ■ a * b 
• (111) * (110). Optical fiber 
interconnections allow the parallel    a 
projection of operand a through 
"transmissive elements" that pass or 
block light according to the values    a 
of corresponding bits in operand b. If 
the maximum number represented by pi is 
N, then the attenuation of each fiber- 
optic connection from a to p must be 
(1/N) to keep each resulting DMAC term 
in the linear region of ET material. 

Each analog convolution, corresponding to the summation of a 
column of digits in a typical multiplication, must be converted 
to analog binary representation before being added back to the 
result accumulator in binary form. (This step may be performed 
using a small look-up table.) After (2n-2) steps, (2n) analog 
values of either 0 or 1 exist in the (2n) digit positions of the 
result accumulator. 

Predicted Performance 

t (n x n) ■ (time to load the first operand, nl, into an array of 
elements such that the transmissivity of the array 
corresponds to the binary values of nl digits) 

+ (time to shine copies of the second operand n2 thru 
the resulting nl grid onto column sum accumulators) 

+ [(2n-2) * (time to convert the resulting convolutions 
to binary equivalents and add these back 
to the result accumulator)] 

Example of Binary Multiplication — (11111111) * (11111111) 

1 
1 1 

111 
1111 
1111 

1111111 
1111111 

1 
1 
1 
1 
1 
1 
1 

123456787654321 

Generation of Product Rows 

Product Rows 

DMAC Terms (Column Sums) 
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0123456787654321 Column Sum Conversions 
0 0 10 

012345678765440 
0 10 0 
  binary equivalents tc the 

01234567876640 converted column replaces 
0 10 0 the analog value stored 
  in that column, while the 

0123456787760 higher-order bits are 
0 110 analog-added back to the 
  higher-order column sums 

012345678880 of the result. A total of 
10 0 0 (2n-2) sequential column 
  conversions are required 

01234568880 before the binary product 
10 0 0 of two binary numbers is 
  produced. 

0123457880 
10 0 0        This example illustrates a plausible 
         technique by which the multiplication 

012346780        of two n-bit binary numbers can be 
10 0 0 performed via analog convolution in 
  2n total steps. The resulting product 

01235670 will be in binary form. 
0 111 
       Photonic materials displaying a large 

0 12 3 6 7 1      linear range may be used as a substrate 
0 111        for the accumulation of partial products 
         into the "column sums" required by DMAC 

0 12 4 7 1        algorithms. 
0 111 
     Note that the "transmissive elements" shown in 

0 13 5 1    the diagram on the previous page need not be 
0 10 1      constructed using ET materials. A variety of 
       existing technologies may be suitable. The only 
0 2 3 1      feature required by this binary multiplier for 
0 11        these elements is that they have the ability 
         to either transmit or block incoming light, 
0 3 1        according to the values of the binary digits 
1 1 they represent. 

1 1 

Utilization of the Dynamic Range of ET Materials 

Discussion — the DMAC algorithm illustrated above requires 

conversion of base-n convolutions into binary  numbers,  a 

laborious and time-consuming task. A possibility for reducing the 

complexity of this chore entails a more efficient exploitation of 
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the large dynamic range of ET materials. Analog convolution may 

be performed in higher-order number bases. Fewer transformations 

(producing sum and carry) are required — one per digit column in 

the selected number base — at the expense of resolving higher 

numbers of distinct analog levels (K). Additional delay is 

incurred when converting product terms to binary form. 

The final segments of this report illustrate a possible means 

of multiplying two binary operands, yielding a binary result, by 

convolving either 8-level (octal) or 16-level (hexadecimal) 

analog intermediate numerical representations. Methodologies have 

been developed that could exploit the large dynamic range of ET 

materials to perform column adjustments in higher-order number 

bases, thereby dramatically reducing the "column carry overhead" 

entailed by existing digital multiplication schemes. 

A. Octal Digits (example) 

Procedure — 1. Convert operand  1  from  binary  to  octal 
representation via analog addition of bits, and 
write the analog result onto ET material; 

2. Perform DMAC by reading the octal conversion of 
operand 1 with an octal representation of operand 
2, projecting the resulting analog products onto 
ET material column sum accumulators; 

3. Convert column sums back to analog octal values; 
4. Convert octal digits back into binary form. 

A multiplication scheme using octal digits in intermediate 
calculations is illustrated in the diagrams that follow. The 
numbers that have been assigned to each accumulative element 
represent a relative stored energy level. For a linear range of 
energy levels between 0 and K, the fraction (i/7) of the maximum 
energy K that may be stored in a particular accumulative element 
can be interpreted as an octal digit. The fractional values shown 
represent filter transmittances. The energy level of an input 
binary digit is equal either to K, representing binary 1, or to 
0, representing binary 0. Conversion from binary to octal 
representation can be performed in a single step, with all bits 
of the original binary operand being projected through 
transmissive elements onto octal digit accumulators in parallel. 

The multiplication step is similar; however, note that the ET 
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material output resulting from the illumination of one octal 
operand by a second octal operand will represent the analog 
product of the two operands. The resulting column sums correspond 
directly to the analog convolution of appropriate octal digits. 

Products / Column sums 

42 35 49 07 
18 15 21 03 

12 10 14 02 
24 20 28 04 

42 53 76 62 37 30 04 
(analog convolutions) 

Equivalent column 
sum calculations 

C-, 

c$ 
c* 
c, 
Ca. 
C, 

(7*6) 
(7*5) 
(7*7) 
(7*1) 
(3*1) 
(2*1) 
(4*1) 

42 
(3*6) 
(3*5) 
(3*7) 
(2*7) 
(4*7) 
4 

53 
(3*6) 
(2*5) 
(4*5) 
30 

36 
(4*6) 
37 

b32-1- 22TI 
b3i-1- . &7- 
b30-1- J/7^ 
b22 - o - ^7 
b2i -1 - J/T* 
b20-i- -J^"" 
bi2~0- ^4/?" 
»11—1 — J/T" 
b10-0~ J/7 
b02-l- ^2Z b0i-0- 2/7 
boo-0- ^Z 

-^ 
7    I 

^ 
3     I 

^ 

2 

\r 4 

a22 - i - 

c31  """   ' ~ 
a™ - 0 - 
Ä22 

c. 

Son 

~, - 0 - 

cl2 

an 
a10 

ao2 

aoi 

aoo 

62 

1 

1 
1 

0 

0 
1 

CO 

CO 

i     6 
5 63 

i     7 

1 
76 6 

!     5 
7 

62 !    1 
6 
5 

37 I     7 
1 

i     6 
30 5 

7 
I     1 

04 
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Column conversions (base 10 representations of column sums shown) 

42 53 76 62 37 30 04 Analog convolution results 
I  I 

3  6  4 

42 53 76 62 40 
I 

5  0 

42 53 76 67  — 
I 

1  0  3  <■ 

42 54 76 
I 

114 

43 55 
I 

6  7 

49 
I 

Illustration of the principle 
of Column Conversion — 

read out and erase C;; 
look up oczal conversion of C; 
and add this three-digit 
number back to the 
result accumulator. 

Conversion of an octal digit to binary 
form may be performed using a 3-bit 
analog-to-digital converter. Optical 
table look-up a-to-d converters proposed 
by Dr. Alastair McAulay represent an 
ideal solution to this conversion task 
(see references). 6 1 

B. Hexadecimal Digits (example) 

"Multiply A (1111 1111 1111 1111 - FFFFh) 
times B (1111 1111 0011 1100 - FF3Ch).M 

Step 1 — Convert A to 
hexadecimal 
representation 
and store on an 
ET material 
surface as a hex 
digit H, with a 
corresponding 
energy level 
E„ - ((H/15) * K).    ~ 

Step 2 — Convert B to 
hexadecimal 
representation and 
project through 
multiple copies of 
A, summing the 
analog products at 
C to form analog 
convolution terms, 
as shown. 
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1 — 4/15 

1 — 2/15 

1  — 1/15 

1 — 8/15 

1 — 4/15 

1 — 2/15 

1 — 1/15 

1 — 8/15 

1 — 4/15 

1 — 2/15 

1 — 1/15 

1 — 8/15 

1 — 4/15 

1 — 2/15 

1 — 1/15 

CO 

CO 

CO 
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Step 3 — Use the analog value representing each convolution to 
look up a corresponding 3-digit hex number, which is 
added back to the product column sums as before. 

■J — 

0- 1! 

1- 2.1.5 

1- 1'1S 

1 - 8 15 
•4 

■» 15 

0- 2'15 

0- 1't5 

Column conversions (base 10 representations shown) 

225  450  495  675  450  225  180 

0  11 

225  450  495  675  450  236 
I 

0   14   12 

I 

225  450  495  675  464 

1  13 

225  450  496  688 
I 

2   11   0 

I 

225  452  507 

1   15 

226  467 
I 

13    3 

11 

14 

15 

1  239 
I 

15 

FFFF h 
* FF3C h 

FF3B00C4 h 

Initial Column Summations 

225 225 225 225 
225 225 225 225 

45  45  45  45 
180 180 180 180 

225 450 495 675 450 225 180 

Analog Convolution Terms 

(Total time required) - 
(time required to convert operand 1 
to hexadecimal representation) 

+ (time required to shine hex operand 
2 through copies of operand 1 and 
accumulate N column sums) 

+ (conversion and add-back times for 
resulting convolutions) 

+ (final hex-binary conversion time) 
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Recommendat ions 

The inherent parallelism and potential high-speed performance 

of optical systems offer an alternative technology for the 

solution of problems associated with electronics. The Air Force 

should continue to support the development of these systems. Two 

applications of immediate concern to the Air Force are 

analog-to-digital conversion and fast numerical calculation. 

In this report, I have summarized investigations of new 

photonic materials and their potential impact on optical 

processing technology. Based on our findings, I recommend the 

following program of action: 

1. Undertake precise characterization of Electron-Trapping 

materials supplied by Quantex Corporation, as discussed in 

section VI of this report; 

2. Support the development of analog-to-digital conversion 

systems (such as those proposed by Dr. Alastair McAulay) 

utilizing new optical technology and new photonic materials; 

3. Support the development of digital/optical interface devices 

to allow easy interconnection of electronic and optical 

sub-systems, thereby encouraging optical sub-system 

development; 

4. Support development of more complex optical sub-systems, such 

as the fast multipliers outlined in section VII of this 

report. 
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A REVIEW OF WORKLOAD MEASUREMENT IN RELATION TO VERBAL 

COMPREHENSION 

by 

Stephen T. Morgan 

ABSTRACT 

In a command and control environment, many individuals are called upon to 

engage in two activities simultaneously. Communication vith others is 

often one of these tasks. It is crucial that there be no decrement in 

performance on either task, especially in crises situations where heavy 

loading on the cognitive system is apt to be present. In order to 

optimize an individual's performance, processing strategies need to be 

analyzed and the most efficient ones incorporated into appropriate 

trat ing programs. 

This paper reviews the literature regarding workload measurement 

techniques. The purpose is to investigate the most efficacious method of 

assessing processing load during verbal comprehension. Dual-task 

paradigms are found to be valid indices of mental workload. Problems 

associated with this technique are evaluated and a possible assessment 

method is offered. 
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I. INTRODUCTION 

Many vho work in technical settings are often called upon to engage in tvo 

activities at the same time. One of the most common examples of this may 

be seen in those vho verbally communicate while devoting attention to some 

other task. In a command and control environment it is crucial that high 

performance levels be maintained on both tasks, especially in stressful 

situations where heavy loading on the cognitive system is apt to be 

present. In order to better understand the nature of time-sharing vithin 

the cognitive system, and thus keep dual task performance at optimal 

levels, it would be helpful to have a clear understanding of the related 

factors. 

I am a graduate student in the field of cognitive psychology. Hy research 

interests involve the application of workload measurement to verbal 

communication. This resulted in my assignment to the Human Resources 

laboratory. 

II. OBJECTIVES 

In analyzing time-sharing processes, the research community has used 

several techniques to measure the relative mental workload required to 

process incoming stimuli. These measures provide data which are useful in 

understanding how multiple stimuli compete for limited processing 

resources. However, there is still some question as to how stimuli fro* 

different dimensions compete with each other. Any attempt to measure 

cognitive loading of two stimuli of differing dimensions must address this 

issue. This paper will review work done in the area of mental workload 

measurement. Specifically, current mental workload measurement techniques 

will be examined, as well as the information processing theories on which 

they are based. Following, the literature vhich deals with competition 

between stimuli from different dimensions will be reviewed in order to 

investigate their demand for processing resources. 
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III. THEORETICAL OVERVIEW 

Any measure of cognitive loading requires the researcher to make certain 

assumptions regarding the nature of our processing system. These 

assumptions, vhich deal vith the structure and capacity of our mental 

resource system, are embedded vithin a number of information processing 

theories. An overviev of these theories vould be helpful in order to 

provide the framework out of vhich current cognitive measurement 

techniques arise. 

The investigation of attention has been an area of concern for many 

investigators since the beginnings of experimental psychology (James, 

1890; Titchner, 1908). The Behaviorist and Gestalt schools of the early 

tventieth century vent on to minimize the role of attention in their 

approach, however, and it wasn't until the 1950's that attention began to 

play a key role in the burgeoning field of cognitive psychology (Kahneman, 

1973). It was at this point tha; some of the first comprehensive models 

of information processing vere put forth. These models have evolved over 

the course of the last thirty years in order to accommodate a growing body 

of research in the field. 

Broadbent (1958) viewed the human information processor as working within 

the constraints of a limited capacity. This theory, like other 

"bottleneck" theories, claims that when an individual is presented vith a 

number of different stimuli simultaneously, all information is processed 

in parallel until it reaches some specific point (the "bottleneck") at 

vhich the system must deal with the information in a serial manner. 

Broadbent's filter theory posits that the stimulus which is not processed 

immediately is held in short term store until the processor completes 

perception and analysis of the first stimulus. It is only when the first 

stimulus has passed through the bottleneck that processing can begin for 

the second. 
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In a modification of Broadbent's (1958) theory, Treisman's (1960) model 

presented filtering as a matter of attenuation. That is, processing was 

not viewed as an all-or-none phenomenon, but as a matter of degree, 

whereby the unattended message is not completely ignored, but rather 

treated with highly reduced sensitivity within the processing system. 

This model allowed for some results obtained on dichotic listening tasks 

which indicate that the unattended ear does indeed pick up a certain 

degree of information (Moray, 1959). 

Whereas Broadbent's (1958) theory places the bottleneck just prior to 

perceptual analysis, Deutsch and Deutsch (1963) claim that the bottleneck 

occurs after perceptual analysis, but prior to rehearsal and response 

selection. Interference is caused not simply by competition for 

recognition of the stimuli, but by competition for appropriate responding 

processes to the incoming stimuli. 

It is important to note that the main emphasis of bottleneck theories is 

the presence of a single limited capacity processor. Only one stimulus 

can be processed at any point in time due to a single mechanism through 

which all incoming stimuli must pass. 

Alternatives to the single channel theory of processing were suggested by 

a number of investigators. Moray (1967) proposed a system in which the 

capacity of the human processor is not limited by the structure of the 

processing mechanism, as in the bottleneck theories. Instead, Moray 

claimed a capacity theory which argues that processing limits are due to 

the overall capacity of the system as a whole. Every operation is said to 

draw on an undifferentiated pool of resources. These resources can be 

divided and used in whatever way is most appropriate to meet the demands 

placed on the processor. Thus, parallel processing can occur within the 

system as long as the total demand does not exceed the total capacity of 

the processor. 
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Kahneman (1973) provides another model of the processing system. He 

asserts that neither the single channel nor an undifferentiated capacity 

model are adequate to fully explain research reported on the subject. 

Rather, he advocates a model which combines aspects of both. In this 

model, interference can be explained by competition for the same 

operation-specific mechanism needed to process two stimuli at once. 

Interference can also be explained by the combined demands of the two 

stimuli exceeding the total capacity of the system. Thus, Kahneman 

includes in his theory both an undifferentiated capacity for the whole 

system as well as a number of sub-structures for which competition takes 

place. Furthermore, Kahneman maintains that the total capacity is 

determined by the demands made upon the system. That is, effort or 

attention are viewed as operating as a function of the complexity of the 

task at hand. The task demands a certain degree of arousal independent of 

the intentions of the processor, but dependent upon the physiological 

excitation created by the task (Kahneman, 1973). 

Norman and Bobrow (1975) expanded on Kahneman's position by introducing 

the distinction between data-limited and resource-limited processing. 

According to these authors, interference between two tasks may be due to 

limited mental resources available to the processor. Diverting resources 

to a single task will yield an increase in performance only up to a 

certain point. At this point the limiting factor is the quality of data, 

and the processing is referred to as being data-limited. This model 

claims, then, that concurrent performance on tasks which require common 

resources will show a decrement relative to single task performance. 

Other investigators have argued against any inclusion whatsoever of 

single-channel theory in a model of attention. These theorists (e.g. 

Allport, Antonis, and Reynolds ,1972; McLeod ,1977; "Javon and Gopher, 

1979) postulate a multiple resource model of mental processing. In this 

model, there is no overall capacity containing a number of sub-structures 
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as in Kahneman's (1973) model. This model posits that different mental 

operations tap different resource pools, with each pool having it's own 

capacity. The amount of interference between any two tasks depends on the 

degree to which the two tasks share a common processing mechanism. In 

this view, the more similar two tasks are to each other, the more 

interference is expected (Vickens, 1984). 

In an effort to clarify the issue of what factors are involved in task 

similarity, Vickens (1984) proposes a structure of processing which 

divides our resources into three dimensions. These dimensions are: (1) 

stages - early vs. late processing. (2) modality - auditory vs. visual 

encoding. (3) processing codes - spatial vs. verbal. According to this 

representation, greater interference will occur for two tasks which lie 

within the same dimension than for tasks which lie in different 

dimensions. 

IV. Measurement Techniques 

Measures of cognitive workload are many and varied (Moray, 1982; Villiges 

and Vierwille, 1979; Hicks and Vierwille, 1979; Vierwille and Conner, 

1983). O'Donnell and Eggemeier (1986) have proposed three major 

categories into which workload assessment techniques may be divided. 

These are: (1) subjective measures, (2) performance-based measures, and 

(3) physiological measures. Subjective measures require an individual to 

report (usually by means of a rating scale) his or her subjective 

assessment of the amount of mental effort demanded by a particular task. 

Performance-based measures use an individual's ability to perform a single 

task or concurrent dual tasks as an indication of mental workload. 

Physiological measures rely on physiological changes within the organism 

as an indication of workload demands. 

O'Donnell and Eggemeier (1986) point out that due to the variety of 

assessment techniques, one must exercise a good deal of discretion in 
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choosing the most appropriate method for any particular application. 

Decisions should be based on practical as veil as theoretical 

considerations such as sensitivity, intrusiveness, and implementation 

requirements of each technique. 

V.  SUBJECTIVE MEASURES 

Much work has been done in the area of subjective measures of cognitive 

workload (Moray, 1982). Villiges and Vierville (1979) have classified 

existing subjective techniques into two broad categories - those that use 

a rating scale in the assessment, and those that rely on a questionnaire 

or interview. O'Donnell and Eggemeier (1986) have classified subjective 

scales into the areas of rating scales and psychometric techniques. 

Among the rating scale measures is the Cooper-Harper Aircraft Handling 

Characteristics Scale (1966). This scale was designed for pilot use, but 

has been modified by several researchers for use in the general population 

(e.g. Wolfe, 1978; Vierwille and Casali, 1983b). Reflective of other 

rating scales, the Cooper-Harper scale demonstrates a high level of 

sensitivity to a number of different loads. It also requires minimal 

practice and implementation requirements. However, the scale rests on the 

assumption that ease of aircraft handling is directly related to mental 

workload. Although we may assume a relation between these processes, it 

may not be the case that this relation is always a direct one (O'Donnell 

and Eggemeier, 1985). Other problems with rating scales in general include 

operator adaptivity, subjective confusion between mental and physical 

workload, and incorrect subjective estimation of the actual workload 

required (Villiges and Vierwille, 1979). 

An alternative approach to rating scales are interviews and 

questionnaires. The structure of this method can vary from completely 

open-ended interviews to highly controlled questionnaire items. These 

measures are most often used for suppi.~.2ntal data for more objective 
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techniques, and are rarely used as the only measure of workload (Williges 

and Vierwille, 1979). The advantage of such techniques lie in the 

unobtrusiveness and ease with which they may be implemented. However, 

problems with structuring and quantifying the results of such measures 

preclude their use as a workload metric in anything more than a 

corroborative role. 

Psychometric techniques, on the other hand, overcome some problems 

associated with questionnaires by providing a quantitative measure which 

allows for interval-scaled data. This advantage allows analytic 

procedures which examine differences in the magnitude of workload between 

tasks. There are several types of psychometric measures including 

magnitude estimation, paired comparisons, the method of equal comparisons, 

and conjoint measurement and scaling (O'Donnell and Eggemeier, 1986). 

Although subjective scales have been shown to be sensitive indicators of 

workload, investigators such as Gartner and Murphy (1976) and Villiges and 

Vierwille (1979) have noted restrictions for these measures. Possible 

confounding influences include confusion between physical and mental load, 

subject bias towards what the task "should" require instead of the actual 

task demand, the relation of subjective report on short term memory, and 

the possibility that not all processing is open to subjective awareness. 

VI. PHYSIOLOGICAL MEASURES 

Physiological methods of assessing workload are some of the most widely 

researched measurement techniques (Vierwille, 1979). O'Donnell (1979) 

reports that although these measures initially appeared to be good indices 

of mental effort, many studies failed to find consistent, significant 

changes that are reflective of concurrent changes in workload. This 

failure can be attributed, in part, to the implementation requirements of 

such techniques. Rather than treating physiological measures as a global 

indication of effort, it was realized that these measures are most 
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efficacious in respect to specific physiological processes (Hassett, 

1978). O'Donnell and Eggemeier (1986) have divided physiological 

measurement techniques into several groupings. These are: measures of 

brain function, measures of eye function, measures of cardiac function, 

and measures of muscle function. 

Measures of brain function utilize the electroencephalogram recorded from 

an individual. The EEG can be monitored in order to distinguish changes 

in potential which are related to a specific event. This event-related 

potential (ERP) is then used as the index of workload. Use of ERP's has 

been discussed by Isreal, Vickens, Chesney, and Donchin (1980). These 

authors have suggested that use of ERP is indeed a valid measurement 

technique and may have advantages over other measures including 

unobtrusiveness and sensitivity to non-cognitive variables such as 

physical workload. 

Investigation of the P300 brainwave has revealed that it is elicited when 

a subject engages in processing. Although this measure is primarily used 

with discrete stimuli only, possibilities exist for its use with 

continuous stimuli. However the technique requires systematic validation. 

Also, cost and implementation concerns may be inhibitive for such an 

assessment method. 

Measures of eye function are a relatively good tool for assessing mental 

load. Since humans normally take in much information visually, and due to 

the relative ease with which the eyes may be observed, measurement of eye 

functions have been investigated. Current eye functions used to measure 

cognitive loading include pupillary response, eye point of regard, 

scanning patterns, eye blinks, and eye movement speed (O'Donnell and 

Eggemeier, 1986). These techniques, like most other physiological 

techniques, have the disadvantage of requiring rather elaborate apparatus 

and do not transfer well outside of the laboratory. 
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Other physiological measures are those which rely on cardiac and muscle 

function, by means of electrocardiograms and electromyograms respectively. 

Use of these measures have shown to yield general, global relationships 

with mental workload (Kalsbeek, 1973; Stern, 1966). However, there are 

confounding factors associated with such measures as the exact nature of 

how each particular measure is taken may vary from one researcher to the 

next. For example, cardiac measures may vary in their emphasis in timing 

and volume. These measures may be considered promising in regard to their 

potential, but lack validity at the present. 

VII. PERFORMANCE BASED MEASURES 

Measures of mental workload which utilize subject performance on one or 

more tasks have been used extensively. These measures rely on the 

assumption of a limited capacity of processing resources. O'Donnell and 

Eggemeier (1986) have divided these measures into those that make use of 

primary tasks and those that use secondary tasks. 

Primary task measures initially assess the performance of an individual on 

a task. As task demands increase it is assumed that performance will 

generally show a degradation, which may be used as an index of workload 

(Villiges and Vierwille, 1979). Primary task measures may use a single 

aspect or multiple aspects of a task in their assessment. Examples of 

those that use a single aspect of task performance are measures of error 

rate or latency of reaction. This technique has had successful 

implementation by a number of researchers (e.g. Isreal, Vickens, Chesney, 

and Donchin, 1980; Percival, 1981). Primary task measures which evaluate 

multiple aspects of a task do so in order to increase their sensitivity by 

decreasing measurement error or increasing the precision of measurement 

(O'Donnell and Eggemeier, 1986). 

Secondary task measures require that a subject engage in two tasks 

concurrently. The subject is instructed to give priority to one task, the 
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primary task, while performing a secondary task. Performance on the 

secondary task provides a measure of processing demands of the primary 

task by giving an indication of the spare mental capacity associated with 

it (the primary task). When a subject performs worse on a concurrent 

secondary task than on the same task alone, the primary task is considered 

to require processing resources. Secondary tasks have been extensively 

employed in mental resource assessment studies and have demonstrated their 

effectiveness as a diagnostic tool (Kerr, 1973). 

A number of secondary tasks have been used with success within this dual 

task paradigm. Michon (1966) used rhythmic tapping in which the subject 

is required to maintain a steady rate of finger tapping. Michon proposed 

that the demands posed by the primary task would disrupt the regularity of 

the tapping task. Posner and Boies (1971) have used a probe reaction 

technique in which subjects are required to respond to the presentation of 

a probe stimulus. This method assumes that as the processing resources 

for the primary task increases, slower reaction times to the probe will 

result. Sternberg (1966) proposes a memory search task which is similar 

to the probe reaction time task. Sternberg's task requires the subject to 

respond as quickly as possible whether or not a presented probe is a 

member of a previously memorized set. This method assumes that as more 

processing resources are demanded by the primary task, slower reaction 

times to the memory search will result. Yet another secondary task which 

has been used with success involves tracking. Power (1986) reports using 

a tracking program in which a subject is required to manually direct a 

target between a pair of undulating lines. As a concurrent primary task 

changes in it's demands, performance on the tracking task has been shown 

to change in a reflective manner. That is, the greater the primary task 

demands, the poorer the tracking. 

This dual task paradigm is based on the assumption of a limited capacity 

within the processing system in which two incoming stimuli requiring 

processing energy will often compete for available resources. The 
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question remains, however, as to what the exact nature of the stimuli must 

be in order for there to be competition. 

The literature concerning this issue has demonstrated that concurrent 

processing of varying stimuli may show interference to varying degrees. 

However, the processing of multiple stimuli almost always demonstrates a 

degradation in performance in relation to performance on either task 

alone. Mowbray (1952) reports that visual and auditory alphanumerics 

interfere with each other when subjects attempt to process both at the 

same time. In this study, subjects were required to report missing items 

in the alphabet or in numerical sequences when presented in one of four 

possible combinations: visual alphabet, auditory numerals; visual 

alphabet, visual numerals; auditory alphabet,auditory numerals; auditory 

alphabet, visual numerals. Sequences were also presented in 

non-simultaneous conditions. The results indicate that significantly more 

errors were made in the simultaneous condition than in the 

non-simultaneous condition. 

Brown, Tickner, and Simmonds (1967) examined the effects of concurrent 

communicating and driving an automobile. Subjects were asked to judge 

whether they could drive through gaps that were close in size to the width 

of their car. At the same time, messages presented via a radiophone 

required the subject to answer true or false to a reasoning problem such 

as "AB - A follows B". Performance was measured by a correct or incorrect 

response, as well as the response time. Performance on the driving task 

was based on the subjects decision to try to clear a gap, speed of 

completing the driving circuit, and the frequency of foot and steering 

controls used. Subjects were also tested on their driving and their 

communicative/reasoning skills alone. The results indicate that subjects 

performed significantly pcorsr on both tasks when engaging in them 

concurrently than when engaging in each alone. 
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Trumbo, Noble, and Swink (1967) investigated the effects of secondary 

verbal tasks on tracking performance (primary task). Verbal tasks 

required subjects to anticipate and respond verbally to a series of 

numbers presented aurally at three second intervals. A control group 

which engaged only in the tracking task was also a part of the design. 

The authors report that those subjects who engaged in both the primary and 

secondary tasks concurrently shoved significantly poorer performance on 

the tracking task than those subjects who engaged in the primary task 

alone. 

In another study involving tracking a dual-task paradigm, Wright, 

Holloway, and Aldrich (1974) examined subjects attention to visual and 

auditory verbal information vhile tracking. Subjects were required to 

process verbal information and perform a kinaesthetic tracking task 

concurrently. The tracking task required that a subject place his left 

index finger in an apparatus that randomly moved away from and tovard a 

subject over a 15 cm. distance. The subject was to track with his right 

index finger vhich was in a similar apparatus. Tracking error vas larger 

vhile receiving the verbal message, compared to control, for both auditory 

and visual messages, though the effect vas greater for visual messages. 

Vickens (1983), in an investigation of the effects of multimodal, 

concurrent processing reports similar results. Subjects in this study 

vere required to respond either visually or spatially to verbal commands, 

vhile performing a manual control task. Greater interference vas 

demonstrated for those subjects vho vere asked to respond spatially than 

for those vho vere to respond verbally. Hovever, time sharing efficiency 

vas disrupted for both conditions. 

These studies have been reported here in order to demonstrate the effects 

of multimodal, concurrent processing of multiple stimuli. Though 

obviously not an exhaustive survey, these studies are consistent vith a 

great number of other experiments vhich have examined this issue in that 
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they report greater interference for processing two stimuli concurrently 

than for a single stimulus alone. Although it has been demonstrated that 

timesharing may be poorer if the stimuli arise from the same dimension, 

the literature is consistent in its findings that stimuli arising from 

different dimensions should nevertheless show some interference. 

VIII. RECOMMENDATIONS 

In addressing the need for a measure of cognitive loading during verbal 

comprehension, this paper has examined some concepts related to the 

assessment of mental workload. It has been reported that a performance 

based measure appears to be a valid, easily implemented metric of mental 

effort. It is argued that the use of a dual task paradigm which employs 

concurrent tasks of differing dimensions should assess processing load. 

Vith this point in mind, it would seem appropriate to measure mental 

effort for verbal comprehension with a concurrent motor task. As the 

dual-task paradigm relies on interference between two stimuli, we may 

conclude that this assessment technique is capable of demonstrating 

sensitivity to mental effort even if the tasks employed arise from 

different dimensions. 
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DEVELOPMENT OF A LONG TERM SOLVENT DELIVERY SYSTEM 

by 

Lisa M. Morris 

ABSTRACT 

The basic principles have been established for 

developing a long term organic solvent delivery system. 

This system would be useful in studying neurobehavioral 

toxicity of various organic chemicals. 1,1,1 

trichloroethane (TCE) was delivered in vitro from a 0.2 ml 

reservoir ALCAP (aluminum-calcium- phosphorus oxide) 

ceramic delivery system. A sustained release of 1,1,1 TCE 

was attained for 15 days with a release rate of 0.65 mg/hr. 

A modified 2 ml reservoir ALCAP solvent delivery system had 

a sustained release of 28.8 mg/hr for four hours. In vivo 

intraperitoneal implantation of the 2 ml reservoir produced 

a sustained release of 6.9 mg/hr for 2 days as monitored by 

blood levels of 1,1,1 TCE. Release declined for the 

following six days. The data obtained in this 

investigation suggest that this simple device can be used 

for long term delivery of organic solvents. 
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I.   INTRODUCTION: 

1,1,1-trichlorethane (TCE) is a widely used solvent 

for natural and synthetic resins, oils, waxes, tar and 

alkaloids, cleaning electrical machinery and plastics and 

is found as a water contaiminant. Exposure to this chemical 

is generally through inhalation or percutaneous absorption 

in the work environment. Volatilization of 1,1,1 TCE from a 

disposal site, particularly during drilling or restoration 

activites, could result in inhalation exposures. In 

addition, the potential for ground water contamination is 

high, particularly 1n sandy soils. Recreational use of 

these ccntaiminated waters could result in dermal 

exposures. 

The National Institute for Occupational Safety and 

Health, and the Occupational Safety and Health 

Administration specify permissible exposure limits for 

humans to minimize chronic exposure of workers to these 

chemicals (NIOSH, 1987). These limits are obtained through 

experience by actual situations where unsafe conditions 

have occurred and through animal studies. 

Acute exposure studies which monitor sensory and motor 

systems have received considerable attention, however, a 

lack of knowledge exists on the effects of the solvents 

after long-term exposure. An animal model of the effects 

of chronic exposure would lead to more accurate methods for 

predicting neurotoxiclty of toxic chemicals (NIOSH, 1987). 

Although the patterns of the behaviors observed are often 

unique to t.he particular species studied,  they  are 
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generally common to all animal species including man 

(Reiter, 1978). Extrapolation utilizing models can be made 

to help determine maximum safe levels that can be 

maintained in the work environment. 

A major limitation in performing chronic studies are 

the devices used for exposure to the chemical. Most 

studies employ an oral gavage (Meirich, 1987) or inhalation 

apparatus (Gargas, 1986) which restricts the animals normal 

movement and behavior patterns or an oral gavage (Meirich, 

1987). The solvent delivery device proposed in this study 

would help to eliminate the need for an inhalation chamber, 

decrease the amount of experimenter interference, allow 

accurate dose prediction and allow complete freedom of 

movement of the animal. 

Previous work conducted by Dr. P.K. Bajpai has 

involved ALCAP ceramics for delivering a variety of 

substances. ALCAPs can deliver hormones, proteins, and 

polypeptides (Bajpai, 1985). 

II.   OBJECTIVES: 

a. My project at Toxic Haxards Laboratory was to develop a 

long term solvent delivery system which could release an 

organic solvent in a sustained manner for a period of one 

week. The first phase was designed to obtain a sustained 

release i n vitro. 

b. Once a delivery system was decided upon, the second 

phase involved implanting the device intraperitoneally and 

monitoring blood levels of the chemical  to determine Its 
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pattern of release in vivo. 

III.  MATERIALS AND METHODS: 

A. Chemical 

1,1,1 Trichloroethane (99.9% pure) was obtained form 

the Aldrich Chemical Company (Milwakee, WI.). Experiments 

were conducted with a mixture of 5% mineral oil and 1,1,1 

Tri chloroethane. 

B. Fabrication of ALCAP Ceramics 

Aluminum-calcium-phosphorus oxide  (ALCAP)  ceramic 

capsules were fabraicated by calcining a mixture of 

aluminum oxide, calcium oxide, and phosphorus pentoxide 

(50:34:16) powders (Fisher Scientific Co., Fairlawn, N.J.) 

at 1315 C for 12 hours. The calcined material (ALCAP) was 

ground in a ball mill and sized in a 400 mesh per inch 

sieve to obtain particles of 1 to 38 microns. One gram of 

the ceramic particles and .0025 gm polyvinyl alcohol (PVA) 

were then pressed at a pressure of 5000-7000 pounds on a 

French pressure cell press (Americal Instrument Co., Silver 

Spring, MD) Into a cylinder shape using a 5/16" die set. 

The cylinders were then sintered at 1500 C for 36 hours. 

C. Glass Tube Inserts 

One cm by four mm glass  tubes with a reservoir 

attached to one end were fabricated by the University of 

Dayton Glass Blowing Laboratory. 

1. Two hundred ul Glass Reservoir:  One cm by four mm 

glass tube was Inserted Inside the ALCAP ceramic with a 200 
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ul reservoir attached to one end. The reservoir extended 

beyond the ALCAP giving a total length of 2.54 cm. The 

glass had an openning of two mm at one end as well as a two 

mm openning to the reservoir. The front end of the ALCAP 

and the reservoir end was sealed with Si 1 asticR Medical 

Adhesive (Dow Corning, Midland, MI.) and allowed to dry 

overnight. Two hundred ul of 1,1,1 trichloroethane plus 5% 

mineral oil were injected by a tuberculin syringe through 

the sllastic adhesive to fill the reservoir. 

Various modifications to the 200 ul reservoir 

were examined. These Involved openning the glass tube 

leading to the reservoir to four mm or openning both ends 

so the entire tube was four mm. 

2. Two ml Glass Reservoir: A four mm by four mm 

glass tube had a two ml reservoir attached at one end. The 

two ml reservoir has a removable top with a septum inserted 

1n the center to allow relnjection of fluids Into the 

reservoir. (Total length 5.08 cm.) The four mm end was 

Inserted Into the ALCAP and sealed with Sllastic Adhesive 

along with the open end of the ALCAP and allowed to dry 

overnight. 

0. In vitro Studies 

1. Gas Chromatograph Standardization 

A Hewlett Packard (HP) 5890 Gas Chromatograph (GC) 

containing a Flame Ion1zat1on Oetector (FID) and a 10 ft. 

10X SE-30, 80/100 Supplecoport column was standardized in 

the 10-100 parts per million (PPM) range using a 20 liter 

respiratory bag. The oven temperature was maintained at 
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100° C, the Injector temperature at 125° C, the detector 

temperature at 300° C, and the Nitrogen carrier gas was 

maintained at a flow rate of 25 ml/min. A Hewlett Packard 

3393A Integrator and a Hewlett parkard 19405A Sampler/Event 

Control Module were used in conjection with the gas 

Chromatograph for analysis of the one ml samples injected 

into the GC. 

2. Analysis of 1,1,1 - Trichloroethane 

AU ALCAP ceramics used in this phase were pressed at 

7000 pounds on the French pressure cell press. In Vitro 

experiments were conducted by suspending the ALCAP 

reservoir delivery device (0.2 and 2 ml) by a string inside 

a 108 ml glass gas injection chamber. The chamber was 

attached to a redprotor electromagnetic piston air pump 

which in turn was connected to the Gas Chromatograph. A 

constant air flow of 120 ml/m1n was maintained through the 

glass chamber by the air pump. The HP Sampler/Event 

Control Nodule was programmed to automatically sample one 

ml of air from the glass chamber. Concentration of 1,1,1 

trichloroethane was determined from the standard curve. 

E.  In Vivo Studies 

The ALCAP ceramics used 1n this phase of the project 

were pressed at 5000 pound on the French pressure cell 

press. The rate of release of 1,1,1 trichloroethane into 

the blood was monitored In rats Implanted with a two ml 

ceramic reservoir containing two ml 1,1,1 trichloroethane 

and 5X mineral oil. 
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1. Cather1zat1on 

Two 320 g Fischer 344 male rats (Charles River, MA.) 

were anesthetized by a ketamine/rompun mixture (1 ml/kg) 

for catheterization with a 22 G, 8 inch Deseret Radiopaque 

cutdown catheter (Deseret Co., Sandy UT.) The catheter 

tip was passed through the left jugular vein to the right 

atrium and the sampling end passed under the skin to the 

back of the neck. A velcro vest was used to protect the 

sampling port. 

2. Intraperltoneal  Implantation of Ceramic  Reservoir 

Delivery Device 

Four days of recovery from the catheterization were 

allowed before the delivery device was Implanted. The two 

rats were anesthetized by soaking gauze in a nine liter 

glass deslcator with 35 ml of Pentrane (methoxyf1urane, 

Abott Laboratory, Chicago, IL.) and placing them 1n the 

chamber for 10 minutes. The rats remained under the 

anesthesia for 10 minutes. 1,1,1 trichloroethane plus 5t 

mineral oil was injected Into the reservoir while the rat 

was becoming anesthetized. A one cm Incision was made 1n 

the abdomen and the capsule Inserted Into the peritoneal 

cavity. The Incision was closed with two to three steel 

wound clips. 

3. Gas Chromatograph Standardization 

A Hewlett Packard 5700A Gas Chromatograph (GC) 

containing an Electron Capture Detector (ECD) and a 11 ft. 

101 SE-30 Chromasorb W-HP column was standardized with 

known concentrations of 1,1,1  trichloroethane  (1 to 20 
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ug/ml) 1n blood. A 100 ul sample of of blood from each 

standard was placed over one ml of hexane and allowed to 

equilibrate for one hour. The oven temperature was 

maintained at 70° C, detector temperature at 250° C and an 

Argon Methane gas was maintained at a flow rate of 20 

ml/m1n. AHquots of 100 ul of hexane were Injected Into 

the GC port by means of a Hamilton syringe. 

4. Blood Analysis Studies 

Following Implantation, blood samples were taken at 

15, 30, 45, 60 minutes and then at one hour Intervals for 

six hours the first day. On the following days blood 

samples were taken at 25, 26, 27, 28, 70, 72, 73, 99, 100 

and 121 hours after implantation. The drawn allquots of 100 

ul of blood were placed over one ml of hexane and allowed 

to equilibrate for one hour. 

IV.  RESULTS AND DISCUSSION: 

A.  Delivery of 1,1,1 TMchloroethane In Vitro 

A sustained release of 1,1,1 trlchloroethane from the 

200 ul reservoir delivery device was maintained for 15 days 

(Fig 1). The average release was 0.65 mg/hr with a range 

of 1.08 to 0.43 mg/hr. A constant release was maintained 

between days 5 and 12. The fluctuations seen prior to and 

after this time »rt due to the Initial saturation of the 

ALCAP and the decreasing amount of fluid remaining 

respectively. 

Predicted blood levels by computer modeling found that 

our levels would be exceeding low.  Our values were 
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predicted to be 3.2 ug/ml, however, a level of 80 ug/ml Is 

necessary to observe behavioral effects in rats. 

Modifications of the system were examined to determine 

if a higher release rate could be obtained. One 

modification involved openning up the glass insert leading 

to the reservoir so that the diameter was four mm except 

for the front end which was maintained at two mm. This 

resulted in an average release of 6.8 mg/hr for 2 days but 

the amount of fluid released was steadily declining. A 

sustained release was not obtained. 

The next modification involved openning the entire 

glass insert providing a diameter of four mm throughtout 

the insert. This system provided a sustained release of 

1,1,1 trichloroethane for 24 hours at a rate of 15.5 mg/hr. 

This was beginning to look very promising but still the 

release rate was too low to obtain any observable 

behavioral changes in the animal. 

Based on preliminary experiments done by Dr. P.K. 

Bajpal and Debbie Hollenbach, the release from a plain 

ALCAP with no glass Insert provided a release of 432 mg/hr. 

However, the rate dropped Immediately and within 30 minutes 

the release was down to 72 mg/hr and dropping steadily. By 

providing a minimal glass insert of only four mm by four mm 

attached to a two ml reservoir. It was thought that a high 

sustained release could be achelved. A similar pattern was 

obtained as before (Fig 2) except a sustained release was 

maintained for four hours at a rate of 28.8 mg/hr. 

This system provided the best results to obtain 
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constant release rate 1n the rat. Since the device would 

be 1n the animal for one week, the exposure time of the 

animal to the chemical would be longer than any other 

system in use today. Behavioral changes could possibly be 

observed due to the long exposure. 

B. Delivery of 1,1,1 Trlchloroethane In Vivo 

The blood levels of the rats fluctuated dramatically 

the first day with an average blood level of 1,1,1 TCE of 

8.3 + 3.6 mg/hr (Table 1). A sustained level was iaon on 

the second day (6.9 + 0.8 mg/hr). Unfortunately, one of 

the rats catheters clogged at this time and only one animal 

was avalable for blood collection the remainder of the 

time. Blood samples were not obtained on day 3. The 

following days showed the rates dropping steadily until a 

minimum blood level of 2.2 mg/hr was reached on day 6. 

Upon removal of the two ml ALCAP ceramic reservoir on 

the third day from the one rat, 1.5 ml of 1.1.1 

trlchloroethane was still remaining 1n the reservoir. Five 

hundred ul released over three days provides an average 

release rate of 9.3 mg/hr compared with an observed average 

release rate of 8.3 mg/hr. The ceramic device removed on 

day 6 had 1.25 ml of 1.1.1 trlchloroethane remaining. 

Release of 750 ul over 6 days had an average release rate 

of 7.0 mg/hr. This corresponded well to the actual 

average release rate of 6.7 + 3.8 mg/hr. 

This data shows that the release rate of 1,1,1 

trlchloroethane slows down with time and only provides a 

sustained release rate  In  the  very      beginning  of 
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implantation. It was unfortunate that samples could not 

have been drawn on day three to determine if the rate was 

maintained or 1f it started to drop at this point. 

V.   RECOMMENDATIONS: 

Due to the limited amount of time available for work 

on this device, only the basic ideas and principles were 

established. Further modifications to the ceramic device 

will hopefully provide a delivery device for organic 

solvents used in chronic neurobehavioral toxicity studies. 

Recommendations to Increase the release rate of the 

chemicals Include: 1) Increase the amount of PVA which 

would Increase the pore sizes; 2} Increase the particle 

sizes from -400 to 325 or greater. This would also 

increase the pore sizes; 3) Press the ALCAPs at a lower 

pressure, from 7000 to 4000; 4) Increase the size of the 

ALCAP. This would increase the surface to volume ratio 

providing a greater surface area to release the chemical. 

Along with these specific recommendations, mathematical 

modeling of the ALCAP delviery device would be a tremendous 

asset to help understand modifications implemented and 

their effects on release. The ultimate test of the 

delivery device would be to Implant It 1n the animal and 

monitor the home cage activity of the animal compared with 

controls. 
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Table 1. Amount of 1,1,1 Trichloroethane in the venous 
blood of two 300 g catheterized Fischer 344 male rats 
implanted with 2 ml ALCAP ceramic reservoir solvent 
delivery systems containing 2 ml of TCE plus 5% mineral 
oil   over  a  six  day  period. 

Time   (hrs) Rat  1 

mg/hr 

Rat  2 Average 

0.25 12.66 
0.50 5.25 
0.75 2.82 

1 3.71 
2 4.31 
3 4.56 
4 6.22 
5 8.36 
6 12.02 

25 6.23 
26 6.06 
27 6.85 
28 4.59 
70 4.12 
72 9.84 
73 2.15 
99 2.31 

100 2.73 
121 1.82 

5.20 
2.47 
6.13 
3.84 
8.77 
6.34 
7.34 

13.50 
11.60 
5.34 
5.75 
6.09 
5.27 

8.93 
3.86 
4.47 
3.77 
6.54 
5.45 
6.78 

10.93 
11.81 
5.78 
5.91 
6.47 
4.93 
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A Human Factors Evaluation of the Advanced Visual 

Technology System (AVIS) Eye Tracking Qculometer 

by 

Jerome I. Nadel 

ABSTRACT 

A human -factors evaluation of the Honeywell helmet 

mounted eye tracking oculometer system was conducted. 

Experimental tests were directed at identifying the 

physical and anthropometric -factors that lead to both 

successful and unsuccessful oculometer operability. 

Pupil size of the user was found to be the most 

significant factor affecting system performance.  Other 

factors affecting system performance were 

interpupi1lary distance (IPD) and helmet fit.  It was 

recommended that the electronic pupillary signal from 

the systems IR camera  be amplified.  This, in 

combination with a lower system pupil threshold, should 

ensure measurement accuracy  for at least 80"/. of the 

user population. 
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I. INTRODUCTION: 

The Advanced Visual Technology System (AVTS) utilises a 

high-resolution area-of--interest <AIO) display 

surrounded by a lower resolution background.  The AVTS 

employs a combination (or independent operation) of eye 

and head tracking devices to ensure that the AIO 

provides the highest resolution at the point of regard. 

General Electric Corporation, Simulation and Control 

Systems Department, is the Air Force contracted agent 

responsible -for operations and maintenance of the 

Honeywell Helmet mounted head and eye tracking systems. 

This helmet mounted system is similar the eye-control 

system described by Calhoun, Arbak, and Boff U984). 

Presently, the AIO is heavily dependent on the magnetic 

head tracking device which directs the AIO according to 

directed head movements. 

Because the AVTS was designed to operate with both nead 

and eye tracking capabilities, the Air Force Human 

Resources Laboratory has requested that res>&arch  be 

conducted to determine the cause(s) of the eye-tracking 

systems poor performance.  Such performance was 

characterized by incorrect positioning of the AÜC in 

in-dome flight simulation.  This led to -a comprehensive 

human factors investigation assessing both machine 

specifications and human limitations that affect the 

AVTS's oculometer performance. 
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As a graduate student of Industrial/Organizational 

psychology I have -focused my research efforts towards 

applied psychological issues, such as the effects of 

self-esteem on organizational decision-making (thesis 

research).  However, more recently, I have focused my 

research efforts towards the study of human factors 

issues.  Such efforts, conducted at IBM's Charlotte, 

N.C. human factors laboratory, include comparisons of 

graphics vs. text automatic teller machine (ATM) 

screens, printer function key layouts, and an 

assessment of color preference for print with 

multi-color printers.  My work with applied human 

factors experimentation combined with my extensive 

studies in the fundamentals of psychological 

experimentation, from design to statistical analysis, 

have contributed to my assignment at the Air Force 

Human Resources Laboratory. 

II. OBJECTIVES OF THE RESEARCH EFFORT: 

As stated previously, the research problem was to first, 

identify the factors relevant to successful oculometer 

functioning, and perhaps more importantly, to determine 

feasible solutions to correct these problems.  In 

collaboration with Dr. Harold Warner, University of 

Dayton Research Institute, a human factors evaluation 

of the Honeywell oculometer was conducted.  The human 

factors evaluation was conducted (a) to identify the 
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personnel for whom the oculometer operates either 

normally or incorrectly, <b) to measure the physical 

eye and head dimensions of the test, personnel, and (c) 

to analyze the relationship between these measures and 

the operability o-f the oculometer. 

Unfortunately, unlike most empirical research efforts, 

the complexity and dynamic nature of the oculometer did 

not allow for one specific experimental design with 

individually manipulated variables.  The oculometer s 

operation is based on an infrared reflection from the 

retina and the cornea which must bypass the incoming IR 

source to ultimately be picked up by an IR sensitive 

camera.  Once these reflection signals are  captured in 

the camera they must be processed by a host o-f computer 

hardware and so-ftware to complete the image and insure 

acurate eye tracking. 

This dynamic multi-level processing system made the 

identification and isolation of specific problem 

factors extremely difficult.  Therefore, a step by step 

"funnel-type" qualitative approach was taken initially 

to shorten the list of possible factors.  The initial 

list of manual mode tests contained 37 possible 

systematic tests.  Examples from this manual mode test 

list included: (1) Eye movement only, with head 

restrained, <2> head movement with eye movement, <3> 

eye color, (4) "breaK-ioc.-.: " , <5> i nner pupi i i ~.r >- 

distance, (o) infrared viewer to lock on posit JOT» of IR 
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beam, (7) vertical vs. horizontal eye movement; (8) 

calibration & linearisation, (9) pupil diameter, and 

(10) size of tracking envelope for which eye tracking 

can be maintained» 

III. PROCEDURE: 

As testing progressed, the previously mentioned 

■funnel ing of relevant -factors became more apparent» 

The procedures described in this section con-form to the 

sequence in which they were evaluated.  The results 

obtained -from each set o-f tests prescribed a 

re-formulation o-f the next test series.  This building 

block approach allowed the experimenters to dismiss, or 

■follow up, specific -factors depending on their apparent 

relatedness to oculometer functioning. 

a)  Initial tests were directed at determining, 

qualitatively, what factors appeared to effect the eye 

tracking systems performance.  Individuals to be used 

for testing were screened and categorised by pupil 

size, interpupi1lary distance (IPD), eye color, skin 

tone, and helmet fit.  Twelve subjects ran through this 

procedure which basically consisted of (1) wearing tie 

helmet to determine fit, (2) capturing "lock- on" data, 

(3) measuring pupil sine as viewed on the systems 

monitor, <4) determining distance of the right eye from 

the helmet's visor, (5) measuring pupil response as a 

function of light directed at the eye (by size and 
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oculometer operabi1ity), (6) determining relative 

position of the cornea], reflection on the pupillary 

reflection, and (7) measuring interpupi1lary distance. 

All data were recorded and qualitatively analyzed to 

determine which factors constituted further 

investigation. 

b) It appeared from the first set of preliminary 

tests, that although helmet fit appeared more critical 

for some users than others, a positive helmet fit was 

needed for both oculometer testing and AvTS "in dome" 

simulation training.  Four designs were proposed to, 

and discussed with, the General Electric engineers, 

which included an internal strapping system, a three 

bladder blood pressure cuff system, thermal lining with 

position memory, and an internal rigid helmet liner 

adjusted by a series of hand adjustable skrews. 

c) The next series of tests were conducted to 

determine individual differences on oculometer tracking 

envelopes; the area over which a "lock-on" could be 

maintained.  A "lock-on", indicated by a pupil and 

corneal reflection enclosed within two vertical and 

horizontal gates on the systems monitor, defines the 

eye tracking systems acknowledgement, of eye location,, 

All tracking envelopes were calculated in visual angle 

as measured on a specially designed LED matrix board, 
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d) The results -from previous tests led the 

experimenter's to pursue, more precisely, the impact of 

pupil size of the operability of the oculometer.  Two 

subjects (including this experimenter) volunteered to 

have their right eye dilated with an atropine  solution 

■for a within subject comparison o-f pre- and post-pupil 

dilation performance with the oculometer,.  Both pre- 

and post-dilation experimental sessions were identical; 

once the helmet was placed on the head, data was 

collected on pupil size, "lock-on" capabilities, 

oculometer tracking envelopes, and pupillary response. 

This full set o-f procedures was repeated twice for one 

of the subjects <the experimenter) to determine the 

reliability of the effect. 

e) Once again, based on the findings of the previous 

tests, additional tests were conducted manipulating the 

systems software parameters related to pupil size to 

determine if changing the systems pupil size thresholds 

and infrared projector intensities could facilitate 

usability.  As part of this test, low light goggles 

(that pick up IR light sources) were used to determine 

if the eye was in fact being flooded with IR light. 

Qualitative inspection suggested that the eye was 

receiving a strong IR signal from the projector. 

Therefore, it was felt that the systems inadequacy was 

coming from its inability to pick-up the reflection 

coming back from the retina once the light had passed 
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the pupil.  This led to a series of tests specifically 

manipulating parameters related to pupil threshold. 

f) Similar manipulations were conducted with the 

hardware components of the eye tracking system. 

Acknowledging the importance of pupil size on the 

functioning of the oculometer, a pupil video was 

engaged to monitor the actual pupil image the system 

was receiving from the camera pick-up.  In the systems 

typical operational mode, the pupil image shown is a 

composite or processed image that has gone through 

several computer filters which identify and reconstruct. 

aspects of the pupil signal.  If the signal (the IR 

reflection coming back from the retina) is to weak, the 

composite image, and its corresponding "lock-on" gates 

will not appear.  However, the pupil video allowed the 

experimenters to view the pupil signal at below system 

threshold levels.  Pupil sizes and brightness, above 

and below system threshold, were recorded to assess any 

systematic effects. 

g) The final step in this testing sequence involved a 

systematic evaluation of the helmet mounted eye 

tracking system's linearisation and calibration 

procedures.  This linearisation establishes a 

correction factor,  isted on a computerised look-up 

table, which adjusts the systems computed eye position 

according to deviations calculated in linearization. 
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The linearization task consisted of a subject, with 

head fixed in a chin rest, -fixating on individual LED' s 

on a matrix board while pressing on a trigger which 

indicated apparent -fixation»  Through this procedure 

the computer calculated the fixation deviations for 

each point, extrapolating for imaginary points not 

contained on the matrix board.  Several tests were 

conducted, manipulating various software parameters 

(i.e. normal vs. eliptical modes of operation).  At 

extreme angles of fixation, eye direction is determined 

from the shape of the eye (Merchant & Morrissette, 

1973).  For these extreme angles, the eliptical mode of 

operation should be utilized. 

It should be noted that the LED array  was initially 

designed to simulate visual angles on the parabolic 

surface of the 24' diameter dome.  However, the data 

outputs shown in the Honeywell documentation did not 

conform to this "off-rectangle" shape.  Therefore, 

several tests were conducted, varying visual vs. 

projected angles, to determine the configuration that 

produced the most accurate and reliable results. 

IV.  RESULTS: 

a)  The initial series of tests, utilizing data from 12 

subjects was perhaps the most valuable because it gave 

direction for the tests that followed.  The results 

from these tests reliably showed that pupil size had a 
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significant effect on oculometer operabi 1 i ty.  The 

range of the pupil size image, as measured from the 

systems monitor, ranged -from 1.5cm to 3.5cm« 

Unfortunately, a pupilometer could not be procured to 

measure actual pupil size.  Nevertheless, it was felt 

that the monitor generated images gave an   accurate 

measurement of the relative differences in pupil size. 

The operability of the oculometer appeared to be a 

direct f un ct i on of pupil si ze, wi t h c on si st ent 

"lock-on" above 2.5cm and no "lock-on" below 2.0cm. 

The size of the pupil also appeared to determine the 

position of the corneal reflection relative to the 

pupillary reflection, with the corneal reflection 

approaching center as pupil size increased.  The mean 

interpupi 11 ary distance (IPD) was <b9.95mm with a 

standard deviation of 4.44.  This didn't appear to have 

a significant effect of "lock-on" per se, but it did 

appear to effect the tracking envelopes (see IV - c). 

Other physical and anthropometric measures, such as 

eyes distance from the reflective visor and skin tone 

and color, did not appear to have any significant 

effect on performance. 

b)  Unfortunately, the quantifiable effect, of a secure 

helmet fit on oculometer operability was unobtainable. 

This was due to the inability of the General Electric 

engineers to produce the designed helmet systems in tne 

time course of the summer research project.  However, 
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it was observed that the importance of helmet fit was 

not invariant; it depended on pupil size.  For the test 

subjects with large pupils, obtaining easy "lock-on", 

there was a large tolerance for helmet, slip« 

Conversely, -for subjects with small pupils, proper 

helmet-fit and positioning was critical. 

c) The results of the tracking envelope tests 

indicated that interpupi1lary distance did have an 

effect on the symmetry of the envelope.  The eye 

mounted oculometer system has a reflective 

semi-circular shield over the right eye (the eye the 

system tracks).  Differences in IPD will effect the 

position o-f right eye relative to this reflective 

surface, with larger IPD's positioning the eye toward 

the right edge o-f the sur-face.  One factor that 

affected the size and shape of the tracking envelope 

was pupil size.  However, it also appeared that there 

was a negative relationship between IPD and the size of 

the envelope to the right, or the degree of tracking 

envelope asymmetry. 

d) The most conclusive results obtained came from the 

pre-dilation vs. post-dilation comparison.  For both 

subjects, the pupil dilated at least 1cm <Sl=lcm gain, 

S2=2cm gain).  With both subjects, who were selected 

for their small baseline pupil size, initial "lock-on" 

was very difficult to obtain.  However, both subjects 
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obtained excellent "lock-on" in the post-dilation 

condition-  Furthermore, tracking envelopes enlarged on 

the order of 10-20 degrees visual angle in every 

direction, and helmet fit became much less critical. 

e>   As stated previously, software parameters related 

to pupil size were manipulated to determine if altering 

the systems pupil threshold could enhance the images 

coming back from the small pupil.  Although several 

tests were conducted, manipulating several aspects of 

the programs parameters, no significant differences 

were found on the systems performance. 

f)  A more successful approach came from the hardware 

end of the system.  The pupil video allowed the 

experimenters to view the dynamic changes in pupil size 

as it went through the threshold range.  At the systems 

subthreshold levels, the composite or processed pupil 

image and its corresponding gates (indicating 

"lock-on") do not appear.  Examination of the pupil 

video, comparing sines and brightness of three subjects 

with qualitatively different pupil sizes, indicated 

that although the small pupil may not. produce a 

sufficient signal to obtain "lock-on", the system does 

acknowledge the image.  This is an important finding 

because it indicates that the weak signal produced from 

the small pupil's retinal reflection can be amplified 
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to a sufficient level to obtain "lock-on" with full eye 

tracking ability. 

g)  As stated in the procedure section of this report, 

several tests were conducted to determine the 

configuration that produced the most accurate and 

reliable linearisation data.  Unfortunately, the time 

constraints associated with the summer research program 

did not allow for any systematic relationships to be 

obtained.  General Electric plans to continue these 

efforts, attempting to procure the one test pattern 

that optimizes the linearization procedure. 

V. RECOMMENDATIONS: 

Although at least two human factors have been 

identified that reliably effect the operability of the 

oculometer, the complexity of the helmet mounted eye 

tracking system does not lend itself to mending with 

simple remedies.  Furthermore, it should be noted that 

an interaction of factors (hardware, software, and 

human user related) could potentially identify a 

situation that requires a follow-up evaluation of the 

modified system. 

a)  The finding with the greatest impact on oculometer 

operability was the effect of pupil si:e on "lock-on" 

and tracking capabilities.  When Honeywell designed 

this head and eye tracking system, an artificial eye 
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was used (with an artificial pupil of 5mm) to test its 

performance characteristics.  Although a 5mm invariant 

pupil was used, Honeywell obviously acknowledged the 

importance of pupil thresholds because hardware 

mechanisms were allocated for this function; though 

unfortunately never utilised.  Based on the results of 

this human factors evaluation three specific 

recommendations related to pupil size are  proposed <2 

hardware, 1 software). 

The test using IR vision goggles to view the IR light 

envelope on the eye in combination with the pupil video 

test, showing a pupil image at subthreshold pupil size, 

indicated that the pupi] signal <from the IR camera) 

needs to be amplified.  If amplified, the signal would 

be strong enough to pass thmuqh the filters associated 

with the composite pupil image and "lock-on" gate 

programs.  (1) It is recommended that a variable 

amplifier be placed in sequence immediately following 

the camera's pupil signal.  This would allow for subtle 

changes in magnitude of amplification, depending on the 

user's pupil size.  (2) A second, related 

recommendation involves a systematic test, varying the 

systems hardware thresholds to determine the optimal 

setting for all system users.  (3) Once these hardware 

modifications ars  completed I recommend a second 

attempt at systematically manipulating the software 
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parameters related to pupil threshold (threshold, 

intensity, chords, etc.). 

b) As stated in the results section of this report, 

the time constraints of this summer research effort, did 

not allow for completion of the linearization testing. 

General Electric, with the technical help of Honeywell 

and the Oculometer Research Institute, at Wright 

Patterson Air Force Base, should continue the»e 

efforts.  There appears to be a sign problem in the 

linearization program, such that errors from target are 

overcompensated in the opposite direction.  Once these 

program problems are  corrected a series of 

linearization tests should be conducted to assess the 

reliability of the system's data.  The final test for 

the linearization procedure should be "in-dome", with 

the AOI slaved to the head and eye tracking systems. 

The errors in linearization would be translated to 

inappropriate positioning of the AOI; deviations from 

actual eye position should be monitored and assessed. 

c) Before any "in-dome" tests ar<s  conducted it is 

essential that a secure helmet fit is obtained. 

Presently, General Electric engineers are  working on 

modified designs to produce a   universal helmet that 

will ensure less than a 3mm tolerance slip.  This 

helmet tit issue will become even more critical when 

the oculometer i =• at full operational status ana pilots 
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are  wearing the helmet mounted systems for simulation 

•flying» 

d) A last recommendation is derived from the reliable 

asymmetry of tracking envelopes.  As interpupi11ary 

distance increased, the asymmetry of the tracking 

envelope became more apparent; decreasing in size to 

the right.  Presently the reflective surface on the 

helmet's visor is semi-circular.  It was felt that if 

the reflective surface were ex tended out to the 

temporal side of the helmet, creating an eliptical 

shape, tracking symmetry could be obtained. 
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The Effects of Increased Cognitive 

Demands on Autonomie Self-regulation; An 

Indicator of Parallel Processsing in the Brain 

by 

Victoria Tepe Nasman 

ABSTRACT 

A parallel processing scheme is proposed. We tested that scheme through 

a »ingle-subject experimental design in which subjects performed several 

tasks. Ongoing electroencephalographic signals were recorded over left and 

right occipital cortex, and compared between tasks within session. As 

expected, while performing various meditation and biofeedback tasks, subjects 

demonstrated characteristic dominant frequencies of 7-13 Hz (alpha). When per- 

forming such a task concomitant with another highly associative cognitive 

task, however, subjects produced results more like those obtained in the per- 

formance of the cognitive task alone. These results support the notion that, 

while engaged in tasks which would require parallel brain processing, 

processes which would otherwise rely upon serial processing are "uncoupled." 

We propose a scheme upon which to base this interpretation. Although 

performance data on the cognitive task have not yet been thoroughly analyzed, 

our preliminary interpretation of the data is that we have obtained evidence 

to support a view of cognitive processing in which the flexibility to process 

either serially or in parallel exists, and in which the type of processing 

that is invoked will coincide with the demands of the task or tasks being 

performed. 
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I. Introduction 

I have completed three years of the graduate program at Northwestern 

University (Evanston, ID in the Department of Psychology's Behavioral 

Neuroscience Program. My research is in the area of event-related brain 

potentials (ERPs), and has been focused on the P3 component of the ERP in 

particular. 

The research problem at the School of Aerospace Medicine was an attempt 

to demonstrate parallel brain processing by requiring subjects to engage in 

cognitive as well as self-regulatory tasks simultaneously. Inherent frequency 

(EEC) data were collected as the primary indicator of the effects being 

tested. Heart-rate self-regulation and cognitive task performance data 

were also collected. 

II. Objectives of the Research Effort 

The overall objective of the research is to determine under what 

conditions human beings can (and cannot) process both cognitive information 

and biological control information. Our -.mmediate goal was to obtain evidence 

to support the notion that, in the case where both types of information must 

be processed simultaneously, reliable and characteristic indicators of 

co-processing will be apparent in EEC dominant frequency patterns. Reliable 

patterns of dominant frequency may ultimately be of practical use in the 

monitoring of aircraft pilots who must engage in self-regulatiion while at the 

same time perform highly demanding cognitive activities. 

My individual objectives as a participant in the GSSS Program were as 

follows: 

1. This project was begun one year ago (summer 1986). At that 

time, I was involved in design of the study, instrumentation and set-up, and 

preliminary data collection. Seven of the 10 total experimental sessions which 

comprise the data set we present here were run by Dr. Bremner prior to my 

arrival again this summer. My goal on my arrival here this year was to 

participate in running the remaining three sessions, to help in the analysis 

of EEC, ECG, and performance data, and to contribute to the final written 

report of the study. 
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2. As a direct result of our findings to date, we decided that one 

of our objectives should be to design a computer-generated model of parallel 

brain processing. My goal was to become competent on the software 

(HicroSaint) used to create the model, to contribute to the refinement and 

testing of that model, and to contribute to a final written report on the 

result. 

III. Overview 

The brain has a slow basic processing cycle time relative to modern 

computers. To account for this, yet explain its ability to discriminate as 

quickly as it does, theorists have postulated that the brain somehow engages 

in parallel processing rather than exclusively in the serial type of 

processing seen in most modern computers (Hinton, 1985). 

The experiment described below is based upon a parallel processing model 

in which the left cortex, the right cortex, and the hypothalamus/autonomic 

nervous system (HANS) are taken to be co-processors. The hypothesis is that 

left cortex and HANS are sometimes coupled and sometimes uncoupled in their 

processing activities. When coupled, serial processing takes place. When 

uncoupled, parallel processing predominates. Electroencephalographic dominant 

frequencies as well as heart-rate biofeedback data and task performance data 

served as indicators in our attempt to test this scheme. 

IV. The Proposed Model 

Split-brain experiments have supported the idea that left and right 

cortex co-process. We assume HANS to be an unconscious co-processor. The 

left cortex (left co-processor — LCP) is primarily a conscious processor, and 

is able to gain control of the HANS (coupling). During biofeedback 

physiological self-regulatory tasks, such control is necessary. According to 

this model, then, serial processing is predominant during physiological 

self-regulation. Where cognitive demands are such that both accurate 

discriminative performance and fast reaction time are required, however, s 

more efficient system of parallel processing will become necessary 

(uncoupling). The HANS is allowed to run in parallel until the LCP is less 

dedicated to the cognitive problem. We would predict, then, that when 

subjects are required to perform demanding cognitive and self-regulatory tasks 

simultaneously, the efficiency of parallel processing will be maintained in 
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cognitive task performance while uncoupling of the HANS and LCP will lead to a 

decrease in the ability to self-regulate. Dominant EEC frequencies in this 

dual task situation should be consistent with those obtained while performing 

cognitive task alone.  Characteristic frequency patterns of the 

self-regulatory state should dissipate. EEC alpha activity is important as an 

indicator of attentional processes; demanding cognitive processing should be 

reflected by a decrease in alpha activity (Ray & Cole, 1985). 

V. Method and Experimental Procedure 

Subjects.  Two right-handed adult male subjects each participated in the 

experiment over the course of twenty sessions. Each was trained and experienced 

in the various aspects of each experimental task (meditation, biofeedback, and 

the Perelli task). Data from the final five sessions were analyzed. Each 

subject's data was considered to be a separate experiment, in a design similar 

to Bremner et. al. (1985). 

Apparatus. Electrophysiological data-recording and storage methods were 

standard. The electroencephalogram (EEC) was monitored with Grass Ag-AgCl scalp 

electrodes over the right and left occipital cortex (01 and 02), referenced to 

each ipsilateral mastoid. Electrocardiogram (ECG) monitoring was done with 

two Con Ned pregelled disposable electrodes placed diagonally, one in the 

right subclavicular space and the other over the left intercostal space be- 

tween the 10th and 11th rib. This configuration (the CR-5 lead, Simonson, 

1971) produces a lead-II-appearing waveform. Subjects were grounded with one 

pregelled electrode, attached at the back of the neck, approximately vertebral 

C-3.  Electrode impedances were kept below 6 KOhms. 

Data Inc. amplifiers (Model 2124) were used. EEC signals were amplified 

by 30,000, with 3dB filter cutoffs set to pass signals between .5 and 30 Hz. 

ECG signals were amplified with 3dB filter cutoffs set to pass signals between 

DC and 30 Hz. Amplification values for ECG signals were determined 

within-subject, and depended upon each subject's ECG signal strength and the 

ability of the peak-detector circuit (discussed below) to identify ECG 

subcomponents.  In the case of Subject #1 ("Neal"), signals were amplified by 

1000; for Subject #2 CD0U3"), signals were amplified by 2000.  EEC and ECG 

responses were recorded on analog tape (Honeywell 101 analog tape recorder), 
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and were monitored on an oscilloscope throughout each experimental session. 

Biofeedback consisted of filtered ECG signals presented to the subject 

through a loud speaker (Helmer, 1975).  Subjects were tested in an 

electrically shielded sound-proof Industrial Acoustics Chamber, while seated 

in a well-padded chair. Instructions were given to the subject through an 

intercom. The Perelli task was presented on a TV monitor placed 1 meter in 

front of the subject. 

Data reduction and statistical analysis functions were performed in 

several stages. Conversion of EEG data from analog to digital data (A/D 

conversion) was performed off-line by a Digital Equipment Corporation PDP 

11/34 computer. The digital data were then submitted to Fourier analysis and 

frequency spectra were generated using SAS. ECG data was analyzed on-line 

using peak detection software (HIMS) created by Drew (1987), and managed on a 

Zenith 248 IBM-compatible computer. The HIMS program detected standard ECG 

subcomponent peaks (P, Q, R, S, T) and determined time duration measurements 

for heart rate (beats per minute), P-R, Q-R-S, and S-T segments of 100 

heartbeats recorded during each task. Mean times and standard deviations were 

later calculated using the LOTUS 123 (1983) software package (Kapor & Sachs, 

1983) on the same computer terminal. Output included descriptive statistics 

on five consecutive blocks of 20 heartbeats. 

Procedure. 

Once the subject was instrumented for heart and brain electrophysiological 

recording, he was seated in the sound-proof chamber, where electrode leads 

were attached to the amplifiers and recording systems. He then performed the 

five experimental tasks, each of which lasted a total of two minutes. (Where 

Perelli task sessions exceeded two minutes, only the first two minutes of 

recorded data were analyzed.) The order of tasks performed was randomly 

determined prior to each session. The five tasks were as follows: 

Meditation (MEL/R) - the subject tried to relax and slow his heart rate 

without any external stimuli (Hyman, 1978). 

Perelli (PRL/R) — the subject performed a complex cognitive task presented to 

him on a TV monitor (Perelli, 1980). The Perelli task is an adaptive task 

which involves associative memory load, memory scanning, visual scanning, and 
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a simple motor response (a right-handed button press). It is computer paced 

and adaptive to individual subject abilities. Associations are memorized as 

follows: 

1 # 

2 * 

3 > 

5 C 

The computer presents four self-paced trials.  An array of the digits is 

presented, as well as one symbol. The subject must respond by pressing a 

button he believes to correspond to the correct array digit (see example 

below. Fig.la and Fig. lb). 

\L 

2     3 D      Ü 

5 D 

D D 

Fig.la. Example presentation. Fig. lb.  Button arrangement 

and correct response (arrow). 

The mean reaction time of the four initial trials is used as a beginning 

presentation rate during the adaptive phase.  Trials are presented at succes- 

sive increments or decrements of 100 milliseconds.  Lack of response to two 

consecutive trials defines the "block" phase of the task. The computer adds 

300 milliseconds to the presentation rate at that point to allow the subject 

to 'catch up' and resume responding. When consecutive blocking occurs within 

♦/- 200 milliseconds, the task terminates. Reaction times are given by the 

computer as a measure of performance. Three sessions are run. 

Biofeedback Slow (BSL/R) — the subject received audio biofeedback of his CCC 

responses (described above) and tried to slow his heart rate (Blanchard & 

Epstein, 1978). 
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Biofeedback Fast (BFL/R) — the subject received audio biofeedback of his ECG 

responses (described above) and tried to increase his heart rate. 

Biofeedback Perelli (BPL/R) — the subject received audio biofeedback of his 

ECG responses (described above) and tried to slow his heart rate, while at the 

same time performing the Perelli task. 

VI. Results 

All experimental sessions were completed. Electroencephalographic data 

were analyzed and results supported the prediction that, during simultaneous 

cognitive and self-regulatory task performance, dominant frequencies are 

characteristic of those generated when subjects perform only the cognitive 

task. Dominant frequencies obtained during self-regulatory tasks 

(BSL/R, BFL/R, NEL/R) exhibited clear and consistent frequencies in the range 

from 8-15 Hz and at intensities which were consistent within session. During 

performance of the Perelli task alone and the Perelli task with biofeedback, 

however, subjects demonstrated more widely scattered frequencies which in- 

cluded an increase in 3-7 Hz theta activity; intensities varied widely within 

session. See Appendix A for examples of frequency spectra which were typical 

of our findings. During self-regulation tasks, alpha activity was most clear 

in the right hemisphere. During the Perelli tasks, the scattering of 

frequencies was most pronounced in the left hemisphere. 

Heart rate data has not been thoroughly analyzed as yet. Preliminary 

analysis, however, indicates that heart rate (as measured by beats-per-minute) 

did not change remarkably between tasks for Subject #1. Heart rate in this 

subject remained within 1-2 beats-per-minute between self-regulation tasks 

(meditation, biofeedback slow) and cognitive tasks (Perelli and Perelli with 

biofeedback) and were not consistent. Subject #2 demonstrated consistent 

differences between tasks, however. Self-regulatory tasks (meditation and 

biofeedback slow) yielded measures which were 4-5 beats-per-minute less than 

those which were recorded during the cognitive tasks. Hence, while this 

subject achieved a flowed heart rate during strictly self-regulatory tasks, he 

was unable to do so when attempting to perform the Perelli task with 

biofeedback. 
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Performance data from the Perelli task have not yet been analyzed. 

VII. Recommendations 

1. If this research is to be extended to an applied setting, we 

should go on to test aircraft pilots under flight-simulated conditions. 

Physiological self-regulation and cognitive tasks, then, should be much like 

those which are encountered by these subjects in flight. 

2. Pre-emption of physiological self-regulatory abilities can lead 

to loss-of-consciousness problems which result from decreased ability to 

counter the effects of extreme G-forces. The results of our research should 

be used to contribute to ongoing efforts in the development of tools which 

will help both to predict and prevent in-flight difficulties. 
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a) Biofeedback slow, left hemisphere. 

Appendix k. 

Fig. 2.  EEG dominant frequency 
spectra from Subject «1 during 
the performance of self- 
regulatory taste.  Note the 
presence of T-13H2 «lpho activity 
in each. 

:J -.•; o.", 

HI    20.o'6--:: 

b) Biofeedback slow, right hemisphere. 

13.61^6*^''- 
H: ~-. a» 

20.00* 

c) Meditation, Uft hemispner«. 

.. :."i; ••.-'»-'•>''.r'»;ir 

d) Keditstior.. riaht hemisphere. 
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Appendix  A,   cont'd. 

Fig. 3.  EEG dominant frequency 
spectra fror. Subject «i during 
the performance of cognitive 
tasks.  Note tr.at the clpno 
activity which was previously 
seen during self-regulatory 
tasks is no longer present. 

.00 

Hi     :c.oo'--:: 

a) Ferelli task, left hemisphere. 

:sOC. 

20.0C;-;" 

Perelli task, right hemisphere. 

u.^^^' 
3?Roi5 

HZ .00 :.a 

e) Biofeedbaek and Perelli task, 
left hemisphere. 

:o.oo 

d)   Biofeedaack  end  Pirelli  task. 
nemsphert. 

iii::r:ii 

•.9h". 
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Browth Curve and Phototaxis Assays 

of Axenic Chlamvdnmonas reinhardtii 155 

by 

Wendy Nguyen 

ABSTRACT 

Experimental procedure began with the inoculation of 

algal cells from a 5-day HSA plate to 5 HS and 5 HSA plates. 

Two plates? HS and HSA» were sampled every 6-9 hours for 70 

hours then at IS hour interval until 135.5 hours. With each 

sample? a cell count was done on the ZBI electronic Coulter 

Counter from which the cells/ml value was calculated. The 

cells/ml value was then used to construct a growth curve of 

the Cj. reinhardtii 125. Percentage motility of the culture 

was also observed microscopically by the hanging drop tech- 

nique. The remaining 8 plates of HS and HSA were sampled 

primarily to determine phototaxis assays on the algal cells 

for 96 hrs and to observe the effect of the different types 

of culture medium on phototaxis. Growth Curve of pure C. 

reinhardtii resembled closely that of the contaminated algae 

in both HS and HSA media. Experiments showed also that 

axenic cultures grew better in HSA than HS media. However» 

phototaxis assays showed that HS grown algal cells were more 

phototactic  than HSA grown cells  since  after 3<+ hrs of 
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growth they possessed a higher z\ OD and ^cells values  than 

those grown in HSA. 

I.  INTRODUCTION: 

Chlamydomonas reinhardtii, a major genera of the Vol- 

vocales» is a biflagellated unicellular green algae? 

10 - 15 jx~n\ in length and spherical to ovoid in shape. They 

reproduce vegetatively by cell division and possess a single 

cup-shaped chloroplast surrounding a single nucleus. An 

aquatic microorganism» C^. reinhardti i has evolved special- 

ized means of regulating its exposure to sunlight by using 

its flagella and directional light antenna which consists of 

an eye spot plus associated structures. 

C. reinhardtii can be grown on simple defined mineral 

salts media» either in liquid culture or on agar plates un- 

der light. When grown in a liquid medium, the cells retract 

their flagella before cell division. The protoplast then 

divides into a number of daughter cells which &\-e released 

after the enzymatic dissolution of the mother cell wall 

(Demets et al» 1985). Wild type cells can grow either 

photoautotrophicallyj with doubling time of about 5 hours at 

85°C when supplied with non-limiting light and CO«, or 

heterotrophically in the dark with acetate as a respirable 

carbon source '.doubling time about 15 hours at £5°C).   Cell 
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division of Chlamydomonas can also be readily synchronised 

with alternating light-dark cycles. Such an experiment was 

performed by Demets et al. (1985). Chlamydomonas cells c«*n 

be experimented by standard microbiological techniques. 

All photosynthetic organisms have evolved specialized 

means of regulating their exposure to sunlight. One form 

this adaptation has taken among the flagellated algae is 

their phototactic response; the ability to swim toward or 

away from the source of light. Phototactic algae find the 

direction or source of light by scanning their environment 

with an antenna sensitive to light. The light stimulates 

the antenna of the algae to transmit information to its 

response mechanism — the flagella» allowing it to track the 

light. More data on both the growth and phototactic ability 

of C_g. reinhardtii are necessary to fully define and charac- 

terize these algae before Phase III of this research program 

can begin. Phase III involves the testing of drugs for 

their effect upon phototaxis. 

The primary research goal of my UES Summer Graduate 

Student Research Fellowship this past summer was to conduct 

a growth curve experiment on axenic cell of Chlamydomonas 

reinhardti i. The growth curve was compared to a previous 

growth curve performed on contaminated cultures of C_._ rein- 

hardtii treated with various concentrations of the an- 

tibiotic»   gentamycin.   My  knowledge  in  tha model  ZBI 
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electronic Coulter  Counter  for cell  counts contributed 

primarily to my assignment of this project. 

II.  OBJECTIVES OF THE RESEARCH EFFORT: 

As a participant in the Summer Graduate Student Re- 

search Program working with Dr. Rex Moyer and Dr. John 

Taboada» my assignment in the algae project was to construct 

a growth curve and obtain photo taxis assays on pure C_j. rein- 

hardtii 125. The growth curve of the pure strain 1S5 was 

then compared to that of strain 125 contaminated with bac- 

teria. The growth curve experiments on the contaminated al- 

gal culture was conducted by Trinity student Dagmar Fertl in 

Spring» 1987. 

III.  MATERIALS AND METHODS: 

a. Procedures. 

C. reinhardti i strain cc-125 was obtained from Dr. 

Elizabeth Harris» Chlamydomonas Genetics Center» Duke 

University» Durham, N.C. Experimental procedure began with 

the inoculation of algal cells from a 5-day HSA plate. 

m+cubated at 23°C under "light, to 5 HS and HSA plates. 0.5 

ml of algal cells was initially harvested  from  the 5-day 
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plate and added to 10 separate tubes. Each tube contained 

4.5 ml of the following media: 5 tubes of HS and 5 HSA 

plates. The resulting inocula were mixed gently and then 

poured onto the appropriate plates. The cultures were in- 

cubated at 23°C in a constant light environment. Out of 10 

plates? cells from 2 plates? labelled as HS-0 and HSA-0, 

were removed for a cell count and motility check every 6-9 

hours for 70 hours then at 12 hour interval for 135.5 hours. 

Cells from the remaining 4 HS and 4 HSA plates were har- 

vested for cell counts and phototaxis assays every 24 hours 

for 4 days. For each motility test» 10 Ul of cells was 

removed from each culture. The relative percentage of 

motile cells was determined by the hanging drop microscopy. 

Finally» to compensate for the liquid loss due to frequent 

sampling and evaporation» the liquid media of each culture 

were replaced periodically. 

All algal cell counts were done electronically with a 

model ZBI Coulter Counter in Dr. Mover's laboratory at 

Trinity University. Originally 100 ^1 of a sample was 

aseptically removed from the liquid portion of the culture. 

Then the amount of the sample removed during the course of 

the experiment decreased to 50 Ml» 25 til and 20 p^\ in 

response to the increasing number of cells. The sample was 

added to 20 ml of Isoton and mixed by gentle inversion. 

Three counts were taken on the Coulter Counter and then 

averaged.  The averaged count was then used to calculate the 
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total number of cells/ml of the sample. In addition, each 

cell count included the identification of the peak channel 

and the number of cells at each peak. The Coulter chan- 

nelyzer was also used to generate a cell count for every 5 

channels up to 50 channels then per 10 channels up to 99. 

Fig. 1 illustrates the treatment of the data for each cell 

count. Finally? a graph of the cell size distribution for 

each sample was generated from the Coulter Graph Recorder 

after each cell count. Fig. 4 and 5 show these curves taken 

during various times in culture for both HS and HSA grown 

cells. 

b.  Fhototaxis Assay 

In addition to the cell count» photo taxis assays were 

also taken on the HS and HSA cultures every 24 hour. The 

phototaxis assays included the identification of the Gilford 

0D of the culture at 500nm> along with the calculation of 

the ^OD and of the y\cells values for each sample. All 

phototax is assays were iaken on the Gilford Response Record- 

ing Spectrophotometer at Trinity University bv Dr. Bill 

Schroeder. Table 3 shows the phototaxis data gathered on 

both HS and HSA cultures every 24 hours for 96 hours; fig. 

6 is an example of time scan curve of an HS culture taken 

after 2*+ hours 

In a phototaxis a^say« the /\pn nas calculated by sub- 

tracting the value of the OD»*« at SOOnm from the 0Dm«H oc- 
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Figure 1.  Treatment of Data 

Cells in HSA-0 were sampled at 0.00 hrs immediately follow- 
ing inoculation of the plate. 

HSA-0-1 (0.00 hrs, 100   1/20 ml Isoton, 7/21/87) 
ZBI = 30,369 30,444  32,887   Average - 31,233 
C  ■ 28,296  28,414  31,717 

Look on coincidence correction chart. Corrected number is 
33,700. Then multiply by dilution factor to calculate the 
cell/ml of sample. 

33,700 cells/0.5 ml of Isoton 
 * 2 
67,400 cells/ml of Isoton 

* 20 ml of Isoton 
1.35*10* cells/0.1 ml 
 * 10 
1.35*10"* cells/ml of sample 

2 * 20 * 10 = 400 —> dilution factor 
Dilution factors for 50  1, 25  1 and 20  1 are 800, 1600 
and 2000 respectively. 

Channel of Peak: 30 
Cell Count at Peaki 516 

Channels Readings 
0-5 5,059 
6-10 699 
11-15 799 
16-20 1  10 
21-25 2,226 , 
26-30 2,399 
31-35 2,450 
36-40 2,242 
41-45 2,068 
46-50 1,937 
51-60 3,081 
61-70 2,511 
71-80 1,942 
81-90 1,586 
91-99 1,028 

Take the percentage of cells in the channels 0-5 which isi 
5,059 / 31,717 * 100 = 16% 

Subtract  16% from 100%,  equals 84% of cells w/out subcel- 
lular debris. 
Multiply cell count of 1.35 * 10"» by 84% to get 1.13 *  10', 

the # of cells w/out counting the debris in the 
channels 0-5. 
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curring  at  the  peak of the curve.   The <^.cells value was 

defined as the total number of cells swimming into or out of 

the photo-stimulating light.  It was calculated as followed: 

cells= (cells/beam* ZiOD)/OD 
cells/beam= cells/ml* O.Slcm» 

where O.Slcma,= volume of the beam 
cells= <cells/ml* 0.E1*^0D) /OD 

IV.  Results and Discussion 

a«  Growth Curve Comparisons 

Fig.2 illustrated the growth curve of Cj_ reinhardtii in 

cultures HS-0 and HSA-0 as they were sampled over 135.5 

hours. Tables 1-3 record the principle features of the 

growth curves of the cultures. The shape of the axenic HS-0 

and HSA-0 curves resembled those of the contaminated cul- 

tures. Both noncontaminated HS-0 and HSA-0 growth curves 

matched closely with the contaminated HS-0 and HSA-0 curves 

in which no gentamycin was added. The maximum cell numbers 

of both cultures peaked at approximately the same time with 

the axenic HS-0 at ^4.25 hours and contaminated HS-0 at 90.0 

hours. Similarly« the maximum ceil numbers of the con- 

taminated HSA culture peaked at 40.7 hours as compared to 

that of the axenic HSA-0 culture which peaked at 36.73 

hours. The longer growth period of pure algal cultures 

before they reached maximum cell number was due to the 

presence of the lag phase in these growth curves.   Since an 
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older inoculum (5-day) was used in the experiment» the cul- 

tures had to go through the lag phase thus requiring more 

time to prepare for cell division during the log phase. 

Experiments with both contaminated and noncontaminated 

cultures showed that HSA cultures reached the maximum cell 

numbers in a shorter growth period than HS cultures. This 

observation indicated that algal cells whether contaminated 

or pure grew better in HSA than HS media. In addition» the 

shorter generation of HSA cultures showed that the cells 

grown in this media doubled at a faster rate than those 

grown in HS media. Finally» it was observed that the log 

phase of axenic HS algal culture (79.25 hours) was longer 

than that of the contaminated HS culture (55 hours); but» 

the log phase of the axenic HSA culture (24 hours) was 

shorter than that of the contaminated culture (39.20 hours). 

QfJUL SJJL§ Pitfrrib^mon, Curves 

Fig.4 and 5 showed tracings of the cell size distribu- 

tion curves of HS-0 and HSA-0 cultures as they were sampled 

over 135.5 hours. These curves showed that in both samples 

as the time in culture '•''creased so did the width of the 

curves and the peak channel of each sample. In culture HS- 

0» the peak channel of the samples increased from 13 at 0.00 

hours to 39 at 135.5 hours. Similarly» HSA culture showed an 

even greater increase in the peak channels than HS culture» 

from 30 at 0.00 hours to 87 at 135.5 hours. 
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The width of the peak channel generally represented the 

heterogeneity of the cell size distribution of each sample. 

The increasing channel peak of the curves showed that al- 

though the cell size was initially small <l:s> after inocula- 

tion they became gradually bigger <£>:) as they prepared to 

divide over a period of time. The cell count in the peaks 

increased as the time in culture increased because of the 

increasing number of dividing 4x cells which had settled at 

the bottom of the culture while pi sparing to divide. This 

pattern of cell size distribution curve also occurred in the 

contaminated culture. 

Motilitv 

Table 1 lists the relative motilitv of the cells over 

the 135.5 hours of culture. As the cell number in the cul- 

ture gradually increased» the relative percentage of 

motility of all cultures both in HS and HSA media decreased 

to 0. Both HS-0 and HSA-0 cultures initially showed ap- 

proximately a 60*/. motility in which the cells moved rapidly 

in a circular pattern. It was observed that at ap- 

proximately every 12 hour interval the HS and HSA cell 

motility percentage either increased or decreased. This pe- 

riodically alternate motility percentage value was dependent 

on the amount of cells that became static as thev lose 

their flagella in preparation for cell division. After kO 

hours of growth« HSA-0 cells became sluggish in movement due 
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to their rapid cell division which resulted in the dense 

area of growth observed in the hanging drop sample of the 

culture. Cell clumping of HSA cells also appeared to in- 

hibit cell movement. In contrast, HS-0 cells at this time 

continued to move energetically and no clumping of cells was 

observed. The absence of acetate in this media seemed to 

inhibit the rapid cell division seen in HSA media thus al- 

lowing for more rapid cell movement and no cell clumping. 

b.  Phototaxis 

Analysis of the phototaxis assays of HS and HSA cul- 

tures showed that HS algal cells were more phototactic than 

HSA algal cells although cells in both culture exhibited a 

high phototactic response. Table 3 showed that the QD of 

HS culture over the 96 hour growth period peaked earlier and 

possessed a higher value -Ü.OD after 24 hours than HSA cells. 

Furthermore» when HS cells were sampled after 24 hours of 

growth» the <d\ cells of HS was the greatest value obtained 

during the entire run of this experiment. Thus, the experi- 

ment indicated that even though algal cells grew better in 

HSA they were not as phototactic as HS cells. 

Phototaxis» according to Stavis and Hirschberg, varies 

with the age of the culture and is maximum during balanced 

growth. Since the HS algal cells were more phototactic than 

HSA cells» the HS media most probably contained nutrients 

that provide the algae with a medium  in which  they could 
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have a balanced growth thus enhancing their ohototaxis. The 

phototaxis values of algal cells were observed to have 

decreased as the cultures grew older. Also, similar to 

Stavis and Hirschberg's experiment» the phototaxis values of 

the cells in HS and HSA media were very high during rapid 

growth period and decreased gradually as growth slowed. The 

experiment showed that the AOD and ^eel Is value of both 

HS and HSA cells peaked after £4-48 hour of rapid growth and 

then gradually decreased after 43 hours. 
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Table 1. Algal Cell Counts and Cell 
reinhardtii 1S5 at Various 
Period. 

Size Distribution of C. 
Times During the Growth 

KS-0 

Time in Cell/ml - Channel Number Relative 
Culture Cell/ml Debris of of Cells Motility 
(Hours) _* 10^ 

1.51 

* 10"* 

1.40 

Peak 

13 

in 

1 

Peak 

,311 

<*/.) 

0.00 60 
9.85 1.70 1.51 25 245 — 

15.00 1.65 1.53 23 537 60 
£2.50 1.86 1.73 17 449 70 
3a. as a.85 a.65 as 293 — 

40.00 a.74 a.sa 17 396 30 
46.50 5.16 4.90 15 727 50 
56.75 3.94 3.70 ai & 33 425 80 
64.50 3.30 3.10 aa 348 50 
70.00 4.80 4.51 23 471 60 
82.00 5.40 5.08 37 484 30 
94.25 7.52 7.32 ai 785 5 
105.75 5.68 5.57 27 407 10 
119.00 5.40 5.08 26 364 5 
135.50 4.80 4.18 39 258 0 

HSA-0 

Time in Cell/ml - Channel Number Relative 
Culture Cell/ml Debris of of Cells Motility 
<Hours) * 10-" « 10-7 Peak in Peak (X) 

0.00 1.35 1.13 30 516 60 
9.25 0.833 0.725 as 110 — 

15.00 0.904 0.777 33 155 60 
22.50 1.91 1.78 31 433 90 
32.25 4.26 4.05 31 519 — 

40.00 7.08 6.80 39 736 40 
46.50 5.8 5.51 27 622 50 
56.75 10.8 10.40 19 957 50 
64.50 3.18 7.77 29 686 80 
70.00 8.04 7.40 31 647 10 
82.00 10.6 9.86 25 728 30 
94.25 9.54 8.68 35 597 5 
105.75 9.32 8.67 44 348 30 
119.00 9.02 8.39 47 301 0 
135.50 8.76 7.62 87 ^♦60 0 
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Table H.  Character 
Growth 

istics of Chi amydomonas I -einhardtii 

Max. # of Time in Log Generation 
eel Is/ml Culture Phase Time 

Culture * 1O*" 

7.22 

<Hrs> 

94.25 

(Urs) (Hrs) 

HS-0 15.0-94.25 34.25 
HSA-0 10.4 56.75 22.5-46.5 12.00 
HS-3 3.29 72.00 43.0-72.0 24.0 
HSA-3 4.70 72.00 24.0-72.0 24.0 

Table 3.  Phototaxis Assays of Noncontaminated C. 
reinhardti i  125 at every 24 hr during the 
4 day Growth Period 

HS 

Time in 
Culture cells/ml Acells 
(Hrs) * 10"7 ^0DBM GiJ ODBQO * 10* 

24 1.81 +0.6660 1.030 1.18 
48 1.98 +0.5590 1.0045 0.580 
78 3.58 +0.2810 0.8536 0.550 
96 2.90 +0.1981 0.9653 0.312 

HSA 

Time in 
Culture cells/ml «&cells 
(Hrs) » 10"7 <^0DBoe Gil ODBOO * 10* 

24 1.97 +0.6181 1.004 0.8481 
48 3.67 +0.7199 0.9540 0.963 
78 5.05 +0.4348 0.7628 0.637 
96 4.49 +0.3234 0.9790 0.519 
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RECOMMENDATIONS 

To further study the characteristics of C_.„ rejnhardti i» 

other experiments on algal growth are being considered. 

These projects involved the application of a circadian 

light-dark regime and/or plant hormones on the algae to test 

those effects on their growth. 

Chlamvdomonas is a microorganism that undergoes both 

mitolic and meiotic division to develop into phototactic 

gametes. Since both of *hese growth processes involves mul- 

tiple steps in which the cells expressed different 

phenotypes» it is desirable to have all cells being tested 

to be in the same stage of development. One means of 

synchronizing the growth of Chlamvdomonas is to apply a cir- 

cadian light-dark regime to a culture of algal cells» 

Demets» et al. observed that wh<-,n Cj. eugametos was grown un- 

der a regime of 16 hr light/ 8 hr dark, in a static culture 

only» the cell number doubled daily during the exponential 

phase of growth. Thus» similar experiments can be performed 

by observing the cell division of algae when they are being 

synchronized under a circadian regime in both static and 

shaken cultures. 

In addition to studying algal growth in a circadian 

rhythm» growth can also be observed by testing various plant 

hormones on algal cells. Initial experiments have begun in 

which a few plant hormones such as giberellic acid«  ind-ole- 
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3-acetic acid, kinetin, etc. were added to a plate of algal 

cells. Results showed that certain plant hormones at a 

specific concentration did inhibit or enhance algal growth. 

Since very few effort of research have been made in this 

area» the possibilities for experimental research in plant 

hormones and algal cells are infinite. 
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HICTOaSOTflOPIA PATE3IT3 P53F03K J3LL A3 MILITARY, JJT PILOTS 

by 

3ernadette P. T. Njoku 

ABSTRACT 

A computer listing of all patients examined at Brooks AF3 with 

the diagnosis of microesoptropia(sometimes referred to as micro- 

strabismus, monofixation syndrome) is obtained.    Key terms, 

especially used to determine patients not clearly defined as micro- 

esotropics includet    a) failed depth perception, b) ani3ometropia, 

c) esotropia/esophoria, d) strabismus, e) microexotropia, f) hyper- 

opia/hypermetropia, g) suppression/amblyopia, h) monofixation 

syndrome, i) diplopia(not monocular), j) heterotropla/strabismus 

and k) failed red lens test.    (Not until I960 Mere the physicians 

at 3rooks AFB alerted to keep specific records of microesotropia 

patients.)   Ihe patients' charts, mainly pilots and navigators, 

are studied and specific information is gathered, then transferred 

to individual 'microstrabismus data sheets'.   ?roa this, six 

straightforward graphs are constructedt    l) Refraction Spherical 

Equivalent vs Patient #, 2) Refraction Cylinder Astigmatism vs 

Patient .¥, 3) Verhoeff(no. passed/8) vs Patient .¥, k) Howard-Dolman 

vs Patient #, 5) Alignment vs Patient ¥ and 6) Stereo Arc Sec vs 

Patient ¥.   These data and graphs allow primarily for at-a-glar.ee 

obtaining of quantitated information and comparisons froa patient 

to patients and thus, subsequent in-depth judgement and theories 

to by made by Haj. Dr. L. Tychsen and Col. Dr. Thomas Tredici. 
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I« Introduction 

As a medical student, I have been and will be introduced tc many 

clinical conditions indirectly, through reading material, and directly, 

through patient contact. The field of ophthalmology is one which 

has proven to be interesting and progressive, especially noting the 

constant, innovative research developed at Brooks A?3. Since last 

year's assignment of collecting and compiling data on central serous 

retinopathy patients, I have realized that there are many other eye 

patholgies beyond my scope of knowledge. For this reason, returning 

this past summer further enhanced my education, particularly in the 

area of microstrabismus. 3y posing as a subject, I was also intro- 

duced to other eye diseases through projects lead by various other 

physicians and technicians. 

The Department of Ophthalmology at Brooks AFB is concerned chiefly 

with eye pathologies and the resulting effects on flying personnel. 

Since with microstrabismus where the misalignment of the eye(s) is 

cosmetically inapparent, it is necessary to determine whether this 

condition affects flying status, or whether these patients acquire 

some sort of accommodation such that flying ability is adequate. 
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II. Objectives of the Research gffort 

"Microstrabismus is a cosmetically inapparent misalignment of 

the eyes causing mildly defective perception of depth using binocular 

cues(stereopsis). The cause of the condition is unknown,-but 

available data suggest a developmental abnormality of the visual 

cortex."-5 Previously, a study was accomplished by Epstein and 

Tredici(l973) consisting of approximately 10-15 chart reviews of 

Air Force flyers. After the diagnosis of mierostrabismus, these 

patients were seen "in close follow-up in order to assess the stability 

of their condition." '' As done with the previous study, I was to 

obtain a computer list of all cases seen at U3AIi'3Aii(l99 patients are 

used for this study) and compile data — specific test values used in 

making the diagnosis. By completing this, we should have at hand 

information concerning« 

1. standard demographic data 

2. ophthalmic performance: visual acuity best corrected, 

cycloplegic refraction, stereopsis, alignment, funduscopy, 

diagnosis and other eye abnormalities, and 

3« flying performance« waiver recommended? waiver granted? 
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III. 

Microesotropia, or microstrabismus, is a condition of unknown 

etiology in which patients have straight, or almost straigat 
. . i -i   c 
(cosmetically inapparent}, eyes. Common clinical features include: "•»-"-' 

1. Amblyopia — Monocularly measured, patients show reduced 

visual acuity not correctable by refractive means, and not 

attributable to obvious structural or pathological ocular anomalies. 

"Thesre is a history of hyperopia and/or anisometropia, requiring 

correction with spectacles during pre-school years."'2 

2. Defective stereopsis — The majority of patients have 

gross stereopsis, with exception of patients with congenital 

esotropia. 

3. Inability to blfixate, or monofixation — In mono- 

fixation, one eye fixates and there is a small tropia of the 

other eye with suppression of its fovea. The inability to 

bifixate is based on a scotoma(an area of depressed vision within 

the visual field, surrounded by an area of less depressed or of 

normal vision) in the visual field of the non-fixating eye during 

binocular vision. 

h,    Suppression ~ Suppression is seen in the fovea of the 

deviating eye. An absolute macular scotoma is present under 

binocular viewing and disappears with monocular viewing. 

According to Jampolsky, suppression explains the solving of the 

diplopia caused by the minimal deviation. 

5. Anisometropia — These patients shovr different refract- 

ive error in each eye which produces the effect of having one 

eye out of focus and Images of different siae in each eye. If 

the error is great, either alternating vision or monocular 

^reference occurs. 
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Specific clinical tests for microesotropia consist of tests for 

stereopsis, or depth perception, and tests for alignment,    Stereoisis 

tests include the VTA-1,'D, Howard-Dolman and A/C Vectograph, which 

examine at distance, the Verhoeff and Titmus, which examine at near, 

the Red Lens, Bagolini, and Iforth 4 Dot.    These tests quantita^e 

stereopsis in values ranging from 15 - 3000 arc seconds.    Alignment 

tests include the Single and Alternate Uover Tests and the Four 

Diopter 3ase-0ut.    These tests measure phorias, tendencies of the 

visual axis of one eye to deviate when the other eye is covered and 

fusion is prevented(definltion), and tropias, deviations of the 

visual axis of one eye when the other eye is fixing(definition). 

A small tropia of up to 6 - 8 diopters is expected. 

Surgical, or motor, treatment is usually not necessary, except in 

rare cases with horizontal deviation greater than or equal to 20 diopters. 

The primary objective is to teach the patient to bifixate instead of 

monoflxate, or rather, to become aware simultaneously of similar 

images on each macula. 

The major goal of this aspect of the microstrabismus study is 

to record patient data in hopes of finding valid similarities and 

differences to make comparisons and thus create further hypotheses 

and theories attributable to the diseast.    So far, we have one of 

the largest, if not the largest, patient   logs since the discovery 

of micro3trabismus(l99 patients).   Also jf chief concern is the 

flying performance of these pilot-patients.    Formerly, all trained 

rdlots seen at USAF3AM were granted a wa.'ver to continue fly inc. 

Undergraduate pilot trainees were denied waiver, and were instead 

trained as navigators. 

At the conclusion, six graphs arc constructed which -llow frjr 

at-a-glance obtaining of quantltated information and comparisons 

from -»itient to patient, ri^it eye to left eye.    These iro: 
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1) Refraction Spherical Squivalent vs Patient ß 

2) Refraction Cylinder Astigmatism vs Patient $ 

3) Verhoeff(no. passes/8) vs Patient # 

4) Howard-Dolman vs Patient # 

5) Alignment vs Patient ,?, and 

6) Stereo Arc 3ec(lowest value) vs Fatient #, 
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Future work will be completed by Dr. L. Tychsan. My function was 

to serve as a data collector, and perhaps provide suggestions. As 

stated in the protocol, lack of objective evidence that fine stereopsis 

is a critical factor in flying performance is a question of concern. 

Also, follow-up would make an interesting study, that is, a cemparision 

of stereopsis and alignment from past to present per patient per 

examination. Much more work is proposed for the microstrabismus 

study. Through the enthusiasm of Dr. Tychsen and the background and 

aid of Col. Tredici, this will be a well-accomplished, innovative 

research endeavor. 
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Determination of Lumped-Ma33 Thermal Properties Associated 

With Autoclave Curing of Graphlte/Epoxy Composites 

by 

Charles W. Norfleet 

ABSTRACT 

Determination of the parameters affecting the thermal response of a 

graphite/epoxy composite was performed. A governing equation was 

developed for the process based on lumped-mass heat transfer principles. 

Numerical values of the thermal properties included in the energy 

balance equation were determined by a Newton-Raphson root solving 

method. The results of this method indicated that the bagging material 

surrounding the laminate during the cure process had significant thermal 

mass which created a slow response during the initial heating of the 

laminate. This observation led to the development of energy balance 

equations for both the bagging material and the laminate. 
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I.  INTRODUCTION 

Graphite/epoxy composite materials have traditionally been cured by 

imposing a conservative autoclave heating schedule as suggested by the 

manufacturer of the prepreg material from which the laminate is 

composed (1). Recent advances in micro-computer technology and software 

has enabled the in-situ monitoring and control of the process parameters 

and cure conditions associated with the fabrication of composite 

materials, thus being able to save considerable time in this aspect of 

constructing materials made from graphite/epoxy laminates. 

The Structural Materials Branch of the Non-Metallic Materials 

Division at Wright-Patterson Air Force Base has developed expert systems 

software capable of controlling and optimizing the curing process of 

graphite/epoxy composites (2,3). The expert systems software monitors 

the temperatures of the top and middle of the laminate as well as the 

autoclave air temperature. The air pressure in the autoclave and 

viscosity of the epoxy are also measured to more fully recognize the 

process state of the cure cycle. The software contains a knowledge base 

consisting of rules which have been established through experimentation 

and analysis of the curing process. These rules use the sensor data to 

monitor the progress of the curing laminate. Commands are then sent to 

the autoclave controller to maintain a successful cure by varying the 

temperature and pressure of the autoclave. 

In order to continue to refine and Improve on the knowledge base 

without the expense and time consumption of actual fabrication 

experiments, computer models which accurately predict the transient 

conditions of the composite are desired. Use of these models permit 

repetition of certain cure conditions while varying the knowledge base 
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pertinent to the process state being studied. Testing the rules in this 

fashion would allow for a more complete analysis of the effects on the 

cure of laminates composed of a diverse range of thicknesses, shapes, 

and prepreg materials. 

In addition to preliminary testing of the expert systems software, 

computer models would also be helpful in predicting and verifying the 

data being acquired during the cure process. Predicting ahead of the 

present process state would enable process control based on the past, 

present and the predicted future cure conditions of the laminate. 

Verification of the sensor data would permit the expert system to ignore 

seemingly erroneous sensor data and possibly replace it with data 

predicted by the model should the sensor fail completely. 

Because the expert systems can monitor the cure process without 

previous information dealing with the thermal characteristics of the 

laminate and bagging material or about the cure kinetics of the epoxy 

resin, simultaneous use of computer models would necessitate the ability 

to extract these properties based on the thermal response of the 

composite to the initial heating of the laminate. A further requirement 

would be that the data determined from the model be calculated at least 

as fast as the sensor data is acquired. 

My graduate research in process modeling of composite materials 

contributed to the development of a computer program which applied the 

theory of lumped-mass heat transfer to the prediction of the temperature 

history of a graphlte/epoxy composite. The primary assumption un 

applying this principle Is that the temperature gradients through the 

body are small enough to assume a uniform temperature distribution 

throughout the body (4). This concept lends itself nicely to modeling 
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the temperature history of the composite, since a uniform temperature is 

desired to promote a uniformly cured composite (5). The results of the 

lumped-mass model proved to be in very good agreement with a one- 

dimensional model developed by Loos and Springer (6). This simpler 

model enabled the extraction of the thermal time constant and calculated 

the transient laminate temperatures quickly. It was this research work 

and involvement with the lumped-mass model which contributed to my 

assignment at the Materials Laboratory at Wright-Patterson Air Force 

Base. 
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II. OBJECTIVES 

In curing graphite/epoxy composites, the cure is an Arrhenius 

function dependent on the laminate temperature. Therefore to be able to 

control the cure of the epoxy resin in the laminate means that one must 

be able to control the temperature of the laminate by altering the 

autoclave air temperature. The speed of the temperature response of the 

laminate is due to the thermal characteristics of the laminate and its 

environment. 

My assignment was to determine what factors affected the net 

response of the laminate temperature. Once these factors were 

recognized, a lumped-mass heat transfer equation expressing the energy 

balance of the process was to be established. The coefficients in the 

equation would represent the thermal masses having a significant effect 

on the process. The values of these coefficients were to be determined 

from the sensor data recorded from various fabrication experiments. The 

correct form of the governing equation would result in constant values 

of the coefficients during the process when no heat generation from the 

curing epoxy was occurring. 

III. DEVELOPMENT 

In developing the lumped-mass energy equation, it was assumed the 

the conductivity of the bagging material and the heat transfer 

coefficient of the autoclave air were incorporated into an effective 

heat transfer coefficient h ...    This resulted in the governing equation 

dTL 0C3r - Aheff(W * * (1) 
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where m is the mass of the composite, c is the specific heat, A is the 

surface area, T. is the autoclave air temperature, T. is the laminate 

temperature, and q is the heat generation rate of the curing epoxy. 

During the initial heating and also during the final cooling of the 

laminate, heat generation by the epoxy was considered to be negligible 

and ios respective term was dropped from equation (1). This permitted 

and exact solution for the laminate temperature to be determined from 

the governing equation. In deriving this solution an expression for the 

autoclave air temperature was assumed to be 

T, - T ♦ Bt 
A   0 

(2) 

where T    is the initial autoclave temperature,  6  is the autoclave 

temperature rate, and t is the time. This expression implied that the 

autoclave temperature would follow a linear path through all of the data 

points in any heating or cooling cycle. Inclusion of equation (2) 

yielded equation (3) for the exact solution of the laminate temperature 

history 

■ T    ♦ I  I t M t exp(-t/t) - 1   ]  } o (3) 

where the thermal time constant, t, was given by 

mc 
Äh (4) 

eff 
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Evaluation of the time constant from the sensor data was attempted by 

two common numerical techniques, a least squares fit and the Newton- 

Raphson root solving method. 

A. Least squares method 

The least squares method was employed by reducing the expressions 

for the first and second derivatives of equation (3) into the form of 

linear regressions, equations (5) and (6), respectively. 

1 dTL     1 
Ln < 1 - I dt > * -\ t (5) 

d
 TL     1        B 

Ln (™5*) - - 2 t ♦ Ln ( fi ) (6) 
dt2     T        T 

In both equations the time constant was the negative inverse of the 

slope of the line generated. Determination of the time constant by the 

least squares method with respect to equation (5) was deemed 

unsatisfactory because the autoclave temperature rate was not constant 

as described in equation (2). Instead, its magnitude decreased slowly 

over the time intervals used for this method. With regards to using the 

second derivative in equation (6), this method also produced undesirable 

results. In this case the fault lie in the method used in the expert 

systems software for calculating the value of the second derivative. 

This method permitted an error of the same order of magnitude as the 

second derivative. 

B. Newton-Raphson method 
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To accommodate for calculation of the time constant by the Newton- 

Raphson method the expression for the autoclave temperature was modified 

to assume a piece-wise linear path from one data point to the next, 

T  - T    + ß At (7) 
Ai   *1-1   1 

where At is the time step between the data points,  Ö.  is the temperature 

rate  for  the  time   interval,   and T.    and T,        are the autoclave 
Ai Ai-1 

temperatures at the present and previous data points,  respectively. 

This resulted in an exact solution of the form 

T.   - T    - ß.T +  ( T.      - T.      +6.T  ) exp( -t/x  ) (8) 
Li      Ai      i Li-1      Ai-1    i 

This equation allowed the value of the time constant to be calculated at 

each data collection point. The results from using this method as shown 

in Figure 1 indicated that the bagging material surrounding the laminate 

during the curing process had a significant thermal mass. This material 

acted as an insulating blanket and greatly contributed to the response 

time of the laminate temperature. This effect was most noticeable 

during the initial heating of the laminate as shown in Figure 1. 

However, as the epoxy bled into the bagging material, the insulating 

effect decreased. This signified that the overall thermal properties of 

the laminate and bagging material changed during the process due to the 

mass transport of the epoxy. To account for the thermal characteristics 

of the bagging material, energy balance equations were written for both 
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the  bagging material  and  the  laminate,   equations  (9) and  (10), 

respectively. 

dTB 
( mc )B 5-§ - hA ( TA - TB ) - U ( TB - TL ) (9) 

(mc >L arL -ü ( TB - TL ) + * (10) 

where the subscripts B and L pertain to the properties and temperatures 

of the bagging and laminate, respectively. The bagging material 

consisted of the items illustrated in Figure 2. However the bagging 

material represented in Loos and Springer (5) consisted of only the 

bleeder plies of which the thermal mass was determined to be negligible. 

IV. CONCLUSION 

Verification of these equations will continue in the form of a 

Master's thesis by this investigator. Preliminary studies have 

indicated that equation (10) could be used to determine the difference 

between the top and mid laminate temperatures by replacing TD and T. 

with the top and mid laminate temperatures, respectively. The ability 

to predict the bagging material temperature with equation (9) appears to 

require additional investigation into the existence of large temperature 

gradients through the bagging material. 

V. RECOMMENDATIONS 

Because of the significance the bagging material has on the thermal 

response of the composite, it is this investigators suggestion that the 

temperature at the top of the bagging material be monitored along with 
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the data already being recorded. Although it would not have a direct 

impact on the detection of exothermic reactions, it would be of 

considerable help in modeling the process. Specifically, knowing the 

temperature at this location would permit the estimation of the energy 

being added into the bagging material by the expression 

q"  - h ( TA - Ts ) (11) 

where q" is the heat flux per unit area, h is the convection heat 

transfer cov'ficient, and TS is the surface temperature of the bagging. 

For the model discussed in this report the surface temperature would 

allow for an average temperature of the bagging to be calculated and 

used in equation (y). 
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Figure 1. Tine constant variation during autoclave curing 
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Figure   2.   Autoclave curing bagging layup 
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EQUITABLE SAFETY STOCKS FOR USAF 

CONSUMABLE ITEMS 

by 

Douglas E. Phillpott 

ABSTRACT 

Current safety stock policy of the United States Air 

Force provides for different levels of absolute protection 

from backorders for different consumable items. In a group 

of items considered to be equally important to mission 

capability, current policies lead to different amounts of 

absolute safety stock protection for different items. The 

purpose of this research was to introduce equitable safety 

stock protection for consumables in a given mission impact 

code (MIC) category. 

Research findings indicate that by adopting the equity 

policy proposed, annual backorders can be decreased by 3.7% 

with a corresponding increase of 2.9% in inventory 

investment. In addition, the equity policy offers the 

opportunity to optimise inventory dollars and reduce 

inventory investment in less critical items. 

71-2 



ACKNOWLEDGEMENTS 

I would like to thank the Air Force Systems Command and 

the Air Force Office of Scientific Research for sponsorship 

of this research. In addition, I wish to express my 

gratitude to the people at the Logistics Management Center 

for their help and support. 

Several people were instrumental in the success of this 

research. Mr. Chuck Miller and Mr. Nick Qodbey provided me 

with invaluable help with the various computer programs. Mr. 

Wayne Faulkner and LTC George Orr offered their technical 

expertise. Captain Wes Roberts provided me with support, 

understanding and encouragement. I am particularly indebted 

to Ms. Gale Jarnagin who helped me every step of the way. 

71-3 



I.  INTRODUCTION 

The united States Air Force (USAF) uses safety stocks (or 

safety levels) as protection -gainst stockouts due to 

variations in demand during order and ship time (or 

leadtime). The specific inventory and safety stock equations 

cited here are given in Part Two, Volume II of Air Force 

Manual (AFM) 67-1, and are the basis for all subsequent 

references to current USAF practices. 

The USAF uses the simple Wilsonian equation for 

determining the economic order quantity (EOQ). Current USAF 

policy sets order costs at $5.20 (for non-local purchases) 

and holding costs at 15%. Also, the USAF defines the daily 

demand rate (DDR) as annual demand divided by the 365 days 

per year. With these stipulations, the Wilsonian EOQ 

equation becomes: 

EOQ = 8.3 J   365(DDR)P~~~ (1) 
P 

The USAF currently uses a two-factor model to calculate 

safety stock for consumable items.  The first factor is an 

estimate of the leadtime variance and is based upon both the 

variability of demand and the variability of the leadtime 

period. The second factor is called a C-factor and is simply 

the number of standard deviations of leadtime demand which 

the safety stock is expected to cover.  The statements given 

in  AFM 67-1 regarding stock-outs (or backorders)  for 

different C-factors imply that leadtime demand is expected to 

be approximately normally distributed. For example, a safety 

stock equivalent to two standard deviations is expected to 
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yield three percent of inventory cycles in which stock-outs 

are expected to occur. The safety level quantity (SLQ) is 

given by: 

SLQ = C /04ST(V0D) + DDR**2 (V00) (2) 

where: 

O&ST = order and ship time (leadtime) 
VOD = variance of demand during O&ST 
V00 = variance of O&ST 

Current  USAF policy limits C-factors to one  standard 

deviation for items with urgency justification codes (OJC) of 

C; items with UJCs of B are assigned C-factors of 1.5;  items 

with   UJCs  of  A  are  assigned  C-factors  of   2. 

The variance of demand during O&ST Is calculated by the 

equation: 

VOD = {[iCRD**2][(iCRD)**2/n3}/n (3) 

where: 

CRD = cumulative recurring demand 
n = number of days elapsed since first demand 

The variance of O&ST is calculated by equation (4): 

VOO = [l.FI(MI**2) - (£FI(MI)**2/N]/N (4) 

where: 

FI = number of receipts reflected in each segment 

of the routing identifier record,  frequency distribution 

table 
MI = midpoint, in days,  of each segment of the 

routing identifier record,  frequency distribution table 

N = number of receipts 

Badley and Whitin (1963) state that the number of 
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expected backorders per cycle can be approximated by 
.00 

E(Bo)c =    Wx - r)f(x)dx (5) 

where: 

E(Bo)c = expected number of backorders per cycle 
r = reorder point 
x = demand rate 

f(x) = probability that the demand will occur 

The number of expected annual backorders is obtained simply 

by    multiplying equation  (5) by the number of  reorder 

periods per year. 

RDR = D (6) 
Q 

where: 

RDR = Number reorder periods per year 
D = annual demand 
Q = EOQ value 

Given equation 3,  the number of expected annual backorders 

can be expressed as in equation 7: 

E(Bo)a = RDR   C (x - r)f(x)dx (7) 

where: 

E(Bo)a = number of expected annual backorders 

II.  Objectives of the Research Effort 

The current OSAF safety stock policy for consumables 

considers only the expected number of backorders per reorder 

period (or cycle) and neglects the number of reorder periods 

per year. The net effect of neglecting the number of annual 

backorders is to provide greater absolute safety stock 

protection for less expensive items. 
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Consider a set of consumable items that have identical 

inventory data except for price.   The following data were 

taken from AFM 67-1, Part Two, Volume II: 

D = 6.055 units 
DDR = 0.0166 units 
VOD = 2.594 units 
SLQ = 8.815 units 
V00 = 38 days 
VOD = 30 days 

Using these data,  Table 1 shows that when items have 

identical inventory data except for price,  less expensive 

items receive greater absolute safety stock protection. 

Table 1 

The Effect of Unit Price on Absolute 
Annual Backorder Protection 

Unit  Integer Annual Number  Annual Number      Annual SS 
Price  EOQ  Reorder Periods Expected Backorders Holding $ 

$ 1 20 0.30 0.05 $  1.35 

6 8 0.73 0.12 8.10 

10 6 0.94 0.15 13.50 

100 2 2.97 0.47 135.00 

1000 1 9.31 1.49 1350.00 

The results given above show the impact of the current 

USAF policies upon expected annual backorders. Under current 

policy, expected backorders per cycle is identical for all 

items; however, less expensive items receive greater annual 

absolute safety stock protection. The inventory data for 

each item is identical, except for price, which was varied to 

show the effect upon annual backorders. The results given 

above suggest that when items have identical inventory data 
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except for price, then annual backorder protection declines 

by one-third given a ten fold increase in price. 

The implications of these findings are better appreciated 

when consideration is given to items identified as high 

mission impact items. Such items are defined by the USAF 

using Mission Impact Codes (MICs). The MICs identify 

consumable items deemed critical to the successful 

accomplishment of a mission. Given two items with identical 

MICs, the current USAF policy would expensive item. This 

conclusion holds despite the fact that USAF policy provides 

for increased safety stock protection per cycle for mission 

critical items. 

This inequity in safety stock protection for items 

identified as being equally important to mission capability 

is the main concern of this study. The purpose of this 

research is to provide equitable safety stock coverage for 

consumables identified as high mission impact items. The 

equity to be introduced is an equivalent number of 

annual expected backorders for each item in a given category. 

The three basic research questions to be answered by this 

study are: 

1. Does equity in the number of annual expected 

backorders     increase    the    unit    fill     rate? 

2. What is the impact of the proposed changes on safety 

stock investment? 

3. Does equity provide for a reduction in the number of 

backorders per year? 
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III.  METHODOLOGY 

Population and Data Selection 

The population studied in this research was limited to 

the database maintained by the Air Force Logistics Management 

Center (AFLMC) at Gunter AFS, AL. The AFLMC receives data 

directly from the respective bases on a consistent basis. 

The AFLMC database is considered to be representative of the 

USAF Standard Base Supply System (SBSS). 

Foremost in the selection of data for this study was the 

selection of a suitable base for analysis. Of the 12 bases 

for which data is maintained, several are overseas bases. 

Data for overseas bases, as well as for larger continental 

United States (CONUS) bases, contain much data not directly 

associated with mission accomplishment. Data for such bases 

may contain item information associated with direct support 

of personnel. For example, the data for these bases might 

include clothing, toiletries and the like. In addition, 

these bases maintain several weapons systems which makes 

tracing a particular item to its parent weapons system 

particularly difficult. For these reasons, overseas and 

larger CONUS bases were excluded from consideration for 

study. Two bases which are relatively "clean" of the type of 

data mentioned above are England AFB and Minot AFB. Because 

of the ease of access to data for Minot AFB, it was chosen 

for study. 

Of the number of consumables contained in the Minot AFB 

item record,  only those identified as having mission impact 
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codes (MIC) of one and stockage priority codes (SPC) of one 

were selected for study. The reason for this stratification 

was that items having MICs of one are considered to be most 

critical to mission capability. In addition, items bearing 

an SPC of one may indicate a problem in the current stockage 

policy for that item. The September 1986 item record for 

Minot AFB was searched by computer for items meeting the 

above criteria. The result of computer search was 

approximately 1,200 items. From this population, a random 

sample of 31 items was chosen for analysis. The time frame 

for the study was from September 1986 through March 1987. 

Model Development 

For the purposes of this study, the economic order 

quantity (EOQ) formulation and associated variables currently 

used by the USAF was accepted (reference Equation 1). In 

addition, the safety level quantity (SLQ) formulation was 

accepted. However, only the variables associated with demand 

and order and shiptime in the SLQ equation were accepted 

(reference Equation 2). The variables under the radical are 

those concerning demand and O&ST and were accepted. The C- 

factor, which represents the number of demands the SLQ is 

expected to cover, was varied from current USAF practice. 

With the above stipulations, the experimental model was 

designed to provide equitable safety stock coverage for each 

item in the 31 item sample of MIC 1, SPC 1 consumables. To 

introduce equity, the expected number of annual backorders 

for each item was given an identical value.   The value of 
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zero expected annual backorders was assigned to each item in 

the sample because it best reflected the considerable impact 

of these items on mission capability. 

The relation given by Buchan and Koenigsberg (1963) was 

used to approximate the expected number of annual backorders: 

E(Bo) = RDR*Pb (8) 

where: 

E(Bo) = expected number of annual backorders 
RDR = number of reorder periods per year 
Pb = probability (as a X)of a backorder 

The RDR value is a characteristic of a particular item 

and is dependent on the annual demand and the EOQ value for 

the item (see Equation 6). The previous stipulations 

concerning accepted values required that RDR be a fixed 

value for each item. Therefore, in order to force 

equation 8 to zero for each item, Pb was varied. Qiven that 

Pb is simply the complement of the probability of filling an 

order, we can write: 

Pb = (1 - Pf) (9) 

where: 

Pf = probability (as a X) of filling an order 

As mentioned earlier, AFM 67-1 implies that demand can be 

expected to be normally distributed. If we assume that 

demand is approximately normally distributed, then Pf values 

can be obtained from standard normal distribution tables 

(provided  that  standard deviation values are  given). 

Recalling that the C-factor is merely the standard deviation 

of demands,  if we assume a C-factor then Pf values can be 
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obtained from the normal distribution tables. Further Pb 

values can then be obtained by the simple relation given by 

equation 9. 

This relation between C-factor, Pf and Pb was used to 

drive the model and force the expected number of annual 

backorders to zero for each item. The process was an item- 

by-item iterative procedure that was performed until the 

value of zero backorders was obtained. Before the iterative 

process began, RDR values for each item were calculated using 

equation 6. The iteration began by assuming a value for the 

C-factor, obtaining the corresponding Pf value and 

calculating Pb (Alternatively, Pb values can bn obtained 

directly from the tables). Finally, the expected number of 

annual backorders was calculated using equation 8. If the 

obtained value was not zero, the iterative procedure was 

repeated using a different C-factor until a value of zero was 

reached. With the proper C-factor values necessary to 

achieve zero annual backorders obtained, the remaining 

task was to answer the three research questions given 

earlier. These questions were answered by simulating the 

operation of the USAF supply system using the System to 

Analyze and Simulate Base Supply (SASBS). 

The SASBS is a computer routine written in the Simscript 

programming language and contains some 3,000 lines of code. 

The purpose of the SASBS is to simulate actual operation of 

the USAF Supply System (SBSS). The model has been validated 

as accurately representing the operation of the SBSS.  The 
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SASBS was used in this study because it provided the unique 

opportunity to make policy changes in current USAF practices 

and immediately observe the results. 

The simulation of the SBSS under the proposed equity 

was achieved by inputting the obtained C-factors necessary 

for zero backorders to the SASBS. Also, a simulation was 

made using the same 31 item sample under current USAF 

practices. The current USAF policies are those presented 

earlier in this paper. The latter simulation could then 

be used as a baseline for comparing the performance of the 

proposed equity policy with the performance of current USAF 

practice. The performance measure in both cases was the 

three criteria mentioned previously. 

IV.  RESULTS AND ANALYSIS 

Results of Simulations 

In addition to the baseline and zero backorder 

simulations, a third simulation was made using a value 0.5 

annual backorders for all items. The SASBS simulated the 

operation of the USAF Supply System for a period of 12 months 

in all three simulations. As mentioned previously the three 

criteria used to evaluate the effectiveness of each policy 

were unit fill rate, actual number of annual backorders and 

dollar investment in inventory. Table 2 presents the results 

of the simulations for the three runs. 
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Table 2 
Results of Simulations 

Performance 
Criterion Baseline 

Equity 
(E(Bo) = 0) 

Equity 
(E(Bo) = 0.5) 

Unit fill rate 89.08% 89.15% 89.04% 

Dollars in inventory $7038 $7243 $6623 

Number of Backorders 

ÜJC A 
ÜJC B 
ÜJC C 

68 
5 

34 

67 
5 

31 

74 
5 

34 

TOTAL 107 103 113 

The results presented in the table above represent the 

cumulative results of the 12 month simulation. The only 

difference in the input to the SASBS for each simulation was 

the value of the C-factor for each item. The baseline 

simulation assigned C-factors based on the current ÜSAF 

policies; the equity simulations assigned C-factors to each 

item based on the computer iterative procedures described 

earlier. In examining the results in Table 2 it should be 

remembered that all the items in the sample are MIC 1 items. 

That is, all the items have the potential of grounding a 

mission regardless of the ÜJC value. Table 3 presents a 

comparison of the equity simulations relative to the baseline 

simulation. 
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Table 3 
Comparison of Equity Simulations 

Relative to Baseline 

Equity Equity 
Performance Criterion        fE(Bo) = 01   (E(Bo) = 0.5) 

Increase in Unit fill rate      0.07% -0.04% 

Increase in Dollars in inventory 2.9% -5.9% 

Decrease in Number of Backorders 

ÜJC A 1.5% -8.8% 
ÜJC B     
ÜJC C 8.8%   

TOTAL 3.7% -5.6% 

Analysis of Results ; Zero Backorder Model 

The results presented in Table 3 show that a 3.7% 

reduction in total annual backorders can be achieved by 

adapting the equity policy presented in this paper. The 

corresponding increase in inventory investment is 2.9%. The 

table also shows that a modest increase in unit fill rate can 

be obtained. 

The reduction in annual backorders using the zero 

backorder equity model was an expected outcome. As a result 

of current USAF stockage policy, less protection is offered 

for more expensive items having a larger number of annual 

reorder periods. The proposed equity policy provides for 

equitable safety stock protection by equating the expected 

number of annual backorders for all items in a given MIC 

class. By providing equal protection for all items, a 

reduction in the total number of backorders is achieved. As 

a result of the equity, the percentage of demands covered by 
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the safety stocks for items having high RDR values is 

increased. At the same time, coverage for items having 

extremely low RDR values decreased. 

The implication of these findings is that current USAF 

stockage policy is investing too much money in inventories 

for items with low RDR values. Similarly, current policy 

is investing too little in inventories for items with high 

RDR values. By assigning the lowest C-factors necessary to 

achieve equity for each item, the equity policy can be viewed 

as an optimization policy. The proposed policy allows more 

monies to be invested in items with higher RDR values while 

at the same time reducing the unnecessary over-investment in 

items with lower RDR values. However, the optimal 

assignment of dollars in inventory did not result in an even 

trade-of of over-investment dollars for under-investment 

dollars. An additional $205 was necessary to achieve equity. 

In a sense, this increase in inventory investment "buys" a 

decrease of 4 annual backorders. However, the reduction in 

the number of backorders is more important that it may 

first appear. The net effect of reducing annual backorders 

is to increase mission capability. In a real sense, by 

decreasing backorders by 4, the equity policy provides for an 

equal increase in units available for missions. A further 

appreciation for the proposed equity policy can be realized 

by comparing the additional $205 necessary to the purchase 

price of 4 additional mission capable units. Under current 

USAF policy, the purchase of these units would be necessary 
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to obtain the same number of mission capable units. The 

ultimate result of the equity policy is to increase 

operational readiness through more efficient stockage policy. 

This outcome is consistent with the recommendation of the 

General Accounting Office (1981). 

Analysis cjf Results - 0-5 Backorder Model 

The results presented in Table 3 show that as compared to 

the baseline simulation, the unit fill rate falls by 0.04% 

and the number of backorders increased by 5.6%. These 

results are not unrealistic. By increasing the number of 

expected annual backorders from zero to 0.5, the number of 

actual backorders is expected to increase. However, what is 

potentially important is the decrease in inventory investment 

of 5.9%. 

It was mentioned previously that because of the 

importance of the MIC 1 items to mission capability, the 

number of expected annual backorders was set to zero. It 

appears, then, that because this model increases the number 

of expected annual backorders, it is inappropriate for the 

sample of MIC 1 items. However,the model may be of potential 

benefit in setting stockage policy for the MIC 3 and MIC 4 

items. Because these items are less critical to mission 

accomplishment, a greater number of backorders can be tolerated. 

Given a specified number of expected annual backorders, 

the equity policy appears to have the potential to 

significantly reduce the dollars invested in inventory. The 

data in Table 6 shows that if 113 actual annual backorders 
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could be tolerated, then inventory investment could be 

decreased by 5.9%. While this number of backorders may not 

be acceptable for MIC 1 items, it may be entirely acceptable 

for MIC 3 or MIC 4 items. Thus, by specifying a higher 

number of expected annual backorders, the equity policy 

appears to offer the potential of cost savings over current 

USAF stockage policy. 

V.  Conclusions and Recommendations 

This study has shown that for the selected sample of 

consumable items, the actual number of annual backorders can 

be reduced by adopting the described equity policy. The 

proposed equity policy differs from current USAF stockage 

policy in that it considers the number of reorder cycles per 

year in determining the number of expected annual backorders. 

The current USAF stockage policy, by considering only the 

expected number of backorders per reorder cycle, results in 

different levels of absolute safety stock protection for 

different items. 

The proposed equity policy can benefit the USAF in three 

areas. By setting the expected number of annual backorders 

to zero for each item in the sample, the proposed policy 

achieved equity in backorder protection for all items. The 

results indicate that the proposed equity policy offers a 

3.7% reduction in annual backorders with a corresponding 

increase in inventory investment of 2.9%. Since the items 

sampled are high mission-impact items,  this decrease in 
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backorders can be viewed as 3.7% increase in combat capability. 

Additionally, the proposed equity policy leads to optimal 

use of inventory investment dollars. By assigning the 

smallest C-factor necessary to achieve the desired number of 

annual backorders, the policy prevents over-investment in 

items having a small number of annual reorder periods. These 

saved dollars can then be invested in providing the 

additionally backorder protection needed for items having a 

large number of annual reorder periods. 

Thirdly, the proposed equity policy can be used for lower 

mission-impact items to realize substantial savings in 

inventory investment. The savings arise from specifying the 

largest number of annual backorders that can be tolerated for 

a group of items . This then results in reduced C-factors, 

safety levels and inventory investment. 

While this study has achieved favorable results, it is 

the recommendation of the author that further study be 

undertaken. Specifically, it should be determined on a 

larger scale that the increased inventory investment required 

for higher mission-impact items is justified by the reduced 

number of backorders. Additionally, further study is needed 

to determine the maximum number of allowable annual 

backorders for each class of items. Finally, research 

should be initiated to separate high mission-impact items for 

aircraft from those for other systems.  Additional study is 

necessary in order to distinguish those parts related to combat 

aircraft from those related to other systems. 
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Investigation of Expert System Design Approaches 

for Electronic Design Environments 

by 

Susan A. Poppens 

ABSTRACT 

The intent of this project is to investigate various schemes that are 

available for the design effort of electronic systems. The information 

is to be incorporated into a knowledge base to determine approaches for 

a particular design. Various design methodologies are to be 

investigated for their appropriateness and application in the aforesaid 

design environment. 

The second phase is to focus the knowledge base gathered in the design 

effort for electronic design. This knowledge base is to be 

incorporated into a rule based expert system which can be utilized by 

the design engineer in the design/development of functional 

specifications. 

72-2 

• ftjt *_n *A jusjutaumn «Lrt IM I jwifuufert J*JI wtluvjuti 



ACKNOWLEDGMENTS 

I would like to express my appreciation to the Air Force Eastern Space 

and Missile Center and to the Air Force Office of Scientific Research 

for sponsorship of this research. Thanks must also be given to 

Universal Energy Systems for their commendable job in the 

administration of this program. 

This opportunity proved to be a learning but nevertheless enjoyable 

experience because of the support given by those I worked with. Dr 

Zobrist's help and guidance throughout the summer was very much 

appreciated for the summer would not have been as successful without 

it. Mr Ray Laudermilch provided support and still allowed the freedom 

necessary for working. Lt Randy Pettit and Gene Hickey aided in 

providing a very enjoyable working atmosphere. I'd like to thank Capt 

Bill Ramey and Barbara Willis for their aid and their concern. The 

help of Latrice Weaver, Joyce Cercle, Sharon Bothwell, and Peggy Norman 

surely alleviated some of the busy work. A special thanks is also 

given for all of those who by being themselves made the summer more 

enjoyable. 

72-3 



I. INTRODUCTION: 

An expert system is a tool which could be implemented in the 

structuring of code in the actual code design. In the structuring of 

code, the characteristics of an expert system seem to indicate that an 

expert system is indeed capable of efficiently performing code 

structuring. 

An application of this could be very useful in an area where 

governmental projects are common. The range systems control of the 

Eastern Space and Missile Center employ many government employees who 

create and monitor code. Often, especially in the testing of unproven 

code, an ease of error finding is appreciated. If the code were to be 

originally structured in a uniform manner, perhaps error recovery and 

code modification would be easier. 

My interests lie in the area of Software Engineering, especially in the 

applications of CASE, computer aided software engineering. I intend to 

further research the applications of expert systems and artificial 

intelligence in this area. 
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II. OBJECTIVES OF THE RESEARCH EFFORT: 

Traditionally software has been viewed as being static. But recently 

this view has been changed. Software is quite the opposite. It is 

an evolutionary process and undergoes continuous change in order to 

cope with its everchanging environment (Belady and Leavenworth 1980). 

This constant change increases the program's entropy (unstructuredness) 

unless something is done to reduce it (Van Horn 1980). The answer 

could be found in an expert system. One of its responsibilities would 

be to retain the structuredness of programs. Thus maintaining 

modifiability and allowing programmers more ease and less effort during 

program maintenance. 

Hy objective was to see if through the use of an expert system, perhaps 

an unstructured already written program could be run through a variety 

of tests: checking precompiler syntax, conformance to standards, etc. 

The expert system would then give advice on the correction or 

reformation of the program. 

This is done through a variety of rules incorporated into a knowledge 

base of an expert system. This system asks the name of the file which 

is to be checked, runs a variety of tests on it, and determines if the 

program is sound structurally and syntactically. If it is not, then it 

reports what the trouble is and then gives a recommendation on how to 

correct the problem. 
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A variety of research has been done in code structuring by some major 

software developers. But these mainly deal with aiding the actual 

writing of the code and the design of it. I plan to use a reverse 

engineering approach which would take a rough finished product and 

clean it up so as to conform to standards. All of this would be 

accomplished through the implementation of an expert system. 

III. 

The expert system originally chosen to use was called Personal 

Consultant Easy, a Texas Instruments product. Easy is part of the 

Personal Consultant family consisting of Easy, a mini expert system, 

and two versions of Personal Consultant Plus, a full scale expert 

system. This series is written in a derivation of Lisp, namely Scheme. 

After working with Easy, the requirements of this project proved 

Easy to be too limited. So Personal Consultant Plus became the system 

used to carry on with the project. 

a. Maintenance is more easily performed on the specification of a 

language rather than the implementation resulting from that 

specification (Goldberg 1986). So it is necessary to create some sort 

of knowledge base which takes the implementation (i.e. program) and 

using the knowledge base rules generates a specification tree which is 

the structure where all the necessary information is stored. Then 

tests can be run on this tree more efficiently because it has many of 

the unimportant and unnecessary details pruned away leaving only the 

information needed for the tests. 

72-6 

i*jimA «jkaj 



This demands that one decide just vhat information is critical and 

needs to be kept and vhat can be discarded. This vital information 

is stored at the lowest possible level meaning below this level the 

information is utilized and the above levels have no need for it. An 

expert system has an inherent tree-like structure which • naturally 

suggests that it would be able to perform the actual syntax checking 

through the use of this internal structure. It could walk through the 

language's specification tree, checking the syntax as it goes, by 

progressing through different frames of the expert system. 

Structure of the program should also conform to standards. A 

structured program tends to be easier to modify and understand. Some 

of the key requirements that a structured program should uphold are 

modularity:   keeping the tasks of a program within 

certain modules and having one function 

done in an independent module, 

coupling:    separate unrelated tasks are done within 

separate unrelated modules, 

localization: all variables are kept as localized as 

possible. Global variables are kept at a 

minimum. 

In order to accomplish each of these requirements, some sort of 

internal database or knowledge base needs to be kept on all the 

variables and modules.  Then as the system goes through the tests on 
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the program, it would interact with this knowledge base and would be 

able to give recommendations when necessary. 

One example of when a recommendation would be required is when a goto 

is used in the code. The system would then run some tests on what use 

the goto has in order to ascertain whether this goto could be replaced 

with anothci control structure (Peterson, Kasimi, and Tokura 1973). 

Then the system would then tell the user how the restructuring of the 

program could be accomplished. 

b. The aim of using the expert system was based on the hope that 

its internal structure would naturally handle all that was needed. The 

tree-like specification could be utilized through use of the frame 

characteristic in the Personal Consultant Plus expert system. Each 

non-terminal in the specification could correspond with a separate 

frame of the system. Thus the knowledge needed for each frame could be 

stored in its own frame parameters and variables. A lexical analyser 

was written in PASCAL which takes a source program input and returns 

one by one each of the tokens. Then the system depending where it was 

in the program would be expecting a certain token from this program, 

i.e. expecting an identifier name after the word function in the 

declaration part of the source program. I used a very simple pseudo 

PASCAL specification to work with (figure A-l) for my source language. 

Vhen I tried to have the system check a sample program written from 

this specification,  I encountered some trouble.   The first problem 
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[program] : [block]»PERIOD; 
[block] : [declistj,[stmtlist]; 
[declist] : [decl],[declist]|#; 
[decl] : FUNCTION,IDENT,left paren,[parmlist],right paren, 

semicolon,[block],RETURN,IDENT,END; 
[parmlist]: IDENT,[mparms]; 
[mparms] : (comma,IDENT,[mparms]|#); 
[stmtlist] : [stmt],[mstmst]; 
[mstmst] : semicolon,[stmt],[mstmst]|#; 
[stmt] : [asstmt]|[i£stmt]|[vhilestmt]|[instmt]|[outstmt]; 
[ifstmt] : IF,[cond],THEN,[stmtlist],END; 
[vhilestmt] : WHILE,[cond],rK),[stmtlist],END; 
[instint] : INPUT,left_paren,[inarglist],right_paren; 
[inarglist] s IDENT,[minargsj; 
[minargs] : comma,IDENT,[minargs]|#; 
[outstmt] : OUTPUT,left_paren,[outarglist],right_paren; 
[outarglist] : [outarg],[moutargs]; 
[moutargs] : comma,[outarg],[moutargs]|#; 
[outarg] : (identjintgrjchar); 
[asstutj : [leftside], assign, [expr]; 
[leftside] : IDENT; 
[cond] : [expr] , equal, [expr]; 
[expr] : [term],(plus,[term])*; 
[term] : [fact],(asterisk,[fact])*; 
[fact] : IDENT,(left_paren,[fnarglist],right paren| #)| 

left paren,[expr],right_parenT INTGR ; 
[fnarglist] : [exprT,{mfnargs]; 
[mfnargs] : (comma,[expr],[mfnargs]|t); 

FIGURE A-l.  The specification of the simple language used to test out 
the expert system. 

arose from the reading of the tokens from the file. A DOS-Call vas 

required in order to run the lexical analyser. The read-from-file 

predicate of the system is not capable of consecutively reading from a 

file. It opens the file, reads from the top, and then closes the file. 

So I modified the lexical analyser to handle that problem. It would 

delete the corresponding vord from the source file vith each call so 

that the top of the file vas the virtual pointer. But the continual 

DOS-Calls really delay the program since you have to travel from one 

environment to another. So some way to retrieve the tokens from the 

source program without changing the environments needs to be found. 
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One idea that was tried to see if it might be a possible answer was 

using DBASE III to store the information and working with that. But 

this involved the timely changing environments also. 

Another problem encountered was the way the rules are fired by the 

system. A rule is not tried more than once in any instantiation of the 

frame to which they belong. This makes recursive calls of frames 

impossible. I tried to get around this trying to implement the meta- 

rules to some extent. This did not work. Then I tried to see if it 

was possible if I could write a lisp function to do what I wanted. It 

was at this point that the summer came to an end just as I was trying 

to acquire a feeling for lisp. In summary, the system will work if no 

looping is required and it is very slow due to the constant environment 

changes. 

IV. RECOMMENDATIONS 

a. The expert system developed this summer is not going to be 

implementable due to the problems encountered with structure and 

characteristics of the expert system. If a system could be made so 

that all the reading could be done within the system's environment and 

the system was capable of the actual storing of the information needed, 

within the internal superstructure of the system, then I believe the 

system could be made to help keep the code structured. As it ended up, 

I found that although an expert system seems to be a logical choice 

with this project, the Personal Consultant Plus proved to be too 

cumbersome for the actual implementation. 
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b. If the system could be developed so that the problems confronted 

this summer are overcome, then the real goal of the project could 

possibly be carried out. Even then a separate system would have to be 

built, or at least rules written, to handle the variety of languages 

most commonly used today: pascal, fortran, C, etc.. Each of these 

would require a little different environment although all would use the 

same basic logic. 

c. another idea would be to implement the system to rewrite the code, 

documenting it according to the government's standards. This could be 

very useful as many contractors today do not meet these standards. 

Much time is spent simply documenting code when this tedious job could 

be done by a computer since it is such a repetitious exercise. 
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Thermal Stability Characteristics of A Nonflammable Chlorotrifluoroethy1rne 

CTFE Base Stock Fluid 

by 

Vijay K. Gupta and Mark Prazak 

ABSTRACT 

Thermal stability characterisitcs of a nonflammable 

ohlorotrifluorethylene CTFE base stock fluid MLO 86-7 have been investigated 

as function of time and temperature via micro-thermal stability tests. It has 

been found that this fluid is a complex mixture of chlorofluorocarbon 

compounds. The fluid was found thermally stable when stressed for 22 hours at 

246.1°C or below, but when stressed at temperatures above 246.1 C, degradation 

was observed, and the extent of degradation increased with the increase in 

stress temperature. The fluid degraded severely when stressed at 315.6 C for 

22 hours. When the fluid was also stressed at 176.7°C for 260 hours, some 

degradation of the fluid was observed as Indicated by change in acid number. 

The increase in aoidity of the fluid caused by thermal degradation process 

might be producing oorrosive products that may be harmful to system 

components. 
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Thermal Stability Characteristics of A Nonflammable Chlorotrifluoroethylene 

CTFE Base Stock Fluid 

INTRODUCTION 

The extreme hazards associated with the flammability characteristics of 

the one-time standard aerospace hydraulic fluid, MIL-H-5606 are well known. 

The MIL-H-5606 hydraulic fluid is a naphthenic mineral-oil-base stock product 

with a Cleveland Open Cup flash point of 93°C to 107°C. The hazard generated 

by the flammability of the fluid is greatly increased by the high pressure 

(2.07 x 10 pascals) required for hydraulic system operation and also by the 

vulnerability of the hydraulic lines widely distributed throughout the 

airoraft. As a result, a need was identified by the Air Force for a 

fire-resistant direot replacement for MIL-H-5606. A synthetio 

hydrocarbon-based fluid MIL-H-83282 was developed and was found completly 

compatible with MIL-H-5606 hydraulio fluid Systems and associated materials 

(1). All physical properties were equivalent or superior to those of 

MIL-H-5606 except low temperature viscosity: MIL-H~83282 had a kinematic 

viscosity of 3000 oentistokes (cSt) at -46°C compared to an equivalent value 

for MIL-H-5606 at -5M°C. All fire-realtanoe properties of MIL-H-83282 were 

superior than those of MIL-H-5606 with the exception of hot manifold ignition 

temperature which was found to be somewhat lover than that of MIL-H-5606. 

These two deficiencies resulted in an Air Force decision not to adopt 

MIL-H-83282 as a total fleet replacement fluid for MIL-H-5606. 

In 1975, the Air Force Materials Laboratory at Wright Patterson Air Foroe 

Base began a program to develop a nonflammable hydraulic system, without the 

73-4 

iuuna>n«rKnBiuuui>u«<nuHuaii 



constraints of compatibility with existing hydrocarbon systems (2-6). In the 

initial stages of the program (4), many fluid classes such as: phosphate 

esters; allcyl aromatics and alpha-olefin-based synthetic hydrocarbons; 

silicones; ohlorophenyl substituted (Nadraul MS-5 and MS-6); cyclic ethers; 

alkyl amines; fluorinated phosphonates; fluoroalkylethers, chlorofluorooarbon 

polymers; perfluoropolyalkylethers; and perfluoroalkylether triazines, were 

considered as nonflammable candidates. Only those fluids were considered 

which were known as fire-resistant or were received after an industry survey 

to companies known to have experience in fire resistant fluids. The essential 

properties for a candidate fluid to be considered as serious non-flammable 

candidates were: heat of ocmbustion mart than 5,000 BTU/lb.; auto ignition 

temperature greater than 1300°F; hot manifold ignition temperature both stream 

and spray in exoess of 1700 P); and atomized spray open flame (fluid may 

ignite, but flame must self-extinguish when ignition source is removed). Of 

all the above fluid olasses, four fluid chemical classes that had acceptable 

flammability and physical property characterisitos were: chlorofluorooarbon 

(CTPE), fluoroalkylether (FAE), linear perfluoroalkylether with minor 

branohing, and perfluoroalkylether triazine. The thermal stability 

oharaoterisitos of a commercially available chlorotrifluorethylene oligomer 

(CTPB base stook fluid ML0 86-7) as a funotion of time and temperature are 

reported. 

OBJECTIVES 

The objectives of the summer program were to understand the thermal 

stability characteristics of the nonflammable CTPE base stock fluid (ML0 86-7) 

as a funotion of time and temperature. The results from this program were 
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expected to develop the suitable experimental oonditions for conducting 

thermal stability studies on CTFE based pure and well-defined model compounds. 

RESULTS AND DISCUSSION 

The viscosity of a fluid can be expressed as a function of temperature by 

the equation given below: 

1/^>  * y\     '   A exp Eyis/RT 

where 4> is the fluidity 

7} is the visoosity 

A is the pre-exponential factor 

and E . is the activation energy for visoous flow, the energy barrier that 

must be overcome before the elementary flow process oan occur. 

The above equation in the lograthmic form oan be written as 

log10 *i  « log1Q A ♦ Evi8/2.303 RT 

Figure 1 represents the plot of log.0Y| as a funotion of 1/T. From the 

visoosity data E . has been oomputed and the value is 22.15 KJ/mole. The 

fluid MLO 86-7 has the desired visoosity in the temperature range -5t°C to 

98.9°C and exhibits linear relationship within the limited temperature range. 

The   composition of the fliid MLO 86-7 was determined by GC/MS analysis, 

and the results are given in table  1.    Specific GC oonditions are given in 
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table 2. The sample chromatogran of the fluid MLO 86-7 Is given in figure 2 

(A). From the data in table 1, it appears that the CTFE base stock fluid is a 

mixture of several components. There were other components present in small 

amounts which were not identified that is why the total concentration is about 

97*. Four major components C,FgCl5, C-F^Clg, C-F^Clg, and 
C8F12C16 

constitute about 94.5} of the fluid. 

The thermal stability of the CTFE base stock fluid was determined using 

the following procedure. Thermal stability test bombs were made of 304 

stainless steel tubing with 316 stainless steel Swagelok end caps. The bombs 

were 20 cm (8") long X 6 mm (0.25") outside diameter (unless otherwise 

speoified). The bombs were cleaned with a suitable solvent (usually naphtha) 

and dried in an oven at 100°C for one hour. Approximately 2.0 cc of the test 

fluid was added to the partially assembled bomb (one Swagelok end fitting 

attaohed), and 99.9% pure nitrogen was bubbled through the fluid for 5 minutes 

to remove the air. The bomb was then quiokly oapped with the top Swagelok 

fitting and the whole assembly weighed to the nearest mg. The bomb was then 

placed in an oven at speoified temperature (controlled within 2°C) for the 

speoified time. The bomb was then removed, allowed to oool to ambient 

temperature, and then re-weighed. If the weight of the assembly changed more 

than 0.1 g, the test was oonsidered Invalid and rerun. The bomb was then 

opened and the liquid sample was transferred to a glass vial and analyzed 

using oapillary column gas ohromatography, aoid no. measurements (using ASTM 

D66* method), and then visoosity measurement at 37.8°C. 

The thermal stability data of MLO 86-7 stressed for 22 hours at different 

temperatures is given in table 3. The data in table 3 show the concentration 
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of the unstressed fluid remaining after heating the sample for 22 hours at a 

specified temperature. These concentrations represent the amount of a 

specific component determined by gas Chromatographie analysis using area 

percentage of the peak as percent concentration. The total concentration, the 

concentration of four major components, the visoosities at 37.8°C, and acid 

numbers are given in the table. In order to determine the oatalytic effect of 

the metal surfaoe on thermal degradation of MLO 86-7, the fluid was placed in 

the sealed glass tube and the tube was plaoed in the bomb and then the fluid 

was stressed at 287.8 C for 22 hours and the data for that test given in table 

3 indioates there may be some catalytic effeot of the metal surfaoe. From the 

data it appears that the fluid was thermally stable when stressed for 22 hours 

in the temperature range of 176.7°C to 246.1°C. When the stress temperature 

exoeeded 246.1°C, the changes in oonoentration, viscosity, and aoid number 

were observed, and when the fluid was stressed at 315.6°C the fluid was 

severely decomposed and the viscosity of the stressed fluid oould not be 

determined due to the partioles present in the fluid. Thus thermal stability 

tests were not performed above 287.8°C. The thermal degradation data of MLO 

86-7 stressed at 176.7°C as a function of time from 0 to 260 hours given in 

table 4 indicated no change in oonoentration and viscosity but increase in 

aoid number was observed. Sample ohromatograms of MLO 86-7 stressed under 

oondltions as indicated in the diagram are given in figure 2 (B, C, and D). 

The oonoentration of stressed fluid as a funotion of stress temperature 

is plotted in figure 3. The data points at 25.0°C represent the oonoentration 

of the component in the unstressed fluid. Prom the plots, it appears that the 

fluid MLO 86-7 and its components CgF.Cl., C-F10Cl£, and CgF^Cl,, did undergo 

decomposition as the stress temperature exoeeded 246.1°C, but the component 
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C_F C1- did not show any notioable degradation until the stress temperature 

exoeeded 301.7°C. Thus it nay be oonoluded that the fraotion CJ-.Clc in the 

base stock fluid MLO 86-7 is slightly more stable than the other fractions. 

The aoid numbers of MLO 86-7 as a function of stress temperature plotted in 

figure 4 indicate increasing aoidity of the fluid as the stress temperature is 

increased, but when the stress temperature exceeded 285.0°C the increase in 

aoidity was exponential. The visoosities of MLO 86-7 as a function of stress 

temperature plotted in figure 5 indicate decreasing viscosity of the fluid as 

the stress temperature is increased. The plot in figure 6 shows the acid 

numbers of fluid MLO 86-7 when stressed at 176.7°C as a function of time. 

Osing gas ohromatography ooupled with mass speotrometry, the degradation 

components present in the gas and liquid phase of fluid MLO 86-7 stressed at 

287.8°C for 22 hours were identified and the data is given in table 5. Carbon 

dioxide and low-moleoular weight ohlorofluoroarbon oompounds were found as the 

degradation products along with the ohlorofluoroarbon oompounds originally 

present in the base stock fluid. 

In order to determine ohemioal ohanges ooourring during the degradation 

process the infrared speotra of unstressed and stressed fluid were recorded 

and no differences were observed in the two speotra. The aoidity of the fluid 

may be due to dissolved C02 gas in the stressed fluid and or due to the 

formation of aoids like HP and HC1. When the bombs were opened, the vapor 

that escaped was pungent saelling and showed a positive test for the presence 

of HC1 vapors when a glass rod dipped in NH^OB was held above the opening of 

the bomb. In addition the liquid phase of the stressed sample also showed a 

positive test with silver nitrate solution indicating the presenoe of chlorine 
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In the ionic form. The presence of fluoride ion was checked using fluoride 

ion-selective electrode, and the fluoride ion was absent both in the stressed 

and unstressed CTFE base stock fluid (HLO 86-7). Based on this observation 

and higher bond strength for C-F bond (552 kJ/mole) than C-Cl bond (397 ±.29 

kJ/mole) one may oonolude that HF is less likely to form than HC1 as the fluid 

is stressed. The hydrogen required for the formation of acid may have come 

from the moisture absorbed in the fluid itself or the moisture absorbed during 

the test procedure. The Karl Fischer determination indicated that the fluid 

contained 3-5 ppm water. 

CONCLUSIONS 

Based upon the results presented in the previous seotion, the following 

conclusions are derived. 

1. The CTFE base stock fluid NLO 86.-7 is a complex mixture of 

chlorofluorooarbon compounds. 

2. The experimental fluid was found thermally stable when stressed at 216.1°C 

or below for 22 hours, and the extent of degradation laoreased as the stress 

temperature was raised above 216.1°C, the degadation was severe when the fluid 

was stressed at 315.6°C for 22 hours. 

3. The active metal surfaoe of the bomb may have some catalytic effect on the 

degradation of the fluid, and needs further Investigation. 

1. When the fluid m%  stressed at 176.7°C for time periods 0 to 260 hours, 
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some degradation was observed as Indicated by increase in the acid number, but 

it was not as severe as when the fluid was stressed at 287.8°C for 22 hours. 

5. The increase in acidity of the fluid during thermal degradation may be 

forming undesirable corrosive products harmful to system components. 

RECOMMENDATIONS 

In order to gain good understanding of the structure-property 

relationships in CTFE base stock fluids, the experiments should be performed 

on pure well defined ohlorofluorooarbon model oompounds. The catalytic effeot 

of the motive metal surface on thermal degradation of ohlorofluorooarbon 

oompounds needs further Investigation. The use of teohniques suoh as 

differential scanning oalorimetry and thermogravlmetrio analysis along with 

thermal stability studies can be helpful. 
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Table 1. Composition of MLO 86-7 (CTFE Base Stock Fluid) Determined by 
GC/MS Analysis. 

Component Concentration 
(*) 

Retention Time 
(min.) 

C5P7CI5 0.363 2.45 

C6P9C15 
39.068 3.00-3.35 

Vii^s 13.489 3.95-4.10 

C8P12C14 1.064 4.80-5.00 

VlOC16 11.102 6.80-7.00 

C8P12C16 31.065 7.60-8.00 

Unidentified 0.932 8.45-8.65 

Total» » 97.083 

* There Mere other components present in small amounts which were not 
identified. 
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Table 2. Gas Chromatographie Conditions. 

Model: Hewlett-Packard 5710A 

Deteotor: PID 

Column: Fused Silioa Capillary Column 

Length: 12 meters 

Diameter: 0.22 mm 

Liquid Phase: Methyl Silioone Carbowax Deactivated 

Carrier Gas: 1 ml/min He 

Auxiliary Gas: 40 ml/min 

Chart Speed: 10 om/hr. 

Attenuation: 10 x 32 

Temperatures: 

Injector: 300°C 

Deteotor: 350°C 

Column: 70°C to 270°C 

Program Rate: 8°C/mln 

Initial Hold: 2 min 

Final Hold: 32 «in 

Sample Slse:    1 Microliter 
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Table 4. Thermal Degradation Data of MLO 86-7 (CTFE Base Stock Fluid) 
Stressed at 176.7°C as a Function of Time. 

Time 
(Hours) 

Acid No. 
(mg KOH/g) 

Viscosity 
(eSt at 37.8°C) 

Concentration 
(*) 

0 0.023 2.932 97.083 

22 0.010 2.857 97.228 

90 0.400 2.935 97.102 

140 0.641 2.954 97.162 

260 1.044 2.936 97.314 
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Table 5. GC/MS Analysis of MLO 86-7 (CTFE Base Stock Fluid) Stressed at 
287.8°C for 22 Hours. 

Component Concentration (%) Retention Tim< 
Unstressed Stressed (min.) 

co2 g 

CFC1- g 

C2F3C1 g 

C2F3C13 g 

C3F5C1 g 

C2F3C13 

CMF6C12 

1.316 0.48-0.50 

C3F4C14 

C4F6C12 
0.986 0.60-0.70 

^10^2 

c4r6ci4 1.074 0.80 

C5F7C15 0.363 0.676 2.45 

C6F9C15 
39.068 37.593 3.00-3.45 

CfuC15 13.^89 13.511 3.95-4.10 

C8F12C14 
1.058 1.064 4.80-5.00 

Vl0C16 11.102 9.918 6.80-7.00 

C8F12C16 31.065 29.086 7.60-8.00 

Unidentified 0.932 0.922 8.45-8.65 

g  Found in the gas phase of the stressed fluid. 
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CONTROL  AND USE OP UNSTEADY FLOWS:  INSECT USE  OF VARIOUS 

WING  KINEMATICS  AND RELATED PRESSURE MEASUREMENTS USING  A 

PITCHING AIRFOIL 

by 

Mark Andre Reavis 

ABSTRACT 

Based  on  a detailed analysis of insect  flight 

kinematics, pressure measurements were made from a NACA 0015 

airfoil undergoing a constant pitch motion carried to high 

angles of attack.  Previous work revealed the important 

contribution that high pitch rates and high angles of attack 

play in dragonfly flight kinematics.  Changes in the initial 

angle of attack, pitch displacement angle, pitch amplitude 

and non-dimensional pitch rate altered the integrated values 

of C  and C in a reproducible and predictible manner. 
1      d 

Pitching profiles were varied to provide different initial 

conditions for vorticity accumulatior  1) starting at 0 

degrees and pitching at constant rates to different maximum 

angles, 2) varying alpha initial and pitching to an alpha 

final of 60 degrees, and 3) varying alpha initial but 

holding the displacement angle constant.  All of the above 

tests were conducted at alpha plus values of 0.1 and 0.5. 

These results suggest that dynamic pitch motions of an 

airfoil can enhance lift even if the pitch motion is 

initiated beyond normal static stall angles.  Also, an 

optimal maximum pitch angle exists which enhances the 

unsteady lift potential while minimizing drag. 
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I. INTRODUCTION; 

Exerting control over an unsteady separated flow field 

is not yet fully understood. Yet continuing research, such 

as air pulse injection andsinusoidal oscillation, has shown 

reasonable control over such flow fields. Combining the 

promise of controlability with research showing the enchance 

lift capabilities of unsteady aerodynamics suggests that 

application of this science may be very benefical to the 

aircraft industry. These benifits could appear in as 

increased payloads, aiding short takeoff and landing 

vehicles, hovercraft, and enchanced low speed flight regime 

maneuverability. Therefore, additional information 

concerning what types of wing motions or what types of 

forcing functions would create higher lift or control over 

an unsteady flow field would be very benefical. 

The Air Force has also recognized the potential of 

utilizing unsteady separated flow fields. A broad spectrum 

of experiments have been conducted at several universities 

in conjuction with Air Force sponsored projects and at Frank 

J. Seiler Research Laboratory located at the United States 

Air Force Academy. These investigations have examined a 

wide range of forced unsteady flow phenomena effects ranging 

from high amplitude pitching motions to interaction of a 

sinusoidal oscillating airfoil and a stationary swept 

forward wing. 
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This authors research interests have paralleled those 
4,5,6 

of the Unit«»-* States Air Force    .  Experiments have been 

conducted in the three separate areas including descrete air 

pulse injections from the leading edge of a sinusoidally 

oscillating airfoil, unsteady separated flow effects on a 

air inlet, and the effects of dragonfly wing kinematics upon 

the aerodynamic forces produced.  These research interests 

prompted the continuing research activity at Frank J. Seiler 

Research Laboratory this summer. 

II. OBJECTIVES: 

One area of research conducted at the University of 

Colorado Aerospace Department, deals with understanding what 

wing kinematics the dragonfly elicits to significantly 

increase its aerodynamic forces. Simultaneous collection of 

flow visualization and force balance data have provided some 

insight into this problem. Wing kinematics are changed by 

the dragonfly to produce large scale unsteady flow field 

structures and enchance the aerodynamic force generation. 

Although force balance data provides information on the 

overall force generation, it cannot provide any assessment 

of the pressure fluctuations that the wings experience 

during varying wing kinematics. Therefore, collecting 

pressure data on various wing motions can provide some 

insight into what wing motions are benefical for enhanced 

lift. 

The  wing  kinematics which appear to change  the 
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aerodynamic force production include: wing stroke amplitude, 

maximum angle of attack, pitch rate, phase relationship and 

stroke plane angle. Since the dragonfly has very thin 

wings, its wings also experience much flexure and twisting 

through each wing stroke cycle. The initial experimental 

objectives were designed to investigate the effects 

kinematic perterbations would have upon an unsteady 

separated flow field using a 2-D pitching wing to simulate 

portions of the dragonfly wing kinematics. 

Due to time constraints and the complication of setting 

up completely new hardware for the proposed experiments, 

this research effort focused upon variations in pitch rate 

and pitch amplitude. The airfoil was pitched about its 1/4 

chord point. Pitching profiles were varied to provide 

different initial conditions for vorticity accumulation by: 

1) starting at 0 degrees and pitching at constant rates to 

different maximum angles, 2) varying initial alpha and 

pitching to an alpha final of 60 degrees, and 3) varying 

alpha initial but holding the displacement angle constant. 

All of the above tests were conducted at a non-dimensional 

pitch rate (alpha plus) of 0.1 and 0.5. Alpha plus equals 

the pitch rate (rad/sec) times the chord length divided by 

the freestream velocity. 

III. Methods 

Simultaneous  force balance measurements and  flow 
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visualization photographs were collected from tethered 

dragonflies. A smoke wire and a 16mm Locam II high speed 

movie camera were used to visualize the flow and provide 

photographic documentation. An Oscillograph-Record Camera 

continously monitored the changes in aerodynamic forces 

measured from a three degree of freedom strain guage force 

balance. A stroboscopic flash unit, triggered by the high 

speed movie camera, illuminated the flow and simultaneously 

marked the photographs position on the Oscillograph-Record 

Camera. This allowed the flow visualization pictures to be 

correlated to the force balance data. 

Two-dimensional simutations of the dragonfly wing 

kinematics were conducted using a NACA 0015 airfoil in the 

2' x 3' low speed wind tunnel at the united States Air Force 

Academy. A 6" chord airfoil with a 2' span was mounted to 

end plates, such as to model a 2-D flow. The airfoil had 15 

pressure ports evenly distributed over the chord length at a 

span position of 1'. The airfoil was pitched by a 

microprocessor controlled high-power driver coupled with a 

DC micro-stepping motor. Two hundred descrete measurements 

were made by each pressure port during each pitch motion. 

The average pressure value was then computed for each 

pressure port from ten pitch motions. 

IV. RESULTS: 

As previously mentioned, changes in many of the wing 

kinematics of the dragonfly can alter the overall resulting 
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aerodynamic forces. Two such motions include the rate at 

which the wings pitch and the maximum angle of attack that 

the wings achieve. The effects that these two parameters 

have upon the lift force of the dragonfly are shown in 

Figure 1. The maximum lift achieved during each wing beat 

cycle is plotted verses the pitch rate and maximum angle of 

attack for both the fore and aft wings. The y-axis is 

either in degrees per second for the pitch rate or in 

degrees for the maximum angle of attack and the x-axis is in 

grams. These graphs show that the lift increases as either 

the maximum angle of attack or the pitch rate increases for 

either wing. 

Data point A shows the influence that the aft wings 

maximum angle of attack has on overall lift production. All 

of the other parameters shown, maximum angle of attack fore 

wing and pitch rates for both wings, indicate that with 

their high values the lift force should be substantially 

higher than it is for point A. But the small maximum angle 

of attack that the aft wing achieves, 38 degrees, is not of 

high enough amplitude to substantially increase the lift 

force (graph lower right corner figure I). Thus, the 

maximum angle of attack of the aft wing is the dominant 

factor of the four parameters shown that forced data point A 

to have a lower lift value. Another important fact to note 

is that for significant changes in the lift force only small 

changes in the aft wings pitch rate and angle of attack are 

necessary (column II), whereas large changes are required 
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for the same parameters of the fore wing (column I). The 

line through these data points was not put there to suggest 

the trend is linear, it is there to show the increase in 

maximum lift for each parameter. Finally, it should be 

noted that these dragonflies, Aeschna palmatta species, show 

here that they can create lift of 5 to 6 times their 

bodyweight (bodyweight averages about 0.6 grams). 

The strong interdependence of wing kinematics on the 

resulting forces suggested a series of 2-D experiments to 

help  understand  the pressure fluctuations  the  wing 

experiences during high amplitude pitching motions and high 

pitch rates. 

Figure II shows how the coefficients of lift and drag 

are affected by changing the pitch rate, pitch amplitude, 

and the angle of attack. Although 3-D plots of the pressure 

coefficient varying over the chord with time are not 

available (the 3-D plotting routine at the Air Force Academy 

is not yet up and running), the unsteady lift and drag 

coefficients from the integrated pressure  measurements 

plotted verses time are shown.  3-D pressure plots will be 

available and included when this data is submitted for 

publication.  In figure II, the maximum lift coefficient 

(left column) and maximum drag coefficient (right column) 

obtained during the pitch motion are plotted for the 

different test conditions. Results from the three kinematic 

motions are plotted by rows: row I is the final angle of 

attack achieved during the pitch motion starting from 0 

degree alpha, row II is the initial starting angle of attack 
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pitching to 60 degrees, and row III is the initial starting 

angle of attack and pitching through a constant delta alpha 

of 30 degrees. 

Graph I of Figure II (C    verse a pitch of 0 degrees 
lmax 

to an independent alpha final) shows two alpha plus pitch 

rates, 0.1 and 0.5.  This graph shows that as alpha final 

increases C    rapidly increases until about an alpha final 
lmax 

of 45 degrees.  At that time both pitch rates appear to 

start converging to some asymptote, thus increasing alpha 

final past 45 degrees only modestly increases the C   .  In 
lmax 

this case the asymptotes are located approximately at a 

C     of 2.5 and 3.9 for an alpha plus of 0.1 and 0.5, 
lmax 

respectively.  When the alpha final is below the static 

stall angle of the airfoil the C    seems to be independent 
lmax 

of pitch rate.  An alpha plus of 0.1 and 0.5 gave values of 

0.95 and 0.87,  respectively,  for an alpha final of 10 

degrees.  Once the alpha final exceeds 20 degrees an alpha 

plus of 0.5 enhances the C much more dramatically than an 
1 

alpha plus of 0.1. 

Graph II, which shows C    verses a pitch of 0 degrees 
dmax 

to a varying alpha final, contains two important points. 

The first two data points representing alpha finals of 10, 

and 20 degrees, show similar values for both pitch rates, 

0.1 and 0.5. This may suggest that the C    is independent 
dmax 

of pitch rate up to airfoil static stall angle.  The trends 

for different pitch rates diverge from each other after an 

alpha final of 30 degrees is exceeded.  Both test yield 
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trends that appear to yeild increasing values of C 
dmax 

beyond the alpha final of 60 degrees.  When considering the 

previous statement and the fact that both pitch rates appear 

to have some asymptote for C   , there may be some optimal 
lmax 

alpha final that achieves an enhanced C     while not 
lmax 

substantially increasing the C   .  From the graphs shown, 
dmax 

such an optimal alpha appears to be somewhere between an 

alpha final of 30 to 50 degrees. 

Graph III (C    verses a pitch from some initial angle 
lmax 

of attack to 60 degrees) again shows that the alpha plus of 

0.5 enhances the C    in comparison to an alpha plus of 
lmax 

0.1.  For an alpha plus of 0.1 the C     does  not 
lmax 

substantially increase until the airfoils angle of attack 

dips beneath static stall angle, while an alpha plus of C.5 

does produce a noticeable increase in C    even though the 
lmax 

airfoil starts beyond the static stall angle.  This may be 

because the higher pitch rate has the necessary energy to 

organize the vorticity that is available at the leading edge 

of the airfoil, which still has some attached flow.  Both 

pitch rates again appear to be headed toward some asymptote 

as alpha initial goes to zero degrees.  This graph again 

shows that increasing the delta alpha past 45 degrees does 

not substantially increase the C    of the airfoil.  And 
lmax 

finally, even though increasing the pitch rate affected the 

C    when the airfoil began from a stalled angle, the most 
lmax 

effective pitch motions occurred when the airfoil began its 

pitch below the static stall angle. 

Comparing the C    verses a pitch from some initial 
dmax 
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angle of attack to 60 degrees (graph IV) shows that the 

C    is almost directly proportional to C    for an alpha 
dmax lmax 

plus of 0.1.  As with C   ,  there is almost no change in 
lmax 

C     as alpha initial decreases from 30 to 15  degrees. 
dmax 

Then,  the C    quickly increases as the alpha initial goes 
dmax 

beneath the airfoil static stall angle.  For an alpha plus 

of 0.5 the C    increases almost linearly, 
dmax 

Graphs V and VI show the effects of a constant delta 

alphei while changes occur in alpha initial.  Both C    and 
lmax 

C    are given. With an alpha plus of 0.5, the C    graph 
dmax lmax 
show a very similar structure to that of the same alpha plus 

in graph III.  The major differences is that in graph III 

the C   's are larger.  This is consistent with graph I 
lmax 

that indicates the larger pitch amplitudes should have 

larger C   's.  The alpha plus of 0.1 does not show the 
lmax 

same similarity between graphs III and V.  It does show 

again that as alpha initial dips below the static stall 

angle of the airfoil, C    increases. 
lmax 

Graph VI makes two important points.  An initial alpha 

of 0 degrees yeilds the lowest C   .  And,  a local maxima 
dmax 

appears for C    somewhere around the static stall angle. 
dmax 

Therefore, when the delta alpha remains constant,  starting 

the pitching motion from 0 degrees gives the maximum C 
1 

while maintaining a minimum C ,    and as the alpha initial 
d 

increases toward the static stall angle the C  increases 
d 

with a reduction in C . 
1 

Figure III shows alpha and the coefficients of lift and 
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drag verses non-dimensional time (sec.*velocity/chord). A 

ramp motion from 0 to 60 degrees was used at a non- 

dimensional pitch rate of 0.5.  The Fig.  shows that the C 
1 

starts increasing as soon as the airfoil begins to pitch, 

while the drag is delayed a small amount of time.  The C 
1 

and C then climb at an almost identical rate, a rate that 
d 

is faster than the maximum pitch rate of the airfoil.  The 

C  achieves its maximum of 3.6 at the time when the airfoil 
1 

first begins to slow down (approximately 41 degrees), while 

the C reaches its maximum of 3.4 once the airfoils motion 
d 

is almost completed (approximately 56 degrees).  After the 

maximums are reached each coefficient of lift and drag 

rapidly decrease to values below 1.0 and 2.0, respectively. 

Figure IV has the same parameters as Figure III except 

that the non-dimensional pitch rate is changed to 0.1.  The 

C  starts to increase as soon as the wing begins the 
1 

pitching motion.  The C increases to a maximum of 2.5 at 
1 

alpha equals 30 degrees, then it quickly drops off to a 

value of about 1.3.  In this case the rate at which the C 
1 

climbs is much faster than the pitch rate of the airfoil, 

but is slower then the alpha plus of 0.5.  The increase of 

the C is again delayed until after the wing motion starts, 
d 

it then increases rapidly until a local maxima of 1.7 is 

achieved, which is shortly after the C    is reached. This 
lmax 

time the C does not drop off but continues to climb to a 
d 

value near 2.0.  This is a value similar to that the C 
d 

attained when the alpha plus equaled 0.5. 
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V. DISCUSSION 

The pressure measurement methods implemented in this 

study provided an excellent means for studing the 

coefficients of lift, drag, and pressure over a pitching 

airfoil. This study shows that there is a specific 

parameter space related to optimal pitching that both 

maximizes the lift and minimizes the drag of an NACA 0015 

airfoil. For non-dimensional pitch rates of 0.1 and 0.5, 

the desired angles of attack appear to be between 30 and 50 

degrees. Beyond 50 degrees the coefficient of lift 

increases slowly, while the coefficient of drag increases 

rapidly. Starting the pitching motion from 0 degrees seems 

to be the most advantagous. This is best shown when pitch 

amplitude remains constant, graphs V and VI figure II. The 

coefficients of drag remain minimal while the coefficient of 

lift is maximized. Another important finding of these 

studies is that the pitch rate can influence the coefficient 

of lift even if the airfoil begins apitch motion from 

stalled angles of attack. A non-dimensional pitch rate of 

0.5 showed increased coefficients of lift in comparison to a 

pitch rate of 0.1. 

VI. RECOMMENDATIONS; 

After analyzing the data from this experiment, there 

are  three additional areas in which experiments  are 
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recommended. The first of these recommendations would be to 

continue evaluating lift, drag and pressure data using 

different  and extended parameters.   Such an extended 

investigate would reveal whether an alpha plus of 0.7 and 

1.0 would follov? the trends that 0.1 and 0.5 show in graph I 

figure II.  These recommended test would also show whether 

the C   's of an alpha plus of 0.7 and 1.0 remain similar 
dmax 

to those for an alpha plus of 0.1 and 0.5 when the wing 

pitches from 0-10,  and 0-20 degrees (graph II figure II). 

The effects of allowing the initial angle of attack to start 

at negative values should be evaluated fox the coefficients 

of lift,  drag, and pressure.  And, we should obtain 

additional data points for C    verses an independent 
dmax 

initial angle of attack with a constant delta alpha.  Here, 

the parameter of critical interest is the starting initial 

angle of attack, especially angles around the static stall 

angles of the airfoil.  These parameters «houd be evaluated 

using  flow  visualization  and  hot  wire  anemometry 

measurements  that  are  correlated  to  the  pressure 

measurements discussed herein. 

Finally, other critical kinematic parameters exhibited 

by the dragonfly should be subjected to similar evaluations. 

Taken together, the synthesis of the results of such studies 

should reveal how we can both control the generation of 

unsteady flows and maximize the subsequent use of them. 
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Figure I - Compares the maximum lift of a dragonfly verses 
the wing pitch rate and the wing maximum angle of attack for 
both the fore and aft wings. 
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attack and coefficients of lift and drag at a non- 
dimensional pitch rate of 0.5. The pitch is from 0 to 60 
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AIRCRAFT REFUELING DEMONSTRATOR 

USING A HICRQBOT ALPHA II ROBOT 

by 

Bryan P. Riddlford 

ABSTRACT 

A demonstration was set up using a Microbot Alpha II robot to 

study the feasibility of robotic ground-based aircraft refueling 

for use in chemically and biologically hazardous environments. 

An overhead gantry with the robot hanging beneath was designed to 

provide the easiest access to the aircraft midair refueling port. 

A 1/12 scale model of an F-16 was underneath and acted as the 

receiving aircraft. The midair refueling port was used so little 

or no modification was needed to accommodate existing aircraft. 

The robot was controlled by a Zenith-100 computer. 
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I. Introduction 

Today aircraft turnaround is a time consuming and manpower 

intensive process. In a CB environment the turnaround time is, 

at the minimum, doubled. By placing robots and automated 

machinery in the CB environment and protecting the operators in a 

clean room, the risks to humans is reduced and the turnaround 

time is not compromised. The use of the midair refueling port 

enables current production aircraft to be automatically refueled 

with little or no modification. 

The Special Projects group at Wright Patterson AFB work on a 

number of experimental projects. They specialize in air cushion 

technology and power augmented wing-in-ground effects. Robotics 

is a new addition. 

Hy interests have been in the electrical aspeots of robotics. 1 

have studied the Mitsubishi robot in my undergraduate work, and I 

have worked with the Adaptive Suspension Vehicle (ASV) project at 

the Ohio State University. The ASV is an experimental six legged 

walking vehicle funded by DARPA. 1 was involved in the 

electrical documentation and I wrote the operating system for a 

new onboard memory. 
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II.   Objectives  of  the  Research  Effort: 

I first had to apply classroom knowledge to the Microbot robot 

and become acquainted with its functions. The Alpha II is an 

excellent general purpose robot to learn robotic functions, 

because it is not damaged by trying to move the robot past its 

physical stops. The links are driven by electric stepper motors 

connected to cables and pulleys which are designed to slip under 

too much force (i.e. when the physical stops are hit, or about 

Bibs.), The robot system also contains a teach control pendant 

to help  teach  the  robots capabilities. 

A general control program was written in BASIC, using the Zenith- 

100 computer and Zenith MS-DOS. The robot is controlled by 

specifying the location of the end effector in oartesian 

coordinates or by specifying the joint angles directly. It is 

also capable of storing the robots movements and recalling the 

movements sequentially. 

The main objective is to design a demonstration platform to test 

and demonstrate the automatic aircraft refueling. We decided an 

overhead gantry built to hold the robot over the aircraft, and 

within reach of the refueling port, would be best. With the 

refueling being done over the plane, other operators or robots 

would be  free  to move  around  and  under  the  plane.     The  gantry 

75-5 

«nAMnnnmii«««»« l«n«MAIIjMwUUiui«at 



could easily be built into the european aircraft bomb shelters, 

which are especially vulnerable to the Soviet CB attacks. Or the 

gantry could be a self standing system under which the aircraft 

taxies. The self standing gantry could be used in undeveloped 

areas. A new end effector or nand was designed to telescope into 

the midair refueling port. Sensors will need to be incorporated 

into the system to locate the refueling port. 
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III. 

The first weeks were spent learning about the robot functions and 

capabilities and programming the robot using the teach control. 

I was unable to control the robot from the zenith using IBM MS- 

DOS and a gemini board as originally planed. I tried the Zenith 

MS-DOS which worked with a configuration of y600 baud, 1 stop 

bit, 8 bit word, no parity, and DTR negative handshaking. Once 

the communication was completed I could start programming. 

I computed the kinematics for the alpha II using the Deavit- 

Hartenburg notation (figure 1). For the program, however, I used 

a modified version of the kinematic equations given in the manual 

to compensate for the singularities and to increase the speed. 

The joint angles are defined in figure 2. 

The kinematic equations (joint angles to cartesian coordinates), 

as given in the manual, are repeated here for reference. 

H * 215.9mm  base to shoulder height 
L * 177.8mm Shoulder to elbow and elbow to wrist length 
LL » 11t.8mm Wrist to fingertip length 
PI * j.14159 
C * 180 / PI 

Pitch * -0.5 •( TM ♦ T5 ) 
Roll s 0.5 •( T5 - TU ) 
X * [ L'cos( T2 / C ) ♦ L«cos( T.> / C ) ♦ 

LL-cos( Pitch / C )]«cos( T1 / C ) 
Y * t L.cos( T2 / C ) ♦ L.cos( Tj / C ) ♦ 

LL*cos( Pitch / C )J.sin( T1 / C ) 
Z * H ♦ L«sin( T2 / C ) ♦ L.sin( Tj / C) ♦ 

LL.sin( Pitch / C ) 
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The inverse kinematics (cartesian coordinates to joint angles) 

are as follows. The first singularity occurs when X=0. In this 

case T1 (see figure 1 for definitions of the following variables) 

will be either 90 or -90 degrees depending on the sign of Y. The 

equation   for  T1   when  X=0   is 

T1   =   sgn(   Y   )• 90 6 

When  XO0 

T1 = atn( Y / X ).C Y 

But by using equation 7 the quadrant is lost. A better solution 

is to check the quadrant and adjust equation 7 if needed. If X<0 

and Y<=Q (third quadrant) then 

T1 s atn( Y / X )«C - 180 8 

If, however, X<0 but Y>0 then 

T1 = atn( Y / X )«C + 180 9 

The angles T4 & T5 are with respect to the cartesian frame. 

T4 s -Pitch - Roll 10 

T5 s -Pitch ♦ Roll 11 

The height of the end effector from the shoulder level is 

Z0 s Z - Ll^sin( Pitch / C ) - H 12 

The radius of the end effector from the base in the XY plane is 

R0 s sqr( YA2 ♦ XA2 ) - LL«cos( Pitch / C )       1 j 

The second singularity occurs when solving for T2 & Tj. The 

solution is identical to that for equation 7. 
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sgn( ZO )«9ü for R0=0 14 

alpha -.4 atn( ZO / RO )'C for H0>0 \5 

atn( ZO / RO )*C - 180   for R0<0, Zü>0 16 

atn( ZO / RO )-C + 180   for R0<0, Z0<0 17 

beta = atn[ sar(    4-L*2    ) - 1 J'C 18 
R0*2 + Z0A2 

Once alpha and beta are computed T2 & Ti may be computed directly 

T2 = alpha + beta 19 

Tj = alpha - beta 20 

With the kinematic equations (variables 11, T2, Tj, T4, T5, X, Y, 

Z, Pitch, Roll) available to the program a number of errors can 

be checked.  The program checks for errors after the kinematic 

computations and before moving the robot. In this way the robot 

will not be allowed to move to an illegal position.  The 

following is a list of possible errors. 

Hand-body interference Wrist-body interference 
Hand-base interference Wrist-base interference 
Hand-slide interference Wrist-slide interference 
Reach out of range Shoulder out of range 
Elbow out of range Pitch out of range 
Roll out of range Base out of range 
Reach out of range for shoulder and elbow 

The next objective was to set up the robot as if it were in a 

shelter hanging from a gantry. X designed the gantry to be 7' X 

7' X 6' high. Tne gantry enables the robot base full motion in 

the XY plane and can be raised or lowered 4 feet in the Z 

direction to accept different scale models. See figure i. For 

the refueling aemo the robot was set at i'6". This height allows 

the robot access to the refueling port on the F-16 scale model. 

The end effector can be positioned anywhere within the gantry 
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boundaries by first using the XY platform for coarse movements 

and then using the XYZ capabilities of the robot itself for fine 

adjustments. By using the midair refueling port the robot 

hardware, software and sensory system are simplified because 

the refueling port accepts alignment errors of up to 30 degrees 

about the  center   line of  the  nozzle. 

I designed a new telescoping end effector (figure 4). The end 

effector is a model of a fuel nozzle similar to the end of a 

midair   refueling  nozzle.    SRL  is  currently  refining  the  design. 
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IV.     Recommendations 

The robot control program can be enhanced by expanding the menu 

and adding new functions such as a delay until a switch is closed 

function. A function key could be made to toggle between two or 

more menus. The program could be compiled using a BASIC compiler 

and the I/O could be interrupt driven instead of being polled. 

Both of these changes would increase the speed which would allow 

more   time   for   sensory  computations. 

The robot is currently controlled by an open loop. To increase 

the capabilities and finish the project a closed loop controller 

must be added. Each joint must have position feedback and the 

ability to detect oable slippage and motor stall. The feedback 

is necessary to safely move around an airplane refueling port. 

On a life size unit velocity feedback would also need to be 

included  because  of  the   large mass  and   inertia of the  robot   arm. 

In addition to the joint feedback the robot will need feedback 

from its surroundings and some way of aligning with the refuel 

port. A simple ultrasonic sensor for collision avoidance cannot 

be used within an airport environment because of the noise. A 

more complex vision system (pattern recognition) used in 

conjunction with proximity sensors (retro-reflective) would work 

well.     The   sensors   and   the   camera   would   be   connected   to   the 
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nozzle at the end of the robot arm. The camera would be used by 

the operator as a monitor and possibly by the control system for 

pattern recognition to find the refueling port. One proximity 

sensor would be used for distance measurement, and another for 

the final fine alignment of the nozzle and the fuel port. 

For a total refueling system (figure 5) a supervisory computer 

could control separate modules such as 1. the robot refuel arm 

controller, 2. the refueling controller to control fuel pumping, 

i. bhe operator control panel to give the operator manual control 

in an emergency, and 4. the safety system for collision avoidance 

and possibly fire protection. 

75-12 



r 11 r12 r13 px j 

r21 r22 r23  py 

rol rj2 rji pz 

0 0 0   1 J 

r11 a -c12j's4 - 3l2j»c4 
r12 s c12i-cU.c5 - s12j.s4-s5 
Mj s -c12j.c1«c5 ♦ s12i-sU's5 

r21 s s12-3-s4 - c12-3'0« 
r22 s -s12-3.c4-sb - c12-i-s<*. s5 
r2j = s12-j.cU«c5 «■ c12-i-a1-a5 

rj1 = 0 
pj2 * c5 

px s -c12j-3M'LL 
py s 3l2-i*st>LL 
pz s 0 

3l2j-cM-LL ♦ L- (c12j + o12) 
c12-j-cM'LL ♦ L.(-3l2-i ♦ a12) 

Figure 1:  Denavit-Hartenburg Kinematics for Alpha II 
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FIGURE 3:  GANTRY ASSEMBLY 
7ft x 7ft x 6ft high 

75-15 



FIGURE U:  ROBOT TELESCOPING END EFFECTOR 
MODEL FUEL PROBE 
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Influence sf Moving Visual Environment QR  gaccadjc £y_g 

Movements &nd Fixation 

by 

Keith A. Riese 

ABSTRACT 

Saccade parameters of amplitude, peak velocity, duration, 

and latency were compared for a stationary visual background 

environment versus a moving visual background environment to 

determine environmental effects. For visual stimuli, 

latency differences were significant (p < 0.005) while all 

other parameter variations were not. Mean saccade latency 

for a stationary visual background was 161.7 msec while for 

a moving visual background the mean latency was 175.3 msec. 

Saccades made in the same direction as the moving background 

showed minor variation as compared with those made in the 

opposite direction. No significant differences in saccade 

parameters were found when audio stimuli were used. Also, 

no parameter significance was found between target fixation 

and pseudo-target fixation. 
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I.  INTRODUCTION 

Characteristics of oculomotor function have been 

investigated in recent years. Many of these characteristics 

have been useful in developing oculomotor function criteria 

for pilots. These characteristics have also been useful in 

understanding, detecting, and treating pathological 

disorders of the oculomotor system. 

Specific investigations have been made in the generation and 

execution of saccadic eye movements. Normal parameter 

values of eye position, saccade latency, peak saccade 

velocity, and saccade duration have been established by 

various eye movement measurement techniques. Additional 

peripheral factors affecting saccade generation and 

execution have not been given serious study. These include 

the affects of single and/or multisensory stimuli in a 

moving visual background. There is a need to establish 

normal parameter levels of oculomotor function under these 

conditions. 

My research interest has centered in two areas: the 

oculomotor system's interaction with other senses, and the 

affect of pathological disorders on the function of the 

oculomotor system. My work in these areas has involved 
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comparing the oculomotor function of stuttering subjects 

with normal subjects and preliminary studies using audio, 

visual, and audio-visual stimuli. 

The Flight Medicine Vestibular Laboratory of the Clinical 

Sciences Division of the USAF School of Aerospace Medicine 

at Brooks Air Force Base is particularly suited to eye 

movement studies dealing with the senses. Special 

facilities have been developed to measure eye movements 

involving visual and/or audio stimuli with computers used 

for data collection and analysis. The resulting information 

on saccadic eye movements from studies in this lab are 

useful in pilot evaluation and pathological determination. 

II.  OBJECTIVES OF THE RESEARCH EFFORT: 

There is presently no clear evidence on how consistantly the 

oculomotor system functions in a moving background visual 

environment versus a stationary background environment. It 

seems reasonable to assume that differing visual backgrounds 

have varying affects on the oculomotor system. Thus it is 

desirable to determine quantitatively the effect of saccadic 

eye movement parameters due to a moving visual background 

environment as well as the directional effect on these 

movements due to directional moving background environments. 
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An additional goal of this effort was to determine the 

oculomotor response during the latent period of a saccade. 

It would seem likely that the oculomotor response while 

fixating on a target is different from the response while 

pseudo-fixating on a spot where no target is but has just 

moved from (the latency period before a succeeding saccade 

begins). 

My assignment as a participant in the 1987 Graduate Student 

Summer Support Program (6SSSP) was to determine what the 

significant differences in saccadic eye movements are as a 

function of background visual environment. Specific 

questions to be addressed were: What is the affect on 

saccadic eye movement parameters due to a moving visual 

background? Does the direction of background, movement alter 

the directional oculomotor response in generating saccades? 

What differences, if any, appear in the parameters between 

fixation and pseudo-fixation? Answers to these questions 

will help determine oculomotor function under these varying 

conditions. 

III. 

a. The approach taken to reach the goals of this study was 

to record saccade eye movement data, generate oculomotor 
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parameter values from the eye movement data, and analyze 

these values to determine significance. Conclusions and 

recommendations would then be made on the results. 

The physical apparatus for measuring and analyzing eye 

movements and eye movement data already existed in this lab. 

These included an anechoic chamber with visual and audio 

stimulus capacity, and infrared limbus-sensing recording 

spectacles with associated circuitry. Included were 

computers with programs for data collection and analysis. 

Visual targets were provided by an array of nine green 

light-emitting diodes (LEDs) placed along an arc of two 

meters radius, the LEDs were positioned at angles of 0, 5, 

10, 15, and 20.degrees either side of the center in the 

horizontal plane. Extinguished LEDs were not visible to the 

subject. 

Audio targets were provided by nine loudspeakers located 

immediately behind the LEDs. The audio sound was a 1-kHz to 

2-kHz band of noise of medium intensity. The speakers were 

not visible to the subjects. 

An optokinetic nystagmus (OKN) drum was used to provide a 

moving visual background and was installed above the subject 
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chair. The OKN drum provided vertical stripes to all 

surfaces of the room. The stripes could arbitrarily be 

stationary, rotating clockwise, or rotating 

counter-clockwise. The light intensity was set at a subdued 

level: high enough to have a significant conscious affect 

on the subject but low enough so as to not overpower the 

visibility of the targets. Dark stripes measured 1/2 degree 

in width and white stripes measured 2 degrees in width on 

the target arc. A drum speed of 10 degrees/second provided 

optimum background movement. Slower speeds could easily be 

ignored by the subject while faster speeds would produce 

retinal slip, negating the moving background's affect. 

Nine subjects, ages 19-44, participated in the study. None 

had any history of audio or vestibular problems and all but 

two (20/70 and 20/450) had normal eyesight. None were on 

prescription drugs. The subjects were each to sit for six 

runs of data collection with appropriate rest between runs 

as desired. A short calibration procedure preceded each 

run. Three of the runs consisted of the subject looking at 

a series of 80 visual target movements each. The other 

three runs required the subject to look at a series of 80 

audio target movements each. For each type of target, one 

run had stationary stripes, one run had clockwise moving 

stripes, tnd one run had counter-clockwise moving stripes. 
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All runs were conducted in a random sequence. 

Target motion appeared instantaneous to the subjects. 

Visual target motion was created by extinguishing the 

currently illuminated LED and simultaneously illuminating 

the LED at the new target position. Audio target movement 

was realized by simultaneously switching the noise source 

from one loudspeaker to another. 

Target presentation and data collection were accomplished 

with the aid of a Digital Equipment Corporation PDP-11/34 

computer. A digital I/O buffer controlled the target 

presentation apparatus. Eye movement data were recorded by 

the computer through an A/D converter sampling at a 1000 

samples/second rate. Programming was done in FORTRAN except 

for MACRO control of the A/D, real-time clock, and digital 

I/O buffer. Subject raw data were stored in computer disk 

files. An array processor with a PDP-11/24 was used to 

calculate eye movement parameters of saccade amplitude, 

saccade duration, peak saccade velocity, and saccade latency 

from the raw data files. A separate program was developed 

to align the final fixation data of one saccade with the 

pseudo-fixation latent period data of the next saccade. All 

of this parameter data were statistically analyzed by SAS, a 

standard computer statistical analysis program. 
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b. Results of the four oculomotor parameters tested were 

achieved by visual and statistical methods. Main sequence 

plots for visual analysis were made by plotting parameter 

values for each saccade. These plots, with 80 data points 

on each plot, were difficult to evaluate for significance. 

Plots were also made for averages over groups of saccades 

including standard deviations. Latency differences were 

apparent on these plots. 

Statistical significance of parameter variations were 

determined on the computer using the SAS statistical 

program. The three saccade parameters of peak velocity, 

saccade amplitude, and final position) showed little change 

for either audio or visual stimuli pertaining to stationary 

versus moving visual background environments. There were 

also no directional affects, such as when saccades were made 

in a direction the same as the direction of the moving 

background compared with those made in the opposite 

direction. 

The only saccadic parameter of significance was saccade 

latency. With visual stimuli saccade latency was longer for 

a moving visual background than for a stationary one. The 

mean latency for a stationary background was 161.7 msec 

while for a moving background the mean latency was 175.3 
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msec (p < 0.005). No directionally sensitive significance 

was found relating background movement to saccade direction. 

Audio stimuli produced no significant change in saccadic 

latency in any case. Latency did tend to be slightly longer 

for saccades in the same direction as the direction of 

background movement, but was not statistically significant. 

There was no significant difference in the saccade latency 

for still versus moving background for audio stimuli. 

IV. 

a. Using the same physical apparatus discussed previously, 

parameter data were collected for the last period of 

fixation on a target and compared with the first 80 msec of 

the latency before the next saccade. Average velocity and 

RMS values of position and velocity were determined for 

saccades to each of the nine target postitions and then 

analyzed. 

b. Target fixation parameter values showed no detectable 

differences from pseudo-fixation values. The results 

indicate the oculomotor system during pseudo-fixation has 

not had time to realize a target no longer exists to fixate 

on. Also, total attention of the oculomotor system may be 

taken up in the process of generating the next saccade, 
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making intervention during the latent period "unnecessary." 

V.  RECOMMENDATIONS 

a. There is a significant effect on saccade latency due to 

the type of visual background present. Pilot function 

criteria needs to take this into account. A "normal" value 

for this latency difference should be determined as a test 

standard. Ophthalmologists should be aware of this 

difference for pathological uses. 

b. Continuing research on saccade latency in a moving 

visual background environment is indicated. This would help 

determine where the oculomotor system is being affected by 

the moving background. Using an OKN drum, certain parts of 

the stripe pattern could be projected (and other parts 

blocked out) which would help determine retinal involvement 

in the changed saccade latency. Foveal versus peripheral 

retinal involvement would be indicated by blocking foveal or 

peripheral regions of the drum and measuring saccade 

latency. Blocking the right or left half of the drum would 

indicate a hemi-field effect, if present. A more exhaustive 

study with a larger population of subjects would indicate 

a "normal" latency difference. It is recommended a further 

summer effort and/or mini-grant should be appointed to give 
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this complete and detailed attention. A joint appointment 

of both university professor and graduate student is 

suggested. 

c. The fixation versus pseudo-fixation results do not 

indicate further study. The time periods of less than 

100 ms for each condition are very short and little 

oculomotor function dealing with fixation variation appears 

to be occurring. 
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Thermal Stress and Its Effects on Fine 

Motor Skill and Decoding Tasks 

by 

M. Carolyn Robinson 

Abstract 

The current thermal research being done on the Chemical Defense 

Ensemble (CDE) has focused on work productivity as measured by the 

amount of time a subject is engaged in gross motor movement. To 

help determine if thermal stress has an effect on fine motor and 

cognitive skills, two tasks were utilized to measure any change in 

these skills. The fine motor skill task was a hand-eye steadiness 

task; the cognitive task was a decoding task. An examination of the 

data indicated that under the thermal stress induced by a work-rest 

protocol resulting in a cyclic body core temperature (Tre), 1) there 

appears to be a trend between Tre and fine motor performance; 2) 

there does not appear to be a trend between Tre and decoding 

performance. 

An examination of the data from this study indicates that 

personnel experiencing a cyclic variation in Tre may preserve 

cognitive functioning, but may suffer a decrement of steadiness 

performance. The results of the decoding task may be an indication 

that the task utilized is not sensitive to Tre. 
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I.  INTRODUCTION 

Recent emphasis has been placed on research concerning the military's 

chemical defense ensemble (CDE). When the CDE is worn while 

engaging in physical activity, the wearer's body core temperature 

(Tre) increases dramatically, relative to the environmental 

temperature. This aspect of CDE usage has been recognized and ways 

to minimize this increase are being tested. Because of the 

temperature increments experienced, the wearers participate in a 

work-rest cycle causing a cyclic variation in Tre. 

While the ground crews wear the CDE, they are required to perform 

specific tasks, some highly skilled requiring concentration and 

manual dexterity. A test procedure including the measurement of two 

psychomotor skills was indicated. 

Because my undergraduate minor is psychology with an interest in the 

cognitive process, this aspect of the CDE testing was of particular 

interest and concern to me. 

My graduate study is in the field of Health Education with work in 

exercise pnysiology and psychology. The blending of these two 

disciplines has helped to equip me to work within this particular 

framework. 
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II. Objectives of the Research Effort 

Prior thermal stress research has focused primarily on body 

temperature (rectal and/or skin) and heart rate. Thermal stress has 

generally been induced by gross muscle activity (work) and/or 

environmentally induced. In military and industrial settings the 

use of protective clothing (CDE) while engaging in physical labor 

exacerbates the thermal stress response resulting in the need for a 

rest period to allow the body to cool. The resultant work-rest 

cycle causes a cyclical increment/decrement in heart rate, skin 

temperature, and Tre. When external supplemental cooling is 

provided the cyclic amplitude in Tre is increased. 

The purpose of this study was to examine subjects1 fine motor and 

cognitive responses in relation to cyclic variation of Tre as a 

result of concomitant work and environmentally induced thermal 

stress when tested in a work-rest protocol which included 

microenvironmental cooling during the rest cycle. 

III. The Study 

The subjects were composed of volunteers, three military (all males) 

and two civilians (1 male, 1 female). The male civilian was a 

participant on three separate occasions, making a total of 7 

experimental observations. Subjects were heterogeneous concerning 

age, acclimatization state, and physical activity and fitness 

levels. 
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Each subject participated in two training sessions consisting of 

three trials of both a fine motor task and a cognitive task in order 

to reduce the influence of the learning curve. The training scores 

of both tasks were posted on record sheets (Appendix A). A baseline 

score was established immediately prior to the experimental 

situation. Experimental scores were posted on separate record 

sheets (Appendix B). During both training sessions subjects wore 

the CDE jacket, M-17 mask and hood, and rubber gloves with cotton 

glove liners. The baseline data were collected while the subject 

wore the full CDE gear which also included CDE pants, standard issue 

fatigues, a heart monitor, rectal probe, four skin thermistors, and 

a microenvironmental cooling system beneath the CDE jacket (total 

do ■ 2.55 and im/clo - .280). They also wore their own athletic 

shoes; the standard rubber boot covers were eliminated for safety 

purposes. 

A microenvironmental liquid cooling system was used with three 

subjects. Four subjects were cooled by an air system. The liquid 

cooling system consisted of a close-fitting ILC Dover liquid cooling 

vest which covered about .5 square meters of the upper body. The 

vest included approximately 48 meters of tygon tubing with quick 

release, self-sealing connectors. An electrically powered cooling 

system supplied liquid coolant to the vest at a rate of .8 liters of 

coolant per minute at 10-15 degrees C. A coolant of 95% water, 5% 

propylene glycol was used. 
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The microenvironmental air-cooled system was composed of a mesh vest 

through which air flowed from an inlet hose and was distributed over 

the upper torso (90Z) and face (10Z). A separate mask adapted for 

the air cooling system was used. Mean air temperature to the vest 

was maintained 15-20 C. 

Heart rate, skin temperature, and Tre were monitored and recorded 

each 30 seconds on a PDP-11 computer by means of a system 

custom-developed by John Garza (0A0 Corp.). Gross motor movement 

(work) was accomplished by having the subject walk on a motorized 

treadmill at 3 mph, 3% or 6% grade depending upon fitness level 

2 
(35-AOZ of VO max). The subject worked in a thermal chamber under 

one of the following conditions. 

28°C, working 45 minutes followed by a 15 minute rest period 

during which the subject was tested and cooled. 

38°C, working 30 minutes followed by a 30 minute rest period 

during which the subject was tested and cooled. 

At the beginning of the rest cycle the subject was escorted to a 

chair and was immediately tested with a fine motor performance task 

and a cognitive task. These were repeated prior to the resumption 

of the work cycle. 

III. Method 

a. The fine motor task was a hand-eye coordination steadiness task 

which lasted for a 60-second period. During this time the subject 

held a wand (approximately 17.5 cm long) which was inserted 
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through a hole (approximately 1 cm In diameter) located in a metal 

plate. Each time the wand touched the side of the hole, a buzzer 

sounded and the length of touching time was recorded. At the end of 

the 60 second period the total touching time was recorded, rounded 

to the nearest tenth of a second. 

Cognitive function was measured by a decoding task which was a 

modification of the Wechsler (1955) digit symbol substitution test. 

The 90 second test required subjects to identify a digit (1-9) which 

had been paired with one of nine letters randomly assigned. These 

randomly assigned number-letter combinations appeared on the NEC 

computer LED screen. Beneath the nine pairings one letter appeared, 

requiring the subject to identify as quickly as possible the number 

which was paired with it in the row above. When selection was made, 

another letter was presented. The computer recorded the number of 

correct responses, attempted responses, and response time. 

III. Results 

b. A review of the literature concerning hyperthermal stress and 

human performance yields no definitive evidence of a causal 

relationship. Chiles (1957) found no effect upon performance under 

high environmental temperature; Fine & Kobrick (1985) found no decrement of 

performance during hyperthermia; and Sharma (1983) and Bell (1978) 

in separate studies found that performance on certain tasks declined 

while performance on other tasks was not negatively affected. 
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An examination of Figure 1 reveals a strong association between Tre 

and steadiness. As body temperature increased, so did the amount of 

touching time. As body temperature decreased, less touching time 

was noted. 

The cognitive function (decoding) test is much less clear in its 

results (Fig. 2). An inverse relationship between Tre and number of 

correct responses (Fig. 2) was expected, i.e., an increase of Tre 

would result in a decrease of correct responses; a decrease of Tre 

would result in an increase of correct responses. Instead, there 

appears to be no obvious trend; an increase in Tre resulted in both 

increases and decreases of correct responses. Because of the small 

sample size available and the small effect size anticipated, no 

statistical tests were performed. 

IV. Recommendations 

The tasks which ground crews are required to perform while wearing 

the CDE are varied. They range from simple to complex, both 

physical and cognitive tasks, many of which require intense 

concentration and dexterity. Because of the differing results of 

various studies, it seems that the prudent course of action is to 

investigate the effects of thermal stress upon the performance of 

specific tasks which are required of the ground crew. It is very 

possible that the varying results obtained in this and other studies 

are task-specific, i.e., the results cannot be generalized from one 

task to another one. 
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Another possible explanation of the results of this and other 

studies may lie in the fact that most studies are conducted with a 

small number of subjects. Individual variation may weight the 

results unduly, obscuring the meaning of any relationship which may 

exist. A larger sample size is needed to detect significance small 

effects. 

Because most studies have been conducted in the laboratory using 

tasks which are far removed from those engaged in by the ground crew 

while performing their jobs, it is recommended that thermal studies 

in the field under "normal" environmental temperatures with tasks 

which are performed by the ground crew on a regular basis be 

conducted. These studies should simulate actual work conditions, 

including war time, when tasks will be performed on a more 

continuous basis for a long duration. Assessments regarding error 

rates under these conditions would be valuable. 
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SUBJECT: DATE: 

CONDITION:TRAINING 

STEADINESS CODE SUBSTITUTION 

n 

7) 

3) 

n 

2) 

3) 

TIME TOUCHING (SECS) # CORRECT. # ATTEMPTED, #PRESENTED;X,S.D. 
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SUBJECT: 

CONDITION: 

DATE: 

BASELINE: 

time  core   temp. 

STEADINESS CODE SUBSTITUTION 

REST PERIOD #1: 

time  core   temp. 

time  core   temp. 

REST PERIOD #2: 

time core   temp. 

time  core   temp. 

REST PERIOD #3: 

time  core   temp. 

time__  core   temp. 

REST PERIOD #4: 

time  core   temp. 

time  core  temp. 

REST PERIOD #5: 

time  core   temp. 

time  core   temp. 

REST PERIOD #6: 

time, 

time. 

core   temp, 

core   temp. 
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T   u^ ,,   *-_,  5t,jdv  r*BChanica!   Enginssri-v.;   in   197?  s>t   the 

University   of  Puerto Rico.   In   1993   !   was   screplsJ   to wc--k  under 

the  ?oop*r*tivs  Edccation  Pr^rn-for   M ■ .-..3. A . 'Wal I jos  Pligh-. 
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Mathematical Model of a forging simulation process w~th 

laboratory experimental tests (part of the Near Nst Snaps 

Tschnulogy). I developed and becsr.e f&nil.&r  -ü-** sVillt in <*hs 

dssijn o1* experiments, hew" T .".»Ue c pra »entasis«, ro«put?r 

-' L'li ?,- J <-H5 *;ulit; t: -c*-!. -i vn .Mry pc-,;-!- -v~c tarsv-iciAn» 
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the program because; my thesis research advisor suggested me to 

do so, it is real research, I found it challenging and it will 

allow me to fulfill the requirements of an M.S.M.E. I applied to 

work at Arnold Engineering Development Center in Tullahoma, 

Tennesse because there primary work is in Wind Tunnel Testing. 

This result proved to be a good match of job and person. 
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II. Objectives of the Research Effort 

The objective of this research effort is to develop a device to 

generate variable "Turbulence Levels" on air streams in wind 

tunnel testing. Researchers at A.E.D.C. want to study the effect 

of the turbulence level on experimental data. The device should 

allow researchers to perform experiments where having Mach and 

Reynolds Numbers fixed the level of turbulence could be increased 

independently. At the present time there is control over the Mach 

and Reynolds Numbers but not precisely over turbulence. 

The final design will be used for testing a Transonic 

Technology (TST) Wing in the 4T Wind Tunnel. This specific test 

is a joint venture of the Air Force, N.A.S.A., and the Government 

of West Germany. Initially the preliminary goal was to test the 

use of jets to generate turbulence. But after the literature 

survey the idea of using a grid to increase turbulence level was 
".v't,,' 

added during the course of the research effort. The use of a grid 

is an economical alternative and after a telephone conversation 

with Mr. Norman Meese who is Coordinator of Wind Tunnel Testing 

at the Natioanl Bureau of Standards in Gaither^burg Md. the idea 

of using square tags in the grid became part of the actua* 

experimental setup. 

During my 19Q7 S.F.R.P. important data were collected. Turbulence 

was generated by jets, grid and grid with tags. More research 

needs to be done in the jets and grid with tags techniques. This 

will continue with funding from the Mini Grant Program. 
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III. Test Apparatus 

3a. Acoustic Research Tunnel 

The experimental testing was performed in the Acoustic Research 

Tunnel (A.R.T.). The Acoustic Research Tunnel is an in-draft 

tunnel with constant stagnation pressure (atmospheric) and very 

low level of generated turbulence. 

The stilling chamber is square in cross-section and is composed 

of a number of flanged sections. This segmentation of the 

stilling chamber allows easy installation of grids, honeycombs, 

screens and jets in multiple arrangements. The stilling chamber 

section is 20.5 in. by 20.5 in. The test section is 6 in. by 6 

in. and has a surrounding plenuro chamber. The tunnel pressure 

ratio and plenum chamber pressure is controlled by valves in the 

exhaust line. Mach numbers normally obtainable extend to up to 

1.10. A sketch of A.R.T.is presented in (fig.l). 

3b. Test Items 

The items were tested in the tunnel stilling chamber. The first 

item is a grid 20.5 in. by 20.5 in. with 1/2 in. diameter rods 

(see drawing 102). This grid was used in two ways, one the grid 

by itself and the other the grid with small tags attached to the 

horizontal center line and to the vertic«1 center line. The 

second item is a manifold with fourteen jets producing a flow of 

air perpendicular to the main stream flow in the wind tunnel (see 

drawing 101). 

3c. Hot Wire Sensor 

The hot wire sensor used in this program was a DISA R 

Fiber-film probe. The wire has a Nickel film coating (0.5/yn) 

deposited on 70 ip diameter quartz fiber. The overall length 
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is 3 mm. , and the sensitive film length is 1.25 mm. The wire has 

a temperature resistance of 6.86 ohms (at 20 C), and a temperatu- 

re coefficient of 0.47%/ C. The cold resistance setup value was 

7.44 ohms at room temperature. The probe was a single-sensor wire 

type and measured fluctuations in velocity, primarily axial velo- 

city. The hot wire was operated in the "constant temperature" 

mode to minimize the high frequency attenuation of the system. 

3d. Traversing Mechanism 

The traversing mechanism was a commercial unit manufacturated 

by DISA R Electronics. The traversing rod is a tube with a gear 

rack milled on one side and driven by a small stepping motor. 

The stepping motor is powered from a DISA R Type 52B01 sweep 

drive unit which drives the traversing rod, and indicates its 

position. The traversing rod was approximately 17.3 in. long 

which permitted a traverse of 13.9 in. The drive motor and 

traverse rod is shown in (fig.2). The sweep drive unit has a 

D.C. voltage output which was used as the X input (probe 

position) on an X - Y recorder which plotted turbulence level 

versus probe position. The traversing rod with the probe 

installed traveled a range of 11 in. Distance cero 3 in. above 
i 

the floor of the tunnel stilling chamber and highest at 14 in.    ' 
i 

above the floor of the tunnel stilling chamber. The strut was 

installed with the down stream end of the strut at an axial 

station approximately 26.3 in. down stream of the turbulence 

generator. The traverse reveals if there is any turbulence 
I 

I 

difference accross the stilling chamber section. 

3e. Instrumentation 

The hot wire system was operated in the "constant temperature" 
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mode which is described by the simplified circuitry shown in 

(fig.3). The hot wire is in one leg of a bridge circuit whose 

signal output is fed to an amplifier. The output of the amplifier 

provides the power to the bridge and the electrical signal whose 

D.C. component represents the mean velocity and whose A.C. 

component represents the fluctuating velocity component (i.e., 

the turbulence). One side of the bridge is called the active side 

because its resistance is l/20th the resistance of the inactive 

side. Thus virtually all of the current from the amplifier output 

goes through the active legs of the bridge. The bridge is always 

operating in a "balanced" condition. This is accomplished by 

allowing the voltage across the bridge (amplifier output) to vary 

in a manner such that the hot wire resistance is kept constant by 

the varying current through it. Since the resistance of the wire 

is a monotonically varying function of the temperature, the 

temperature of the wire is thus held constant. The operating 

temperature of the wire is set by selecting the overheat 

resistance. The cable resistance is balanced in the bridge 

circuit by the cable compensating resistance in the inactive 

side. Since the bridge is always operated in a balanced 

condition: 

Rl       Re + Rw 

R2      Rcc + Ro 

Since Rl, R2, Re aid Rcc are fixed, Rw (and the wire tempera- 

ture) can be selected by setting Ro. The D.C. voltage from the 

amplifier can be fed to a linearizer that transforms a curved 

relationship between amplifier output voltage and velocity to a 

linear relationship. 
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The hot wire was powered and read out on a DISA R type 55 MID 

CTA standard bridge unit. The linearizer was a TSI Systems Inc. R 

Signal Linearizer model 1072. The D.C. output voltages from the 

standard bridge unit and the linearizer were read on Fluke R 

model 600A digital voltmeter. The A.C. voltage output from the 

standard bridge unit was read on a Thermo System Inc. R model 

1076 true rms. voltmeter. This rms meter had a D.C. output 

voltage that was representative at the direct rms voltage reading 

on the face of the instrument. This output voltage was connected 

to the "Y" function of an X - Y recorder. Using the output 

voltage of the DISA sweep drive as the "X" input from the 

recorder, a plot of turbulence versus traverse position was 

obtained as the traverse was being performed. 

Power spectral density measurements at the turbulence were made 

using a Hewlett Packard Structural Dynamics Analyzer model 5423A, 

a Hewlett Packard Digital Filter model 54470B, and a Hewlett 

Packard model 9872B plotter. This instrumentation system could 

plot the power spectral density in nearly real time. 
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IV. Test Description 

The experimental test is to generate turbulence in the stilling 

chamber using the grid, grid with tags, and jets. Each configura- 

tion was tested, at a minimum of seven different stilling chamber 

velocities to provide sufficient data for hot wire calibration. A 

calibration was performed on each test day for three days. 

The curbulence of the tunnel in an empty condition was found to 

be about 3X. This is due to the fact that a honeycomb 4 in. long 

with hexagonal cells of .180 in. in diameter approximately was 

installed at the tunnel entrance at the present time. 

4a. Stilling Chamber Velocity Measurements 

The average stilling chamber velocity Vsc, was obtained from 

the Mach number Msc, which was determined by measuring the total 

pressure P(t), the differential pressure between total and static 

in the stilling chamber DPs.c, the total temperature T(t) and 

then since the flow is subsonic from the isentropic relations for 

one-dimensional steady flow of a perfect gas (ref.18). 

4b. Hot Wire Calibration and Measurements 

For each configuration tested the hot wire outputs (both D.C. 

and R.M.S.) were recorded at several different velocities. A 

linear equation relating the non-linearized hot wire D.C. 

amplifier output to the stilling chamber velocity was used to 

provide an in place calibration of the hot wire. The slope of the 

calibration equation was then used as the sensitivity of the hot 

wire to velocity changes or turbulence. The turbulence was 

determined by dividing the R.M.S. output of the hot wire by the 

slope of the D.C. output voltage versus velocity in the stilling 

chamber curve. The equation used is known as the King's Equation 
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(ref.1). 
3 

Ecc A + B <Vel.)-! 

Using the least square method the values at A and B are found, 

Then solving the equation to find an instantaneous fluctuation 

relation of voltage and velocity 

Deriving partially, 2EdE = .5BU~-S dU 

Simplyfing the relation; 

dE      dU   (E=- A) 

E       U     4E3 

Where; dE = vV™.. dU = Vel.™.. 

E = Va=. U ■ Vel. 

E-   (E=- A)    U'       Instantaneous 

E«iC.   4E=»     U Relation 

Squaring; 

(E2- A): 

16E* 

Time average-mean square; 

V. E«,CJ 

U'\2 

U / 

T2 

E'r«,. *     { 
T2-T1    J 

E*(t)adt ) 

Tl 

T2 T2 
5                2   2 

2    .5    (E - A)      1 
E* dt } = {        

4 2   T2-T1 
Edc.  Tl               16E U Tl 

2    .5 
U' dt ) 
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V. Results and Discussion 

A sample of the data, of August 6 (Run* 8-11) generating 

turbulence with jets only, from a traverse of the hot wire probe is 

presented in (fig.4), where the rms component of the probe voltage 

is plotted versus probe position. The data shows the condition of 

having Mach and Reynolds number constant while the manifold 

pressure is being varied. As can be seen there is a big differ- 

ence in the turbulence level between Run no. 8 with 23.4"/. and Run 

no. 12 with 4.04/C. From the traverse it seems that the rms 

voltage is fairly constant over most of the traverse. 

Power spectral density (PSD) plots were taken at fixed points. 

A sample is illustrated in (fig.5). All PSD's show that most of the 

turbulence power is concentrated at the lowest frequencies (below 

400Hz.). Comparing Run no. 24 and 29 of August 4, generating 

turbulence with a grid and jets , having almost exact flow 

conditions in the tunnel but 6 jets in Run 24 and 3 jets 

in Run 29, the jet nozzle is choked and the manifold pressures are 

5,233 and 8,833 psfa. The PSD's have peak values of 21.3mV compared 

to 16.7mV, indicates that more jets with less manifold pressure 

contribute to increase turbulence. 

For the tunnel test of August 5 (Run#l to 16) using a grid with 

tags the level of turbulence starting from the lowest flow speed up 

to the highest tunnel flow speed were 12.27.  to 5.357.. Comparing 

this with a turbulence baseline of 3% indicates that the tags 

improve the turbulence level. This condition was having the grid 

with tags at a fixed distance. It could be interesting to see the 

effect of changing the grid josition with respect to the probe to 

observe the effect. From my literature survey I consider that if 
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the grid is moved closer to the probe at a certain position the 

turbulence percentage will be higher. 

In the appendix the data for each test day is included with     if 
8 

stilling chamber calculations. From the graphical results, graph 1 § 

is a sample calibration curve of the data of August 4, to apply 

King's Law and the least square method to estimate the turbulence 

level. The correlation value is 0.995 which is good for the 

estimation of turbulence. Graph 2 illustrates the point where the 

jets are choked and the turbulence value reaches the highest level 

at the condition having the Mach number for the stilling chamber 

constant. Graph 3 shows the condition of having the manifold 

pressure constant and the effect of reducing the turbulence level 

as the velocity of the flow in the stilling chamber is increased. \ 

In graph 4 for the same tunnel setting different Mach number values* 

are held constant and it is seen how as the jets mass flow is     ' 

■ 

increased, the turbulence level increases. . 

Also as the Mach number is higher, to increse turbulence more 

i 
jets mass flow is needed. In graph 5 with Mach constant the higher < 

i 
the jets pressure; the higher the turbulence level. Graph 6 shows | 

the difference in tunnel settings where the condition of grid with 
i 

tags has good turbulence percentages. Graph 7 shows the effect of ! 
i 

having jets but at constant jet pressure and main stream velocity j 

increasing. Graph 8 shows that as the mass ratio is increased} the 

turbulence percentage increases. 
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VI. Recommendations 

The use of only a grid to generate turbulence seem to make very 

little effect according to the data of test August 4 (Run#l to 14). 

This condition of tunnel setting should be analyzed changing the 

grid distance from the probe to see how the turbulence changes. 

According to (refs.2,9,12 and 17) if the grid is moved closer to 

the probe the turbulence level should be higher. If this is 

considered for the 4T wind tunnel the grid bar size should be 

bigger proportionally compared to the grid bar size used in the 

A.R.T. The use of jets proved to be effective for turbulence 

generation. It was observed that at a certain manifold pressure 

where the jet was considered to be choked the turbulence percent 

could be as high as seven times the turbulence baseline value of 

3%. There should be more jet testing to analyze the use of more 

than six jets and having a higher supply pressure available for the 

manifold. For this test the highest value for supply pressure was 

90 psig. Using jets to generate turbulence has the disadvantage of 

incurring in high project costs. Because besides of the cost for 

power for running the tunnel it will be necessary to spend a lot of 

money in power for putting air thru jets in the 4T wind tunnel. The 

uncertanty here is if the mass flow ratios observed in the A.R.T. 

for high turbulence percentages apply in 4T. Running the tunnel at 

high stilling chamber velocities made the turbulence percentages 

decrease. I suggest a test having higher supply pressure available 

to see how is the mass flow ratio because this is to be applied in 

4T and the region of air flow will be transonic. 
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Regarding the use of a grid with tags high turbulence percenta- 

ges were obtained. The tags were attached with a tight holder it 

could be interesting to see if the holder is made in a way that 

the tag can oscillate more. This could produce higher turbulence 

levels. The condition of having Mach and Reynolds numbers 

constant and varying the turbulence levels with jets provides 

the most appropiate approach in terms of what the main objective 

is. Making tests with higher supply pressure available is one of 

the things I will consider if the Mini Grant program provides 

funding for more testing. 
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Taking the root mean square; 
2 

t r-mm .      (bdc  """   M / U  r-mm • 

Ed*. 4E2        U 

This is the relation used to estimate turbulence. 

The R.M.S. output of the hot wire was also recorded on an X - Y 

recorder as a function of probe position. Power Spectral Density 

(PSD) plots were made from the hot wire R.M.S. outputs. The power 

spectral density plot shows the distributions of the turbulence 

intensity. 
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t IC32 546 2C31.324 .022 545.948 25.004 3.610 .019   2.86c 0 o .000 .000 3.025 0 
4 203* 54e 2C32.090 .025 545.930 2I>.006 3.740 Ji9   2.796 0 n . 000 .000 5.901 0 
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Experimental Combustion Techniques 

James P. SeaDa 

ABSTRACT 

Several small experiments reguarding different combustion phenomema 

were explored. A new diagnostic tool known as the phase dopp'sr 

anenometer was used in a spray environment It measures droplet sizs and 

velocity. Diffusion flame work was completed from last summers wer* 

Other experiments include a multiple jet flame, and multicomponent 

evaporation of a droplet. 
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1. introduction 

Presently, I am enrolled in the PhD program in Mechanical Engineering 

at the University of Iowa. My primary field of study consists of combusting 

and noncombusting sprays. My PhD thesis will be centered in this area. 

last summer i participated in GSSSP for the first time working with 

I.D. Chen (advisor) and W.M. Roquemore (USAF). ! worked on jet diffusion 

flame flow visulaizations and digitized several sequences of this 

phenomenia. 

This summer I pursued several areas of interest. First, the jet 

diffusion flame work was completed. Second, my interests were focused on 

the phase doppler anenometer which is a new diagonostic tool for sprays 

The last phase of this summers research was to perform experiments 

relating to possible thesis topics. 

80-4 



II. Objectives of Research Effort 

The jet diffusion flame work was completed. This consisted of 

verification of large scale structure phenomena from digitized data and to 

observe and run a new devise that automatically digitizes films. This 

system was developed by LP. Goss (SRU. 

A new diagnostic technique for sprays was developed by W.O. Sache': 

of Aerometrlcs. The phase doppler anenometer measures size and velocity 

of droplets ranging In size from 7 to 200 microns My objective was to 

team the theory and experimental procedure of the phase doppler. 

An experiment was developed to verify the theory of a 

multicomponent fuel droplet in a noncombusting spray environment Once 

the initial model (l-D) was verified by tite experiment, an updated version 

(2-0) was to be applied. This experimental setup could possibly be used for 

visualizing drop-turbulent interactions. 

The most important objective of the summer of 198? was to 

determine my PhO thesis topic. A couple of preliminary experiments *ers 

setup and run reguerdmg drop-turbulent interaction, ana inability 

problems. 
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Ml. Diffusion Flams 

The final work relating to the diffusion flams research consisted of 

organizing pictures illustrating the periodic large sea'? struct^ 

phonomenia. Thousands of photographs were taken as weil as several rolls 

of film, each illustrating different or related diffusion flarne phenomena 

L P. Goss set up a digitizing devise which scans : Tame :• ■:'-■ us,;rg 

a linear array of 500 with a 12 Pit microprocessor for the intensity level- 

This data was stored on the modcomp system. One of the purposes of thJs 

procedure is to compare the digitized data with the hand held digitizing 

from the previous summer. No comparisons have been made at this time due 

to time constraints and priorities of work load. 

IV. Phase Dopolar 

An important objective was fuiifii'ed tirs summer concern1.'-; 

experiments using the phase doppler anenometer "hü 'ew d'agono-:*-: 

techntgue combines fringe patterns produce! :y. d-ze'ets and g»:~;s*.rc 

optics theory to determine the size and ve:cc'U of the droplet The 

objective was to learn the theory behind the de/ise and dete'nr-e \f *t can 

be used in combusting and nonccmbustmg sprays 

Work involving the phase dopp'er -«as under-*. *he*; : rn;e: ". ~AC 

•><«   : ha'ned -v'th data •■>"<ijc*'ün «y'tk --a***.*.- -•. ***   - •••*-*•• ■--•' »-•' 
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experiment consisted of velocity and size measurements of 3 known sorsy 

field relative to LDA measurements, me purpose or this particular 

experiment was to determine the validity of the phase doe-pier The theory 

of the devise is presented in severs! papers (Bechelo W. 0, and Ho--ser 1. J.. 

1984). 

The data is in good agreement with the LDA measurements except for 

a few velocity profiles further down stream of the nozzle. Th$ plane of 

discrepancy was located at approximately 10 nozzle diameters downstream. 

This discrepancy was also discovered independently Dy Bachelc. No size 

comparisons can De made due to the lack of base line data. 

V. Multlcomoonent Droplet Experiment 

A multlcomponent droplet experiment was designed by Tom Jackson 

(USAF), W.M. Roquemore (USAF), s. Aggorwai (Univ. of minds-Chicago), *M 

myself. The purpose of the experiment is to verify the theoretical 

prediction of S. Aggarwal (Aggarwal S., 1987). The theoretical prediction is 

a Lagragian-Eulerlan approach in one dimension with molecular diffusir\, 

as the main property in determining the evaporation rat* of the droplet. The 

components of the droplet was limited to two fuels, with significantly 

different boiling points of each component. 

The experimental set up consisted of a rectangular p^rax channel 

connected to a converging section to create a fiat velocity profile in the 

channel. A droplet generator was positioned in the center of '.he vo*ume at 

the entrance of the pyrex channel. Heat*-^ cc':. were ;*;:*•* in Vi *,?•'. 

scsaratus up stream sf the channel *r£ cor.verclr.; iscv;^ to "-it the 
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ambient air. Due to time constraints the test stand was net -jperational at 

the end or my fellowship. 

Once the test stand Is operational, the velocity end temperature 

gradients can De determined, "he phase dealer wH: De ^Vzed *-■■ th1* 

experiment, with size and velocity Informator used to 'ne'e ve^'y the 

theory. To fully analyze the theory, species concentrations tr" De rzwni 

at the surface of the droplet. A possible solution tp this situate, ;s the 

use of laser induced flouresence on the fuels. Fuel3 having this 

characteristic are not common out due exist. 

Experimental work involving Droplet-Turbulent interaction if a 

important topic in todays combustion society. To observe this interaction a 

constant and controllable eddy environment must be created end visualized. 

A multljet flowfield was constructed to simulate a constant eddy 

environment. This was accomplished by heving seven tubes supported by 

three thin disks at various axial locations with the first d*sc flat relative 

to the tube ends. This arrangement failed to create such ar. environment m 

both cold flow and combusting situations, it did have a significant impact 

on other types of combustion phenomena. 

The multiple diffusion flames witn the centra' jet n air -M :-;m?i* 

for a stable, cool flame at various flow conditions, ~'n verti:»' laser sheet 

revealed the ezimutha' interadons of the outer and \t*^r str-ctves. The 

azimutha'» instability was first. rulized D**'. I :"■*' :xr   :' : -»;• 
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vil, Recanpwwjons 

The multijet flow visualization has potential for future work. The 

flame demonstrates high stability at all flow conditions. The flame 

characteristics may be changed by controlling the central jet when the 

central Jet consists of air. Collegeegue w.ü. Roguemore and Advisor L D. 

Chen showed Interest in pursuing this idea. 

The test apparatus used in the multicomponet experiment shoe- 

promise for possible drop-turbulent interaction experiments The 

turbulence can be created by grids and the droplets provided by the existing 

droplet generator, visualizing the flow field remains the major problem in 

conducting this experiment. 
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THE INTEGRATION OF DECISION SUPPORT PROBLEMS 

INTO FEATURE MODELING BASED DESIGN 

by 

Jon A. Shupe 

ABSTRACT 

This report is an effort to consolidate and report about components of the design environment. In 

this report, design is discussed as being composed of decisions of various types and activities. 

These types and activities are set forth and described. Further, Feature Modeling as posed by 

the Materials Lab is discussed, as well as the relationship of decision making to Feature Modeling. 

Finally, it is posed that an appropriate and useful design environment will utilize a balance of 

knowledge based techniques and numerical decisionmaking algorithms, such as the Decision 

Support Problem technique for solving design problems. Several scenarios where this blend 

would be useful are discussed. 
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I INTRODUCTION 

Decision making in engineering design has been more of an art than a science, with a great deal of 

emphasis placed on decisions made on the basis of expertise and engineering intuition. Since 

World War II, there have been two areas of research that have had a bearing on decision making, 

namely Operations Research and Artificial Intelligence. Among other things, researchers in 

Operations Research have invented methods to allow a person to make optimal improvements, 

better choices, and better plans. These methods have generally been implemented on 

computers, since they require large amounts of numeric processing. One of the biggest, most 

successful applications1 for Artificial Intelligence has been the development of expert systems, 

whereby the heuristic, intuitive, "rule-of-thumb" knowledge of an expert can be captured and 

then employed by others to assist in making decisions in the domain of the expert. 

The Materials Laboratory of the Wright Aeronautical Laboratories at Wright-Patterson Air Force 

Base is particulary interested in the integration of design and manufacturing and what methods 

could be used to achieve this end. This report examines some of the possibilities of combining 

these areas of research into a useful design environment. 

My research interests le in the areas of partitioning and planning the design process. I am 

examining methods by which a model of a design artifact can be partitoned into submodels for 

synthesis. Important lr< this partitioning is the Inks and interfaces to be maintained amongst the 

submodels. Also,' am very interested in the types of decisions in design and creating a planner 

for the sequencing of design decisions. 

N OBJECTIVES 

Among the issues to be covered in this report are: 

• Decision making in general, and the types of decisions encountered in design 

• Feature Modeling as the Materials Lab has posed it. 

• The useful balance between heuristic decision making and numerical decision making. 

• Scenarios for decision making in a Feature ModeSng Environment. 

• inteHgent material selection 

- inteHgent selection of input to features 

• optimal modification to features 

'Many Artificial Intelligence Researchers would maintain that if something can be applied it is no 

longer Al research, or today's Al research is tomorrow's algorithm. However, as designers and 

engineers, we are not as interested in the cutting edge of Al research so much as the application 

of any research that is useful to decision making and design. 
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Ill DECISIONS IN DESIGN 

An engineer/designer performs two types of activities: symbol processing and decision making. 

Decisions made in the design of engineering systems are based on information from different 

disciplines. However, it is often the case that the computer-based tools that are presently used to 

support decisions are disciplined-based and analysis-oriented. Decisions are improved by 

repeated analysis; an inefficient approach that has been used successfully in the past when there 

were sufficient resources to allow it. Since analysis is disciplined-based, the interaction between 

disciplines cannot be taken into account without the use of synthesis. 

Decision Making Activities 

In addition to looking at the different words related to "decide", one can took at words that 

represent decision making activities. [1] 

Intuition - Insight, Rule-of-thumb; 

Compart - bracket, collate, contrast; 

Evaluate - estimate, appraise, assess; judge; rate; 

Rank • class, classify; evaluate; grade, rate, order, sort; 

Select - choose, cull, elect; prefer, opt for, optate; pick, mark, take; 

Guess • decide under uncertainty; 

Optimize - improve, modify for best results. 

From these words, one can see certain patterns emerge in terms of mechanisms or activities 

useful to decision making. 

Real-world practical decisions are characterized by the following descriptive sentences: 

• Decisions involve information that comes from different sources and discipBnes. 

• Decisions are governed by multiple measures of merit or performance. 

• The measures of merit may not be of equal importance to the final decision and may 

confict with each other. 

• All of the information for making an adequate decision may not be available. 

• Some of the information may be hard (based on scientific principles), some may be soft 

(based on the perceptive Judgement of the designer) and some may be partially-soft 

(empirical in nature). 

• The problem for which the decision is being made is open-ended. 

These characteristics are shown in Figure 1. This figure is a visual demonstration of the decision 

characteristics to fix the principles in the mind. These characteristics will guide the thinking in the 

next section as the discussion moves from words about decisions to actual decision methods. 
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FIGURE 1-DECISION CHARACTERISTICS 
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In addition to the characteristics of decisions listed above, it is desirable to define the relation of 

one decision to other decisions being made in the design environment. Among other things, it 

would be useful to determine the classes of decisions, not only in terms of types of decisions, but 

classes of decisions according to their separability and concurrency. It has been observed that it 

is useful to characterize the structure of the decisions in relation to each other by the following 

statements. Please refer to Figure 2. 
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T 

i 
I 

a - Separable decisions made concurrently 

1 
Time 

1-1 

I 

T 
b - Inseparable decisions made sequentially 

1-1 

I 

1-1 

I 
c - Inseparable and coupled 
decisions made sequentially 

and requiring iteration 

d - Inseparable and coupled 
decisions made concurrently 

FIGURE 2 - DECISION INTERACTIONS 

The previous description gives an idea of the relationships of decisions. There is a need to go 

further and order the decisions in relation to the artifact being designed. One must consider the 

relationship of decisions with in the hierarchy of the model of the artifact and its subsystems. 
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Assuming such a hierarchy exists, one then defines the plan for the decisions. In this decision 

plan: 

• Interaction between decisions to be made at the various levels of subsystems exists. This 

interaction may go one way or both ways. 

• Interaction between decisions to be made at the same subsystem level also exists. This 

interaction can also go one way or both ways. 

Types of Decision Support Problems 

Now that there is some idea of the characteristics of decisions and the recognition of the fact that 

there needs to be a plan of decisions, it is a good time to discuss the types of decision support 

problems that exist. The relationships between decision activities and decision support problem 

blocks are shown in Figure 3. 

The DSP blocks are defined as follows. 

The selection of the top-of-the-heap concepts for further development 

Selection 

The indication of a preference based on multiple attributes for one amongst several 

feasible alternatives. 

Compromise (opMrnluUon) 

The improvement of an alternative through modification 

Decisions in which the risk and uncertainty of the outcome are taken into account 

Heuristic 

Decisions which are made on the basis of a knowledge base of expert facts and rules of 

thumb. 

Coupled 

Decisions in which both selection and compromise occur. 

High level decisions, between levels of decisions, which involve decision interaction, 

selection and compromise. 

High level decisions, between decisions within a level, which involve decision interaction, 

selection and compromise. 
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DECISION MAKING ACTIVITIES 

EVALUATE RANK SELECT GUESS OPTIMIZE COMPARE INTUITION 

c CHARACTERISTICS OF DECISIONS 

CLASSIFY SELECT COMPROMISE CONDITIONAL HEURISTIC 

i SEPARABILITY AND ORDER OF DECISIONS 
) 

DECISION BLOCKS 
FIGURE 3 -DECISIONS: FROM ACTIVITIES TO DSP BLOCKS 

A classification DSP allows a designer to classify or group prelminary concepts based on criteria 

important to the design. A selection DSP is used to choose an alternative from several. The 

choice is made based on ratings given to multiple attributes and their relative importance. A 

compromise DSP improves an alternative, by changing design variables optimally, to find a 

superior solution. This Involves the compromise between meeting stated constraints and 

reaching desired goals. The coupled, hierarchical and heterarcNcal DSPs involve the combined 

solution of multiple selection and compromise decision support problems simultaneously. 

Decisions in which risk and uncertainty of the outcome are taken into account are facilitated 

through the solution of condrUonal support problems. Decisions that are based on insight and 

rules-of-thumb captured from experts are heuristic in nature. 

In Figure 3. these decision support problems are shown as generic decision building blocks. 

These building blocks can fitted together to form the decision plan for the design of an artifact. 

Items such as time, organization, economics and so forth, affect the decision plan and the order of 
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the decisions within it. Referring to Figure 4, one sees the types of knowledge necessary to build 

a plan. This includes the knowledge of how the model of the artifact is partitioned for design. This 

would be the minimum information needed. Next, is the knowledge represented by the features 

of the artifact and the knowledge represented by the qualitative and quantitive models of 

production, quality and inspection. Finally, knowledge of the organization and temporal 

knowledge are useful to insure the decision plan takes advantage of the resources of the 

company. 

Features of Artifact 

Organization! 

Partition of Artifact Temporal Order 

Knowtodgtln 

FIGURE 4 - PLANUNG DECISIONS: A WITCHES BREW 

In Figure 5, a depiction is made of the output desired of such a decision planning procedure. The 

procedure should deliver a structure or hierarchy of the decision blocks and the inks between the 

blocks. This structure is shown in more detail In Figure 6. Here a structure is depicted for the 

preliminary design of the artifact shown. Materials and manufacturing processes are to be 

selected. In addition, there is a coupfing between the structure compromise (optimization) and 

analysis and the selection of the material. Further, there are heuristic decisions to be made about 

the producibilty, etc. of the artifact as designed. This information is provided for redesign and 

cost optimization. 

The development of an executive system that is capable of the process depicted in Figures 4-6 is 

very desirable. However, just how would one develop such a system for planning, ordering or 

structuring the decision hierarchy. There are several examples ol knowledge based systems that 

plan, for example. MOLGEN, a planning system for genetic laboratory experiments. On the other 

hand, in the area of Operations Research, many methods have been developed for planning 

actions. These methods generafty involve the use of an optimization package to find the 
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C Design Structure J 

Structure Out 

FIGURE5-PLANNING DECISIONS: DESIRED OUTPUT 

Pufjiiaiaiy Ooalrjn Structure 

n    Analyze 

QQ   Heuristic 

FIGURE 6 -PLANWNG DECISIONS: A SAMPLE PLAN 

sequence of actions that resul In minimum Hint, minimum cost, maximum profit, etc. experience 

indcates that probably no single method win suffice for creating the executive system. Rather, a 

synthesis of methods from both fields it necessary. The wide variety of knowledge input to the 

executive system is seen in Figure 4. There are many Al techniques that would be useful for 

representing and handling this knowledge.   The optimization and other derision making 
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techniques would allow the executive system to pare away any excess in the sequence of 

decisions. Additionally, these methods could prove useful in conflict resolution. Often, if the 

conffict resolution is performed in a pairwise fashion, looping will result. This has been dealt with in 

the DSP techniques developed by Mistree, et al [8], particularly in the selection DSP. 

IV BLEND OF DECISION MAKING TECHNIQUES IN DESIGN/MANUFACTURING 

' Decision making in the environment of design/manufacturing is necessary and useful, of that 

there is no doubt. However, the particular blend of the different types of decisions is the 

question. With the increase in popularity and application of knowledge based systems such as 

expert systems, there has been a move away from other forms of dedsionmaking (optimization, 

conditional decisions, etc.). In some cases, knowledge based systems have been designed to 

do activities already performed by numerical algorithms [2, 3]. Which way is best is open to 

argument. In this section, methods for representing information about design artifacts is 

discussed. A proposal is made for a balance of knowledge based techniques and numerical 

algorithms for solving design problems. Several scenarios where this blend would be useful are 

discussed. 

reell na Madelna: Rapraaanttno Knowiedoe for Raskin and Manufacture 

Feature modelng 14,5] is cafled for by the design-manufacturing sequence. In particular, feature 

modelng is the data structure that is needed to support the information needs of the following 

design and manufacturing functions: 

• a user-friendly interface, including graphics output, for the designer; 

• production of enginee.-ing drawings; 

• selection of materials and manufacturing processes; 

• evaluation for manufacturabilty as early in the design proces» as posstole; 

• analysis for functionally and coat iricludng Inlle etemem analysis when needed; 

• process design, including dk* or mold design when needed; 

• process planning and control; 

oovonpmoni oi expert systems. 

to guide, control, or advise on any of the above functions, or 

to perform redesign based on results of analysis or rrorufacturabity evaluation. 

Presently, the databases of current CAD systems contain geometric description only in terms of 

points. Ines, and faces; they do not provide information needed for the functions Isted above. 

That the essential requirement of a suitable ClM data base is tr« it contain Ttigh-leveT knowledge 

or more abstract knowledge about the oaometrv of the detion. 

Design with features is being examined as a possfeMHy for developing a higher-level ClM data 
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base. A feature is a geometric form or entity: 

• whose presence or dimensions are relevant to one or more CIM functions (as listed 

above); 

• whose availability to a designer as a primitive faciltates the design process. 

Further, there are four types of features: 

• Primitive features 

WaHke 

Intersections 

Projections 

Depressions 

Macrofeatures 

Generic Shape 

Processing 

Assembly features 

Insert 

Receptacle 

Tooling features 

Gates 

Runners 

The information required by the various activities of design and manufacturing determine the 

features to be made available to the designer in that domain. 

An importart advantage of designing with features cited by Dixon and the Materials Ub is that, in a 

given domain, the design process Use» can be faditated when those geometric features most 

useful in the domain are readty available to the designer as primitives and when the design 

language provides effective and concise commands tor combining such primitives into composite 

structures. There is stM much to team about the design representation data structures actuaty 

needed. In discussions with Lieutenants Wright and Madden, a new requirement tor the 

representation of design/manufacturing knowledge via frames was described. The 

representation should not be a representation of geometry, that then provides information for the 

determination of manufacturability. etc. Rather, the representation should be more general, one 

that would then provide information tor the determination of geometry, manufacturabilty and so 

forth. Aposstotorepreser«ationisshowninFigure7{5]. 

Feature modeing win be used to provide a comprehensive data structure tor computer aided 

design. However, other methods must be used to supply the design environment with decision 

making capabity. since feature modeing is a knowledge representation scheme and has no 

mnoreni oooswn muting capaouny. 
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Feature modeling and decision making 

One decision that must be made about the features is the whether or not a feature meets 

manufacturability constraints, as shown in Figure 8. This will most probably be done via heuristics 
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operating on knowledge about the available manufacturing technology. Another decision to be 

made about features is that of which Macrofeatures with which the designer will begin. Selection 

of the "higher-level" features will then drive the selection of the primitive features. The selections 

of the features can be done with the selection DSP mentioned previously. A third decision to be 

dealt with is the modification of features or the artifact as a whole. Some modifications are required 

by the difference in what a designer specifies in terms of machining and what is actually available. 

Other times, the modification requires the change in a number of variables simultaneously to meet 

one or more specified goals, such as reduced weight, or maximum strength. This would be most 

appropriately handled by an optimization technique, such as the compromise DSP developed by 

Mistree, et al [8]. Examples of the selection and compromise DSPs follow. 

Scenario: Material Selection 

The need here is to select an appropriate material for an artifact (see Figure 9). It is possible that 

'material' would be considered as a feature. Selection of the material would then lead to definition 

of related primitive features, as well as containing such physical information as yield strength, 

ultimate strength, density and so forth. A front end could be written to gather information about 

the environment for which the artifact is i' tended. This information could then be applied to cull 

out unsuitable alternatives. Heuristics could then be applied to determine the relative importance 

of the attributes for the remaining alternatives. The following is a simple formulation of a material 

selection decision for N materials. Notice that there would probably need to be more attributes to 

provide a comprehensive model. 

GIVEN 

IDENTIFY 

RANK 

The Alternatives: 

N materials 

The Attributes: 

Economic factors 

Technical factors 

strength 

weight 

corrosion resistance 

fatigue resistance 

creep 

thermal properties 

Relative Importance 

Determined via heuristics 

Alternatives based on resulting merit function values 
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Select One, Please 

Based On 

»VÄVÄV " ? Vi 

Cost 

Strength 

Weight 

Corrosion 

Thermal 

Material Feature 

FIGURE 9 - MATERIAL FEATURE SELECTION 

Scenario: Multiple Feature Selection of a Turbine Blade 

This is an example of the design of an artifact based on the selection of features and their 

combination. This problem would be done upstream from the layout of the parts. However, this 

selection would assist the designer (or even provide the designer) with the needed features for 

design. 

GIVEN 

IDENTIFY 

Alternatives 

Material alternatives 

Production alternatives 

Fastening alternatives 

Attributes 

Material attributes 
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Production attributes 

Fastening attributes 

RANK The alternatives according to merit function values 

PICK The best combination 

The result of this would be indicate certain features. For example, if a nickel-chromium, cast blade 

with a fir tree root is chosen, then those features are provided with which the designer will work. 

Material 

(Medium Alloy 

f Nl-Cr-Co 

C 
C 

Ni-Cr 

Cobalt 

( Low Alloy 

Production 

Bar Stock 

Extruded 

Forged 

Cast 

Blade Fastening 

Fir Tree  ) 

Dovetail   ) 

D Bulb-Shank 

Welded  ) 

Call Features for Ni-Cr, 
Cast and Fir Tree 

FIGURE 10 • MULTIPLE SELECTION FOR A TURBINE BLADE 

Scenario: Compromise Problem for Primitiv» Mechanical Artifact (component) 

This is a generic example for the optimization of an artifact. This involves the compromise 

between meeting stated constraints and reaching desired goals. Shown are typical mechanical 

considerations, plus economic considerations. Notice that some manufacturing constraints can 

be included. This would reduce the need to reapply heuristics to the features that are modified by 

the optimization, although the heuristics and numerical constraints could be used together for a 

double check. Further, heuristics specific to decision making could be applied to allow ease of 

input by the user and ease of interpretation of the results. 
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GIVEN: 

FIND: 

SUBJECT TO: 

MINIMIZE: 

- Material Constants 

- Load Conditions 

- Standards 

- Production and Maintenance databases 

- Dimensions of artifact 

- Dimensions of laminates for composites 

- Selection of material 

- System Constraints 

- Strength 

- Fatigue 

- Displacement 

- Expansion 

-Creep 

Wear 

• Tolerances and fit 

•Standards 

- System Goals 

- Minimum Weight 

•Minimum Cost 

- Maximize Strength 

-Bounds 

• Deviation from specified goals 

V RECOMMENDATIONS 

This report outlined some ideas about design and decision making. It further called for a blend 

between heuristic, knowledge based techniques with DSP techniques in an appropriate balance. 

No one is sure what the exact balance should be; however, several scenarios were presented 

showing such a blend. 

The next step is to further structure the design/manufacture environment and to build a sample 

system that uses feature modeling representation and decision support problems for selection of 

features, conflict resolution and optimization. The types of decisions for the sample system must 

be determined and then specific scenarios can be developed, instead of the general ones 

presented here. The Materials Laboratory is moving ahead on a system that uses feature 

modeling. It is hoped that this report will assist them in integrating decision making capabilities. 
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OPTIMAL CONTROL OF THE WINO ROCK PHENOMENON 

by 

Christopher D. Sierra 

ABSTRACT 

The nonlinear phenomenon of die wing rock of a slender delta wing about the mid-span axis was 

chosen for study. Time histories of the roll angle and the roll angle velocity were obtained and used 

to verify the results of the phase plane analysis of Nayfeh, Elzbeda and Mook. A simulation of the 

pilot changing the angle of attack of the wing was implemented in order to observe the effect the 

manuever had on the behavior of the uncontrolled system. Thetime historyof thebuild-up of wing 

rock was developed. The need for a method of controlling this phenomenon was observed. A 

control vas then obtained using optimum systems control. The optimal control vas also found for 

the system experiencing an "unexpected" pulse The time histories of the roll angle for both cases 

were obtained. 

Professor Patten's Sub-Optimal Control Algorithm vas abo used to obtain a control for mis wing 

rock phenomenon. These results were presented so that a comparison between the two optimal 

control techniques could then be made. 
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I. INTRODUCTION 

My principle research interest is in the control of dynamic sysvsms. In particular my interest is in 

the use of optimal control techniques to achieve the control solution. 

My interest and familiarity vim the vork of professor Patten, in addition to the course vork I have 

completed to date led to my assignment vith the Control Analysis Group of the Flight Dynamics 

Laboratory It is hoped that continued vork under the guidance of Professor Patten vill result in 

the further development and implementation of his Sub-Optimal Feedback Control Algorithm (1). 

n. OBJECTIVE OF THE RESEARCH EFFORT 

The objective of my research effort as a participant in the 1987 Graduate Student Summer Support 

Program vas to aid professor Patten in the implementation of his Sub-Optimal Control Algorithm. 

The use of optimal control is limited because of the numerical and computational problems vhich 

typically occur . hen using the standard solution methodology. This method relies on the use of the 

variational calculus to change the optimum control problem to a tvo-point boundary value problem 

It is in the solution of this tvo-point boundary value problem vhere the previously mentioned 

problems occur. The solution of the tvo point boundary value problem usually requires the use of 

an iterative algorithm. The large number of iterations and the computational time associated vith 

each iteration prohibits the use of optimal control on line in real time and alb vs this optimal control 

process ID yield only an open-loop control. 

The ving rock of a slender delta ving vas selected for analysis as it's effects on aircraft are of 

partcular interest to the Air Force. Wing rock describes toe rolling, oscillatory motion an airplane 

experiences vhen operating at a high angle of attack vhite simultaneously operating at a tov 

subsonic Mach number (2). The angle of arack is the relative angle betveen toe feeding edge of the 

ving and the direction opposite that of the arrflov. The onset angle is the lovest angle of attack for 

vtuch this rolhng motion develops spontaneously. 

Wing rock causes a reduction in an aircraft's ability c track a target and it's overall tactical 

effectiveness.  Safety during fhght is also affeoed by toe phenomenon of ving rock. Typically the 
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oscillations occur just before stall end can be a major factor limiting both manueverability and 

landing speed. The study of the ving rock phenomenon is vorthvhfle as the result of further study 

irill surely increase the flight envelope of future eircref t 

My assigned objectives vere to duplicate the dynamics of the equation of motion vhich resulted 

from the vork of Nayfeh, Elzbeda and Mook (3), to men simulate an aircraft manuever and study 

the effect of the manuever on du uncontrolled system and finally to study die effects of die seme 

manuever simulation on the optimally controlled system. 

The control for this system v&s developed using the method of Open-Loop Optimal Control. These 

"optimal11 results vere then compared vim those vhich resulted from die implementation of 

professor Patten's Sub-Optimal Control Algorithm. 

III. THE DYNAMICS OP THE EQUATION OP MOTION 

a. A result of the vork of Nayfeh, Elzbeda and Mook (3), vas an equation of motion for the 

subsonic ving rock phenomenon for slender delta vings, 

Q--U>*0 * Mt 0 + b, 0   +/*i &l0+b,0 0l (1) 

vhere i> vas defined as the roll angle. The coefficient! of the equation of motion vere defined in 

table 1. They then used this equation to genera« tvo phase planes for fixed angles of attack. These 

phase planes vere represented in figures 1 end 2. 

The vork of Levin and Katz (4) demonstrated that the onset angle for a slender delta ving vas at 

approximately 20 degrees. The phase plane for a 15 degree angle of attack shoved the existence of 

one stable equilibrium point. Other possible trajectories may exist for phase planes generated from a 

nonlinear equation. For example horizontal parallel lines located above and belov die presented 

equilibrium point region vould be examples of other possible trajectories. 

The phase plane for 25 degrees exhibited trajecttdes vhich eimer converged ID a stable omit cycle or 

diverged. This divergence -would cause uncontrolled continuous revolutions of the delta ving about 

it's mid-span axis. 

Phase planes do not ex^ücräy shov die behavior of the system as a function of time. Time histories 
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of the roll angle and the roll angle velocity vill result from ft? solution of the equation of motion. 

The coefficients of the equation of motion were then calculated at 15 and 25 degrees from values 

found in table 1. The second-order differential equation of motion vas represented as a system of 

tvo first-order differential equations. 

0 * x, - Xz (2) 

0- Xz'-U^X, + MtXX *b, X;3*/***.*** *hg X, XZ
Z (3) 

An approximation to the solution of tins system of differential equations vas found using a variable 

order Adams-Predictor method or Gears method. Appropriate initial conditions vere chosen from 

the phase planes. 

b. The time histories of the dynamic behavior of the system vere presented in figures 3 and 4. The 

angle of attack and the chosen initial conditions vere denoted on each figure. The behavior of the 

system represented in these figures vere in general agreement vith the characteristics observed from 

the phase planes. 

Initial conditions vere chosen from the phase plane for a 15 degree angle of attack They vere aD 

chosen from the region near the equilibrium point and appeared to converge to this point Thisvas 

of course in agreement vith the phase plane for a 15 degree angle of attack. 

A number of initial conditions vere chosen from the phase plane for a 25 degree angle of attack 

Convergence to the limit cycle for initial conditions chosen from inside the limit cycle did converge 

to the limit cycle. It vas noted that there vas a change of phase and that the periods did not appear 

to be constant 

It vas also observed that divergence did occur for initial conditions chosen from «he region of the 

phase plane outside the limit cycle. 

IY. MANUEYER SIMULATION AND THE UNCONTROLLED SYSTEM 

a The dynamic behavior for the system at tvo constant angles of attack vas observed in the results 

of the previous section The phase planes and trine histjnes of the roll angle exhibited the dynamic 

behavior of the system at angles of attack of 15 and 25 degrees. The constant angles of attack used 

in the above analysis vere chosen because they vere either above of belov the onset angle. Angles 

of attack less than the onset angle caused the equation of motion to exhfi.it stable characteristics. 
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nonlinear, the probability vas high that these values of the roll angle and the angular velocity of the 

roll angle caused the solution to diverge to large values of the roll angle. 

Variable-step integration, fixed-step integration and integrators for use vith stiff equations vere all 

used in an attempt to shov that this divergence vas due to computational error and not the true 

behavior of die system. All of diese integration schemes used on the equation of motion indicated 

that ute roll angle vas diverging to angles greater than those found on the limit cycle. This would 

indicate that the aircraft vas experiencing uncontrolled continuous revolutions of the delta ving 

about it's mid-span axis. 

Outer functions for the angle of attack vere tried. The general shapes of these functions remained 

unchanged except that the time the angle of anack vas kept at 25 degrees vas increased. This vas 

done to allov the unstable system dynamics to develop fuQy to the limit cycle. The results vere the 

same; The roll angle had gone beyond the angles vhich made up tite limit cycle. 

The phase plane for a 15 degree angle of attack implied Utetif an angle of attack of 15 degrees could 

be reached at a time vhen the absolute value of the roll angle velocity vas less than 0.02 then 

convergence vouM occur. Convergence then in general vas not possible. This indicated that some 

sort of outside input vould be need to control these ving oscillations. 

V. MANUEVER SIMULATION AND THE CONTROLLED SYSTEM 

a. The development of the optimal control &r, a nonlinear system of equations vas similar to the 

approach used for linear systems (5). A nonlinear system of equations vith knovn initial conditions 

vffl typically have the roltovlng form 

x = F (x,t)+ ß(x,t)u (4) 
x(t.) * x. 

A convex index of performance vas chosen as the cost function. 

J'jt
T;r{jlxi!~*//ü//J]dt-/^C(Jt (5) 

The objective of the optimal control approach vas to minimize the cost function constrained by the 

system of nonlinear differential equations. This unstrained problem vas reformulated as 

unconstrained bv using a set of time dependent Lagrange multipliers ( ä ). The Lagrenge multipliers 

may also be refeirel © ss 0» costete variables 
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Angles of attack greater than the onset angle cawed the equation of motion to exhibit unstable 

characteristics. The stability and characteristics of the equation of motion depended upon the angle 

of attack used m calculating the tqnaüori'a coefficients 

The phase plane analysis implied that If the angle of attack was greater man the onset angle the wing 

rock experienced by the aircraft was either approaching the limit cycle or had already converged to 

the limit cycle. Was it possible for the pilot to stop the wing oscillations by simply reducing the 

angle of attack below the onset angle? The answer io mis was not apparent by simply utilizing the 

two constant angle phase planes. 

A function of time for the angle of attack was needed to sinrlate the actions a pilot might undertake 

while engaged in the ttacking of a target or the evasion of apersuer. A possible scenario was forme 

pilot to increase the angle of attack from below the onset angle to a higher "unstable" angle of attack. 

At mis angle of attack the pilot should have noticed the build-up of wing rock Instinctively he 

would have attempted to reduce the angle of attack to a "stable" value below the onset angle. The 

function developed was presented graphically in figure 5. To insure continuous derivatives of this 

function, a function of the cosine was used to add "smoothness" to the comers during die ramped 

portions of this angle of attack function. 

A Predictor-Corrector algorithm was again used for approximating the solution to the differential 

equation of motion. The known initial conditions allowed a forward integration with time. Recall 

that the angle of attack was constructed as a function of time. The appropriate angle of attack for a 

particular time was obtained from the angle of attack function. The coefficients of the equation of 

motion could be calculated from the values presented in 'able 1. The values were available for four 

angles of attack Each of the columns making up mis table consists of four data points. These four 

data points were men "fitted" vim a thud-order polynomial. The resulting polynomials were 

functions of me angle of attack The coefficients were men calculated from these polynomials for 

the indicated angle of atsek and then substituted appropriately into the equation of motion. The 

predjcior-conectDr method of solution was an iterative process and the approximations of the 

solution were men calculated at this time until the specified error tolerance was satisfied. 

b. The method outlined above was used to generate time histories of the roll angle and the roll angle 

velocity. The results of tins analysis were presented in figure 6. The initial value of the roll angle 

TO DO and !_ha initial ysiii* nf the mil en?le VBkicftvwu 0 03 
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The time history of the roll angle does not exhibit the chracteristics intuitively expected from the 

phase planes. During the ramps the onset angle vas crossed m\ach8r^ir^thecl»racteristffi3ofthe 

equation of motion. It vas noted that because of this change in characteristics a transition from 

stable to unstable or vice versa occurred during the ramped portions of the angle of attack function. 

The amplitude of the first excursion of the roll angle vas larger than that of the second. This vas 

expected as the angle of attack vas initially set at 15 degrees and the equation should exhibit stable 

characteristics. The characteristics of the equation should have remained stable until the onset angle 

vas reached. The onset angle vas reached at approximately 0.75 seconds. Though the second 

excursion occraed after 0.75 seconds the unstable dynamics did not have enough time to fully 

develop. Because the unstable dynamics had not fully developed, tine time history of the roll angle 

gave die appearance of stability after the actual stability had ceased. 

The angle of atteckreached 25 degrees at 1.0 seconds and vas held there until 4.0 seconds. The 

behavior of this portion of the plot during this period of time vas also not unexpected. The 

transitions during the ramps had increased the time the equation vas unstable by approximately 0.5 

seconds. Half of this additional time vas before the 25 degree plateau vas reached vhile the 

remaining time occured after the plateau. The unstable dynamics of the system vere indeed apparent 

as the magnitude of the roll angle increased vim each oscillation. 

At approximately 4.25 seconds the equation of motion should have once again started to exhibit 

stable characteristics. The magnitude of the roll angle should have decreased. Hovever to did not 

occur. 

The coefficients of the equation of motion at 4.5 seconds corresponded to those found at an angle of 

attack of 15 degrees. The phase plane for mis angle of attack shoved only die stable equilibrium 

position and trajectories vhich led to this position. Mentioned previously vas the probable 

existence of other trajectories. Though other stable equilibrium positions vere apparently not 

possible (3), divergent trajectories vere not ruled out and probably did exist 

The value of the roll angle and the value of the roll angle velocity at 4.5 seconds vere both 

approximately 0.042. The value of the roll angle velocity placed it on a trajectory not near the 

knovn trajectories vhich converged to the equilibrium position.  As the equation of motion vas 
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This reformulation process also required the use of the Hamiltonian. The Hamiltonian vas & scalar 

quantity defined by 

vhere it should be noted that the Hamiltonian vas not afunctionof x. 

The reformulaied cost function Uisn incorporated the use of the original cost function, the 

Hamiltonian and the set of tin» dependent Lagrange multipliers. This unconstrained formulation of 

the index of performance rewritten in terms of the Hamiltonian and the set of time dependent 

Lagrange multipliers vas 
J-fc[H-XTx] at .(7) 

The minimization of the index of performance required the use of the variatkmal calculus which 

resulted in the fcBovtog set of Euler Necessary Conditions. 
o=**H,; (8) 

o*-X+H,z (9) 
6= H,i (10) 

The state and costate equations derived from the above may then be represented in me foDoving 

form. 

xU.V-x. (11) 

The above Two-Point Boundary Value Problem ires solved using a multiple shooting method. At 

each "shot" the initial value problem vas solved using a Runge-Kutta differential equation solver. 

Newton's method vas used to solve the resulting system of nonlinear equations simultaneously. 

To apply the open-loop optimal control method outlined above, the equation of motion must appear 

in the form of equation (4). The control u must explicitly appear in the equation of motion. 
$ = -wz* */H.0 *b.«3*/u «•** +bxi>#1 * u (12) 

A system of tvo first-order differential equations vas obtained from the single second-order 

differential equation of motion. 
0 -- x, - Xi (13) 

#3Xlr"U>xXi *M,Xi * b, «,J VAAtx/xj + biX.x»   * u        (14) 

The method of obtaining the optimal control for a system experiencing ving rock vas developed 

above. The same simulation of the pilot changing the angle of attack vas used. The initial 

conditions were the same as those chosen for the uncontrolled system. These were chosen because 

82-10 

- " s." K.' «." *." «■" ».* '." •>." •.* *." HH \/ "." V •." V." V "." *." *-* V *.' *»" ••" *-' %" "»" V V V" V %" V «.* V V "." "«" •»" V ^" v" "C "." v" V N." •." • " \." \.*'i 
-Ji    ^.      -■•■..    .    -....V  ......   ..   - ..'S. -'V.-W -■»■-■■- - M....^-W -~»      »   . .i ,   ...      l.i.i.1i.\.i.i.^.JAJii^.tA.\.\   "W- M ■'W .JW.A.»«- ■»■■    .»-..«-.»..*-. I 

V.v'.v 



the unstable nature of the system for these Initial conditions had already been demonstrated. 

b. The results of this analysis were presented in figure 7. The optimal control had attenuated the 

roll angle to zero in approximately 3 seconds. All energy in the system appeared to have been nearly 

dissipated. The ability of the optimal control to achieve such a good result In such a short time 

provided the incentive to continue the use of the optimal control method to control die phenomenon 

of wing rock. 

VI. THE OPTIMALLY CONTROLLED SYSTEM AND AN UNEXPECTED PULSE 

a. The behavior of the controlled system while acted upon by an unexpected disturbance was also of 

interest. The open-loop optimal control was again used to control the system. The initial conditions 

were Identical to those used previously. The entire problem was identical to die previous case except 

that a pulse acted upon the system The pulse was used to simulate turbulence, taking a "hit" from 

enemy foe or any number of other similar phenomenon. The duration of the pulse was 0.1 seconds. 

The strength of the pulse was 0.005. 

The optimal control method yielded the optimal control for the system experiencing the situation 

described above. However, the manner in which the two-point boundary value problem was solved 

produced a control which "anticipated" having to control the pulse. The resulting control acted upon 

the system to control the pulse even before the pulse occurs. A proper control should have reacted 

to the pube as it occured. 

Finding the control for this type of problem was essentially a three step process. The first step was 

to find the control for the system not acted upon by the pulse. This was sinmly the result of the last 

section. The second step was to rerun the simulations used to obtain UM control. The simulation 

was started at 3 seconds to coracide with the start of the pube. The initial conditions of this 

simulation were all equal to zero. This was justified because by tins time the dynamics of the system 

which had resulted from the initial conditions had been sufficiently reduced. The third step was to 

form a composite of the controls found in the previous two steps. The control found in the first step 

was valid for time greater than or equal to 3 seconds. The complete optimal control was then formed 

using these two valid controls. 

The corresponding time history of the roll angle was also found in this manner. 
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b. Th» »suits of this process vere presented in figure 8 and figure 9. The plot of roll angle versus 

tone demonstrated the disturbance rejection capacity of the open-loop optimal control method. 

VII. COMPARISON WITH RESULTS OBTAINED USING THE SUB-OPTIMAL CONTROL 

ALGORITHM 

a. The open-loop optimal control method used in finding me optimal control for mis system 

demonstrated the inherent problems of this approach. This control certainly could not be developed 

"on line" in "reel tLne". 

The work of professor Patten has resulted in the development of a sub-optimal control algorithm. 

The advantage of using Patten's control method vas mat it could be implemented in a feedback loop 

in "real time". This close-loop sub-optimal control algorithm vas outlined in professor Patten's 

Summer Faculty Research Final Report This method vas used by him to abo develop the control 

for the system undergoing the pulse disturbance. 

b. The results of professor Patten's analysis vas represented in figure 10 end figure 11. A 

comparison could men be made betveen the results obtained using the open-loop optimal control 

and the results obtained using his method. The time histories of roll angle had similar 

characteristics. The attenuation of the system motion using the technique of Patten vas faster than 

mat of the open-loop optimal control. The magnitude of the initial excursions of the roll angle vere 

less then those observed in figure 8. The system in figure 10 appears to be almost overdamped. 

A comparison betveen the results presented in figures 9 and 11 verified mate larger control effort 

vas used by die sub-optimal control to achieve tins "better" attenuation of the system motion. 

Yin. RECOMMENDATIONS 

a. A suggestion for foliov-on research vould be a series of -wind tunnel tests. The model used in 

obtaining the equation of motion could be appropriately modified so as to provide the necessary 

torque to be used in countering die ving rock This counter torque vould then be used to implement 

the control solutions obtained. This testing vould be conducted to verify that the optimal controls 

developed do in fact provide proper system response and control of die phenomenon of ving rock 
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CALIBRATION AMD DATA REDDCTION TECHNIQUES FOR 

THE AFGL INFRARED ARRAY SPECTROMETER 

by 

Gregory Sloan 

ABSTRACT 

AFGL'8 Infrared Array Spectrometer baa now taken data at tba Wyoming 

Infrared Observatory on tbree occasions. Tbis data bas been used to 

calibrate tbe array and to test data reduction schemes. I preient here 

tbe results of tbis effort: a calibration and data reduction algorithm 

for future use with the instrument. 
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I. Introduction 

In the past infrared spectroscopy suffered from a lack of mosaic detector 

arrays sensitive to wavelengths beyond about 1 micron (I-1). While optical 

spectra could be recorded at all wavelengths simultaneously on a 

photographic plate or a CCD» infrared spectra required the use of a single 

detector or several individual detectors. Low resolution ground-based 

spectroscopy has been based for the most part on circular variable filter 

(CVF) wheels. To use these/ the spectroscopist must rotate the filter 

over a period of time* recording the flux from thp object as the 

transmitted wavelength changes. The Infrared Astronomical Satellite 

(IRAS) used a different technique: the Low Resolution Spectrometer (LRS) 

was based on a prism spectrometer with a single detector. As the observed 

object was tracked across the aperture of the instrument« the wavelength 

of the light incident on a detector changed (Hildeman et al» 1983). 

Both methods suffer from the same defect: all wavelengths in the spectrum 

cannot be recorded simultaneously. This limitation results in less 

efficient use of telescope time. In addition» for the case of ground- 

based observations» any changes in the atmospheric transmission during a 

wavelength scan will introduce noise in the spectrum and possibly distort 

its shape. 

Recent technological advances have made possible the construction of 

detector arrays sensitive to wavelengths out to 30 microns. They hold 

great promise for infrared spectroscopy. One such array» a 58x62 Si:Ga 

array constructed by the Santa Barbara Research Corporation in California» 

is the heart of a prism slit spectrometer constructed under the 

supervision of Paul LeVan at the Air Force Geophysics Laboratory. This 

instrument has been used on three observing runs at the 2.3 m telescope at 

the Wyoming Infrared Observatory (BIRO).  Here» I report on the progress 

made during the summer of 1987 to calibrate the instrument and to set up 

data reduction software for it» primarily using data collected in the most 

recent runs» in February and April» 1987. 

II. The Instrument 

The following section for the most part only highlights information 

presented by LeVan and Tandy (1987). As mentioned» the Geophysics 
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Laboratory Array Detector Spectrometer (affecttonally known as GLADYS) is 

built around a 58x62 Si:Ga detector chip. The active area of the chip is 

only 4.35x4.65 mm in size» with a pixel spacing of 75 microns. Two 12-bit 

analog-to-digital converters (ADC's) digitize the output from each pixel 

en the detector« each AuC handling 1798 of the 3596 addresses. 

Reading the chip has not proven to be a simple task. At the moment/ the 

LSB in each ADC flickers« resulting in a resolution of 1:2"« or 1 part in 

4096. Additionally« only one of the ADC's was operating properly during 

the two observing runs made so far. Pixel addresses read by the two chips 

are interleaved in the spectral direction on the detector« so this problem 

reduces the spectral sampling by a factor of two. Because the spectrum is 

slightly oversampled« this decreases the spectral resolution by a factor 

between one and two. When both ADC's are functioning« the spectral 

rasolution (X/JX) runs from 58.3 at 8.5 ^ to 100 at 14 t». 

The array resides in a liquid He Dewar« designed as a down-looker (i.e.« 

the beam enters the Dewar from the bottom). The spectrographic optics are 

built around a NaCl prism. Theoretically» these optics are designed for a 

spectral range of 8 to 14 ^ across the chip« but edge effects raise the 

lower limit to roughly 8.5 I*. The Dewar window is BaFl« which has a 

rapidly deteriorating transmission beyond 12 V-;  thus the upper spectral 

limit is only about 12.5 s». This window will eventually be replaced with 

a ZnSe material« which should extend the upper limit to about 13.5 H. 

The ttIRO 2.3 meter telescope has an f-ratio of 27« giving a plate scale at 

the Cassegrain focus of 3.27"/mm. The spectrographic slit width of 1 mm 

therefore corresponds to 3.27" on the sky. The Dewar optics re-image the 

f-ratio down to 7.5« giving a plate scale of 0.88" per pixel. 

The ADC's read the array pixel by pixel« with each pixel taking about 3 

usec to be read. To scan the entire array thus takes about 5 msec. The 

array is repeatedly scanned while the secondary mirror on the telescope 

chops between the source and a blank sky position with a frequency of 2-5 

Hi (usually 3). Data from the two chop positions collect in separate 

memory blocks. After 60 individual scans (this number can be changed) the 

data from one chop position is subtracted from the other and the resulting 

information stored as a file on the PDF 11 at the observatory. Such a 
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file» or picture, will be referred to as a frame. The background level 

has now been removed/ but due to gradients in both the sky and the the 

telescope optics, the frame will still contain a background residual. 

The signal/noise ratio in the spectra is not background limited; rather, 

the noise is presently dominated by the instrument itself. Likely sources 

are the ADC's and the clocking system. As a result, the noise is 

independent of the signal and thus the signal/noise ratio is proportional 

to the signal. This fact is exploited in the weighting procedure used to 

combine spectra discussed below. 

III. Calibration 

First, the instrument must be calibrated. This is done by obtaining a 

high signal to noise frame of an object whose spectrum was also taken by 

the LRS. The simplest approach is to treat each row on the array as a 

separate spectrum and compare the fluxes to obtain multiplicative 

correction factors for each pixel. Such a factor would contain 

corrections foe pixel response as a function of wavelength, sensitivity 

from pixel to pixel, atmospheric absorption, and instrumental 

transmission. 

There are, however, some complications. To match the LRS with the 

observed spectrum, one must know the wavelength corresponding to each 

pixel. Unfortunately, the uncertainty in the present calibration is still 

a significant fraction of a micron. Observations of planetary nebulae and 

objects with similarly narrow spectral lines should resolve this problem. 

Another complication is the large number of spikes contained in the data; 

roughly 5-10% of the pixels in any frame contain signals well above their 

neighbors. These pixels must be identified and their signals ignored. 

This is done by passing the data through two complementary filters. The 

first identifies a spike as a pixel whose value is both above the 

background residual and three times or greater than its neighbors. The 

second filter resembles a median filter; it examines the pixels in groups 

of three, identifying the middle point as a spike when its value falls 

above or below both of its neighbors by a large (adjustable) number. 

One would then expect each row to correspond to a spectrum, but this 
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unfortunately is not the case. The problem lies in a slight misalignment 

between the axis of the prism and its optics and the axis of the array; 

they are off by roughly .85°. The resulting spectrum therefore does not 

fall along a row, but at a slight cant: the spectrum moves closer to the 

top of the array at longer wavelengths.  This shift can have a significant 

effect on the appearance of a spectrum. For example, if one considers a 

row above the peak spectrum, as one moves to higher wavelengths, one is 

moving into the peak spectrum; the effect will be a "redder" spectrum. 

The opposite is true below the peak spectrum; spectra there will take on a 

"bluish" nature. 

To correct for this, the calibration program determines what the array 

should look like, given the slope of the spectrum, its actual position on 

the array, and the behavior of its seeing disk as a function of 

wavelength. These parameters are easily determined from the spectrum in 

question. The algorithm is as follows: 

1. For each column, find the row with the peak signal. Using this datum, 

and the signal from the two adjacent rows, a gaussian curve can be fitted, 

giving the fractional peak row, ym (where the peak signal actually should 

lie), the peak signal at this position, sm, and the spread tf of the 

gaussian. 

2. Because thess data are somewhat noisy (due in large part to 

responsivity variations from pixel to pixel), a least squares fit is used 

to fit a line to the fractional peak row position across the columns. 

Given a misalignment angle of .85°, the slope is -.015 (in pixel units). 

Since only 31 of the 62 pixels are used at the moment, the slope.among the 

usable pixels becomes -.030. This value is clamped and the y intercept 

<y0/ the intercept in the zeroth column) solved for.  Then, 

ym'(\) = mj + y0; m = -.030, j = pixel column number. (1) 

Ncte that j=j(x), where j(x) is determined in the wavelength calibration 

mentioned above. Additionally, the behavior of the gaussian spread as a 

function of wavelength is also fitted to a line.  While this certainly is 

not the case, except in purely diffraction-limited observations, a linear 

relation is quite adequate given the nature of the data. 

:(X) = m,j + <J0; nu '■■-  -011 (2) 
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3.    These parameters are then used to lay down the assumed spectrum across 

several rows, finding the expected signal value for each pixel. 

S<y,x> = f<x>expt-<y-ym'<x>>*/2<Kx>a], <3> 

where yn'(x) and ■■''( \> are given above and f < x)   is related to the LRS 

spec'trum F< x) by the equation 

F( X) 
f(x> =  . <4> 

«121 O(X> 

This equation follows from the assumption that the spatial profile of a 

point source fits a gaussian spread.  One cannot just use F(x) as the 

initial spectrum, since the IRAS beam width integrated over the entire 

gaussian profile.  One must instead solve for f<x), the peak amplitude of 

the gaussian. 

The calibration object used so far has been the extremely bright infrared 

source IRC+10216, observed in February, 1987. Figure 1 gives the LRS 

spectrum for the object, while Figure 2 shows the calibration block for 

one of the frames. The effects of the misalignment are clearly 

illustrated. Row 2 has a noticeable bulge in the mid-wavelength region 

and a slower drop-off toward longer wavelengths than the rows below the 

peak spectrum (4 and 5). Figure 3 presents actual data, corrected only 

for atmospheric and instrumental transmission. While the data is a little 

noisy, the trends match those of Figure 2. 

Now the calibration block can be compared to the array data pixel by pixel 

to give multiplicative correction factors. These correction factors are 

normalized on a row-by-row basis and averaged together to obtain an 

average correction spectrum, which is divided out of the correction array. 

Thus, each correction coefficient in the array is on the order oi one. 

The average spectral correction includes atmospheric and instrumental 

absorption as well as the average wavelength dependent response function 

of the detectors. This spectral correction is presented in Figure 4. The 

two major features are the ozone corrections around 9-10 t  (pixels 4-7) 

which compensate for ozone absorption, and the rise in the correction 

factors at longer wavelengths to compensate for decreasing instrumental 
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and atmospheric transmission in this part of the spectrum. 

The correction array now contains only information on the relative 

responses among the pixels in a given row.  By taking spectra of the 

night sky» one can determine how the pixel response varies from one 

row to the next. The results indicate that row 1 and rows 47-58 behave 

poorly. The behavior of rows 1 and 58 results from edge effects, but rows 

47-57 indicate a more serious problem/ possibly in the indium connections 

between the detector and the readout array.  Of the remaining good rows, 

all except rows 2 and 3 on the top of the array and rows 42 and 46 on the 

bottom have virtually identical responses. So the correction array can be 

used to flat-field the data pretty much as is. 

The correction array should not change over time, as the pixel responses 

should remain constant.  At present, only rows 2-17 have been calibrated. 

During future observing runs, data will be obtained to calibrate the rest 

of the array. 

The average spectral correction, on the other hand, will change with time 

due to variations in atmospheric ozone and water vapor content. In the 

future, a list of standard objects will be selected so that the average 

spectral correction can be measured repeatedly during an observing run to 

determine its behavior both with time and airmass. 

IV. Data Reduction 

A typical observation of an object consists of 10 to 40 frames, which the 

the data reduction software can co-add into one frame along with 

estimated uncertainty. The general procedure is to reject spikes on a 

frame-by-frame basis and then co-add. The spike rejection technique has 

already been described above. 

Next the background residual can be removed from the frame. This residual 

can be taken from separate frames, but usually it is calculated by 

averaging the blank sky rows in the same frame. The software allows the 

user to determine which rows contain background data and which contain 

source data. The benefit of this "self-subtraction" method is that the 

uncertainty in the background will usually be much less than the 

uncertainty in the spectra there selves, since the background is based on 
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the same number of frames as the spectra and is a combination of many more 

rows. However» if there are gradients in the background sky across the 

frame or if very faint objects are lurking in supposedly blank rows» this 

method can be dangerous. 

The program then corrects the signal spectrum by flat-fielding it and 

multiplying the average spectral correction back in to correct for 

atmospheric and instrumental transmission. 

The next step is to correct for the misalignment between the optics and 

the array. A subroutine handles this as follows: 

1. It locates the (fractional) peak row in the middle column of the array 

and calculates the position of the old array points in a new coordinate 

system rotated about this point by an angle of -.85°. 

2. Signal values in the new array are then determined by averaging 

together all old data points in a circular neighborhood around the new 

position: 

•i.WuSi ju 
S\,  =  » <5> 

Zwk 

where wk is the inverse of the distance between the old and new data 

points. If the distance is zero« then the new signal is taken to be the 

old signal. If the distance is more than 1.6 pixels» then the weight is 

taken to be zero. Note that in all equations in this paper» the subscript 

i refers to the row number on the array (spatial position)» while the 

subscript j refers to the column number (spectral position). 

The effect of this rotation is to significantly smooth the data. This 

effect could be increased or reduced somewhat by enlarging or decreasing 

the cut-off distance of 1.6 pixels. One can also change the dependence of 

the weights upon r. 

The resulting frame now can be examined row-by-row to study the spatial 

nature of the source object's spectrum. Any range of rows can also be 

summed together to simulate a wider beam» using a technique based loosely 

on that presented by Robertson (1966).  In this sum the rows are weighted 

by the square of their signal in a given wavelength range (i.e. by the 

square of their signal to noise ratio) 
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S,um i = A ; wt = IS» jz# 
Zw, 

<6> 
<w>«,, 

A = N  ; fj = total number of summed rows/ 

where (w)„, is the average over all rows» and <»>„,.* is the average of 

those rows with a defined signal in a given column. The factor A is 

necessary to conserve flux and to account for those pixels with missing 

values. 

V. Estimating the Uncertainty 

The uncertainty of the mean from a set of co-added frames is, for each 

pixel# 

p- —,1/2    r- -.1/2 
I I <S4ju-<S,,»

a  I      I ZS1JU
2 - Mij<S0>*  i 

tf  = |   |   =  |   ; (7) 
i   B./Bti-D    I      !      Hij<Hi,-l)    ! 
L_ __i L_ —I 

The index k, summed over in the numerator, represents the individual 

frames. When several rows are combined to produce one background 

spectrum, the uncertainty can be expressed by the analogous expression, 

r-                    -i 1/2 
i IS' JU* - M,<S' ,»

2  I 
4* , s ;  . :  s  , <8) 

where 

Mj = Z NtJ, <8a> 

Z H,,<StJ> <S' ,> =  f . , <8b> 
ZN4J 

IS' ,u2 = Z <ZS,,us># <8c> 
k I  It 

ZSt4„
a = <NtJ-l>?tJ + H|j<Stj>*. <8d) 

After this uncertainty is determined, all uncertainties resulting from 

algebraic operations are simply taken to be the rss (root sum square: the 

square root of the sum of the squares). 

VI. Some Results and Plans for the Future 
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The April observing run included observations of the following objects: 

(t Cep, a Ori, and NML Cyg. These objects» as well as IRC+10216, ace 

extended post-main sequence stars and are all very bright in the infrared. 

The spectra obtained are presented in Figures 5-9.  It should be noted 

that the spectra here have been examined primarily to study the 

instrument/ not the objects themselves. Comparison with LRS and CVF 

spectra indicate that GLADYS is behaving well. 

An examination of the spectra fron a Orionis and NML Cygni demonstrates 

that GLADYS can detect changes in spectral shapes with distance from the 

star (Figures 7 and 9>. While the signal/noise ratio is not really 

strong enough to draw any conclusions about the objects themselves, the 

possibilities for future observations with longer integration times look 

very promising. 

Future software will focus on the analysis of spectra such as these. 

Fitting a blackbody curve to the spectra would allow the absorption and 

emission line widths to be calculated/ a necessary step before the data 

can be thoroughly studied. In addition/ methods of improving the signal 

to noise by different integration and co-adding strategies will be 

examined. 

The instrument shows great potential/ although it is far from perfect at 

tills »tage. Hopefully/ it can be turned on more extended and fainter 

objects such as galaxies and star formation regions.  I am truly excited 

about the possibilities and am looking forward to future work with GLADYS. 
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IS 
Pixel number 

20 30 

Figure 1. LRS data tor IRC+10218. The vertical axis is FX(X), in 
arbitrary units scaled to match the signal counts from QLADYS. 
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Figure 2a 

Pixel number Pixel number 

Figure 2. Calibration block for IRC+10216. For one of the frames taken in February, the 
position of the spectrum has been determined and the behavior of its spatial spread aiS) 
calculated. This Information has been used to determine what the spectrum should look 
like across several rows of the array. Again, the vertical axis is in arbitrary units. 
Kote how row 2 (Figure 2a.) is bowed upward in the central region, while rows 3. 4, and 5 
show progressively steeper slopes. This behavior results from the misalignment in the 
optics, as discussed in section III. 
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Figure 3a. Row 2 Figure 3b. Row 3 

10      is 

Pixel number Pixel number 

Figure 3. Actual spectrum for IRCH0218, corrected for atmospheric and instrumental 
transmission. By comparing this block of data with that in Figure 2, the calibration 
program can determine the array of corrections necessary to flat-field the instrument. 
Hote that the spectra behave from row to row just as predicted in Figure 2. The vertical 
axis is in arbitrary units, which should differ from those in Figure 2 only by a scale 
factor. 
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Figur« 4. Average spectral correction. Note the peak at 9-10 U (pixel* 
4-7), which corrects for atmospheric absorption at these wavelengths« and 
the rising corrections at longer wavelengths» coapensating for the 
deterioration in instrumental and atmospheric transmission in this 
spectral region. 
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Figure 5. M Cephei. The left graph illustrates the spectrum obtained by GLADYS 
after 20 co-adds. For all these plots« note that the vertical axis it \.T*i\) 
(multiplied by the wavelength in units of 10 l>>. Error bars are the relative 
uncertainty in the mean. An examination of the right-hand spectrum, from the LRS 
(IRAS Science Team» 1986)« shows that the two are comparable. 
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Figur« 6. a Orionis. Th« left graph is taken fron 60 co-adds on GLADYS. Ih« 
larger error bars reflect tb« fact that th« franee wer« taken at th« t«l««cop« in 
group« of ten. rathar than in on« larg« group; thi« nethod serves to increase th« 
apparant nois« in a giv«n pix«l. 
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Figur« ?. Spatial ostent of th« t Orl spaetra. Th« data is fro« on« group of tan co- 
adds. Not« that tb« Hissing error bars beyond 11.5 » ieply uncertainties greater than 
130%. The brightest spectrue lies on row 18 (Fig. 7e>. Two features doainate these 
spectra. First« the uncertainty decreases rapidly as one looks away fro« the peak COM. 
Second, there appears to be eeisslon between 9 and 10 » in row 16 and 20. Unfortunately, 
ten co-adds Is not sufficient to reduce the uncertainty to the point that any definite 
statements can be aade. If the emission is real, it would be fro* dust nearly 2 arc- 
eeconds away fro« Betelgeuse. 
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r&gura la. Mi«« a. 

Figur« 8. NHL Cygni. Th« lift plot is fro» 30 co-adds on GLADYS. Th« tight plot is from 
Stiln «t al (1969). Unfortunately, no LRS ipactrun «xists; th« Cygnus region is probably 
too crowded for th« eoars« LRS baaa. Th« feature at 12. IS l> is not real, it is du« to a 
spurious pixel (sac Figur« 9>. 
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Figur« 9. Spatial «xt«nt of th« MHL Cygni spectra. Son 14 (Fig. 9a) de«oistrat«a just 
ho* noisy th« spectra can gat away fro« the peak ton (1?, Fig. 9d>. Nonetheless, the 
increase in scission away fro« the peak row Is evident in these spectra, especially in 
row IS and 19. Two lines stand out. one at 11.3 P. the other at roughly 12.2. The 
strong feature at 12.13 » in row 17 does not appear to be real; it actually results fro« a 
very sensitive pixel (a look at toe a Ori spectra shows that this earn pixel is over- 
responsive there as wall). Future calibration should correct this proble«. 
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Thermal conductivity of isotopical 1y pure semiconductors, 

super!attices, semiconductor alToys, and semiconductors as a 

function of temperature; control of the segregation coefficient 

iH k££ crystal growth; and photo-Hal 1 measurements of GaAs. 

by 

Elisabeth Smela 

ABSTRACT 

A table of isotopes was prepared. Literature searches on 

the effects of isotopes on thermal conductivity, the thermal 

conductivity of superlatices, the control of the segregation 

coefficient in LEC crystal growth, and on the relationship 

between In doping of GaAs and both CRSS and thermal conductivity 

were completed. Computer programs were written to evaluate the 

phonon mean free path and the thermal conductivity as a function 

of alloy composition. Finally, photo-Hall effect measurements 

were done on several GaAs samples. 
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I. INTRODUCTION 

I am a graduate student in electrical engineering studying 

solid state physics; my undergraduate degree was in physics.  I 

am particularly interested in sensors, and my master's thesis 

research was on a fiber optic chemical sensor. Therefore I was 

interested in the nonlinear optics work that was listed as a 

research area here, and in the infrared detector work. 

It so happened that the nonlinear optics lab was only just 

being established, and I thus had the opportunity to work with 

materials, specifically GaAs, instead. AFWAL/MLPO does mainly 

materials characterization work, as well as some theoretical 

modelling. This provided a valuable exposure to materials 

preparation and characterization that I would not otherwise have 

received. I was also able to learn about the exciting new area 

of superlattices, of which I had only just heard for the first 

time four months ago. 

II. OBJECTIVES OF THE RESEARCH EFFORT 

The research goals and objectives included: 

1) Preparation of a table of information about the isotopes of 

the semiconducting elements. 

2) Evaluation of the phonon mean free path and the thermal 

conductivity in semiconductors as a function of alloy composition. 
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3) Library investigation of the effect of isotopes on thermal 

conductivity. 

4) Literature search on the thermal conductivity of 

superlattices. 

5) Literature search on the possibility of controlling the 

segregation coefficient in LEC crystal growth. 

5)  Literature searc on the relationship between In 

concentration, CRSS, and thermal conductivity. 

7)  Laboratory experience with both photo-Hall effect 

measurements and SIMS. 

III. ISOTOPE TABLE 

The table of isotopes I prepared is a Lotusl23 spreadsheet. 

The elements are ordered by column, and within that group, by 

row. Columns 2-6 in the periodic table are included. The 

information contained in the table includes: the isotopes, the 

lattice constant, the atomic number, the number of neutrons in 

the isotope, the isotopic relative abundance in nature, the 

atomic weight of the isotope, the average atomic weight of the 

element (both as listed, L, and as calculated from numbers in the 

table, C), the difference between the isotope weight and the 

average weight, the weight variation, and the phonon mean free 

path due to isotope scattering. 

IV. PHONON MEAN FREE PATH 
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SUMMARY 

I have written a short Basic program to calculate the 

component of the mean free path due to mass variations on one of 

the lattice sites. It can be applied to alloys, where A and B 

are two different elements, or it can be applied to the same 

element with two isotopes.  The HX", in increments specified by 

the user, goes from either 0 to 100%, exclusive, or in a range 

alternatively specified. After calculating the mean free path, 

gamma, for each value of X, the program plots the resulting 

curve. 

USING THE PROGRAM 

The program is entitled "ABC.BAS", and is run in ZBASIC on 

the ZIOO's. The Okidata 83A can print the plot from a screen 

dump. 

After loading "arabc.bas", tell the program to "run".  It 

will ask you to "enter name" and "enter weight" three times.  The 

names and weights should be entered in the order A,B.C.  For 

example, an alloy of Ga(x)In(l-x)As or a compound of GaAs taking 

into account isotope variation: 

Case 1: Alloy Case 2: Isotopes 
Enter Name Ga Ga69 
Enter Weight 69.72 68.9257 
Enter Name In Ga71 
Enter Weight 114.82 70.9249 
Enter Name As As 
Enter Weight 74.92 74.9216 

The program next asks for the lattice constants for AC and BC compounds: 

Enter AC Lattice 
Constant      5.65 5.65 

Enter BC Lattice 
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Constant     6.06 5.65 

The increment must now be entered. The smallest increment that 

the program will be able to handle is .li of the range. 

Enter Increment    .1 .01 

The program asks if you want lines connecting the points on the 

graph, which is answered either "y" or "n". Then it wants to 

know if there are any remarks, which can be answered with a 

return if you don't wish any additional comments printed on the 

plot, or with a note like the date or "full range", etc. It next 

inquires whether you want to change the range, which is again 

answered with "y" or "n". If the answere is "y", then it asks 

for the beginning and end of the range. 

Case 1: Alloy Case 2: Isotopes 
Change range?     n y 
Enter beginning 

of range 0 
Enter end of 

range 10 

The program then calculates gamma for the x values specified and 

produces a plot on the screen. The plot can be printed by doing 

a screen dump, which means pressing the F12 key. The program is 

then over. To run it again, say "run". 

ABOUT THE PROGRAM 

Line £ Purpose 
10-!>0~ Comments 
60 Arrays begin with element # 1 
70 Dimensioning arrays 
72 Setting default range from 0 to 100X 
90-166 Entering information 
170 Determining N, the number of points to be calculated 
190 Starting loo» to calculate variables at each N; 

variables at each value of N are put in an array 
200 The average atomic weight is calculated 
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210     The difference in atomic weights is calculated, using 
the compound weights (ex: InAs and GaAs weights) 

215     The average lattice constant is calculated 
220     Gamma is calculated 
200-220  A linear interpolation is used, the beginning of the 

range is accounted for 
260-310  The maximum and minimum values of gamma calculated are 

found 
330     The vertical axis increment for the plot is set to 1/10 

of the difference between the minimum and maximum 
values of gamma 

360     The screen 1s cleared 
370     The screen is set to accept graphics instructions 
380     A box is drawn which will be the border of the plot 
390-440  Axis tick marks and labels are placed on the plot 
400     Vertical tick marks are made on the horizontal axis 
410     The horizontal axis 1s marked with x values 
420     Horizontal tick marks are made on the vertical axis 
430     The vertical axis 1s marked with gamma values 
460-480  The points are plotted 
465     The horizontal position (x coord) 1s found 
470     The vertical position (y coord) 1s found 
472 A circle 1s drawn around the x,y coordinates 
473 The circle is filled 1n so that it Is solid 
475     If lines connecting the points were desired, they are 

drawn 
500-570  The plot is labelled 
575     The screen in readied for characters from the terminal 
577     The cursor 1s placed on the bottom of the screen so 

that 1t doesn't Interfere with the plot when 1t prints "Ok" 

ABOUT THE CALCULATIONS 

The equations used were taken from Zlman's Electrons and 

Phonons, Chapter 8.6, Isotopes and other point Imperfections. 

The phonon mean free path 1s calculated assuming, among other 

things, that the isotopes or Imperfections are the only cause of 

phonon scattering, that the collisions are elastic, that the 

solid is isot'opic, and that the Isotopes (or imperfections) are 

randomly distributed. 

As the isotopic variation goes to zero, the mean free path 

becomes infinity. When estimating the thermal conductivity this 

means that phonon scattering from isotopes is no longer 
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significant.  Other scattering mechanisms act to reduce the 

thermal conductivity and as the mean free path gets longer they 

begin to play the limiting role. This program could be expanded 

to include these other mechanisms at a future time. 

V.   THERMAL CONDUCTIVITY OF ALLOYS 

GENERAL 

The name of this program is "quadrat.bas".  It calculates 

the thermal resistivity as a function of Indium content in 

In(x)Ga(l-x)As using the relationship: 

W(x) - xB(InAs) + (l-x)B(GaAs) + x(l-x)C( InGa) 

The formula and the constants were taken from the following 
articles by Adachi: 

Lattice thermal resistivity of III-V compound alloys 
S. Adachi 
J. Appl. Phys., 54, 4 (1983), 1844 

JLiÄijL £I£1L a£l AI GI ill üai£r 1il parameters for use Jji 
research" anB'cfevice appTlclitTons.  ------ 

S. Adachi ~™ 
J. Appl. Phys., 58, 3 (1985), Rl 

The thermal resistivity of InAs, the B(InAs), Is 3.70 deg cm/W, 

and that of GaAs, B(GaAs), 1s 2.27 deg cm/W.  The alloy-disorder 

bowing constant C(InGa) was determined by Adachi to be 72 deg 

cm/W by fitting published experimental data.  No information 1s 

needed from the user -- the program just prints the thermal 

resistivities and conductivities for .0001 < x < .9 for 

In(x)Ga(l-x)As, although If figures for other alloys were 

required the program could be modified. 

ABOUT THE PROGRAM 
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Line # 
1Ö-45 
50 
60 
70-90 
101-103 
110-157 

112 
113 
114-135 

Purpose 
Comments 
Set array element numbers to begin at 0 
Dimension arrays 
Set constants for In(x)Ga(l-x)As 
Print table headings 
Calculate thermal resistivity and conductivity, and 
print 
Vary x between .0001 and .9 
Calculate resistivity 
Print x, resistivity, conductivity 

PLOT 

The calculated values (dashes) were plotted on a log scale 

alongside our experimental (circles) and the literature (squares) 

values. Because the value for C(InGa) had been fitted to the 

literature data, it is not surprising that the calculated curve 

agrees in that range (x ■ .1 to .9). The calculated values are 

too high at the lower concentrations. 

VI.  ISOTOPE EFFECT ON THERMAL CONDUCTIVITY 

I found two articles in the literature on this subject and 

summarized the relevant points so that others will be able to 

determine immediately whether the article is of interest or 

importance to them.  I am enclosing the summaries of these two 

articles an example : 

Isotopic and other types of thermal resistance \n  Germanium 
T.H. GebaTTe and G.W. Hull" 
Physical Review, 110 (1958), 773 

In Ge, the increase in thermal conductivity with decreasing 
temperature above 9*  was not exponential, even 1n perfect 
crystals, as was predicted by Peierls. This was thought to be 
due to isotope scattering since Ge is a mixture of 5 Isotopes. 
These investigators compared crystals of "normal" Ge (with 
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Isotope proportions 20.52, 27.43, 7.76, 36.54, and 7.76) with an 
"enriched" Ge crystal (0.691, 1.135, 1.56, 95.80, and 0.818). 
The material was of very high purity. The thermal conductivity 
below 5 K of the enriched Ge was limited by boundary scattering, 
as predicted by theory, which gives a Ta dependence. The normal 
Ge sample showed a V* dependence, which was attributed to isotope 
scattering. The ratio of the normal and enriched Ge thermal 
conductivities agreed well with theory. The theoretical results 
indicate that when boundary and isotopic scattering are most 
significant, isotopic scattering can be observed at temperatures 
as low as 1/10 of the peak thermal conductivity temperature. 

Although the thermal conductivity was expected to increase 
to 15 times the value in normal Ge near the peak thermal 
conductivity, 1t increased by only 3 times. This 1s apparently 
due to Umklapp scattering that can take place in Ge and Si even 
below 9B/10. This scattering 1s not expected to take place 1n 
diamond at low temperatures. At high temperatures the thermal 
resistance difference is 0.15 cm-deg/W. 

Isotope scattering of dispersive phonons 1_n Ge 
S. Tamara 
Physical Review B, 27, 2 (1983), 858 

Isotopic scattering of acoustic phonons in Ge was 
Investigated theoretically using the Born-von Karman lattice 
dynamics model. The Interatomic forces were the sama for each 
Isotope, and they assumed that the Isotopes were randomly 
distributed. They found no spatial anlsotrrpy or polarization 
dependence of the scattering rate, which does depend on 
frequency. The relaxation time depends on u>" for low 
frequencies, with a stronger dependence at higher frequencies. 

VII. THERMAL CONDUCTIVITY OF SUPERLATTICES 

The following papers were unearthed and summarized: 

Thermal conductivity of superlattlces 
S.Y. Ren and J.O. Dow       " 
Physical Review B, 25, 6 (1982), 3750. 

Effects of mini-Umklapp processes on heat transport J_n 
superlattlces 

S.V. Ren and J.D. Dow 
Solid State Communications, 41, 3 (1982), 211 

Acoustic phonon transmission In superlattlces 
M.J. rtelly 
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J. Phys. C: Solid State Physics, 18 (1985), 5963 

Selective transmission of high-frequency phonons by a 
superlattice: tFe "dielectric" phonon filter 

V. Narayanamurti, H.L. Stornier, M.A. Chin, A.C. Gossard, and 
W. Wiegmann 

Physical Review Letters, 43, 27 (1979), 2012 

The fifth international conference on phonon scattering j_n 
condensed matter 

A.C. Anderson, J.P. Wolfe, and H.J. Marls 
Comments Cond. Mat. Phys., 13, 3 (1987), 169 

Folded acoustic and quantized optic phonons in (GaAl)As 
~ super lattices 

C. Co I varo, T.A. G"ant, M.V. Klein, R. Merlin, R. Fischer, 
H. Morkoc, A.C. Gossard 

Physical Review B, 31, 4 (1985), 2080 

Phonons 1n semiconductor superlattices 
M.V. kleTn-  
IEEE Journal of Quantum Electronics, QE-22. 9 (1986), 1760 

Interface vibration«! modes jji GaAs-AlAs superlattices 
A.K. Sood, J. Menendez, M. Cardona, and K. Ploog 
Physical Review Letters, 54, 19 (1985), 2115 

Vibrations 1n superlattices; application to GaAs-AlAs systems 
J. Saprlel,~B~. Djafarl-Rouhani, and L. DobTzynski  ~ 
Surface Science, 126, (1983), 197 

Resonance Raman scattering by_ confined LO and TO phonons In GaAs- 
*~~  At As superlattices 
A.K. Too?, J. Menendez, M. Cardona, and K. Ploog 
Physical Review Letters, 54, 19 (1985), 2111 

Superlattice effects on confined phonons 
E. Molinarl, A. FasolTno, K. Kunc 
Physical Review Letters, 56, 16 (1986), 1751 

Calculated longitudinal superlattice and Interface phonons of 
!*n A s / 6 aTb s u p e r 1 att ices ~"" 

A. Fasolino, E. Molinarl, and J.C. Mann 
Superlattices and Mlcrostructures, 3, 2 (1987), 117 

Confined longitudinal and transverse phonons \n  GaAs/AlAs 
superlattices   ~"'~ '""' ~ 

E. Molinarl, A. Fasolino, and K. Kune 
Superlattices and Mlcrostructures, 2, 4 (1986), 397 

Dispersion of folded phonons jn Si/Si Ge   superlattices 
H. 3rugger,"R. Reiner, 6. Abstrelter, GT Jorke, H.J. Herzog, and 
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E. Kasper 
Super-lattices and Microstructures, 2, 5 (1986), 451 

Resonant Raman scattering 1n In Ga As/InP(100) quantum wells 
J.A.C. Bland, W. Hayes, M.ST fkolnTck, D.J. Howbray, and S.J. Bass 
Superlattlces and Microstructures, 3, 1 (1987), 83 

Theory of phonon dispersion relations jjn semiconductor 
superlattlces 

S. Yip and Y. Chang 
Physical Review B, 30, 12 (1984), 7037 

ADDITIONAL PAPERS BY NARAYANAMURTI 

Observation of velocity bunching of near-zone-edge phonons U\ 
semiconductors; an intense, tunable phonon source near 10 A 

P. Hu, V. NarayanamurtT7 and H.A. Chin 
Physical Review Letters, 46, 3 (1981), 192 

Direct observation of phonons generated during nonrad1at1vc 
capture in GaAs p-n junctions 

V. Narayanamurtl, R.A. Logan, and H.A. Chin 
Physical Review Letters, 40, 1 (1978), 63 

Direct determination of symmetry of Cr ions in semi-insulating 
GaTs substrate*? ETTroägh a"nTsöTrop1c balTTstic-phonon 
propagation and attenuation 

V. Narayanamurtl, H.A. Chin, and R.A. Login 
Appl. Phys. Lett., 33, 6 (1978). 481 

Anisotropie phonon generation 1n 6aAs epilayers and pj» junctions 
V. Narayanamurtl, R.A. Logan, RTA. Chin, »no M. tax 
Solid State Electronics, 21 (1978), 1295 

Phonon optics in semiconductors; phonon generation and electron- 
phonon scITteHng in  n-SaAs epilayersT TT TKeory " 

M. Lax and V. NarayanamurtT" 
Physical Review B, 24, 8 (1981). 4692 

Host of the work in this area has been done by Narayanamurtl 

et. al. The experimental results and the theoretical predictions 

are exactly opposite -- theory predicts increased conductivity at 

wavelengths corresponding to the superlattice period, whereas 

experiments show stopbands. This may be due to either poor 
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material interfaces or not taking into account key factors in the 

theory. 

There are several models of phonon transmission in 

super 1attices, each applicable in a particular regime. No 

comprehensive theory has been formulated. 

VIII.CONTROL OF SEGREGATION COEFFICIENT 

The segregation coefficient has been controlled by the 

application of a magnetic field, passing a current through the 

growth interface, crystal orientation, and growth rate. The 

papers include: 

MAGNETIC FIELD 

Effect of axial magnetic f leJUl on gal Hum segregation jji Czochralski 
silicon crystal gTowtTT   "'  ' ^ ^ 

T.T. Bragglns, H.H. Hobgood, and R.N. Thomas 
supported by Oept. of Navy 

The effect of strong magnetic field on homogeneity \n  LEC GaAs single 
crystal    ~ 

T. Kimura, T. Katsumata, H. Nakajima, and T. Fukuda 
Journal of Crystal Growth, 79 (1986), 264 

EuECTRIC FIELO 

Liquid-phase electroepitaxy: Dopant segregation 
J. Lagowski, L. Jastrzebskl, and H.C. Gatos 
J. Appl. Phys. 51, I (1980), 364 

Electric current control led growth and doping modulation in  GaAs 
liquid phase cpjtaxy 

D.J. Lawrence and L.F. Eastman 
Journal of Crystal Growth, 30 (1975), 267 

Current-control led growth, segregation and amphoteric behavior of SJ[ 
in  GaAs fYo'n SI-doped solutions 

L. Jastrzebskl and H.C. Gatos" 
Journal of Crystal Growth, 42 (1977), 309 

OTHER 
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Growth rate dependence of the interface distribution coefficient 1_n 
the system Ge-Ga 

C.A. Wang, J.R. Carruthers, and A.F. Witt 
Journal of Crystal Growth, 60 (1982), 144 

Interface fiej.d effects on solute redistribution during 
crystalliTation  "    ~ 

W.A. Tiller and k. Ahn 
Journal of Crystal Growth, 49 (1980), 483 

Orientation dependent variation in  antimony segregation coefficient 
near the si 1 icon (111) plane: an explanation using lateral 
microscopic growth L 6 concepts     ~ ~ 

R.A. Frederick and G.A. Rozgonyi 
Journal of Crystal Growth, 70 (1984), 335 

Growth of copolymer chains and mixed crystals « trial-and-error 
statistics       -^ .--.....---> - 

A.A. Chernov 
Soviet Physics Uspekhi, 13, 1 (1970), 101 

Nondestructive measurement of Indium content Jhn semi-insulating GaAs 
substrates and Ingots "~ ™ 

D. K1r1llov, M. VTchr, and R.A. Powell 
Appl. Phys. Lett. 50, 5 (1987), 262 

IX.  PHOTO-HAIL EFFECT MEASUREMENTS OF GAAS SAMPLES 

Samples from GaAs wafers were cut Into the Van der Pauw 

cross shape, etched, and contacted electrically. They were then 

connected with the leads of the sample holder of a douer equipped 

with a glass window. The sample was cooled to liquid nitrogen 

temperatues, ?? K, under vacuum. Light of sub-bandgap energy, 

1.1 micrometers, shone on the sample to induce photoquenchlng 

while the current, voltage, and temperature were monitored by 

computer for 1/2 to 1 hour. Data was taken In i) configurations 

for each sample. Between runs the sample was heated to 130*150 X 

to tnermally recover it. 

The photoduenching takes place because the electrons in the 

84-15 



ceep defect level EL2 are photoexcited into the metastable state 

EL2*. where they can no longer participate in conduction. 

Photoquenching results in the number of carriers decreasing with 

time as the light shines on the sample, which can be measured 

with the Hall effect. 

Several samples were characterized. The process improved 

over the weeks as modifications were made. These included 

modifying computer programs to automate the data analysis and 

adding an extra heater to warm the sample. 

OTHER 

As the file containing the papers on In doping of GaAs was 

misplaced, no summaries or conclusions were possible. The 

literature search printout is in hand, however, so the papers can 

always be copied and collected again. 

No actual laboratory work with SIMS (secondary 1on mass 

spectrometry) was done due to lack of time.  I did read about 

SIMS and other characterization techniques, however, and was able 

to observe the process and get a flavor for what was Involved. 

In addition, I learned about the various vacuum systems -- how 

they operate and when each is used to best advantage. 
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XI.  RECOMMENDATIONS 

SUPERLATTICES 

Phonon fiIter 

More information about the phonon filter on which 

Narayanamurti et. al. have been working should be acquired. 

Perhaps Bell Laboratories has some internal papers or one of the 

authors can be contacted. The proceedings of the Fifth 

International Conference on Phonon Scattering in Condensed Matter 

(see below) should be located. W. Eisenmenger may be in the Bell 

Labs group or it may be independent work; in either case it would 

be interesting to see in more detail what has been done. 

Finally, M.J. Kelly referred to enhanced thermal conductivity 

seen in a wafer bounded on one side by a super!attice, and which 

is listed as a private communication. This should be pursued. 

The patent that M.A. Chin applied for (# 4349796, 1982) has 

been ordered and will arrive for Dr. Ohmer at MLPO. 

Isotope superlattice 

It would be interesting to build an isotopic superlattice, 

perhaps using Ge70 and 3e76. The interfaces would need to be 

good quality.  Different layer sizes could be made and the 

thermal conductivity tested. Because only the masses in the 

layers are changing, it would be straightforward to calculate the 

theoretical values and compare those with experiment. 

Papers sti 11 needed 

I strongly recommend that MLPO get Super 1attices and 

Microstructures, especially Volume 1. None of the local 
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libraries have the first volume, and most of the interesting 

papers seem to be in it. Wright State University has Volume 2 

and forward; the few issues that Building 22 got were removed. 

The library has the following book on order: 

Zucker, Proceedings of the 17th International Conrerer.ce on the 
Physics of Semiconductors, 6-10 August 1984, San Francisco 

in which the article by Shah, Pinczuk, Storner, Gossard, and 

Wiegmann, pp 345-8, may be useful. 

I have ordered these articles through interlibrary loan for 

Dr. Ohmer: 

Narayanamurti, J. Phys. Colloq. (France), 4_5, C5, 157 

Sapriel, J. Phys. Colloq. (France), 45, C5, 139 

I was unable to obtain the following articles which may or 

may not be of interest: 

Springer Series in Solid State Sciences, Vol. 68, "Phonon 
Scattering in Condensed Matter", eds. A.C. Anderson and J.P. 
Wolfe, article by W. Eisenmenger. 

Zucker, Proceedings of the Yamada Conference XII on Modulated 
Semiconductor Structures (2nd International Conference), 9-13 
September 1985, Kyoto, Japan. 

Kobayashi, Superlattices and Microstructures, 1., 6, 471 

Colvard, Superlattices and Microstructures, 1,, 1, 81 

Hu, Phys. Rev. Lett., 46, 3, 192 

Bochkov, Sov. Phys. Semicond., 72, 4, 456 

Syrkin, Sov. J. Low Temp. Phys., 8, 7, 381 

Lax, Phys. Rev. B, 22 (1980), 4876 

Also, have Lax and Narayanamurti come out with another 

article since 1981 in Phys. Rev. B, part II: Experimental? 
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SEGREGATION COEFFICIENT 

According to Lagowski et. al., electric current control of 

the segregation coefficient has not been successful in LEC 

crystal growth because of convection instabilities and Joule 

heating. However, there were no references given for this 

statement. The authors should be contacted to get the 

experimental data or a reference. 

The following papers were not available in Building 22 and 

may have some useful information: 

L. Jastrzebski, J. Electrochem. Soc, 125, 1140 

M. Kumagawa, J. Electrochem. Soc, 120, 583 

W.G. Pfann, Electron. Control., 2 (1957), 597 
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PREDICTING OPTICAL DEGRADATION OF A LASER BEAM 

THROUGH A TURBULENT SHEAR LAYER 

by 

Rita Rex Smith 

ABSTRACT 

The degradation in optical quality of a coherent laser beam passsing 

through a turbulent shear layer has been predicted by relating the 

phase error of the coherent beam to the time-mean index-of-refraction 

profile across the shear layer. The prediction of the optical 

degradation is, therefore, dependent on the accuracy of the model used 

to analyze the turbulent shear layer. The turbulence model in the 

ALFA shear layex ode was investigated. A code was developed to 

calculate the index-of-refraction profile, phase error, and Strehl 

ratio using the results of the turbulence analysis from ALFA and plot 

the significant turbulence parameters. 

The above method employs a mixing-length assumption. A better 

approach would be to predict optical degradation by relating the phase 

error to index-of-refraction fluctuations, eliminating the need to 

make a mixing-length assumption. The scalar fluctuation equation in 

the ALFA code and a perturbation of the Gladstone-Dale relation were 

examined for this purpose. 
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I.  INTRODUCTION: 

In high power density laser systems a high speed gas jet (commonly 

called an aerodynamic window) is passed across the front of the lasing 

cavity to allow the laser beam to exit the cavity while maintaining 

low cavity pressure. As the gas of the jet passes across the front of 

the cavity, two turbulent shear layers (or mixing layers) are formed: 

one between the gas jet and the atmosphere, and one between the gas 

jet and the cavity gas. These turbulent shear layers act to degrade 

the optical quality of the laser beam and limit the intensity to which 

the beam can be focused in the far field. The Air Force Weapons 

Laboratory at Kirtland Air Force Base is currently conducting research 

into aero-optic interactions between high energy laser beams and 

turbulent flow fields. A measure of the optical degradation is the 

Strehl ratio which has been related to the random phase error by 

R, - •xp(^z) (1) 

A simple "turbulence mod^l" has related the mean-square optical phase 

error to the index-of-refraction fluctuations across the turbulent 

mixing layer. The Air Force Weapons Lab is working to develop an 

improved model to better predict the index-of-refraction fluctuations 

and optical degradation in the turbulent field. 

My research interests are in the study of turbulence and turbulence 

modeling. My Master's degree course work has been concentrated in the 
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areas of computational fluid dynamics, viscous flow, and boundary 

layer theory. These courses and my previous work experience in 

mathematical modeling provided the needed background to understand the 

turbulence models and methods used to predict turbulent shear layers 

and led to my assignment at the Air Force Weapons Laboratory. 

II. OBJECTIVES OF THE RESEARCH EFFORT: 

An expression relating the mean-square optical phase error and the 

index-of-refraction fluctuations across the shear layer was developed 

by Sutton (1969). Problems arise in obtaining index-of-refraction 

fluctuations either experimentally or computationally. Bogdanoff 

(1984) modified Sutton's expression to obtain an approximate relation 

between the mean-square optical phase error and the gradient of the 

time-mean index of refraction across the mixing layer using a mixing 

length assumption. Baxter's (1987) predictions of beam degradation 

through a turbulent shear layer using Bogdanoff's model showed the 

right trend of the phase errors for the different gases, but the 

magnitude of the phase errors was wrong. This was probably because 

of the use of an inappropriate length scale. The objectives of my 

research as a participant in the 1987 Graduate Student Summer Support 

Program were: 

(1) to evaluate the turbulence model in the ALFA shear layer code 

(Theories, 1979) used by Baxter (1987) and to determine the type of 

flows used to calibrate the empirical constants in the model; 
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(2) to run test cases using the ALFA shear layer code with standard 

(Imperial College) constants, rather than those presently in the code, 

and to check the effect of these changes upon the results; 

(3) to investigate the use of a model that predicts index-of- 

refraction fluctuations directly (rather than time-mean index of 

refraction); and to determine the theoretical basis for the scalar 

fluctuation equation in the ALFA shear layer code and the feasibility 

of using this equation to model index-of-refraction fluctuations in 

the mixing layer. 

III.  EVALUATION OF THE TURBULENCE MODEL IN ALFA: 

a. The turbulence model in ALFA was found to be the standard two- 

equation k-< model given by Jones and Launder (1971) but with 

different empirical constants. For two-dimensional plane flow, the k-« 

transport equations become: 

k-equation: 

'"** + *v3y " 3yL"V^ 3yJ * °lk **W * °2k " (2) 

«•equation: 

dt _  de a Ut «tl J r    t   faul
2 _  «2    ,,, 

The two-equation model is used to determine turbulent eddy viscosity 
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in the momentum equation by 

Mt - <£pk
1/2i (4) 

where k is turbulent kinetic energy and I  is the length scale. At 

high Reynolds numbers, «, the turbulent dissipation is assumed 

proportional to k /£  and the turbulent viscosity can be written as 

ßt - v
k2/e (5) 

b. The empirical constants used in ALFA are the same as those used by 

Launder et. al. (1972) with the exception of C.. and CL. . These 

are the constants in the production and dissipation terms, respec- 

tively, of the turbulent kinetic energy transport equation as shown in 

Table 1. Mikitarian and NcDanal (1975) used this same two-equation k-e 

turbulence model to analyze mixing layers in laser cavity flows. 

Starting with the constants given by Launder et. al. (1972), 

Mikitarian and McDanal found it necessary to reduce the constants C.. 

and C-. in the production and dissipation terms, respectively, of 

the turbulent kinetic energy transport equation in order to obtain 

reasonable agreement with experimental data. This is apparently the 

source of the values of these constants currently in ALFA. 

IV. ALFA TEST CASES: 

a. The ALFA shear layer code was used to analyze the turbulent mixing 
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layer between an aerodynamic window gas jet and the atmosphere. 

Several test cases were run using the nitrogen gas to check the effect 

of varying the empirical constants in the k-e equations. Table 2 

shows the values of the empirical constants used for each run. The 

first run, NITROO matched the nitrogen case predicted by Baxter with 

33 points across the shear layer. The value of C, - 1.98 used in the 

NITROO run is believed to be a typographical error in the ALFA input 

data. Four runs were made varying the constants C.. , C_. and C_ 

NITR03 was run to determine the influence of the initial velocity 

fluctuation level on the turbulence. Finally, since the results of 

some of the above runs showed problems in the density and species 

concentration profiles, one case was run with a refined grid (74 

points) across the shear layer. 

To facilitate checking the results and plotting the data, program 

STRIPES (STrehl Ratio Integral Phase Error) was written to read the 

output file from ALFA, calculate the time-mean index-of-refraction 

profile, shear layer width, oftical phase error, and Strahl ratio, and 

set up the input for a plotting routine. 

b. The shear layer width, optical phase error, and the Strehl ratio 

were calculated for each case using program STRIPES and are shown In 

Table 3. All calculations were made at an x-location 16 cm. down- 

stream. The use of the STRIPES code automated the calculations and 

plotting of the shear layer parameters. This allowed changes In the 

turbulence model to be studied more easily. 
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The r> ults from NITROO agreed with those from Baxter's (1987) work 

and were used as a basis for comparison with the other runs. The four 

runs made to check the effect of the constants in the turbulent 

kinutic energy equation were made with the value of C, - 1.92 given 

by Launder et. al. (1972). For the cases of C2 - 1.98 and CL - 

1.92 (NITROO and NITROIO), the velocity and density profiles are 

nearly the same. The Strehl ratio changes by about four percent as 

shown in Table 3. 

Figures 1-3 show the velocity, density, and index of refraction 

profiles for NITR010 and NITR011 runs. From Table 3 it can be seen 

that varying the values of C-. and C-. individually changes the 

turbulent kinetic energy balance and resulted in a significant effect 

on the density and velocity profiles and hence on the optical phase 

error. When both constants were changed in the same direction by 

about the same amount, the overall balance of the turbulent kinetic 

energy didn't change very much. In this case the changes in the 

constants between runs NITRO10 and NITR011 had little effect on the 

density and velocity profiles and on the Strehl ratio calculation. 

The same is true for the change in constants between runs NITROO and 

NITR01. 

The NITR03 case was run with an initial velocity fluctuation -.0001 

compared to an initial fluctuation -.01 used in NITROO and by Baxter 

(1987). For the run with the higher initial velocity fluctuation, the 

85-9 
1 



HBHI MBH 

shear layer developed faster than for the run with the lower initial 

velocity fluctuation but differences downstream were small. 

In several of the above runs, the results showed what appeared to 

be a numerical instability propagating downstream which produced 

unrealistic values in the density profile. This happens right at 

the grid points which correspond to the initial interface between 

the two gases. The ALFA code uses first-order differences in the 

conservation-of-mass equation.  Because of this, a large change in 

density between the two adjacent points sets up large gradients in 

density and normal velocity. This tends to produce oscillations in 

the density profile near the start. This is typical of boundary layer 

solutions using a parabolic marching technique. An attempt to correct 

the problem by refining the grid across the shear layer did not 

work. It is believed that smoothing the initial profiles will correct 

the situation and will have minimal effect on the profiles downstream. 

Figure 4 shows the density profiles at 16 cm. downstream for both 

grids. 

V. MODELING OF INDEX-OF-REFRACTION FLUCTUATIONS DIRECTLY: 

a. The mean-square phase error is related to index-of-refraction 

fluctuations in the mixing layer by the following relation (Sutton, 

1969). 

If -  2k2/<(n*)2> A dy (6) 
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Using a mixing-length assumption, the mean-square optical phase error 

has also been related to the time-mean index-of-refraction (Bogdanoff, 

1984) across the shear layer as follows. 

in3 fdnl3 7 -2k21 ¥ m« <7) 

Both Baxter's (1987) work and the calculations made in this work using 

program STRIFES used the mixing-length assumption.  If the index-of- 

refraction fluctuations could be predicted, the use of equation (6) 

would be preferable over equation (7) since it would avoid using a 

mixing-length approximation. 

The time-mean index of refraction is currently being calculated 

based on time-mean density profiles (obtainable from ALFA) using the 

Gladstone-Dale (Liepmann and Roshko, 1957) relation 

n - 1 + t*r-z <8> Pref 

ALFA also contains a transport equation for the fluctuation of a 

scalar quantity. The equation, given below, has the same form as the 

transport equations for turbulent kinetic energy and dissipation 

(Launder and Spalding, 1972). 

>4§ ♦ *-{$ - fcps** If] * cu *(£)2- <*. «P   (» 
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In the above equation, £ represents a mean quantity and g - (f) 

represents the mean square of the fluctuating component. In the past, 

this equation has been used to model fluctuations of temperature and 

species concentrations (Wilson, 1973). 

The equation is currently set up in ALFA to calculate velocity fluc- 

tuation, temperature fluctuation, and the concentration fluctuation of 

the one of the chemical species. An attempt was made to relate the 

index-of-refraction fluctuation to the fluctuation of velocity, 

temperature, and/or species concentration since these quantities are 

already calculated by ALFA. 

b. In order to relate the index-of-refraction fluctuation to 

fluctuations obtained from ALFA, the Gladstone-Dale relation was 

formulated in two (equivalent) ways:  (1) in terms of density and 

mass fractions of the chemical species, and (2) in terms of molar 

concentrations of the chemical species. Taking a perturbation of 

either of these equations gives index-of-refraction fluctuations as 

a function of the fluctuations of the other quantities. However, in 

both cases, terms appear containing cross products of the fluctuations 

which are not available and are not easily modeled. 

An alternative approach to obtaining index-of-refraction fluctuations 

would be to model index-of-refraction fluctuations directly using the 

scalar fluctuation transport equation in ALFA. The values of the 

constants C. and C. in the scalar fluctuation transport equation 
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that are currently in ALFA have been used for rocket plume flow 

(Wilson, 1973). In order to use the equation to model index-of- 

refraction fluctuations in the shear-layer flow described, the 

constants will need to be optimized to fit experimental data. 

VI. RECOMMENDATIONS: 

(1) The two-equation k-e turbulence model in ALFA is a widely used 

model. The use of C., - .7 and C„, - .5 was recommended specifically 

for lasing cavity flows by Mikitarian and McDanal (1975). The values 

of C-. - C-, - 1.0 (Launder et. al., 1972) are recommended for a 

wider range of flows including the mixing layer studied herein. 

(2) The oscillations in density profiles needs further investigation. 

It is suggested that the density and species concentration profiles be 

smoothed upstream and the results checked as the solution marches 

downstream. This is expected to eliminate oscillations in the density 

profile due to initial starting conditions. 

(3) The scalar fluctuation transport equation In ALFA has been used 

to model fluctuations of temperature and species concentration. It is 

suggested that this equation be used to model index-of-refraction 

fluctuations directly to obtain better predictions of phase errors. 
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Table 1: Turbulence Model Empirical Constants 

Empirical ALFA Launder 
Constant et al .. (1972) 

C 0.09 0.09 

a 

1.0 1.0 
0.7 1.0 
0.5 1.0 
1.30 1.30 
1.43 1.43 
1.92 1.92 2c 

Table 2't  AWA Test; Cases 

Clk C2k C2e Number of Initial Velocity 
JLÄ* *.CV *• c 

Grid Points Fluctuation 

NITROO .7 .5 1.98 33 .01 
NITR01 1.0 1.0 1.98 33 .01 
NITR03 .7 .5 1.98 33 .0001 
NITR05 .7 .5 1.98 74 .01 
NITR010 .7 .5 1.92 33 .01 
NITR011 1.0 1.0 1.92 33 .01 
NITR012 .7 1.0 1.92 33 .01 
N1TR013 1.0 .5 1.92 33 .01 

For all cases shown: C - .09, a.   - 1.0, a   - 1.30, 
C, - 1.43, C- - 3.5, (L - 0.17*       € 

It        lg       2g 

Table 3: 

/95n 
(cm) 

Mean Squared Strehl 
Phase Error Ratio 

NITROO * 2.873 1.186 .305 
NITROl 2.752 1.208 .299 
NITR03 1.924 1.122 .325 
NITR05 3.245 1.227 .293 
NITRO10 2.693 1.168 .316 
NITROll 2.552 1.191 .304 
NITR012 .352 1.029 .357 
NITR013 * 3.097 .600 .549 

5 
* 

Indicates runs for which the density profile had 
to be smoothed before calculating the results. 
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AN ASPECT GRAPH-BASED CONTROL STRATEGY FOR 3-D OBJECT 

RECOGNITION 

by 

Louise Stark 

ABSTRACT 

Several researchers have described methodologies for three-dimensional object recognition 

which use nonlinear optimiza:;on as a control strategy for matching features of a 

three-dimensional object model to features found in an image. An acknowledged problem > 

with this type of system is how to efficiently choose a set of starting parameter estimates so } 

as to avoid recognition errors due to local minima.   This paper presents a new ? 

methodology for applying nonlinear optimization in three-dimensional object recognition. 

Our method enumerates a complete set of relevant starting points for each object model by 

choosing one starting point for each viewing cell defined by the aspect graph of the object 

Constrained nonlinear optimization is used to find a minimum within each viewing cell. 

Examples are given to illustrate how recognition errors can occur due to local minimum 

found from poor starting parameter estimates, and how the methodology based on the 

aspect graph object models eliminates thir problem. 

87-2 | 



ACKNOWLEDGMENTS 

I would like to thank the Air Force Systems Command and Air Force Office of Scientific 

Research for the opportunity to participate in the Graduate Student Summer Support 

Program. I feel that the program has been a very beneficial experience for me. The 

personnel at Universal Energy Systems have been very accommodating and prompt in all 

administrative aspects of the program. 

A special acknowledgment must go to the people at RADC/COES for their helpfulness and 

kindness. All involved made me feel welcome and right at home. The working 

atmosphere was friendly and relaxed. The help and guidance provided by Jake Scherer 

was greatly appreciated. The support, encouragement and patience of Dr. Kevin Bowyer 

throughout this project made all of this work enjoyable and rewarding. 

S7-3 , 

I « 



I. INTRODUCTION 

Computer vision research has been extensive in the broad field of Artificial Intelligence. 

My research in the area of computer vision deals mainly with the development of an 

intelligent vision system to be used in three-dimensional object recognition. 

One of the key components of an intelligent vision system is the prior knowledge it holds 

about the objects in the environment In computer vision, this knowledge, which will hold 

some unique information on each object, constitutes a model-base which can be searched 

for a match with the object found in an input image. Given a single arbitrary 

two-dimensional perspective image, the three-dimensional object recognition process is 

expected to be capable of identifying objects and estimating their location and orientation 

parameters. The ability to interpret an image depends critically upon the model-base. 

Determining what knowledge is needed for object representation, how that knowledge 

should be represented and how it can efficiently be applied in the search technique is the 

essence of the object recognition problem. 

Object representation techniques can be divided into two categories, view-dependent and 

view-independent [1,4]. Some earlier systems used view-dependent representation 

comprised of libraries containing a fixed number of views. The limitations of this 

approach should be apparent due to the fact that the accuracy of the recognized orientation 

parameters is limited by the number of precomputed views. Since, in the general case, the 

object may appear in any orientation, the model should be able to be viewed from any 

viewpoint This leads to the view-independent or model-oriented approach, in which a 

three-dimensional model of an object is stored, and two-dimensional projections are 

created dynamically. The sequence of projections created is controlled by a nonlinear 

optimization algorithm. 

The standard paradigm for approaching the three-dimensional object recognition problem 

appears in Figure 1. The process begins with input from the environment; for example, a 

digitized two-dimensional image of a three-dimensional object Features are extracted from 

the image and passed on to be used in a matching process. Possible features include 

Fourier descriptors [15,16], silhouettes [3,14], or feature points [11]. On the first 

iteration die feature extraction and matching module processes the input image and sends a 

summary of the actual image feature information to the recognition control strategy 

module. This information is utilized as an "index" into the model-base. If die actual image 

features have certain attributes that do not exist in the list of attributes of a certain object 

that object can be bypassed in the search strategy. The attributes used in the comparison 

87-4 ; 



will be specific to the feature extraction process chosen. 

\STOF 
DBJECTIABELS 

RECOGNIZED 
OBJECT 

Figure 1 Three stages of object recognition process 

The recognition control strategy initiates the recognition process by producing an object 

label and initial orientation estimates. The object label is generated from a list of objects 

which are held in the object model-base. The object model knowledge base holds enough 

information on each object to produce the requested projection of the specified object It 

will be shown later in this paper that knowledge of the geometry of each object can be used 

to formulate an "intelligent" control strategy and also to greatly simplify the process of 

generating hidden surface projections. 

The projected image is passed to the feature extraction and matching module. A figure of 

merit is produced from the feature match. The recognition control strategy utilizes the 

figure of merit to produce either the same object label with new orientation or a new object 

label and orientation. The recognition control strategy maintains a record of "best match" 

object label and orientation. 

The three stage process is repeated, matching the new projected image with the actual 

image and producing a new figure of merit on each iteration. The control strategy 

terminates the process when the "best match" is found, at which time the identification of 

the recognized object and its orientation are output 

H OBJECTIVES OF THE RESEARCH EFFORT 

Referring to die general solution structure of the object recognition problem (Figure 1), we 



are currently concentrating our efforts on developing the object model knowledge base and 

the recognition control strategy. The aspect graph object model allows us to construct an 

intelligent methodology for applying nonlinear optimization in the recognition control 

strategy. Experiments described in this paper illustrate the importance of the viewing cell 

concept in choosing starting points and avoiding recognition errors due to local minima. 

We currently use a very simple feature extraction and matching module which we plan to 

update with a more powerful technique. 

m. BACKGROUND 

Some examples of three-dimensional object recognition systems that use nonlinear 

optimization to control the matching process are found in [11,14,16]. Points of 

differentiation between these systems include the particular optimization algorithm used, 

the structure of the model-base, and the method of choosing initial parameter estimates. 

An iterative silhouette matching scheme was proposed by Hemami et al. [11]. A single 

grayscale original image is input to the system. A model-base is used which is capable of 

generating a three-dimensional wire-frame model of each object The three-dimensional 

model is projected, using a perspective transformation, to a two-dimensional image. The 

silhouette is derived from the outline of the image by erasing the internal detail" [11]. The 

original and projected images are matched based on the comparison of a sequence of points 

along the boundaries. Initial estimates of translation^ parameters are made from the first 

and second moments and the size of the observed object The initial rotational parameters 

are generated by a uniform random search which is "used to rule out local minima" [11]. 

No reference is given as to the precision of the uniform random search executed. Anerror 

function is defined as the sum of squares of the misalignment between feature points 

extracted from the silhouettes of the original and projected images. Gauss-Newton or 

Newton-Raphson iteration is used to minimize the error function. Tests for identity and 

orientation were run using three concave objects. Each object matched with its 

corresponding model-base object by chosing the object with the minimum error function. 

However, it was found that the method "requires substantial numerical computation, since 

many local minima exist" [11]. 

Watson and Shapiro [16] describe a method of matching two-dimensional projections of 

unique three-dimensional space curves of three-dimensional objects to two-dimensional 

perspective views of the object Periodic cubic splines were used to approximate the 

two-dimensional curves. The matching process uses the Levenberg-Marquardt algorithm 

to minimize the error between Fourier descriptors of closed curves. Starting points were 
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chosen at random for each test If the test gave a correct match the program was 

terminated. "If the program reported a failure due to converging on a local minimum, a 

new starting point was randomly chosen, and the process was repeated" [16]. Tests were 

run using the unique characteristic edge curves of five different chairs. A perspective view 

was projected for each curve moved from its standard position. Matching of the 

two-dimensional curve against all five given space curves was simply a minimization 

problem that searched for the parameters of rigid motion with the least error. Results of 

the tests were dependent upon the object tested. Instances of incorrect identification were 

thought to be due to "converging to a local minimum, but not recognizing the fact" [16]. 

The ACRONYM system, developed at Stanford University, uses a model-base to 

construct a three-dimensional model of the object in any orientation, which is then 

projected to a two-dimensional image plane. The mismatch of the original and projected 

images is found using "the perpendicular distance of each endpoint of the model line from 

the corresponding line in the image" [14]. Newton-Raphson iteration is used in 

ACRONYM This method approximates the first derivative of each error term with respect 

to each of the six orientation parameters. Lowe points out that the best results were 

obtained when the derivatives were fairly independent of one another, and were smooth 

enough over the error range for good convergence [14], Lowe also points out that the 

choice of initial starting parameters is one of the most difficult problems in the recognition 

process. Initial parameter estimates for ACRONYM were chosen from a set of 

quasi-invariant features from the model, which are features "observable over a wide range 

of orientations and viewing conditions" [14]. 

Two interrelated problems acknowledged by each of the systems mentioned above are 1) 

choice of starting points and 2) knowing when a global minimum is found. Our system 

uses the viewing cells defined by die aspect graph of an object in order to solve these 

problems. The aspect graph summarizes a complete partition of space around the object 

according to its geometry. It will be pointed out later that a major advantage of combining 

the nonlinear optimization control strategy of damped least squares with the aspect graph 

model-base is the ease with which a set of relevant initial starting parameters can be 

intelligently chosen. 

IV. OVERVIEW OF THE OBJECT RECOGNITION ALGORITHM 

The recognition control module of our system uses a damped least squares algorithm. The 

control strategy is to minimize the scalar mismatch of features in the original image with 

those of die image of the model projected at the current parameter values. Weusedamped 
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least squares because it has been claimed that, even for complex problems, "starting 

estimates of the parameters may be very rough indeed," and the damped least squares 

method will still converge quickly [6]. 

The object model knowledge base of our system uses an aspect graph representation. The 

aspect graph concept was introduced by Koenderink and van Doom, who described a 

graph structure which they called the "visual potential" of an object [12]. Each node of the 

graph represents a different "aspect" of the object The aspect is defined by a specific 

collection of visible faces and edges, along with a definition of the cell of space from 

which that collection of faces and edges is visible. Nodes of the graph are connected by 

arcs that represent a transition from one viewable aspect to another. "Thus a visual 

potential represents in a concise way any visual experience an observer can obtain by 

looking at the object when traversing any orbit through space" [12]. 

Several researchers have proposed object representations based on multiple views obtained 

by partitioning the surface of the viewing sphere. Fekete and Davis proposed the 

"property sphere" concept [8]. They subdivide the sphere into 320 "trixels" in a 

"quasi-uniform" manner and compute the silhouette of an object as it would be seen from 

each view. Korn and Dyer introduce a model-base consisting of three-dimensional 

multiview models, which are represented by a finite set of viewer-centered descriptions 

[13]. Viewpoints are selected from the surface of a view sphere which has been tessellated 

into a set number of bins. Bins are joined into regions by grouping feature equivalent 

adjacent views from the sphere surface. 

Castore and Crawford discuss the use of aspect graphs for solid modeling and robotic 

vision [2,5]. They indicate that algorithms have been developed and implemented for 

2.5-dimensional convex objects. Reference is given that the algorithm "is based on 

methods developed by Goad" [5]. Goad defines the set of positions on the unit sphere 

from which a given feature is visible as the "visibility locus" of that feature [9,10]. The 

loci of viewing positions are found by tessallating the surface of a set radius viewing 

sphere into quasi-uniform patches. Two restrictions of this method are 1) "the distance of 

the object be known exactly in advance," and 2) that the "resolution of this representation 

is bounded by the maximum diameter of a patch" [10]. It is important to point out that all 

of these object representations are based on patches of surface area on a sphere centered 

about an object, and not on cells of three-dimensional space. 

Our system uses a true aspect graph in the sense of [ 12], rather than an approximation via a 

tessellated viewing sphere. Each node of the graph contains 1) a definition of visible 
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faces, and 2) a definition of a cell of space. The information obtained from the aspect 

graph will enhance our recognition process over others reviewed here in the related 

problem areas of initial parameter estimation and recognition errors due to local minima. 

The information in the aspect graph also helps to eliminate much of the work in hidden 

surface projection problems. 

The algorithm we use to construct aspect graphs is currently restricted to planar-face, 

convex, 3-D objects. Thus the object shapes depicted in later examples are very simple. 

The same concepts illustrated here should still be valid for non-convex objects of arbitrary 

shape, but original construction of the aspect graph will be more difficult 

A. Feature Extraction and Matching 

The complete edge structure of the object is examined to select a list of relevant internal and 

external feature points. Several distinct types of feature points are distinguished. Edges of 

the object are chain coded and ordered by their length relative to the boundary curve. 

Within each chain coded edge, the selected feature points are distinguished by type and by 

distance from the starting point in the chain. The set of chain codes for the projected image 

is processed against that for the actual image to obtain a list of corresponding feature 

points. A minimum number of feature points (at least three) must match to show a 

corresponden x between the actual image and the projected image. 

B. Recognition Control Strategy 

Given an observed image, known as the original image, the objective is to identify the 

object appearing in the image and find the orientation and translation of the object Due to 

the nonlinearity of the problem, the method developed here for finding the parameters of 

translation and orientation uses the method of damped least squares. Damped least squares 

is desirable due to the fact that it has been found to converge in a reasonable time frame and 

is successfully used in automatic optical design programs which can have over thirty 

parameters [7], The damping factor helps to control the oscillation due to the nonlinearity 

of die problem, and thus assists in the convergence to a solution. 

1. Damped Least Squares 

A very broad view of the problem is simply to start at some initial guess of the parameter 

values and to iterate, changing the parameters until a match is found. The parameters of an 

object are defined here as three rotational parameters (Rx, Ry, Rz) and three translational 
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parameters (X, Yt Z). These six parameters make up the parameter vector P. The sum 

of squares term E will be the merit function, or criterion function, defined as: 

E-Xtf 
where fj is the scalar mismatch between points of the original image and the image 

projected at the current parameter values. The objective is to minimize the merit function 

and therefore minimize the error between points. The parameters that can vary in order to 

minimize E are the six rotational and translational parameters in P. E can be minimized by 

setting the partial derivatives of E with respect to each of the parameters equal to zero. One 

of the problems in this application is that the objective function can be highly nonlinear, 

causing oscillation around the minimum. The oscillation can be thought of as 

"overshooting" the solution point To avoid oscillation we are limiting the AP values by 

use of a damping factor X to try to keep the steps small enough to ensure they are in a 

linear range. 

The initial choice of X seems to be arbitrary. We start with a damping factor X=l for the 

first iteration. If the merit function decreases, men X is decreased on the next iteration. A 

decrease in E denotes a closer approximation of the solution. As long as the merit function 

continues to decrease, X should also be decreased. It should be noted that when X=0 

and E decreases, the amount of nonlinearity is "small". Therefore, the damping factor is a 

modification that is added when the amount of nonlinearity is "large". 

If E increases after an iteration, then we increase X, return to the last set of data in which 

E decreased and calculate a new change in parameters. A point can be reached when the 

changes in parameter values are so small there is essentially no change in E. If E 

coudnues to show an increase after increasing X a set maximum number of times, then the 

process is terminated. At this point the magnitude of the damping factor is restraining the , 

step size enough to keep the change in merit function zero. The parameters used for the 

last decrease in E are reported as the best estimate of the object's parameters. Sample 

output results for the matching process of a cube are shown in Table 1. The actual image 

parameters, the initial estimated parameters and the parameter values for each iteration are 

shown. The error function E and the damping factor X are also listed to illustrate how the 

damping factor changes as the change in parameters becomes more linear. 

There seem to be two major interrelated problems encountered by systems which use 

nonlinear optimization as a recognition control methodology. The first problem is that of 

choosing initial parameter estimates.   One possibility is to perform a uniform random J 
i 
! 
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search (as in [11]), which does not guarantee that all of the "best" estimates have been 

tried. Another possibility is to generate a new starting point at random if the algorithm 

seems to hit a local minimum [16]. One other possibility is to choose "quasi-uniform" 

viewpoints (as in [14]). These viewpoints are object specific yet not exactly chosen 

according to the object's geometry. The viewpoints seem to have been visually extracted 

by the user instead of generated automatically. The optimal solution to the problem of 

choosing starting parameter estimates would be to automatically pick out all relevant 

starting points based on fundamentally different views of the object, without duplicating or 

overlapping search areas, yet still ensuring all possibilities are covered. By having a 

starting point for each fundamentally different view, we can be assured of finding a global 

minimum. By having no "extra" starting points, a substantial amount of unnecessary 

computation can be avoided. 

The second problem involves encountering local minima, which can cause errors in 

recognition (as in [16]). This problem is clearly related to the first Incorrect choice of 

initial estimates can result in convergence on a local minimum and hence incorrect 

identification of the object This problem is illustrated in the simple example depicted in 

Figure 3. Initial parameter estimates and final parameter estimates (after damped least 

squares convergence) are listed. The original image view is a side of a rectangular block, 

rotated 5 degrees about the Z axis (line of sight), shown as actual image view. Orientation 

parameter estimates are made for different objects in the model-base, which include the 

rectangular block and a cube. Due to improper arbitrary initial estimates of parameters it 

can be shown mat the cube will match the original image better than an invalid view of the 

actual object (as shown by the lower error function E for the cube, view #1), thus an 

incorrect identification is made. 

Vtowil (lop) 

(t) 

B X Y z Rx «J Ri 

Cubs-E«. Vtowil 
Initial — 0.000 0.000 0.000 0.00» 00.0« aoo* 

Final 372 •1.69 0.000 -0.159 0.11» 0.00» 3.15» 

RacL - Ea. View #2 
Initial — 0.000 0.000 0.000 90.0* 0.00« 0.00* 

Final 1631 ■4.720 0.000 4.01 92.2« an* 4.69« 

(c) 

Figure 3 Illustration of moorrect choice of inDOal parameter cttmiatct. 
(a) Model-bare Cube (b) Model-bare Rectangular Block (c) Matching process output 
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The important distinguishing property of our methodology is that the aspect graph object 

model directly reflects the unique individual geometry of the object Systems that use 

random search for initial viewpoints are not utilizing the information available in the 

object's geometry. Prior knowledge of the geometry of the objects in the model-base helps 

to define the viewspace for each object. A definite advantage can be gained from this 

information, which is drawn directly from the aspect graph. 

C. Exploiting the Aspect Graph Object Model 

Imagine subdividing space around an object into cells. These cells would group all 

possible viewpoints into regions from which the object appears essentially the same. The 

viewing cell concept summarizes all possible viewpoints and subdivides the viewing space 

around an object into a finite number of areas, represented by the nodes of the aspect graph 

(Figure 4b). Cells are bounded by extensions of the object's planar faces. Each node of 

the aspect graph is attributed with a list of planes, lines and points of intersection which 

define the viewing cell of space for that node. The planes are the sides, lines are edges and 

points of intersection are comer points of the viewing cell. 

l. Viewing Cell Bounds Checking 

Nodes of the aspect graph are associated with faces of the object which are visible from 

within the viewing cell defined for that node. Each node has a unique set of visible faces. 

A face of the object is visible if the viewpoint is "outside" the plane of that face. Outside is 

defined as the side of the plane opposite that of the origin of the model coordinate system 

The origin is always placed inside the object model. More precisely, if the viewpoint is 

outside the plane and directed toward the origin then the plane containing the face is 

between the viewpoint and origin and is therefore visible. 

To determine if a viewpoint is inside or outside of a specific plane, the planar equation is 

evaluated using the point If the point lies inside the plane (the face is not visible) the 

planar equation will evaluate to a negative value. If the point lies outside the plane (the face 

is visible) the planar equation will evaluate to a positive value. If the point lies on the plane 

(lies on the boundary of two viewing cells) the planar equation evaluates to zero. A point 

that lies on the boundary is considered to be a pan of both viewing cells. 

To determine in which viewing cell a specific viewpoint lies, all planar equations of the 

object must be evaluated using the viewpoint. The positive and negative values obtained 
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by evaluating the planar equations can be translated into which faces of the object are 

visible from that viewpoint 

left 

top 
front 

bottom 

back 

right 

(a) 

(b) 
Rgme 4     (a) Faces wbicfc make up rectangular block   (b)   Dlustation of its aspect graph 

Each node of the aspect graph is attributed with a definition of visible faces. It can 

therefore be calculated as to which cell(s) a viewpoint is associated. This process is used 

as "bounds checking" to constrain the nonlinear convergence process. 

2. Viewing Cell and Selection of Starting Baasjgg Estimates 

If the approximate viewing distance is known, as is the case in many robotics applications, 

it is easy to envision an object placed in the center of a transparent sphere whose radius is 

equal to die approximate viewing distance. The viewpoint can be placed anywhere on the 

sphere and directed toward the object Using the bounding information of the viewing cell 

it is easy to envision a "patch" defined on the surface of the sphere for each aspect in the 

graph. Figure 5a denotes the projection of the bounds for three nodes of the aspect graph 

in Figure 4. The surface area patch is defined by the intersection of the bounds of a nodes 

cell and the sphere surface. The entire surface of the sphere is parcellated in a like manner. 

The center of mass of each surface area patch can be calculated. By directing viewpoints 

from each center of mass point to the origin of the sphere a set of initial parameter estimates 

can be defined for the object. 
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Initial Viewpoint 
Estimates 

I -objectmodel 

-cellA 

- truncated cell B 

« 0» 

Figure 5 (a) Initial viewpoint estimates for object of known viewing distance. 
Surface patches fanned by projecting "bounds" of three nodes of 
Rgure4. (b)Example of finite (cell A) and infinite (cell B) viewing cells. 
Complete set of initial parameter estimates are calculated for all cells of object 

Since the viewing distance is not always known, the fixed radius sphere is not general 

enough for normal object recognition conditions. The complexity of the object must also 

be considered. For the simple rectangular block, as the viewing distance changes, all 

nodes of the aspect graph project a "patch" on the surface of the sphere which change 

proportionally. This is not true for more complex objects. For some objects, as the 

viewing distance changes, some viewing cells can end and others begin (see Truncated 

Wedge in Figure 5b). A more general set of initial parameter estimates can be calculated 

for each object by inspecting all viewing cells around the object It is important to 

enumerate a "complete" set of starting parameters so that identification and/or orientation 

errors do not occur, as in the example depicted in Figure 3. It is also important to 

enumerate an "efficient" set of starting parameters so that overlapping search areas are not 

investigated. We feel that a complete and efficient set of initial parameter estimates would 

be directly related to the nodes of the aspect graphs in the object model knowledge base. 

A starting viewpoint estimate can be chosen for each node of the aspect graphs stored in 

the object model knowledge base. Features can be extracted for each initial parameter 

estimate and stored as an attribute with its specific node. Calculation of a representative 

starting point for a node of the graph is dependent upon the description of the cell of space 

defined for that node. There arc two types of cells defined; 1) finite and 2) infinite. 

Finite cells are closed regions formed by the intersection of the extension of the planar 

faces of the object model, (e.g. cell A in Figure Sb). Infinite cells are cells that form 

regions of infinite extent (e.g. cell B in Figure Sb). Both finite and infinite cells are 

defined by a list of planes, lines and points of intersection held as attributes in the aspect 

graph. Initial viewpoint calculation for a finite cell is a simple process of averaging the 
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points of intersection associated with that cell. These are essentially the comer points that 

define the boundary of that cell. For example, points 5, 6, 7, 8, 9 and 10 would be 

averaged for the finite cell A (Figure 5b). Finding the average point ensures a 

representative point that lies inside the cell. 

Initial viewpoint calculation for infinite cells requires the estimation of a possible maximum 

or typical viewing distance. Since a representative viewpoint is all that is necessary to 

place the initial estimate inside the viewing cell, the maximum viewing distance chosen 

does not place a limitation on the possiblity of converging to parameters outside the 

maximum distance chosen. The estimated maximum is only used to allow the definition of 

a finite cell using the infinite cell boundary information. 

Infinite cells are defined as any region that has a line (edge) which has only one boundary 

"corner point" for that cell and extends outward from that point infinitely. The line 

equations of the cell bounds are stored in coefficient form (a,b,c), where: 

X = at + X0 

Y = bt + Y0 

Z = ct + Z0 

The values for point (X^YQ.ZQ) can be substituted by the single comer point associated 

with the "infinite" edge. To calculate temporary boundary points for infinite boundary 

edges, a maximum distance D is estimated A distance measure equation can be written: 

(at + X,,)2 + (bt + Y,,)2 +(ct + Zo)2 =D2 

A value must be found for the temporary boundary points which are part of the specified 

cell boundary. Temporary points are verified as belonging to a specified cell by the 

process of bounds checking. 

For infinite cell B, temporary points must be found on the infinite edges to create a closed 

region (points 1,2,3 and 4 in Figure 5b). Once an infinite cell has been "closed" by 

calculating temporary boundary points, the representative initial starting point for that cell 

can be calculated. This is accomplished in the same way as with true finite regions, by 

calculating the average representative point for the cell. By repeating this process for all 

cells, a more general and complete set of initial parameter estimates can be established 

A merit function E is calculated for projections produced from the orientation parameters 

of the representative viewpoint of each node on the graph. The iterative damped least 

squares process is used to converge on the "best match" parameters. The viewing 

"bounds" are used in the iterative matching process to insure that the new parameters 
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chosen are still within the specified viewing space. If the new parameters chosen fall 

outside the bounds of the current aspect, the damping factor can be increased and the 

process repeated. This action, which will decrease the size of the step taken, can be 

repeated until the new parameters fall inside the present aspect. This bounding constraint 

also insures a single local minimum for each aspect. By checking all nodes of the aspect 

graphs in the object knowledge base it can be seen that the incorrect identification 

encountered in Figure 3 will now be resolved. 

Each node of the aspect graph contains feature attributes which could include the number 

of feature points and their types. Certain nodes of the aspect graph can be eliminated in a 

preliminary comparison of types and number of feature points extracted from the original 

image. Results for the test run using the actual image viewpoint shown in Figure 3, 

rotated about the Z axis 5 degrees are listed in Table 2. Initial parameter estimates, final 

parameter estimates after convergence and E are listed for each. The actual image 

parameters are : (X=0, Y=0, Z=0, Rx=0°, Ry=0°, Rz=5°). To consolidate the data, 

and due to the symmetry of the object, the results are only shown for three unique nodes of 

the rectangle's aspect graph and one node of the cube's. I 
* 
< 

V. RECOMMENDATIONS 

It has been shown that use of knowledge of the specific geometry of individual objects can * 

improve the recognition control methodology. This information is naturally incorporated 

into an attributed aspect graph of the object Using this form of object model, an intelligent 

methodology can be developed for applying nonlinear optimization in the control of the 
recognition process. | 

By choosing a representative viewpoint for each node of the attributed aspect graph, initial 

parameter estimates can be made which assure that the entire search area of the entire object 

will be covered, without omitting any possible aspect and without using more starting 

estimates than necessary. Using damped least squares and the bounding constraints, the ; 

optimization process converges to the single local minimum of each cell without 

overlapping search areas. The minimum cell error is chosen as the minimum error for that 

object. The model-base object with the minimum error overall is chosen as the object in ! 

question. While we have no direct mathematical proof that this must always converge to 

the global minimum, we feel it has compelling intuitive appeal. Having this extra 

information in the model-base should result in reduced search time and improved accuracy 

when compared to systems which use uniform search or have no structurec method of ■ 
choosing starting parameter estimates. We are proceeding to design experiments with ! 

more complex objects. 
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E X X Y z Rx Ry Rz 

Actual Parameters 0.000 0.000 0.000 0.00° 60.0° 0.00° 

Estimated Parameter! (408) 1 0.000 0.000 0.000 0.00° 45.0° 0.00° 

Iteration #1 234 16 0.002 -0.029 0.006 0.35° 60.8° -5.61° 

Iteration #2 63 8 0.002 -0.021 0.006 0.45° 57.8° -2.34° 

Iteration #3 51 4 0.002 -0.021 0.006 0.45° 60.4° - 2.29° 

Iteration #4 48 512 0.002 -0.021 0.006 0.45° 60.1° -2.00° 

Iteration #5 42 2048 0.002 -0.021 0.006 0.35° 59.6° - 1.89° 

Iteration #6 (final) 20 1024 0.002 •0.040 0.006 0.23° 60.4° - 1.77° 

Table 1    Sample output to illustrate the effect of the damping factor X 

X 

Y 

Z 

Rx 

Ry 

Rz 

E 

Rectangle 

(top) 

Rectangle 

(back) 

Rectangle 

(right) 
Cube 

Initial Final Initial Final Initial Final Initial Final 

0.000 0.025 0.000 0.000 0.000 -4.27 0.000 -1.69 

0.000 0.016 0.000 0.000 0.000 0.00 0.000 0.00 

0.000 0.002 0.000 0.000 0.000 -0.08 0.000 -0.16 

0.00° 0.02° 0.00° 2.86° 90.0° 92.18° 0.00° 0.11° 

0.00° -0.17° 90.00° 87.0° 0.00° 0.11° 0.00° 0.00° 

0.00° 5.04° 0.00° 0.04° 0.00° 4.69° 0.00° 5.15° 

252 7 610 379 1770 1631 572 372 

Table 2 Sample output for identification and orientation test found in Figure 3 
rotated about the z axis 5 degrees. Correct identification is made. 
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LINEAR PROGRAMMING FOR AIR FORCE DECISION AIDING 

by 

Steven J. Steinsaltz 

ABSTRACT 

The program "Enemy Sortie Capability Measurement Aid" was 

examined to determine what was required of a linear program solver so 

that it could replace the commercial package being used. A program was 

written In PASCAL, using the upper bound form of the revised simplex 

method, and various problems with memory had to be overcome. The 

completed program took 23 minutes to solve, compared to three minutes 

for the commercial package. The program was rewritten In C, and when 

debugged ran In ten minutes. This was improved upon by changing the 

program so that, instead of using the revised simplex method, which 

saves memory (a problem not faced in C), the regular simplex method was 

used. This improved the running time to seven minutes, within the bounds 

desired. 
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I. INTRODUCTION: 

"Enemy Sortie Capability Measurement Aid" is a program which 

determines, based on such data as weather and intelligence on manpower 

and equipment, the optimal use of aircraft by the enemy in a battle. Much 

of the Aid is taken up with such things as determing which airbases are 

being considered and what the possible targets are. However, in order to 

determine an optimal allocation, a linear program based on the data must 

be solved. 

Because the authors of the program had no experience with linear 

prograr-ning, they did not work on this part, but instead purchased a 

commercial linear program solving package called LP83, from Sunset 

Software. This package does Its job well, but it has a major drawback. 

Each time a copy of the Aid is given to someone, another copy of LP83 

must be purchased at a cost of approximately one thousand dollars. It Is 

therefore in the best Interests of the government to have their own linear 

program solver, even at the cost of somewhat Increased running time, as 

long as such Increase is within a reasonable limit. 

My research Interests have been in the area of operations research, and I 

have had much experience with linear programming. Although my 

computer programming experience had been limited, it was assumed that I 

could learn this quickly. 
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II. OBJECTIVES OF THE RESEARCH EFFORT: 

Because the LP83 package costs almost one thousand dollars a copy, a 

non-llscensed program would be of great use to the government. My 

assignment as a participant In the 1987 Graduate Student Summer 

Support Program was to write such a program, based on my experience 

with linear programming, which would be reasonably efficient with 

respect to running time. 

III. INITIAL RESEARCH: 

a. The Initial efforts spent on the project were directed towards 

determining just what was required by "Enemy Sortie Capability 

Measurement Aid" (ESCMA) of a linear program solver. The package being 

used, LP83, Includes in the output file such things as names of variables 

and names of constraints, which are not needed, and sensitivity analysis, 

which is not used. So, these things could be Ignored in the output 

delivered by my program. 

b. The next thing that had to be done was to decide what solution method 

would be used by the program. As I am most familiar with the simplex 

method, this was the method chosen. The upper bound version of the 

simplex method would be used, as it is much more efficient when 

variables have upper bounds. Because It was expected that memory might 

be a problem, and in the mistaken assumption that It would be faster, it 

was decided to use the revised form of the simplex method. 
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c. The LP83 package was run to determine how long It takes, and 

therefore what would be expected of my progiam. LP83 took 

approximately three minutes to run. 

IV. CODING IN PASCAL: 

a. Because ESCMA Is written In PASCAL, and because It Is an easy 

language to work with, It was decided to write the program In PASCAL. 

Micorsoft PASCAL was used. The simplex algorithm was broken down Into 

procedures so that the program could be made modular. When It was 

written, a computation was attempted, but failed, as the program 

exceeded the limit set by the compiler of 64K of memory. 

b. In order to avoid this memory limitation, a different compiler, called 

TURBOPASCAL, was used It has a feature called BI6ARRAY, which allows 

arrays of larger than 64K in a special format, at the cost of increase in 

access time. The program was converted to TURBOPASCAL and debugged 

and succeeded In solving the problem before It Unfortunately, It took 25 

minutes to do so, more than eight times as long as LP83. 

c. In the hope that It would be faster, the original program, in Microsoft 

PASCAL, was re-examined. The computer being used allows a "RAM disk" 

to be used, where files can be stored in memory as if they were on a disk, 

without the access time required from a disk. This method did cut down 

the running time, but only to 23 minutes, still too slow. 
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V CODING INC: 

a. Because a program written in PASCAL would not be fast enough, it was 

decided to translate the program into C. This is a faster language, 

although it is also more difficult to learn and implement When the 

translation was completed and debugging accomplished, the program ran 

in 10 minutes, a great improvement and little more than three times the 

time taken by LP83. The compiler used, Microsoft C, has a "huge memory 

module" option, which allows up to one megabyte of RAM to be used, 

avoiding the memory problems faced In PASCAL. 

b. The reason for the large amount of time taken by the program was the 

large number of arithmetical operations necessary. This number could be 

reduced by using the regular form of the simplex method instead of the 

revised form. This could be done because there were no memory problems 

to worry about. When this change was accomplished, the program ran In 

seven minutes, barely twice the time used by LP83 and within the limit 

set. A listing of this final version of the program Is attatched to this 

report. 

VI. RECOMMENDATIONS: 

a. The time needed to optimize the linear program could oe reduced by 

Incorporating the program directly into the data structure of the Aid. 

This would eliminate the time needed to read In a data file from the disk, 

as well as eliminating the time needed by the Aid to save the input file to 

disk. Because of all the modifications needed in the program, I did not 
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have time to do this, and In any case, this would be better done by 

someone with more experience with computers than I have. 

b. There must be some reason, which I have been unable to determine, why 

the LP83, which Is a generalized linear programming solver which must 

work for any. linear program, runs twice as fast as a program written 

specifically for this problem, on the same machine. It might be worth 

Investigating LP83's method of solving linear programs and Incorporating 

these findings Into a program. 
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VII. Program Listing: 
/» This program solves a linear program for the Enemy Sortie Capability 

Measurement Aid.  It uses the upper bound method of linear program, 
as all non-slack variables have upper bounds. The initial problem is 
max c'x s.t. Ax<=b, x>=0. Slack variables are added to make the 
problem max c'x s.t. (A!I][xl=0, x>-0, s>=0. The slack variables 
are the initial basic      Is)     feasible solution. 
The constants defined below may need to be increased. 
Maxfield is the maximum number of airfields in ESCMA (currently 10). 
Nocraft is the number of kinds of aircraft available (now 5). 
Nomiss is the number of kinds of mission available (now 4). 
Norow Is the maximum number of constraints. This will always be no 
greater than (6*maxfleid)+2»(maxfleld*nocraft)+nomlss and will 
often be fewer. 

Nocol Is the maximum number of variables. This will always be no 
greater than maxfleld*nocraft*nomiss and will often be fewer. 

Matsiz is norow+nocol. 
The constants which are identical to another except for a missing 
third letter (e.g. masiz) or reversed first two letters (oncol) 
are one  more than their nieghbor, for dimensioning purposes. 

Maxbnd is a number larger than the value any slack variable can take 
on.  It suffices to make it larger than any number in the 
right-hand side vector. 

Changer is a scaling factor used to prevent overflow. Some of the 
constraints involve a lot of large numbers, so they are scaled 
down during pivoting and scaled back up when completed.     »/ 

«include "stdio.h" 
typedef char BOOLEAN; 
«define valued) dumy ■ IIMMI-'O' 
«define TRUE 1 
«define FALSE 0 
«define abs(x) (((x )<0) ? -(x) : (x)) 
«define loop(v,s,e) for ((v) » (s); (v) <« 
«define maxf ield 10 
«define mafleld 11 
«define oncraft 6 
«define nocraft 6 
«define nomiss 4 
«define onmiss 5 
«define norow 123 
«define onrow 124 
«define oncol 04 
«define nocol 93 
«define maslz 216 
«define mats 12 218 
•define maxbnd 9999999.0 
•define changer 10000.0 

(e); (v)*+) 

In max c'x s.t. [A:I)fxJ =b, c is costl), and redcostl) is used 
during pivoting for  (si  changing. (All] Is •(1(1.  The basic 
part of x Is kept in actl), which is initialized to be rhs. 
Plusminl) tells whether a variable is at its upper or lower 
bound. NonbasM tells whether a variable is nonbasic or not. 
CurrbasO tells which variable is where in the basis.  Nofield 
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is the actual number of fields used (may be < maxfisld).*/ 

int outs[4],c,i.count,coco I,index,outdex,miss,nof ield=0.nopivot=0; 
Int flagl.fIag2,fIag3; 
float    bndloncol],result[oncol],cost[masiz}.act[onrow],valu,amt,dummy 
• * 
float    rhs[onrow],col[onrow],f in[onrow],obj13],redcost[masiz]; 
int plusmintoncol],currbastonrow1.field,craft,field1=0,craft1=0,con; 
int nonbas[masiz],inbas[masiz],jrow,jcol,fake[3][7].helper.where; 
char I ine[38l; 
FILE *fp,#sp; 
BOOLEAN  yuplmafieid][oncraft],yes[onrow],uhuh[maf ield][oncraft][onmiss 

1; 
int dumy; 
static float a[onrow][masiz]; 

I*      This function takes a real number which is in string form, and 
converts it to a real number.*/ 

convertnoO 
{ 

vaiu-0.0; 
flag1=1; 
flag2=0; 
amt=10.0; 
loop(c,23,32) 
I 

if (Hnalcl-*'-') 
{ 

flag2=1; 

i++; 
line[c]=' '; 
break; 

} 
} 
while (i<=35) 

{ 
If (Ilne[I]=='.') 
{ 

flag1=0; 
line[i]=' '; 

} 
while (Iineli]==' ') 

!♦♦! 
if (flagf) 
{ 

valu«=10.0; 
valued); 
valu+=dumy; 

) 
else 
I 

valued); 
valu+=dumy/amt; 
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amt»=10.0; 

i++; 
} 
if (flag2) 

valu=-valu; 

/•  The following two functions read in data from the input file 
ES.MPS. The file is a text file, so conversion from string to 
number is necessary. The file is examined to find the value of 
nofield, and then the data is read in. The numbers faked U are 
necessary because in different parts of the file, information is 
given in different orders. This procedure is broken into two 
functions because, as a single function, it is too large to be 
optimized by the processor.*/ 

getldataO 
{ 

maxfleid) 

ift) 

fakalUMM 
fake[1][21=6; 
faked] [31=4; 
fakell][41=5; 
fakell][51=2; 
fakeh] (6]=3; 
fake[2][1]=1 
fake[2][2]=6 
fake[2)[3]=3 
fake[2][4]=4 
fakel2)[B]=6 
fakel2][6]=2; 
loop(field.1 
{ 

loop(craft,1.nocri 
{ 

loop(miss,1,nomiss; 
uhuhlfieldl[craft][missJ=FALSE; 

yuplfield][craft]=FALSE; 
} 

) 
fpsfopenC'es.mps", "r") ; 
fgetsd ine,38,fp); 
while (Iina(1)!>'L') 

fgetsd ine,38, fp); 
while dlned)=='L') 
{ 

fgetsd ine,38,fp) ; 
if (IlneISJ««'E'} 

nof ield++; 
) 
fgetsd ine,38,fp) ; 
coco 1=0; 
where=6«nofield+2; 
while (Iinei14]!='M') 
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value(5); 
field=10*(dumy-1); 
value (6); 
field+=dumy; 
value(7); 
craft=dumy; 
value(8); 
miss=dumy; 
yuplfield][craft]=7RUE; 
uhuhtfield][craft][miss]=TRUE; 
i=23; 
convertnoO ; 
COCOI++; 
cost[coco I]=valu; 
fgetsd ine,38,fp); 

} 
jrow=6»nof ield-1; 
jco1=0; 
loop(field,l.nofield) 
[ 

loop(craft,1.nocraft) 
f 

loop(miss,1,nomlss) 
{ 
if (uhuhlfIeld][craft][miss]) 
{ 
jcol++; 
if   ((craft1!=craft)   !l   (fieldt!=field)) 

Jrow* •■-•?] 
f I • I d 1»f I • I i<, 
craft1»craft; 
loop(con,1,8) 
{ 

i»23; 
convertnoO ; 
if ((con«*3) I! (con«5)) 

vaIu*=(1.0/changer); 
If (con<7) 
a!6»(field-1)+fake(1][con]][jcol)=valu; 
else 

a Ijrow+con-7][jcol)=valu; 
fgetsd ine,38,fp) ; 
] 
) 

» 
) 

) 
jrow++; 
loop(con,1,nomlss) 
( 

Jrow++; 
rhstjrow]=0.0; 
loop(Jcol,1,cocol) 
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{ 
i=23; 
convertnoO; 
a[jrow]Ijcol]=valu; 
fgetsd ine,38,fp) ; 

) 
} 

] 
get2data() 
{ 

count=jrow; 
Ioop(field,0,no field-1) 
f 

loop(con,1,6) 
i 

fgetsd ine,38,fp); 
1=23; 
convertnoO ; 
if ((con«4) !i (con==6)) 
{ 

valu*=(1.0/changer) ; 
yes[6*fleld+fake[2]tcon]]=TRUE; 

) 
rhs[6«field+fakeI2]lcon]]=valu; 

) 
loop(craft,1.nocraft) 
{ 

if (yuplfleld+1] [craft]) 
[ 

fgetsd ine,38,fp); 
i=23; 
convertnoO ; 
rhslwherel=valu; 
where+=2; 

) 
) 

) 
where=6*nofield+1; 
loop(field,1,nofield) 
I 

looplcraft,1.nocraft) 
I 

if (yuplfield][craft]) 
I 

fgetsd 100,36, fp); 
i=23; 
convertnoO ; 
rh9[where]=valu; 
where+=2; 

) 
) 

) 
fgetsd ine.38.fpi ; 
Ioop(jcol,1,coco I) 
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{ 

fgetsd ine,38, fp) ; 
i=23; 
convertnoO ; 
bndtjcol)=valu; 

} 
fclose(fp); 

) 

/* This function initializes the various matrices and vectors. 
The part of a corresponding to stack variables is set equal 
to the Identity matrix.*/ 

initialize() 
( 

loop(jrow,1.count) 
a Ij row![j row+cocoI] = 1.0; 

loop(jrow,1,coco I) 
{ 

plusminljrowl=1; 
nonbastjrow]=1; 

I 
loop(jrow,1.count) 
{ 

actljrow)=rhs(jrow); 
costljrow+cocol1=0; 
currbasljrow]=cocol+jrow; 
nonbas[j row+cocoI]~0; 

) 
act(0)=0.0; 

) 

/*  This function decides which nonbasic variable will be 
operated on during this pivot •/ 

entervar 0 
( 

valu=0.0; 
loop(Jcol,1,count+cocol) 
( 

If (rüdcost(Jcol]<valu) 
{ 

valusredcost(Jcol]; 
index-jcol; 

) 
) 

/•  This function is used in leavevarO*/ 

poscheck 0 
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valu=act[jrow]/coI[jrow]; 
if (valu<amt) 
{ 

amt=vaIu; 
flag1=1; 
flag2=0; 
outdex=jrow; 

) 
) 

/*  This function is used in leavevarO*/ 

negcheckO 

{ 
valu=(actljrow]-bnd[currbas[jrow]])/col[jrow); 
if   (valuOmt) 
{ 

amt=valu; 
flag1*1; 
flag2=1; 
outdex=jrow; 

) 
) 

/*  This function decides which variable, if any, will leave the 
basis.  If the entering variable is not a slack, than it examines 
its upper bound. Then, it goes through the basis, seeing if any 
of the basic variables should leave, or If, Instead, the nonbaslc 
variable In question should merely be sent to Its opposite bound. 
To decide whether a variable should leave, poscheckO and 
negcheckO are used.*/ 

leavevarO 
I 

loop(i,1.count) 
col[l]=i[l][Index]; 

if (index<=cocol) 
( 

amt=bnd(index]; 
flag1=0; 
flag2=1; 

) 
else 

amt=maxbnd; 
outdex*0; 
loop(jrow,1.count) 
{ 

if (col[jrow]>0.000001) 
poscheckO ; 

else if ((col[jrow]<-0.000001) && (currbasljrow)<=cocol)) 
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negcheckO ; 
) 
outs[3]=outs[2]; 
outs[2]=outs(1]; 
outs[1]-outs[0]; 
outs[0]=outdex; 

/*  This function is used to send a variable to its opposite bound. 
The same procedure is used whether the variable in question is 
basic or nonbaslc, but if it is basic, certain quantities are 
known to be zero, so it is not necessary to consider them.*/ 

bndswitch(colj) 

int colj; 

( 

) 

if (nonbaslcoljj) 
f 

loop(i,1.count) 
{ 

act(i]--bnd[colj]*colti]; 
»[ I HeolJ ]••-!; 

) 
redcostlcolJ)*»-1; 
act[0]+=redcost(coIJ]*bnd[coIJ]; 

) 
else 

[ 
act[outdex]-=bnd[coIj]; 
a[outdex][coIJ1=-1; 

) 
plusmintcolj]*s-1; 

/*  This function does the actual pivoting.  It divides the row 
belonging to the teaving variable, by the corresponding entry 
in the column belonging to the entering variable. Then, it 
changes alI the other rows so as to make the rest of the 
entering column all zeroes*/ 

dopivotO 
{ 

act[outdex]/=coi[outdex]; 
Ioop(I,1,count+cocoI) 

a(outdex][i]/=col[outdex]; 
loop(i,1.count) 
{ 

if (i!=outdex) 
1 

Ioop(jcoI,1,count+cocoI) 
at i](jcol]-=col[i)»a[outdex][jcol1; 

act! i)--col[i]*act[outdex]; 
] 
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} 
act[0]-=redcost[index]*act(outdex]; 
amt=redcost[index]; 
loop(i,1,count+cocol) 

redcostti]-=amt*afoutdex][i]; 
nonbaslcurrbasloutdex]]=1; 
currbasloutdex]=index; 
nonbastindex]=0; 
obj(21=obj[11; 
obj[1]=obj[01; 
objt0]=actt01; 

) 

/*  This function decides which of the preceding two functions 
needs to be used*/ 

pivotO 
{ 

if (flagl && flag2) 
{ 

Jrow=currbas[outdex]; 
bndswitch(jrow); 
dopivotO ; 

} 
else If (flagl && (flag2-D) 

dopivotO ; 
else 
{ 

jrow*Index; 
bndswi tchl jrow); 

) 
} 

/*  This function decides whether the current solution is optimal. 
It does so by checking if there are any negative reduced costs. 
If there is one, it sets a flag to tell the main function to 
go through another pivot*/ 

checkoptO 
{ 

flag3-0; 
Ioop(I,1,count+cocoI) 
I 

if (redcostli]<0) 
I 

flag3=1; 
break; 

/*  This function checks whether there is degeneracy. If there is, it 
makes a change in the value of a variable to end the cycling. 
Because high precision is not required, it is not neecessary to 
be too careful about this perturbation.*/ 
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checkdegO 
{ 

if ((abs(obj[1]-obj[2])<0.0001) && (abs(obj[0]-obj11]X0.0001)) 
{ 

i = 1; 
flag2=1; 
while (flag2 && (i<=count)) 
{ 

if (act(i]<0.0001) 
I 

act!i]=0.001; 
flag2=0; 

} 
i++; 

1 
1 

} 

/*  This function tells the program where in the basis each basic 
variable is. In effect, it finds the inverse of currbasf].*/ 

findbasO 
I 

loop(i,1.count) 
inbas[currbasfi]]=i; 

) 

/*  This function finds the values of the nonslack variable in the 
optimal solution*/ 

results() 
( 

looptjcol,1,cocol) 
( 

valu=(nonbasfjcol 1) ? 0.0 : act[inbas[jcol]]; 
if (plusminljcol1-1) 
I 

valu*=-1; 
valu+=bnd(jcol1; 

) 
result(Jcoll=valu; 

1 

/*  This function finds the final activity levels of the constraints. , 
It does this by taking the original right-hand side value, and j 
subtracting the final value of the corresponding slack variable. 

•' i 
finaK) 
{ ! 

loop(i,1.count) | 

I | 
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if (nonbasli+cocol]-1) 
coI[i]=rhs(i]-act[i nbas[i +cocoI]]; 

else 
col[i]=rhs[i]; 

if (yesfil) 
< 

col I i]*=changer; 
rhsli]*=changer; 

) 

J 

/*      This function is used by writefileO to write certain lines in 
a special format.*/ 

wr iteit(colj) 

int colj; 

{ 
if (col [col JK1000000.0) 
{ 

if (rhs(colj)<1000000.0) 
fprintf(sp,"\M      \",X11.4f,X11.4f\n\col [colj].rhslcolJ]); 

else 
fprintf(sp,"\"      \",XI1.4f,XI1.3f\n",col[colj],rhslcolj]); 
> 
else 
fprintf (sp,"V      \", XI 1.3f,Xn.3f\n",co I [colj], rhslcol j]); 
helper++; 

) 

/*  This function writes the output file TEST.DAT.  Certain features 
of the output file from LP83, such as variable and constraint 
names and sensitivity analysis, are not used by ESCMA, and so are 
not included in this file.»/ 

wr itefile() 
{ 

results(); 
finalO; 
he I per*1; 
9p=fopen("test.dat", "w"); 
fprintf(sp,"\"ESCMA\"\nM); 
fpr intf(sp,"X4d,X4d,Xl1.4f\n".count.cccol,obj(01); 
i-1; 
loop(jrow,1,cocol) \ 
fprintf(sp,"\"X 

\",XI1.4f,X11.4f\n".resultljrow],cost Ijrow)); ! 
loop(field,1,nofield) , 
( I 

loopd.1.6) | 
writeit(he I per); i 

i 
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loop(jrow,1,2) 
{ 

l=3-Jrow; 
helper=6»nofield+i; 
loop(field,l.nofield) 
{ 

loopCcraft,1.nocraft) 
{ 

if (yupffIeld][craft]) 
{ 

wr iteit(he I per); 
helper++; 

> 

loop(i,1,nomiss) 
{ 
fpr intf(sp,"\" 

helper++; 
) 
fclose(sp); 

\ " , X11 .4 f, 0.0000\n",col[helper]); 

/*  This is the main function. CheckdegO is not used until after a 
certain number of pivots, because the first few pivots will not 
change the value of the objective function, but this does not 
mean there is eye Iing*/ 

ma i n() 
{ 

getldataO ; 
get2data(); 
initialize(); 
obj{0)=0.0; 
obj111*0.0; 
outs[0]-l; 
outs[1)=2; 
outs(2)=3; 
flag3«1; 
Ioop(i,1,count+cocoI) 

redcostli]*-cost[i]; 
while(flag3) 
[ 

if (nopivot>2«nomiss) 
CheckdegO ; 

entervar(); 
leavevar0; 
nopivot**; 
pivot 0 ; 
checkoptO ; 

) 
f indbasO ; 
writefileO; 
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Creating Aspect Graphs for Use in Object Recognition 

by 

John H. Stewman 

ABSTRACT 

This paper is concerned with the creation of aspect graphs 

for use as object models in a 3-D object recognition system. 

A method is presented which directly creates the aspect 

graph of a convex planar-face object from its boundary 

surface representation. The aspect graph created by this 

process is an undirected graph. Each node in the graph has 

attributes describing one aspect of the object and the cell 

of space from which that aspect can be viewed.  Each arc in 

the graph indicates an adjacency between two aspects and is 

attributed with the plane separating the two associated 

cells. This representation is consistent with that 

originally proposed in [Koen79]. There are two significant 

differences between this approach and others of which I am 

aware.  First, determination of the structure of the aspect 

graph is done in a direct manner based on the geometry of 

the object. The resulting aspect and cell descriptions are 

exact rather than approximate. Second, the cell associated 

with each aspect is a true 3-D volume of space rather than a 

surface patch on a viewing sphere. 
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I. INTRODUCTION 

The object representations used in 3-D object recognition 

systems can generally be classified as either viewpoint- 

dependent, or viewpoint-independent [Besl85, Chin86]. A 

viewpoint-dependent representation maintains some 

representative set of 2-D projections of an object; for 

example, the set of views obtained from the faces of a 

polyhedral approximation of a unit sphere centered about the 

object. A viewpoint-independent representation maintains an 

exact model of the 3-D geometry of an object; for example, a 

boundary surface representation. 

The aspect graph representation combines an exact 3-D model 

of an object with a set of generic views. Each generic view 

is associated with a cell of space from which it can be 

seen. Thus the aspect graph is, in a sense, a hybrid 

representation which combines the completeness of a 

viewpoint-independent representation with the simplicity of 

a viewpoint-dependent representation. As such, it is 

potentially a very powerful representation for use in 3-D 

object recognition. 

I have been working with the aspect graph concept for over a 

year. The importance of object recognition to the field of 

Artificial Intelligence was, no doubt, one of the reasons I 

was asked to continue this research at RADC. 

II. OBJECTIVES OF THE RESEARCH EFFORT 

The objective of my summer research was to continue the 

development of a process for creating aspect graphs of 

objects from their boundary surface representations. I have 

concetrated on a simple class of objects initially, with the 
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hope of expanding the process to include more complicated 

objects at a later date. 

III. The Aspect Graph Concept 

The aspect graph concept was first proposed by Koenderink 

and van Doom as a possible mechanism involved in human 

vision [Koen79]. They described a graph structure which 

they called the "visual potential" of an object. Each node 

of the graph represents a different "aspect" of the object. 

An aspect is a specific collection of visible faces and 

edges. Each aspect is associated with a cell of space from 

which that collection of faces and edges is visible. Nodes 

are connected by arcs which represent "visual events." A 

visual event represents a transition of an observer from one 

cell to another, thus changing the aspect of the object 

being viewed. "Thus the visual potential represents in a 

concise way any visual experience an observer can obtain by 

looking at the object when traversing any orbit through 

space" [Koen79]. Figure 1 illustrates the aspect graph 

concept for a simple object, the same one used as an example 

in [Koen79]. 

Many efforts related to object recognition have used aspect 

graphs or similar structures. Chakravarty and Freeman 

[Chack82], Castore and Crawford [Cast84, Craw85], Goad 

[Goad82, Goad84], Fekete and Davis [Feke84], Herbert and 

Kanade [Herb85], Korn and Dyer [Korn87], Callahan and Weiss 

[Call85], Scott [Scot84], and Kim, Jain and Volz [Kim85] are 

representative of the researchers working in this area. 

None of these teams has implemented a true aspect graph in 

the sense of Koenderink and van Doom [Koen79]. Only the 

"characteristic view" representation [Chak82] is based on 

volumes of viewing space ("vantage point domains") rather 
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than surface areas of a viewing sphere. Most of the other 

approaches are based on quasi-uniform tessellation of a 

viewing sphere [Cast84, Goad84, Feke84, Herb85, Korn87]. A 

few researchers have discussed, but, apparently, have not 

implemented, representations based on partitioning a viewing 

sphere according to singularities in the visual mapping 

[Scot84, Call85]. 

The importance of using a representation based on volumes of 

viewing space is illustrated in a simple way by the aspect 

graph in Figure 2. One of the nodes of this aspect graph 

has an associated viewing cell with finite extent. A 

viewing sphere of a given radius can have an area 

corresponding to the finite cell or an area corresponding to 

the infinite cell above it, but not both. Thus, a 

representation based on volumes of viewing space is clearly 

more complete and general. 

IV.  Aspect Graphs for Convex Planar-Face Object? 

My algorithm for aspect graph creation operates in five 

stages. The first stage uses the definitions of the planar 

faces of the object to create a "parcellation graph" which 

completely describes the parcellation of space surrounding 

the object into viewing cells. The second stage uses the 

parcellation graph to create an "evaluation matrix." The 

evaluation matrix contains values which describe the 

relationship of each point of intersection in the 

parcellation to all of the planes which contain faces of the 

object. The third stage uses the evaluation matrix to 

construct identification numbers for plausible aspect graph 

nodes and identify points on the boundary of the cell 

corresponding to each node. The fourth stage extracts each 

cell boundary description from the parcellation graph and 
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prunes it of redundant or "dangling" boundary features. 

Also, during this stage, plausible cells that do not 

actually enclose a volume of viewing space are eliminated. 

The last stage generates an explicit aspect graph structure. 

V. Boundary Surface Description 

The input assumed by the algorithm is a standard boundary 

surface representation of a convex planar-face object. The 

boundary is specified by a collection of faces, each face is 

specified by a planar polygon, and each polygon in  specified 

by an ordered list of its vertices. The vertices around the 

edge of a face are specified in counter-clockwise order as 

seen from outside the object. This allows easy 

calculation of an outward-directed normal. The origin of 

the model coordinate system is assumed to lie inside the 

model. This allows easy and unambiguous reference to the 

"inside" and "outside" of each plane which contains a face 

of the object. The boundary surface description of the 

example object in Figure 2 is depicted in Figure 3. 

VI. Parcellation Graph 

The creation of the parcellation graph is done in two steps. 

Across the top level of the parcellation graph is a node for 

each plane which contains a face of the object.  I will 

refer to these planes as the bounding planes of the object. 

The first step is to test all pairs of these planes for 

lines of intersection. The equations for two planes which 

intersect are linked to the equation for their line of 

intersection. Thus, across the middle level of the 

parcellation graph is a node for every line of intersection 

between planes at the top level. The second step is to test 

all pairs of lines found in the first step for points of 
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intersection. The equations for intersecting lines are 

linked to the coordinates for their point of intersection. 

A node for each point of intersection appears across the 

bottom level of the parcellation graph. The linked set of 

plane equations, line equations, and point coordinates 

constitutes the parcellation graph. The parcellation graph 

for our example object appears in Figure 4. 

Note that the parcellation graph of an object contains all 

of the lines and points resulting from intersections of tho 

planes which bound the object. The points and lines that 

are part of the object boundary are generally only a subset 

of those contained in the parcellation graph. The 

parcellation graph contains additional points and lines 

whenever there is a viewing cell which has finite extent. 

VII. Evaluation Matrix (Identifying Plausible Cells) 

Nodes of an aspect graph, and so their corresponding cells 

of space, are identified using N-bit numbers. Each bit 

corresponds to one of the N bounding planes of the object. 

A bit value of 1 indicates that the interior of the viewing 

cell lies to the outside of the corresponding plane, and a 

value of 0 indicates that the interior of the cell lies to 

the inside of the corresponding plane. This numbering 

scheme allows for the specification of any of the 2**N 

possible combinations of relationships to the N planes. 

Note, however, that for a given set of N planes, fixed in 3- 

D space, there will always be less that 2**N real cells. 

The numbering system would allow for such an object, but it 

cannot actually be realized. It is impossible, for example, 

to conceive of a cell simultaneously outside of all of the N 

planes bounding an object (i.e., one from which all faces of 

the object could be viewed). The first task, then, is to 
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determine which of the 2**N different kinds of cells really 

exist for a given object. Once it is known which cells 

exist, the explicit structure of the aspect graph can be 

determined. 

A cell identification number specifying a set of 

relationships to the N planes bounding the object is 

considered valid if at least one point, lying in the 

interior of the cell, satisfies the specified relationships. 

In other words, a valid cell actually exists (i.e., actually 

encloses some volume of the viewing space). 

All cells, even those of infinite extent, have at least one 

of the points listed in the bottom level of the parcellation 

graph as a part of their cell boundary.  In essence, this 

means that every cell must have at least one corner. Since 

the parcellation graph summarizes the complete parcellation 

of space about the object, it contains all of the cell 

boundary corner points. 

In order for this set of test points to be used for cell 

validation, each cell boundary has to be treated, in 

essence, as part of its interior. Now a value of 1 in a bit 

of the cell identification number will mean that cell points 

lie to the outside of, or on, the corresponding plane. 

Likewise, a value of 0 will mean that the cell points lie to 

the inside of, or on, the corresponding plane. Using these 

"relaxed" relationships it is possible to identify plausible 

cell identification numbers using the N planes bounding the 

object and the set of points from the bottom level of the 

parcellation graph. We define a "plausible" cell as one 

which has at least one point from the parcellation graph on 

its cell boundary. 
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Two related problems result from this approach. The first 

is that plausible cells may be identified in this stage of 

the process which do not correspond to valid cells. The 

difference is that valid cells must enclose some actual 

volume of viewing space. The only requirement for a cell to 

be plausible is that it have some identifiable boundary.  If 

the boundary encloses nothing, then the plausible cell is 

actually invalid. The second problem is that cell boundaries 

having redundant or "dangling" pieces may result, even for 

those cells the are truly valid. The solutions to both 

problems are related and will be addressed in the next 

section of this paper. 

The evaluation matrix is created to allow more efficient 

determination of plausible cell identification numbers. It 

has one column for each plane listed across the top level of 

the parcellation graph and one row for each point listed 

across the bottom level. The value of each entry in the 

evaluation matrix is determined by solving the plane 

equation indicated by the column with the point coordinates 

indicated by the row. The resulting value will be negative 

if the point lies to the "inside" of the plane, zero if the 

point lies on the plane, or positive if the point lies to 

the "outside" of the plane. Thus the evaluation matrix 

indicates the relationship of of each point in the 

parcellation to each of the planes. The evaluation matrix 

for our example object appears in Figure 5. 

The evaluation matrix is recursively examined to construct 

plausible node identification numbers. At each stage, the 

procedure takes a set of rows of the evaluation matrix as 

its input, examines a column of the matrix to split the 

input into two possibly overlapping subsets, and then 

recursively processes each subset. The algorithm continues 
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until all columns have been processed, at which point all 

plausible node identification numbers have been enumerated. 

Specifically, at the first stage of the recursive algorithm, 

the input is the set of all rows in the evaluation matrix. 

Rows with a non-negative entry in the first column are 

grouped together as indicating plausible cell identification 

numbers with a 1 in the first bit position. All such cell 

identification numbers indicate cells located to the outside 

of the plane corresponding to the first bit position. 

Similarly, rows with a non-positive entry in the first 

column are grouped together as indicating plausible cell 

identification numbers with a 0 in the first bit position. 

All cell identification numbers of this kind indicate cells 

located to the inside of the plane corresponding to the 

first bit position. This same procedure is applied 

recursively to each of the two subsets of rows in the 

evaluation matrix, splitting each subset based on the values 

in the second column of each row. The recursive calls 

continue, similarly, to a maximum depth of N calls. During 

any call, one of the subsets created by the splitting 

process may be empty. This indicates that no plausible cell 

identification number has the previously established pattern 

of bit values along with the particular value in the bit 

position being examined. When an Nth level call is made, 

those row subsets that survive the last split indicate 

boundary points of plausible cells. The cell identification 

numbers are formed by concatenating the bit values used to 

split the row subsets at each level of the recursive 

process. The pattern of the processing of the evaluation 

matrix for our example object is illustrated in Figure 6. 

As a result of processing the evaluation matrix, a list of 

plausible cell (node) identification numbers is obtained. A 
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set of rows survive the N-stage splitting process for each 

plausible identification number. The points corresponding 

to the rows of such a set can be used to locate a subgraph 

of the parcellation graph which defines the cell's boundary. 

This is accomplished by identifying the subgraph comprised 

of all points indicated by the row indicators, all lines 

linked to those points, and all planes linked to those 

lines. 

VIII. Pruning Invalid Cell Boundaries 

At this point, for a certain class of objects (including the 

example object), the algorithm has effectively identified 

the nodes of the aspect graph, along with the points, lines, 

and vertices defining the boundary of each node's viewing 

cell. This, however, is  not the case for any arbitrarily 

formed convex planar-face object. 

Since cell boundaries are treated as part of cell interiors, 

each corner point has to be considered as a validating part 

of every potential cell which could have that point on its 

boundary. The result is that there will be 2**M plausible 

cells identified for every point in the parcellation having 

M planes passing through it. 

Figure 7 depicts an example object for which the processing 

of the evaluation matrix identifies, as plausible, two 

invalid cells in addition to the set of valid cells. The 

top point of this four-sided pyramid represents the 

intersection of four planes. The evaluation matrix 

processing identifies sixteen plausible cells of space as 

having this point on their boundary. However, only fourteen 

of these are valid cells. 
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Whenever there are overdetermined points on the boundary of 

a cell (i.e., those with more than 3 planes passing through 

them), there also exists a problem with redundant or 

dangling lines and planes being identified as parts of its 

cell boundary.  There is no need to include these "extra" 

boundary features in a node's cell boundary attribute, so it 

is highly desirable to prune them from the subgraph that 

initially describes the cell boundary. The solution to this 

problem, fortunately, also helps us to eliminate invalid 

cells from the set of plausible cells. 

Invalid cells are degenerate in the sense that they do not 

enclose a volume of space which satisfies the relationships 

specified by their plausible cell identification number. 

Another way of saying this is that they can be viewed as 

cells that have boundaries completely comprised of dangling 

lines and planes. Thus, a process for eliminating dangling 

lines and planes will also reduce the boundaries of invalid 

cells sufficiently for them to be identified and discarded. 

The elimination of invalid cells and dangling lines proceeds 

as follows.  For each plausible node identification number, 

extract a copy of the subgraph of the parcellation graph 

located by the points associated with the identification 

number. For each overdetermined point in this subgraph, 

check each of the lines linked to it to see if the line 

dangles. A dangling line touches the cell boundary at only 

one point. This check is performed by testing two points, 

each of which lies a small distance away from the point in 

the parcellation graph, but in opposite directions along the 

line.  If neither new point satisfies the relaxed planar 

relationships specified by the cell identification number, 

then the line touches the cell boundary at only one point. 

In this case, the line dangles, so the line and its links to 
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planes above it can be pruned away. When a plane has less 

than two lines linked to it, then it touches the cell 

boundary along only one edge.  In this case, the plane 

dangles, and can be pruned away.  When all overdetermined 

points have been checked, either the subgraph has less than 

three planes left, indicating an invalid cell, or the 

subgraph represents the exact boundary of a valid cell. 

IX.  Creation of an Explicit Aspect Graph Structure 

Creation of an explicit graph structure is now a relatively 

simple task.  The following steps are performed for each 

valid identification number. 

First, allocate a node and attribute it with the 

identification number and the cell boundary description. 

The identification number is a link to the definitions of 

the visible faces. The positions of the 1 values in the 

identification number indicate the object faces which are 

visible as part of the aspect associated with the node.  The 

cell boundary description was determined explicitly in the 

preceding process. 

Next, two nodes are considered to be adjacent if their 

identification numbers differ in only a single bit position, 

so, for each node, individually invert each bit of its 

identification number, and check to see if this results in 

some other valid identification number.  If it does, then 

create a link between the two nodes to indicate their 

adjacency in the aspect graph. The link is attributed by 

the bit position in which the two identification numbers 

differ, representing the plane crossed in moving from one 

cell to the other. 
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X.    RECOMMENDATIONS 

I have presented a method for creating the aspect graph of a 

convex planar-face object from its boundary surface 

description. The process is accomplished in five stages and 

involves the creation and use of two major data structures. 

The parcellation graph describes the complete parcellation 

of the viewing space about the specified object and 

includes, as subgraphs, the boundary descriptions of all 

individual cells. The evaluation matrix is useful in 

identifying plausible cells. The cell boundary of every 

plausible cell is extracted from the parcellation graph and 

is pruned of dangling line» and planes.  Cells that are 

found to have boundaries actually enclosing some volume of 

the viewing space, along with their associated aspects, 

become attributes of the nodes of the aspect graph. The 

fact that aspect graphs can be produced for this limited 

class of objects is encouraging, but much more work is 

needed before aspect graphs of reasonably complex objects 

can be created. 

I plan to continue this research effort by (1) implementing 

an object modeling system which uses this aspect graph 

creation algorithm, (2) investigating upper and lower bounds 

on the node complexity of aspect graphs, (3) developing and 

implementing algorithms for determining the "equivalent" 

nodes of an aspect graph, (4) developing a method of 

attaching relative probabilities to the nodes of an aspect 

graph (using the ideas of [Kend87]), and (5) extending this 

aspect graph creation algorithm to handle non-convex 

objects. 
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Analysis_of_Emi3Sion_Features_in_IRAS_LHS_SBectra 

by 

Tod Strohmayer 

ABSTRACT 

I have done a study of IRAS low resolution spectra (LRS) of 

variable M stars.  Specifically I have looked at the In class of LRS 

spectra in order to study the various types of emission features seen 

in these  spectra.  Although classified by the IRAS science team 

as 'featureless' spectra I find that approximately 30% of the spectra 

have emission  features in the 9 to 15 micron region.  The average excess 

emission above the local continuum is about 7% and ranges from as low as 

2% to  as high as 20%.  Emission duo to silicates at about 10 and 18 microns 

is seen as well as emission due to silicon carbide at 11.6 microns. 

A large  number of objects show a broad feature between 0 and 15 microns 

usually centered between 11 and 12 microns.  It is not clear yet whether  the 

feature is  due to carbon rich or oxygen rich dust, and may possibly be 

evidence for evolution from spectral type II to C, 

In order  to facilitate this study I have written and modified 

computer programs which allow the user to graphically analyze the LRS data. 

I have  implemented programming that allows the user to fit the local 

continuum using two models.  The first allows the user to co-add  2 blackbody 

distributions, each normalized to a different region of the spectrum, to 

obtain the continuum.  The second employs a simple dust shell model to 

estimate the  continuum.  Another program calculates color corrections to 

the IRAS broad band fluxes. 
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I. INTRODUCTION 

The Infrared  Astronomical Satellite (IRAS) conducted an all sky survey 

in the infrared region of the spectrum.  The satellite obtained both 

photometric and  spectroscopic data.  The spectroscopic data consists of 

approximately 5000 low resolution spectra of point sources having 

fluxes greater  than 10 Jy at 12 and 25 microns.  The spectra were measured 

from 7.7 to 22.6 microns, and overlap in the region from 11 to 13.4 

microns.   Many of the spectra show emission features due to circumstellar 

dust shells and are therefore ideally suited to the study of evolved M 

stars. 

Currently at AFGL we have roughly 1200 LRS spectra of stars which 

are catalogued  in the General Catalog of Variable Stars (GCVS).   This 

large amount of data affords us an excellent opportunity to study the 

structure and  composition of circumstellar dust shells, as variability in the 

visible is often a result of absorption by dust around the star, which then 

gives rise  to infrared excess. 

II. OBJECTIVES 

My major  objectives during this 10 week research effort have been, 

the development of new software to allow graphic analysis of the LRS 

spectra, the  development of a program to compute color corrections to 

the IRAS broad band fluxes, and the use of the software to make a 

preliminary study  of the In class of LRS spectra.  The programs written 

during the course of this 10 week research effort are meant to assist the 

research of  Dr. Irene Little-Marenin.  This research is concerned with 

the study of long period variables, such as Mira stars, in an attempt to 

understand better  the evolution of these stars.  Of principal interest is 
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the evolution from spectral class M to class S and possibly to  carbon stars, 

as this  process is not well understood at present. 

III.   SOFTWARE DEVELOPMENT: 

In order  to accurately measure emission profiles from the LBS spectra 

it is important to reliably obtain a fit to the continuum emission from 

a given  source.  When analyzing the spectra of stars with circumstellar 

dust a principal source of continuum emission is the stellar photosphere. 

In many  LBS spectra a single temperature thermal distribution fits the 

continuum accurately.  However in many spectra this is not the case, and 

generally the  failure is to underestimate the emission in the 7.7 to 9 

micron region.  This effect is almost certainly due to photospheric 

emission in sources whose dust shells are optically thin at these wavelengths. 

Therefore the next step toward improving the estimate of the  continuum was to 

create a  simple two temperature model to fit the continuum. 

Two programs were developed to do the task discussed above.  The 

first, designated  MAXADD (in honor of Mr. Planck), allows the user to 

match two thermal distributions at different wavelength positions on the 

LBS spectra.   The two distributions are then co-added and the sum matched 

to a designated position on the LBS spectrum.  Typically this allows the 

user to  fit the shorter wavelength photospheric emission as well as the 

cooler dust contribution.  The other program, designated MODSHEL, is a 

bit more  sophisticated and employs a simple dust shell model to fit the 

continuum.  The model employs three parameters, the stellar effective 

temperature or  'core* temperature, the dust shell temperature, and the 

ratio of the stellar radius to the dust shell radius.  The star and its 

dust shell are assumed to be optically thick thermal emitters, the emission is 

then simply calculated using equation 1, and the distribution is matched to 
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a designated  wavelength of the LBS spectrum.  This simple model serves to 

fit the majority of spectra that I have analyzed remarkably well.  In fact 

according to  N. Epchtein (Valinhos-ESO survey) this model fits the near 

and far infrared emission of most objects reliably. 

It is  clear that the emission from a dust shell can be modelled 

reliably by a spherical shell model that integrates the transfer equation 

through the  shell, see Rowan-Robinson (1982,1983).  It is also clear that 

the relatively simple two temperature model allows a good approximation  over 

this wavelength  range to the formidable task of integrating the equation of 

transfer through a spherical shell.  The model therefore allows a simple, 

reliable means to obtain the continuum emission. 

The programs  developed plot  the observed  LRS spectrum, the model 

spectrum, and the excess emission (observed-continuum).  The programs also 

calculates the excess emission ratio with respect to the local continuum, 

and allow the user to compare flux values and obtain flux ratios at 

specific wavelegths.  Fig. 1 shows a comparison between the fit obtained 

using each model on two different sources. 

Another program developed that employs the 3 parameter shell model is 

MODNORM.  This program allows the user to plot normalized emission 

profiles.  The program also allows the normalized «<r*ctra to be over- 

plotted to test for uniformity among certain featuves and to obtain 

averages of many emission profiles.  Fig. 3 and Fig. 4 contain spectra 

obtained with MODNORM. 

IV.   COLOR CORRECTION PROGRAM: 

The IRAS satellite obtained an enormous amount of photometric data. 
i 

The data is in the form of broad-band fluxes measured at 12. 25, 60, and 
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100 microns.  The detectors aboard the space craft, and the optics as well, 

have different sensitivities as a function of wavelength.  These factors 

conspire to produce a system responsivity that varies over the wavelength 

band of interest.  The survey fluxes are calculated assuming that the input 

energy distribution is constant in the flux per logarithmic frequency 

interval.  The upshot is that the quoted survey fluxes must be color 

corrected according to the actual energy distribution of the source. 

Given an energy distribution over the wavelength band in question the 

color correction coefficient can be uniquely determined.  The goal then is 

to determine the actual energy distribution of the object in the band of 

interest. 

The program developed uses the quoted IRAS fluxes to calculate a color 

temperature for the bands of interest.  The color temperature then defines 

an energy distribution of the source in that band, and uniquely determines 

the color correction coefficient.  The program uses the coefficients 

calculated for blackbody distributions from the IRAS explanatory catalog. 

The program will calculate the corresponding color temperature for any of 

the six possible flux ratios, and give ihe corrected flux. 

V.    A SURVEY OF In LRS SPECTRA: 

The LRS spectra obtained by IRAS have been broken up into 10 different 

classifications.  The various groupings depend on the presence or absence 

of certain spectral features,.such as 10 micron silicate emission.  The In 

classification denotes spectra that are 'featureless*, meaning t'.iey show 

no emission features.  The numeral *n* is equal to twice the absolute 

value of the spectral index between 8 and 13 microns.  Thus normal K stars 

show only photospheric emission and have *n* equal to 8.  Another class 
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that I examined are the 2n class of spectra. These spectra show 10 micron 

silicate emission.  The 21 and 22 groups were examined in order to make 

comparisons with the In sample, as the 21 and 22 groups show the weakest 

10 micron features.  As mentioned previously we currently have a database 

of approximately 1200 spectra of variable M stars.  Of this group a sample 

of about 500 In spectra were examined.  The sample includes stars of 

spectral types M, S, and C.  The variability types include Mira variables, 

semi-regular variables and irregular variables. 

Each spectrum in the sample was examined and a best fit to the contiuum 

established.  This was done using the two programs described previously, as 

well as a third program which fits a single planck function to the LRS 

spectrum.  Many of the In spectra have a rather low signal to noise ratio, 

therefore each spectrum had  to pass a visual inspection if it was to be 

classified as showing an emission feature.  Having carried out this 

procedure the spectra revealing emission features were classified into 3 

types of 10 micron excesses.  Table 1 gives a numerical breakdown of the 

sample (note: where the totals in a given column do not add up the missing 

spectra were those showing carbon star features). 

The three types of excesses seen in the sample were categorized 

according to the flux ratios at three wavelengths, 10. 11.2, and 13 microns. 

The reasoning behind this stems from the fact that many of the 21 and 22 

LRS spectra show a prominent 3 component feature with the components 

peaking around 10, 11, and 13 micron.  This would allow us to determine 

whether the features are identical in the two groups, or if they had 

different carriers.  Type 1 spectra are those spectra with a flux ratio 

at 10 and 11 microns (le 10/11) greater than 1. but with a 13/10 ratio of 
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less than .2.  Type 2 spectra have a 10/11 ratio again elope to 1, but the 

13/10 ratio is between .2 and .7.  Finally the type 3 spectra have a 10/11 

ratio less than 1, and a 13/10 ratio greater than .7.  There does not seem 

to be a strict separation between the three types rather the values of the 

flux ratios are roughly continuous through the sample.  Fig. 2 shows 

typical examples of type 1 and type 2 excesses, and Fig. 3c shows three 

examples of the type 3 feature.  The 21 and 22 LRS spectra also show the 

same types of features, but the type 3 feature appears only in a few 

sources, and this may be due to the somewhat arbitrary cutoff between 

spectra of type 2 and 3.  Fig, 3a,b show examples of the type 2 and type 1 

spectra in the 21 and 22 LRS sample. 

We also observe other emission features in the In sample.  A dozen 

sources show 11.5 micron emission due to silicon carbide, as well as a 

feature at about 8.7 microns which is well known in C stars.  All of these 

sources are  catalogued as carbon stars.  Also of interest is a narrow 

feature observed at about 8 microns.  This feature is presumably due to 

molecular SiO, but its existence could  be  questioned  due  to  detector edg< 

effects.  The excess emission above the local continuum ranges from 

as low as 2% to as high as 13% in this feature.  Fig.3« shows several 

examples of sources with the carbon star features at 8.7, and 11.6 microns. 

VI.   THE In SURVEY: DISCUSSION 

The standard signaturi of oxygen rich dust is the 10 and 18 micron 

emission feature.   The sources with spectra of type 1 would appear to be 

of this type.  The Spectra of type 2 and 3 would appear to be another matter 

however.  One hypothesis put forward by U.   S. Vardya (1080) is that the 

teatures as*e due to structurally and compositionally different forms of 
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silicates.  It is not yet possible to verify this hypothesis with existing 

laboratory data.  Vardya's conclusions are based on several assumptions, one 

of which being that there is a cutoff in spectra which show 10 micron silicate 

emission according to the fractional rise time (light curve asymmetry, *f* 

factor) of the variable star in question.  In order to test this assumption 

I have plotted the fractional rise time versus the excess emission ratio 

between 9 and 11 microns for 53 long period variables in the sample for 

which 'f* values were available.  The data is presented in Fig. 7a.  The clain 

made by Vardya is that stars with *f* values greater than .43 show little or 

no 10 micron silicate emission.  A look at the graph would seem to indicate 

that there is a tendency for variables with higher "f" values to have a 

weaker excess emission but a distinct cutoff is not immediately evident. 

The importance of this cutoff value in "f" is related to the belief that 

the strength of the shock wave which drives the stellar outflow is related 

to the *f* value.  If this is correct the cutoff in *f* for 10 micron 

emission essentially reflects a temperature difference which allows 

different species of silicate dust to condense out of the flow at different 

values of "f.  Variables with *f* greater than the cutoff allow the 

type 3 component to condense out, but not the type 1 component.  Although 

this process would explain the appearance of the feature, at present it is 

still speculative and more data is needed to verify the hypothesis. 

A further aspect of the survey was to examine S star spectra to see 

if there are any distinctive features between 8 and 23 microns which 

could be used to easily identify these spectral types.  Of the S stars in 

The sample most show excesses of type 2 and 3 but there does seem to be 

a tendency for the peak normally seen at about 10 microns to be shifted 
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toward slightly longer wavelength«.  Fig. 5c shows a plot of the average 

spectrum for the highest signal to noise S star spectra.  When compared 

with the type 2 excess average feature the shift is just noticeable.  A 

possible explanation is that we are beginning to see a contribution from 

carbon rich dust in these stars.  In fact by taking 'standard* silicate 

and SiC features and co-adding them in various percentages one can produce 

much of the structure of the S star feature (Little-Marenin, Emission 

features in IRAS LRS spectra of US, S and SC stars). 

Vardya (1980) reported the detection of the 8 micron line of molecular 

SiO in Mira variables.  We observe the line in many of the In spectra, and 

give an average profile of the line from some of the strongest sources (see 

Fig. 9b).  The excess emission over the local continuum ranges from as low 

as 2%  to as high as 13%.  The average peak falls just longward of 8 microns, 

and gives ntrong support to the identification of this feature with SiO. 

The most interesting feature remains the type 3 excess seen in many of 

the In spectra.  No identification of the carrier has yet to be made, but 

speculation is always possible.  A soon to be published study by R. Papoular 

(1987) and associates reports on a statistical analysis of the In LRS sample, 

They produce an average feature with their technique almost identical to the 

type 3 excess that I have generated. The French group claims that the 

feature is due to SIC. Although the peak emission is at about 11.9 microns, 

about right for SiC, the overall feature shape is quite different from 

The SiC feature observed in carbon star spectra.  The feature also seems 

to resemble the type 2 excess in shape more than the SiC feature seen in 

carbon stars. There seems to be evidence for an identification both with 

oxygen rich and carbon rich material.  I have plotted the flux ratios at 10 
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and 11.2 microns vsrsus the flux ratios at 13 and 10 microns for 86 of the 

brightest sources in the sample, this includes excesses of all types.  The 

results are plotted in Fig. 7b.  There is definitely a correlation between 

the ratios.  Whether this correlation is significant is not known at this 

time, and more study is necessary. 

VII.    RECOMMENDATIONS: 

There is still work to be done in modelling the continuum emission in 

these types of sources.  Perhaps the next sophistication to be made is the 

development of a program to actually integrate the transfer equation through 

a spherical shell.  This would be a substantial task, but nevertheless it 

would be worthwhile.  Perhaps a less intensive approach could be taken to 

modify the simple model used up till now by including effects such as 

varying the optical depth, and including grain properties.  This could most 

likely be done with much less pain than a full-blown radiative transfer 

treatment.  With the main aim of present research being the study of emission 

features it is important to have a good estimate of the continuum, but it 

should be noted that to a large extent the shapes of features are fairly 

constant as long as the continuum is estimated reasonably.  This insight is 

possible given the number of spectra that have been examined in this manner. 

Continued work with the LBS database is needed, as well as new data, to 

unravel the nature of the features seen in these spectra.  Of keen interest 

would be the continued study of MS, SC, and C stars in order to get a better 

knowledge of the stellar evolutionary processes involved. 
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Centrifuge Modelina of Projectile Penetration 

in Dry. Granular Soil 

by 

Teresa Taylor 

ABSTRACT 

Centrifuge tests designed to investigate projectile 

penetration depths in dry, granular soils were performed. A 

major objective of the tests was to determine the need for 

centrifuge testing to achieve similitude between model and 

prototype for this phenomenon. Penetration testing was 

accomplished using a pistol with interchangeable barrels to 

fire spherical projectiles of brass, aluminum, nylon and 

polyvinyl chloride at vertical impact angles into dry Ottawa 

Flintshot sand prepared at an average density of 17.54 

kN/m*. The sand samples were formed using a special large- 

scale sand rainer constructed specifically to produce 0.46 m 

diameter, uniform density samples for centrifuge testing. 

The modeling-of-models technique used in the centrifuge 

tests, along with results from complementary 1-g tests also 

performed, confirmed the need for centrifuge testing to 

investigate penetration depths in cohesionlsss soils. 
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I.   INTRODUCTION: 

One of the difficulties involved in developing methods of 

predicting penetration depths is the lack of good data. 

Most approaches to penetration research have involved either 

empirical equations based on large-scale experiments, 

solutions to standard equations of motion evaluated 

experimentally through an instrumented projectile, or 

predictions based on simplified constitutive equations for 

the target material (Young, 1967; Colp, 1968; Thigpen, 1974; 

True, 1974; Forrestal et al., 1984). Where the ttr^t 

material is a soil, these methods of depth prediction are 

typically constrained by very general, qualitative soil 

descriptions which are not directly related to standard 

engineering properties or classifications. Performing a 

large number of tests on samples with known properties could 

help refine a number of penetration prediction methods. 

Full scale field tests are very expensive; consequently, the 

range of data that may be generated practically by such 

tests is limited. Further, full scale tests are conducted 

on in, situ soil, the description and classification of which 

is often uncertain and very general in nature. 

In contrast to full scale tests, comparatively large numbers 

of tests' can be performed in a laboratory environment, on 

soil samples  with known  engineering  properties  and 
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clarifications (within realistic limits). However, 

directly applying typical 1-g laboratory results to field 

conditions may not be appropriate for granular soils, in 

view of the strong relationship between confining pressure 

and soil strength. The alternative laboratory technique of 

centrifuge testing allows duplication of stress levels 

between model and prototype, unlike typical 1-g laboratory 

testing. At the same time, centrifuge testing shares some 

of the benefits of 1-g laboratory testing in terms of 

economics and sample quantification capabilities. A major 

question addressed in this research was the validity of 

using centrifuge testing instead of standard 1-g laboratory 

testing to model the penetration phenomenon in granular 

soils. 

The Air Force Engineering Services Center (AFBSC) is 

interested in developing their centrifuge facility to 

support research appropriate to centrifuge testing, in many 

areas of military interest including projectile penetration 

and protection of buried structures. My educational 

background in geotechnical engineering and ongoing research 

in centrifuge modeling contributed to my assignment to the 

Air Force Engineering Services Center. 
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II.  OBJECTIVES OP THE RESEARCH EFFORT: 

The main objective of the research effort was to determine 

if centrifuge modeling was a viable and necessary technique 

for modeling projectile penetration in dry granular soils. 

To satisfy this main objective, several secondary objectives 

were addressed. 

The first of these secondary objectives was to develop a 

method for creating reproducible sand samples at a known 

density. This would allow direct comparison of penetration 

depths obtained in different tests, as well as document 

actual penetration depths for a soil with known engineering 

properties, that could readily be classified by standard 

soil classification systems. 

Second, the actual centrifuge tests required the design of a 

projectile delivery system that can successfully fire 

projectiles at desired velocities into a rotating sand 

target at a vertical angle of impact. To adequately assess 

the centrifuge modeling technique, this delivery system must 

be capable of firing projectiles of different sizes and 

masses. 

Third, to help determine the validity of using centrifuge 

modeling to investigate projectile penetration, it was 

important to conduct a number of tests in a 1-g environment 
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to compare with identical centrifuge tests. If significant 

differences between 1-g and elevated g tests were observed 

for the same projectiles at the same velocities, then 

gravity dependence and the need for centrifuge modeling 

would be demonstrated. 

Finally, performing centrifuge tests of the same prototype 

event (i.e. same prototype mass, projectile velocity and 

soil density) at different g-levels, could further establish 

the validity of centrifuge testing for investigation of 

penetration depth, provided the same prototype penetration 

depth was obtained for the same prototype event. This 

testing technique, termed modeling-of-models, can also be 

used to determine a range of test validity over which 

boundary conditions have no significant effect on test 

results (Cheney and Pragaszy, 1984). 

III. SAMPLE PREPARATION: 

A circular aluminum sample bucket, constructed of 0.0127 m 

thick aluminum, was used in all tests. The bucket was 0.46 

m in diameter and 0.45 m deep, allowing a large range of 

sample depths to be aeeomodated. 

A 2.2 m high circular sand rainer was constructed to prepare 

the test samples, using the technique of pluviation. This 
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rainer was a scaled version of that designed by Eid (1987), 

who demonstrated that this design could produce very uniform 

and reproducible samples over a wide range of relative 

densities. To test the validity of Bid's results using the 

sand rainer constructed for this research effort, 20 initial 

tests were conducted at two different relative densities 

using Ottawa Flintshot and Sawing sands. During these 

tests, modifications were made to the rainer, and 

assessments of equipment leveling requirements and other 

preparation techniques were made. Sample depths ranged 

between 0.07 m and 0.3 m. Some samples were prepared by 

pluviating an entire sample through the rainer at one time. 

Other samples were prepared by pluviating small layers 

individually through the rainer, incrementally building the 

sample up to the final desired height. This approach 

enabled densities to be calculated for individual layers as 

well as for entire samples. Density values calculated in 

this manner were virtually identical for all tests, 

indicating uniform density with depth. 

Also of importance in preparation of samples for testing was 

the ability to create a level sample surface. This was of 

particular significance in the centrifuge tests, especially 

for those tests where shallow penetration depths were 

anticipated. It was determined that very level surfaces 

could be achieved by this method if great care was exercised 
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in equipment set-up, particularly in leveling of the sample 

bucket and component parts of the sand rainer. 

Following the initial tests, a total of 40 actual test 

samples, used for both 1-g and centrifuge tests, were 

prepared with the sand rainer. The samples had an average 

density of 17.54 kN/ma, with less than one percent variation 

from this value between samples. 

Based on the excellent results obtained in both the initial 

tests and in preparation of the actual test samples, this 

method appears extremely useful for preparation of large 

samples of dry, cohesionless soils. 

IV.  DELIVERY SYSTEM DESIGN: 

A Thompson Contender bull barrel pistol with interchangeable 

barrels was used for the centrifuge tests. This pistol was 

chosen because of the need to accomodate a variety of 

projectile sizes as well as to provide greater flexibility 

for future research. The two standard caliber barrels 

(30/30 Winchester and 44 Magnum) used in these tests were 

modified by shortening and smoothboring to remove the 

riffling. These modifications were made to lessen the 

effects of  projectile spin, and to allow projectiles 
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manufactured from relatively hard materials to be safely 

fired. 

Design of a suitable delivery system was complicated by the 

configuration of the AFESC centrifuge. This centrifuge, 

which has a maximum payload of 2.22 kN and maximum 

acceleration of 100 g's, does not have suitable space for 

mounting a pistol directly on the rotor hub. As a 

consequence, the pistol had to be mounted some distance 

along the rotor arm, thus subjecting it to elevated g 

levels. This in turn required considerable flexibility in 

the gun mounting location to enable vertical impact in the 

center of the centrifuge bucket to be achieved at different 

g-levels and different projectile velocities. To obtain 

this flexibility, the pistol was attached to a wheeled 

swivel plate assembly which allowed the pistol barrel to be 

rotated up to 30 degrees. The plate assembly itself rode on 

a system of rack gears which permitted movement in both the 

radial direction along the rotor arm platform, and 

perpendicular to this direction. Using a computer program 

to solve the equations of motion for the projectile, it was 

possible to properly position the pistol to achieve vertical 

projectile impact in the center of the sample bucket. 

Spherical projectiles were manufactured of nylon, polyvinyl 

chloride (PVC), aluminum and brass. A small seating collar 

was machined around each sphere to allow the projectiles to 
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be loaded in standard brass cartridge cases. A commercial 

smokeless pistol powder and appropriate primers were used in 

conjunction with standard reloading equipment and 

procedures. The desired test velocity of approximately 300 

m/second was obtained at powder charges ranging between 1.6 

to 7.0 grains (approximately 0.1 to 0.45 gm). To improve 

the reproducibility of velocities at these very small 

charges, polyester fiber fill was used as a spacer between 

the powder and the projectile. Required amounts of powder 

and fill for each caliber and projectile type were 

determined in a series of over 200 velocity tests. Results 

of these tests indicated that velocities could generally be 

duplicated within approximately 6 to 10 a/second. 

V.  PENETRATION TESTS: 

Both 1-g and centrifuge tests were performed on samples of 

Ottawa Flintshot sand. 1-g tests were conducted at measured 

velocities ranging between approximately 1S3 m/second and 

313 m/second. Centrifuge tests were conducted at an 

estimated velocity of approximately 305 m/second. Table X 

presents the actual penetration depths obtained for both 

sets of tests. 
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Table 1. Actual Penetration Depths in Ottawa Flintshot Sand 

1 Final Soil 
Mass G Velocity  1 depth Density 

Type   Caliber (g> Level (m/sec) (m) (kN/ma) 

Nylon 30 .299 1 224* .0246 17.64 
PVC 30 .570 1 229» .0197 17.53 
PVC 30 .570 44 305» .0126 17.54 
Aluminum 30 .732 1 240» .0317 17.54 
Nylon 44 .804 1 153» 0220 17.53 
Nylon 44 .804 34 305» 0150 17.54 
Nylon 44 .804 50 305« 0149 17.54 
Nylon 44 .804 50 305« 0157 17.57 
PVC 44 .940 1 158» 0244 17.53 
PVC 44 .940 47 305» 0163 17.54 
Aluminum 44 1.992 1 287» 0465 17.43 
Aluminum 44 1.992 1 310» 0490 17.57 
Brass 30 2.214 46 305« 0650 17.46 
Brass 30 2.214 46 305« 0635 17.53 
Brass 30 2.214 53 305« 0594 17.57 
Brass 30 2.214 53 305* 0602 17.51 
Brass 44 6.036 1 309» 1126 17.59 
Brass 44 6.036 1 313» 1125 17.59 
Brass 44 6.036 33 305' 0777 17.54 
Brass 44 6.036 38 305« 0823 17.51 
Brass 44 6.036 41 305« 0838 17.57 

1 Measured velocity 
* Estimated velocity 

As can be seen in Table 1, significant differences in actual 

penetration depths were obtained at different g-levels for 

the same projectiles. These differences clearly demonstrate 

that g-level is an important consideration iu assessing 

penetration phenomena in granular soils. 

Table 1 also illustrates that very good test reproducibillty 

was obtained. This can be seen by directly comparing 

results from identical tests, for example results from the 
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two 1-g testa performed with 44 caliber braaa projectilea, 

or reaulta from the teats at 46 g and 53 g performed with 30 

caliber brass projectiles. 

Figure 1 presents the predicted prototype final penetration 

depths, based on centrifuge tests at different g-levels, for 

different prototype masses. As can be seen in this figure, 

test results were very good. Prototype penetration depths 

obtained at different g-levels for the same prototype mass 

and velocity were virtually identical. These results also 

demonstrated the importance of gravity scaling penetration 

depths in cohesionless soils. 

VI.  RSCOMMSUDaTIONS: 

The results of this research confirm the need for 

duplication of stress levels in granular soils to adequately 

model the phenomenon of projectile penetration, and also 

demonstrate the validity of using the centrifuge modeling 

technique for this purpose. The delivery system designed 

for this research was shown to be successful in firing 

projectiles at known velocities to impact a target at a 

given angle and location. This, or a similar system, can 

easily be used for additional work in this area. The sand 

rainer constructed for sample preparation was shown to 

produce very  uniform, level  samples; the  design is 
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recommended for preparing large samples of dry, cohesionless 

soils of uniform density. 

The work presented herein is being continued as part of an 

ongoing research project sponsored by AFESC. The initial 

modeling-of-models centrifuge tests will be expanded by 

testing projectiles of two additional calibers and of 

additional material types. This will contribute to better 

definition of the range of validity for these tests. 

Additional centrifuge tests, along with corresponding 1-g 

tests, will also be conducted at different projectile 

velocities and impact angles. After completion of tests on 

dry sand, a number of similar tests on saturated sand will 

be performed. Both penetration depth and pore pressure 

response due to projectile impact will be measured in these 

tests. 
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Optical Interconnections for Digital Image Coding 

by 

Tien N. Tran 

ABSTRACT 

To achieve very compression rate, Digital Image Coding algorithms are 

becoming more complicated than ever. Combining this with high speed nature of 

image processing, transmission, parallel and pipeline processing have to be involved 

with the help of multiple processing units type architecture. Because of the large 

number of cells or chips involved, communications between cells or chips pose many 

problems. Optical interconnections seems to offer a hope for a solution. 
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I. INTRODUCTION 

Digital Image Processing, by nature, is a computational intensive process. 

Most image processing and coding techniques or algorithms require'the powerof 

supercomputers and make real-time processing impractical with general purpose 

computers. Special purpose hardwares implementing these algorithms usually em- 

ploy architectures that allow massive parallel processing; these hardwares with their 

multiple processing elements, however, are limited by the interconnections possible 

between processing elements. As the size of devices getting smaller and more el- 

ements can be implemented on the same chip, the interconnection problems and 

associated costs increase significantly. On the other hand there are recognized ad- 

vantages of optical systems that may make it possible to get a very high throughput 

when processing multi-dimension data. In the foreseeable future, most computa- 

tion tasks will stiU be done with electronic hardwares; however, we cannot afford to 

overlook the advantages of optical interconnections, especially the global intercon- 

nection property. 

II. OBJECTIVES: 

Traditionally, less computationally complex image coding techniques are fa- 

vored over more complex ones. With VLSI technology combining with special ar- 

chitectures (systolic array for example) a different view has to be taken: a compu- 

tationally complex algorithm with a superior Performance as compared to that of a 

less complex algorithm may be preferred if the architecture for its implementation 
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happens to be modular and can easily mapped into simple VLSI design. With these 

architectures, high processing sp^ed or thoughput rate can be achieved with mas- 

sive parallel and pipelining. Stated differently, the resulting VLSI chip will consist 

of a multitude of basic cells connecting together. As devices can be made smaller 

(scaling), the complexity of the cells can be increased along with the number of cells 

that can be squeezed into a single chip. The number of of interconnections required 

also increases with the number of cells along additional problems of scaling like 

interferencing, electromigration, etc. Thus at chip level there is a disparity between 

the number of interconnections that can be realized and the number required. 

In this project, we look at one particular coding algorithm that fits the de- 

scription of computationally complex yet highly modular structured; that algorithm 

is Vector Quantization. With its modular structure VQ can be implemented using 

parallel type architecture; this project involves an investigation on the possibility of 

using optical interconnections to ease the communication problem associated with 

its electronically implementation. 

III. VECTOR QUANTIZATION and its implementation: 

Generally, VQ involves decomposing signals into vector blocks and quantizing 

each vector to the nearest neighbor vector in an optimal code book [1]. Thereafter, 

the codevector's index in the code book is used to identify the original vector. VQ 

makes use of four interrelated properties of vector parameters: linear dependency 

(correlation), non-linear dependency, shape of the probability density function and 
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vector dimensionality to remove redundancy that is present in Any signal. Hence, 

VQ results in a better compression ratio than scalar quantizations which normally 

make use of only the linear dependency and the probability shape. 

A common distortion measure for the nearest neighbor vector selection is 

the minimum squared error criteria. If X — [Xj], j = 0 to M — 1 be one block of 

signals, C = [Cy], j = 0 to M — 1 and i = 0 to N — 1 be codebook consisting of 

N code vectors of size M, then the distortion error A with ith code vector is given 

by: 

A = E(C„ -Xif ; t m 0 toN - 1 (1) 
i-o 

For good quality coding at reasonable bit rates, vector size M and codebook 

size N have to be quite large which also increases the amount of computations 

significantly besides requiring large memory. All these factors prohibit real-time 

implementation. 

Fortunately, it can be noted that in calculating (1), we go through repeated 

process of subtraction, squaring and addition, for each code vector and data vector. 

Hence, they can be mapped on to a systolic architecture that can be implemented 

with considerable ease in VLSI technology [2]. Some of the important properties of 

systolic architecture are: 

1 . The array can be implemented with only a few types of simple cells. 

2 . The data and control flow of the array is simple and regular, so that the 
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cells can be connected by a network with local and regular interconnec- 

tions; long distance or irregular communication is not needed. 

3 . The array uses extensive pipelining and multiprocessing. Typically, 

several data streams move at constant velocities over fixed paths in the 

network, and interact where they meet. In this fashion, a large proportion 

of the processors in the array are kept active, so that the array can sustain 

high rate of computational flow. 

4 . The array makes use of each input data item a number of times. As a 

result high computational throughput can be achieved without requiring 

high bandwidth between the array and the host. 

The architecture of VQ is shown in Figure 1 and the operation of the VQ 

encoder is illustrated in Figure 2. From Figure 1, it can be noted that the VQ 

encoder uses only two types of cells and the number of cells needed are M.N and 

N respectively. There are only local connections among the cells making the design 

simpler. Also from Figure 2, we can see that after some initial delay or latency, the 

VQ encoder will produce an address of a code vector for a given data vector in a time 

equal to the delay in a basic cell which can be considerably small. By increasing 

the size of the data vector M, we increase the available time for encoding.Hence an 

implementation using simple serial architecture should be possible [3]. 

From the initial work, we have two options for the operational nature of 

the cells: parallel (multiplication and addition) or serial operation. Unless we are 
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using waffersize chip, however, an array of VQ chips is needed for VQ encoder. For 

example, we can put 32x32 basic cells on a normal size silicon chip using 3 micron 

technology; for a 256-vector size codebook with 8x8 size vector, the number of cells 

needed is in the order of 16k cells. Even for a chip with only 32x32 cells and em- 

ploying serial type operation we need 128 I/O pins; time multiplexing just will not 

do with this kind of operation speed. Furthermore, to avoid global clock, handshak- 

ing communication between cell is needed; this also increases the number of pins 

required. In addition to this, is the problem of codebook updating or replacement. 

The new codebook values have to be transferred serially from the border cells to 

their assigned cells, a very slow process. Individual cell control program codes also 

have to be transferred the same way. 

In this project we propose a two parts solution to these problems. 

The first part involves giving the border cells with input need light detectors 

and those with output need light sources. An holographic routing element will direct 

light from sources to corresponding receivers which may be located on adjacent 

chips (figure 3). If locating a light source on the chip complicates the design (heat 

dissipation), light modulators can be used with off-chip light source. 

The next part involves equiping every cell with light detector. With the 

help of programmable holographic routing element, such as a reflective spatial light 

modulator, control intructions can be broadcasted, codebook updating can be done 

in shorter time, and with global clock broadcasted intercells handshaking may not 
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needed. 

IV. RECOMMENDATIONS: 

While the above mentioned chip is designed for Vector Quantization encoding, 

individual cell doing simple calculations and data transfer, the concept can be ex- 

panded to make the cells more sofisticated. In this way the chip can perform other 

functions, be it some image processing or image coding algorithms, besides Vector 

Quantizing. With optical interchip connections, a multiple chip system can achieve 

a very high throughput rate. 

As individual cell becoming more complicated, more chip area, the ratio of 

light source (or modulator) plus receiver area and cell area decreases. Thus we we 

can afford to equip every cell with source and detector; this will allow even greater 

flexibility in the chip usage and operation. 
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AN INVESTIGATION OF PERFORMANCE IMPROVEMENT 
IN KNOWLEDGE-BASED CONTROL SYSTEMS 

by 

John M. Usher 

ABSTRACT 

The use of knowledge-based systems in real-time process 

control is a relatively new application. Even though there is 

much interest in this area, developers and users are 

reluctant to utilize the full potential that the knowledge- 

based system can offer. This restraint is due to the problem 

of resolving conflicts in the control actions prescribed by 

the system. In most cases, a human operator is made an 

integral part of the control system by requiring him to 

select the action to implement from among the alternatives 

offered by the system. This paper proposes a new method for 

resolution of conflicts which uses deterministic process 

knowledge in addition to heuristics and statistics. It is 

hoped that such a system will encourage removal of the 

operator and use of the system in a fully automatic mode of 

operation. To further enhance the system an idea is presented 

for the incorporation of a learning system to allow for on- 

line automatic editing of the process knowledge contained in 

the knowledge-base. This configuration results in a coupled 

system which uses dynamic deterministic and heuristic 

knowledge to resolve process conflicts which arise. 
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I. INTRODUCTION: 

The Manufacturing Group of the Materials Laboratory at 

Wright-Patterson Air Force Base has been working on the 

development of a real-time knowledge-based system for process 

control. The use of knowledge-based systems for real-time 

process control is relatively new and has required the 

development of such a system from the scratch. The developed 

system is termed the Qualitative Process Automatiomofl (QPA) 

system and has proved successful in its use for control of an 

autoclave for the lamination process. ( For further details 

on the QPA system the reader is referred to reference [1].) 

Since this is a new area there are several issues that 

require further investigation. One such area is the 

realization of performance improvement in the system through 

the employment of deterministic process knowledge to 

complement the heuristic knowledge currently used. This 

deterministic knowledge will be used to enhance the current 

method of process conflict resolution. Also of importance is 

the investigation of the capability for the system to learn 

new process knowledge by means of scientific discovery. 

My research interests have been in the area of adaptive 

techniques for process control (i.e. inferential, model- 

reference, etc.). I have been interested in the design of a 
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new controller which utilizes both experienced-based 

knowledge found in knowledge-based system with deterministic 

knowledge employed in adaptive control systems. It is my work 

in this new area that contributed to my assignment to the 

project dircussed above. 

II. OBJECTIVES OF THE RESEARCH EFFORT: 

The main objective in this study was to realize a means for 

improving the performance of the QPA control system by 

determining a more effective manner for resolving the command 

conflicts which occur. 

The proposed method to be used for enhancing conflict 

resolution requires that deterministic process knowledge be 

used in cooperation with the knowledge-based control system. 

There is currently no knowledge-based control system which 

allows for the capability to use deterministic process 

knowledge in the system. The deterministic knowledge required 

is present in the form of process model equations and 

thereby, requires traditional computing techniques for 

performing the necessary calculations. Therefore, my second 

objective was to propose a design for a system which 

incorporates numerical computing into the knowledge-based 

program currently used for the Qualitative Process Automation 

(QPA) system. 
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The heuristics which identify the process conflicts are 

static, but the process models are dynamic (in the sense that 

they use current sensed process variables values in their 

calculations); therefore, it would be beneficial to develop a 

learning component to allow the system to learn new knowledge 

about the process and edit the heuristics in the knowledge- 

base. A specification for such a learning system that can be 

incorporated into the QPA program was the third objective of 

this study. 

III. 

a. The problem in using a knowledge-based system for 

process control is in the requirement of the system to select 

among the final control alternatives offered by the 

heuristics. These alternatives represent possible control 

actions to be implemented for controlling the process. For 

the case of the QPA system, the alternatives represent 

adjustments to the controller set-point used to drive the 

process. The selection of the proper alternative action is 

important, because a poor choice can cause reduced process 

operating efficiency and possibly result in process 

instability. 

The problem of conflict resolution is not constrained to 

control applications alone, but exists for all uses of 
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knowledge-based systems. Several techniques are available for 

resolving these conflicts. One method uses arbitrary 

selection of an alternative (e.g. based on order of 

appearance). This method does not use any process knowledge 

and should only be employed when the outcome of each possible 

alternative is approximately equivalent and non-threatening. 

Another technique uses process knowledge in the form of meta- 

rules which reason about the conflicting alternatives to 

determine the proper selection. This technique is useful as 

long as the conflicts can be resolved using only heuristic 

knowledge and the knowledge is available. A third method 

utilizes probability information, in the form of certainty 

values (weighting) for each alternative, to guide selection. 

This technique's weakness rest in the method used to 

determine certainty values (weights) for each of the 

alternatives. 

Each of these methods are currently being used in a variety 

of systems and can also be applied to the knowledge-based 

control system. Using these methods does not guarantee that 

the alternative selected is the best choice. The problem of 

selecting the correct alternative can't be eliminated 

entirely, but the number of times a poor choice is made, can 

be reduced. 
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b. A conflict resolution system is proposed which will 

complement meta-level knowledge with the use of deterministic 

knowledge of the process obtained from the results of 

numerical computations on process model equations. The 

proposed system, as shown in Figure 1, utilizes three main 

components, the comparator, the process model, and the 

response evaluator, to perform its duties. 

The purpose of the comparator is to use deterministic 

knowledge to evaluate the alternatives of a conflict and 

eliminate any alternatives when there is reason to believe 

the process conditions triggering an alternative do not 

exist. The remaining alternative actions are then used by the 

process model to generate predicted response data for each 

alternative in the conflict. The resulting data is then used 

by the response evaluator to select the one alternative to be 

issued to the controller. 

IV. 

a. A search of the literature revealed that of the real- 

time knowledge-based control systems in development or use, 

none possess the ability to perform numerical computation 

using process model equations [1,2,3,4]. To provide such a 

capability will require the combination of numerical 

computing with symbolic computing to form a coupled system 
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(see Figure 2). Even though many of the current knowledge- 

based systems use some numeric processing they are not 

necessarily a coupled system. To be considered a true coupled 

system, the "system must have some knowledge of the numeric 

processes embedded within them and must reason about the 

application or results of these numeric processes" [5]. 

b. A design for the proposed coupled system is shown in the 

block diagram of Figure 3. This system will involve a shallow 

level of coupling whereby the symbolic component will have a 

limited knowledge of the numeric components (i.e. process 

equations) of the system. The architecture of the system 

involves the use of multiple processors with 

intercommunication achieved through a blackboard. The numeric 

component will reside in either a separate processor or 

remain resident among the same processor as the blackboard. 

The numeric results will be processed by the conflict 

resolution system as a part of the Thinker program. The 

architectural details will be determined when actual 

implementation is performed. 

V. 

a.  There currently exists an abundance of literature on 

machine learning. There are many different methods in which 
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to implement learning into AI-based programs. The methods and 

types pertinent to the QPA system were identified. 

b. The approach for learning to be applied to the QPA 

program falls under the primary learning research area 

identified by Carboneil, et. al. [6] as "task-oriented". 

Carboneil, et. al. defines a "task-oriented" approach as "the 

development and analysis of learning systems to improve 

performance in a predetermined set of tasks" [6]. The type o£ 

learning system to be employed is termed a discovery system 

and is concerned with the acquisition of new facts and 

theories through observation and experimentation. 

The degree of interaction of the discovery system can be view 

as passive, in that it does not provide any control over the 

process of concern, but merely observes data which results 

from normal process operation. If it is necessary, the 

deterministic knowledge could be used by the discovery system 

to obtain needed information about the process (predictions 

only) without disturbing the actual process. The 

representation of knowledge by the discovery system will be 

in the form of production rules. This system will utilize 

some or all of the following operations for acquiring and 

refining the production rules contained in the knowledge- 

base, these operations are [6]: 

- creation     - construction of a new rule, 
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- generalization - elimination or relaxing of the 

conditions of a rule, 

- specialization - addition of conditions to a rule, 

- composition   - combination of rules with identical 

conditions. 

It has not been decided where the discovery program will 

reside in the overall system architecture. Either it will be 

implemented using a separate processor or become part of the 

thinker system. This decision will require further 

investigation of the software design of the knowledge-based 

system, EXPERT-5 [7]. 

VI. RECOMMENDATIONS: 

b. The idea and design of a coupled system opens up a new 

avenue for the application of knowledge-based systems in 

engineering and both the production and manufacturing 

environment. The application of such coupled systems is not 

limited to process control, but is useful in any engineering 

domain where deterministic knowledge can enhance the 

heuristic knowledge, or existing numerical-based programs can 

be augmented by symbolic computing. The actual implementation 

and details of the system proposed in this paper will be the 

work of my doctoral dissertation. 
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c. The design proposed here is based only on an initial 

short-term view of the problem. It is believed that as this 

research effort matures there will be a number of changes in 

the design and implementation. In addition, the details of 

the discovery system can not be determined until further 

study of the process is completed. 
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by 

Pretta L. VanDible 

ABSIRAQI 

Defining the structure of carbonaceous materials 

required expensive computer solutions of several 

mathematical models. Pressure vs volume experimental data 

was displayed graphically to observe the shape of the 

curve. The external surface area as well as the internal 

surface areas of macropores and mesopores was defined by 

the BET method. The solutions of the Dubinin-Polanyi and 

Dubinin-Astakhov equations gave the micropore surface area. 

The estimation of the shape of the pores was determined by 

solving a series of mathematical equations. The numerical 

solutions yielded average pore radius, Kelvin radius, 

adsorbed volume and surface area of the pore walls. 
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11 ■     QBJEQIIVES_QF_IHE_RESEARCH_EFFORI 

Determining the surface structure of carbon fibers requires 

both the solution of several mathematical models and the 

grpahical representation os those solutions. Experimental 

data obtained by adsorption and desorp4-; on techniques can 

be used for numerical (and graphical) analysis. The 

computed data can then characterize the physical features 

of the materials. The task was too tedious to perform by 

calculator and the necessity to view graphs of computed 

data also complicated the procedure. It was essential that 

the arithmetic and graphical operations be combined to 

facilitate a smooth transfer of data from one function to 

another. 

As a summer fellow, I was assigned the project of 

developing a computer model that would give a profile of 

the surface structure of carbon fibers. The computer 

program would estimate the surface areas of the materials 

using various mathematical models. The program would also 

utilise graphics software to plot raw data and calculated 

data sets. Finally, the model would determine volume, 

surface area and average radius of pores present in carbon 

fibers using existing mathematical models. 
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III. 

a. Physical adsorption occurs when the surface of a 

material attracts the molecules of a gas. The van der 

Waals attraction is relatively weak, and the quantity of 

gas adsorbed increases with decreasing temperature. 

Adsorption measurements at low temperature can be used to 

calculate surface area and pore distribution of the 

material. The amount of gas adsorbed can be removed 

without varying temperature, and the desorption 

measurements are also applicable in surface structure 

calculations. 

Three factors influence the volume of gas adsorbed per unit 

mass of carbon fiber. Inert gases are used so that the 

surface structure of the material is unaffected. Low 

temperatures are necessary in order to maximize the amount 

of gas adsorbed and prevent chemisorption. The equilibrium 

pressure is expressed in terms of relative pressure. 

Relative pressure is the ratio of equilibrium pressure to 

the saturation pressure of the adsorbing gas. Several 

adsorption measurements can be performed at constant 

temperature and varying pressures. If the volume adsorbed 

per unit mass is plotted against relative pressure, the 

graph is referred to as an adsorption isotherm. 
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I-     INIBQDyCIIQN: 

Bas adsorption is a powerful technique which can be 

utilized to investigate the structure of carbonaceous 

materials. Physical adsorption, known as Van der Waals 

adsorption, occurs when there is a weak attraction between 

molecules of a gas and the surface of a solid. The amount 

of gas adsorbed increases wiht decreasing temperature and 

low temperatures are ideal for adsorption measurements. 

Surface area and pore characteristics may be converted from 

the experimental data obtained through the application of 

this analytical technique. 

Pores are classified by size and type. Micropores, less 

than 2 nm width, mesopores with a range of 2-50 nm and 

macropores having a width greater than 50 nm are all 

present in the surface structure. The internal surface 

area and volume of the pores must be determined in order to 

better define the structure of the carbon fiber. Non- 

reactive gases are instrumental in gathering raw data for 

the calculation of pore characteristics. 

The extensive number of equations necessarv in determining 

the physical aspects of the surface of carbon fibers 

required numerical solutions by computer. My background in 

fortran programming along with my interest in heterogenous 

catalysis provided a suitable foundation for this research 

challenge. My knowledge of mathematical applications, 

chemical principles of catalysis and fortran computations 

analysis resulted in my assignment to'the project. 
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There are -five basic types of adsorption isotherm curves. 

I 

Type I isotherms are representative o-f gas adsorption for 

solids with microporous structures. The layer thickness of 

the gas is greater than one molecular diameter and the 

surface area  cannot be mathematically  determined.   Types 

III and V depict solids that adsorb molecules more readily 

as adsorption proceeds. A continual increase in adsorption 

exceeds the monolayer thickness and the surface area for 

these solids is difficult to calculate.   Both Type II and 

IV isotherms are graphs for solids when adsorption is 

carried  out  at  low temperature with  inert  gases. 
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An isotherm resembling the Type II curve is a result 

of adsorption on a nonporous solid. Porous materials with 

varying pore diameters have adsorption curves resembling 

the Type IV isotherm. Carbon -fibers have adsorption 

isotherms similar to Type 11 or Type IV curves. 

b.     The program is designed to read a -filename given by 

the user,  access the designated file and read the data set 

■from  the -file.   It was necessary to graph by computer 

method  the experimental data of volume adsorbed Va  versus 

relative pressure P/Po so that the plot could be observed. 

The  type of isotherm can be determined by inspection. 

Any points not  contributing to a smooth  curve should 

be deleted. 

IV. 

a. Brunauer, Emmett and Teller developed an equation to 

determine the external surface area of a material based on 

monolayer thickness. Relative pressure P/Po and volume 

adsorbed Va are related by the BET equation 

P 1        C-l (P/Po) 
+ (1) 

Va(Po-P)      VmC      VmC 

where Vm is the volume of gas adsorbed when a monolayer  of 
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gas  molecules cover the surface of the solid and C  is  a 

constant.   The slope  C-1/VmC and the intercept 1/VmC can 

be determined from the linear portion of the graph and  the 

values of  C and Vm can be calculated.   The  inert  gas 

nitrogen  at  an  absolute temperature of 77 K is used  in 

gathering  experimental data for the BET solution.   The 

mesopore area,  with an aperture width of 2-50 nm,  and the 

macropore area,     diameter  greater than 50 nm, are     also 

defined  using this equation.   Krypton at liquid  nitrogen 

temperature  is useful  in  collecting data for  the  BET 

solution also. 

The area  of the micropores, less than 2 nm width, must also 

be obtained to complete the analysis of the total  surface 

area of the carbon fiber.   Carbon dioxide gas is utilized 

in  the determination  of  micropore area.   Dubinin  and 

Polanyi  reduces CG  experimental data according  to  the 
2 

equation 

2 2 
In Va  =  In Vo  - ( BT / f   )Cln Po/PD        (2) 

where the monolayer  capacity Vo  is  derived  using  the 

intercept  from the plot of Va versus Po/P on  a natural 

logarithmic  scale.    The coefficient x     describes  the 

affinity of CO relative to nitrogen, B is  a constant 

and T is the absolute temperature of the gas. 
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The surface area  of the micropores is determined by the 

equation 

Vo<6.023 ;•; 10  ) CT 
(3) 

22414 cc/g-mol 

where  QT" is the molecular area of CO . 

Dubinin  and  Astakhov can reduce the same pressure  volume 

data but  with slightly different  assumptions.   The  D-A 

equation 

RT 
In Va In Vo - Cln(Po/P)3 (4) 

uses the gas constant R to determine the characteristic 
n 

■free energy E in the slope  (RT/E) .   The value  of  the 

exponent  n can be determined by  iterative method.   The 

micropore area  is calculated  by  solving  the equation 

previously mentioned. 

b. The calculations for the BET area equation are 

written as functions for the program and each relative 

pressure is tested against the 0.3 constant to determine 

tne points along the linear portion of the curve. The raw 

data set is tested to distinguish between nitrogen and 

carbon dioxide data sets. The Dubinin-Polanyi equation can 

be used  with both sets of data but  the Dubinin-Astakhov 
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equation is restricted to CO data.   Linear regression 
2 

is written  as a subroutine to allow access by all  three 

equations for  least  squares analysis.  Graphs for  data 

obtained  using each equation arB  displayed for the user's 

benefit. 

V. 

a. The internal surface area of pores does not 

adequately describe the pore structure. Other 

characteristics must be evaluated so that the total surface 

of the carbon material will be well defined. When a carbon 

fiber is porous, adsorbed molecular layers can be several 

diameters thick. For cylindrical pores, the fluid layer 

thickness is a function of relative pressure. Halsey and 

Wheeler, DeBoer, Harkins and Jura, Cranston, Inkley, 

Kankare and Jantti as well as Ismail have developed 

thickness equations based on experimental data. Either the 

Halsey Wheeler equation 

0.33 
3.54 (5) 

In (P/Po> 

the DeBoer, Harkins and Jura equation; 

13.99 

0.034  -   log<P/Po) 

0.5 
(6) 
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or the Cranston, Inkley, Kankare and Jantti equation 

t   =   6.1 - 2.47 C In (Po/P) 1        A (7) 

can be used to calculate thickness -for each relative 

pressure. The pore radius and the Kelvin radius describe 

the internal surface of the pore for any given relative 

pressure. 

Both r  and r  are related by the equation 
P       k 

r   ■  r  + t  expressed in   A 
P      k 

where Kelvin radius rk is defined by the equation 

-2 "tf VI cos &r 

<8> 

(9) 

RT In (Po/P) 

with V  defined as surface tension, V  is the molar volume 
1 

of the gas, &     is the contact angle (assumed isro), R is 

the gas constant and T is the absolute  temperature. 

For liquid nitrogen at 77 K, the r  equation reduces to 

r    »  0.415 / In(Po/P) 
P 

(10) 
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The  molar  volume  of  gas can  be  calculated  using  the 

equation 

34.6 Va -3 
1.54 ;•; 10  Va (11) 

22.4 K 10 

The actual pore volume V  is defined by the relation 
P 

V 
r    2 -4 

__£_     C  V  - (At ESX10   >3  cc 
1 

(12) 

where  r   and  r  re; resent the average pore radius  and 
P       k 

average  Kelvin radius,  Z^t is the change in film  depth, 

V   is  the change in adsorbed liquid volume  and  2L S  is 
1 

the summation  of the surface  area of the  pore walls. 

The surface area of the pore walls,  S,  is calculated from 

the  pore volume by the equation 

I 
I 

r** 

2 Vp 
x  10 (13) 

with the units of V  in cc and r  in Angstroms. 
P P 

Slit shaped pores are  analyzed using the desorption  branch 

of  the  isotherm.   In the pores,  vapor and liquid is  in 

94-12 

IU>K^^*/EiÜWUlÄJUlVU^JW\V\VLVW^ 



equilibrium  and the Kelvin equation relates the radius  of 

curvature  *T of  the surface of the liquid to  its  vapor 

pressure. 

The  radius of curvature for a liquid  constricted  between 

walls is given by 

2V y cos & 
*f      = (14) 

RT ln(Po/P) 

For  liquid nitrogen at 77 k,  the molar volume V is  34.68 
3   -1 

cm mol  , angle &   is again zero  and surface tension 
-3    -1 

Y = 8.72 ;•; 10   Nm  .   Substituting  these   values 

simplifies 

r 
to 

0.405 
nm (15) 

log<Po/P) 

It is assumed that the general adsorption isotherm relating 

t  and P/Po is independent of diameter.   This mathematical 

relationship is 

log(Po/P)   -   0.1399/t  -0.034 (16) 

Taking into account that 

X       =  d - 2t (17) 

is  true  when the Kelvin equation  is  applied,  the  pore 
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diameter  d  can be evaluated.   The pore volume     V   i>. 
k 

determined in a stepwise manner according to the equation 

dk 
A V C ^X  - <t    - t   )EA 1 

k    k+1    k-1     i 
(18) 

d -2t 
k   k-1 

with  ^X as  volume of desorbed liquid and  2Z A  as  the 
k i 

summation  of  the surface area of the pore  for  the  i'th 

step.  The surface area is calculated by 

4&V-   =  d AA  / 2 (19) 
k      k    k 

Cumulative values of V and A are  obtained by successively 
k     k 

subtracting  ^V  and  ^A from total pore volume and 
k k 

total pore area,   respectively. 

b.      The  extensive number  of  equations  given  for 

thickness,   cylindrical  pore type and  slit  pore  type 

required  that  each  set of equations be grouped  in  a 

subroutine,.   The program following these comments  is  a 

complete computer code of the project. 

NOTE: All computer code that designates plotting 

is preceeded by the letter C. 
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VI, RECOMMENDATIONS: 

a. Only two models for pore characteristics could -be 

programmed. Models which examine other pore shapes need to 

be added to the computer code. 

b. The graphics portion of the code can be 

expanded to include other pictorial details such 

as  titles, scales  and numerical values of data points. 

A graphics software package with greater flexibility is 

recommended. 

c. With the limited  capabilities of a PC, the 

program should be installed on a main frame and accessed by 

modem. 
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PROGRAM ISOTHERM 
CHARACTER»64 FNAME.PNAME 
CHARACTER«IS EQN,SLOPED 
INTRINSIC ALOG.ABS 
DIMENSION X(IOO),Y<100),VA(100>,XI(lOOi,7(100),XX(100),VAV(100> 
DIMENSION RK(IOO),RP(100),ARK(100),ARP(100).AVAC100).DT(IOO), 

»DVL <100),SUR(100),DTSUR(100) 
DOUBLE PRECISION DELTAV(IOO),DELA(100),SUMAC 100),SAVP(100), 

♦ADD(100),DVB(100),SUMVK(100>.RADIUS(100) 
DIMENSION  MRSUM(IOO),TH<100),MXRAUI(100>,MYRAW(100),MX2RAW(100>, 

♦MY2RAWC100),MXBET(100),MYBET<100),XIL(100),VAL(100),MXIL(100), 
•MVAL(IOO),MXIL2(100),MVAL2(100),XIQ(100>,MXIQ(100).MVALO(IOO) 
DIMENSION VAL3U00),XIL3(100),XIL2(100),VAL2<100>,MARP(100), 

♦MSUM(IOO),RARP(100),RSUM(100),MRP(100) 
SAVE /X/,/XX/,/VAV/ 
WRITE(*,900) 

900 FORMAT('  FILENAME PLEASE - ',\> 
READ (*,910>FNAME 

910 FORMAT (A10) 
OPEN(I,FILE«FNAME,STATUS-'OLD') 
OPEN (5,FILE-" •, STATUS"'NEW) 
READC1,*) 
READ(1,*)K,N 
DO 9 I«1,N 

9 READ(1,#)X(I),VA(I) 
C    WRITE(*,183) 
C 183 FORMATC  FOR THE RAW DATA PLOT   > 
C     CALL PLOTPREP(X,VA,N,MXRAW,MYRAW) 
C     CALL PLOTXY«MXRAW,MYRAW,N) 

DO 7 I«1,N 
IFtX(I) .GE. 1JG0T0 8 

7   CONTINUE 
WRITE (5,99) 

99 FORMAT CSX,'P/Po',7X,'VOL ADS',5X,'P/V(Po-P>') 
2  DO 10 I-l.N 

IF(X(I) .GT. O.25JGOT0 1000 
Y(I)-ADS(X,VA,I> 
WRITE <5,100)X(I>,VA(I),Y(I) 

100 FORMAT (3C3X.F9.4)) 
10 CONTINUE 

1000 L - I - 1 
IF(L .LT. 2)GOTO 41 

C    WRITE(«,2B3) 
C 283 FORMATC  FOR THE BET PLOT •) 
C    CALL PLOTPREP<X,Y,L,MXBET,MYBET> 
C    CALL PLOTXY<MXBET,MYBET,L) 

CALL STDEV (X, Y, L, STDX, STDY, YCROSS, SLOPE) 
WRITE (5,199) 

199 FORMAT <"STD DEV FOR X AND Y,INTERCEPT AND SLOPE ARE AS FOLLOWS') 
WRITE(5,200)STDX,STDY,YCROSS,SLOPE 

200 FORMAT(2(3X,F10.4),2(5X,F10.4)> 
CALL MONOVOLCYCROSS,SLOPE,VM,C) 
WRITE (5,940>VM,C 

940 FORMAT ('MONOLAYER VOLUME - ',F8.4,2X, CC/6   C VALUE ■ ',F9.3> 
WRITE («,299) 

299 FORMAT C TYPE OF GAS?',/,' N2 I',/.' I Rl (0.195) 2',/, 
•• KR2 (0.210)   3   ,\> 
READ («,300>KTYPE 

300 FORMAT (110) 
BETAREA - AREA(KTYPE.VM) 
WRITE (5,399)BETAREA 

399 FORMAT (3X,'BET AREA IS - ',F11.6.2X,*M2/G'> 
GOTO 332 

41 WRITE«*,42) 
42 FORMATC  NOT ENOUGH DATA POINTS TO CALCULATE STANDARD DEVIATION, 

♦SLOP'ETINTERCEPT,MC*ÖV0LTJME~CÄVER AND BET ') 
332 CALL GN2KR(X,N,XI,TEMP) 

CALL DP<N,XI,VA,TEMP,YIN,SLOPE,E> 
893 WRITE(5,B94)TEMP,YIN,SLOPE.E 
B94 FORMAT (2X," TEMP - ',F5.0,2X,'Yin ■ ',F8.3,2X,' SLOPE • '.F9.5, 

•3X,' FREE ENERGY -  ,F10.6) 
WRITE(* Si) 

51 FORMAT(! NEED D-A CALCULATIONS? - YES OR  NO \\) 
READ(«,799»EON 

799 FORMAT(A15> 
IF (EON .EG.   NO')GOTO 490 
CALL DA<N,XI,VA,TEMP,YIN,0,CORVAL.SLOPE,E) 

922 WRITE(5,92DYIN.0.C0RVAL,SLOPE,E 
921 FORMATC INTERCEPT ■ -,F9.4,- POWER VALUE -  ,F3.1,/,' SLOPE - ' 

•,F9.4,- FREE ENERGY - ',F12.5> 
GOTO 490 
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GOTO 490 
8* WRITE<•,129) 
129 FORMAT«'  C02 TEMP PLEASE? - ',/,■ 296   1 ',/,' 273   2 '. 

*/,* 195   3   ",\) 
READ«*,*)KTEMP 
CALL C02«KTEMP,X,N,XI,TEMP> 

C    DO 3 I-1,N 
C  3 XIL«I) - 1.0/XKI) 
C    WRITE«*,383) 
C 383 FORMATC FOR THE RAW DATA PLOT ') 
C    CALL PLOTPREP«XIL,VA,N,MXIL,MVAL> 
C    CALL PLOTXY«MXIL,MVAL,N> 
C    WRITE«*,943) 
C943  FORMAT('  ANY POINTS TO DELETE? (YES OR  NO) - ',\) 
C    READ«*,*)EQN 
C     IF(EQN .EQ. 'NO')GOTO S24 
C    CALL DELETE«XIL,VA,N,XIL2,VAL2,K) 
C     IF <K .EQ. OGOTO 698 
C    WRITE<«,483> 
C 483 FORMAT('  FOR THE REVISED RAW DATA PLOT ') 
C    CALL PL0TPREP«XIL2,VAL2,K,MXIL2,MVAL2) 
C    CALL PL0TXY(MXIL2,MVAL2,K) 

824 CALL DP(N,XI,VA,TEMP,YIN,SLOPE,E) 
WRITE(S,347) 

347 FORMAT«' THE D-P CALCULATIONS ARE AS FOLLOWS ') 
898 WRITE(5,899)TEMP,YIN,SLOPE,E 
899 FORMAT <2X,' TEMP - *,F5.0,2X,'Yin « ',FB.3,2X,' SLOPE = ',F9.5, 

*3X,' FREE ENERGY - ',F10.6) 
CALL C0AREA(YIN,C1,C2,C3> 
WRITE«5,454)C1,C2,C3 

4S4 FORMAT«' SURFACE AREA FOR C02 CONSTANTS: './, ' P = 0.170',3X, 
*' C ■ ',F11.5,/,' P « 0.190',3X,' C - '.FU.5,/,' P = 0.253', 
*3X, ' C - ',FU.5> 

698 CALL DA«N,XI,VA,TEMP,YIN,G,CORVAL,SLOPE.E> 
WRITE«S 357) 

357 FORMAT«/' THE D-A CALCUATIONS ARE AS FOLLOWS ') 
902 WRITE«5,901)YIN,0,CORVAL,SLOPE,E 
901 FORMAT«* INTERCEPT - ',F9.4,' POWER VALUE = ',F3.1,/,' SLOPE « ' 

*,F9.4,' FREE ENERGY ■ ',F12.5) 
CALL C0AREA«YIN,Cl,C2,C3> 
WRITE«5,454)C1,C2,C3 

DO 34 I-1,N 
VAL«I) - ALOG«VA«I)*100) - 2.0 

34 XIQ(I)  ■ <AL06<XI(I>>>**Q 
C    WRITE«*,583) 
C 583 FORMAT«'  FOR THE D-A PLOT ') 
C    CALL PLOTPREP<XIQ,VAL,N,MXIQ,MVAL0> 
C    CALL PLOTXY(MXIQ,MVALQ,N) 
C      CALL RUNAVG(X,VA,N,XX,VAV,M) 

GOTO 2001 
490 WRITE <*,101> 
101 FORMAT«'  CHOOSE THICKNESS EON ',/,2X,' 1   3.54«I.8777/(-8.77E 

*-3 - Ln P/Po))**0.5',/,2X,' 2   3.54(1.1359/«I.41E-3 - Ln P/Po) 
*>**0.5',/,2X,' 3   3.54(2.6732/(-2.0E-2 - Ln P/Po))**0.5'./,2X, 
•• 4 —    (13.99/<3.4E-2 - Loa P/Po))**0.5',/,2X,' 5   3.54( 
*-5.0/Ln P/Po))«*0.33',/,2X,' 6   6.1 - (2.47»Ln Po/P>',/,2X, 
•'7   NONE',/,\) 
READ<*,*)L 
IF(L .EQ. 7)GOTO 491 
CALL THICK«XI,N,L,T) 
WRITE(3,629)L 

629 FORMAT«/'THICKNESS EQUATION NO.',I3,/,5X,'Rp'.12X,'Vp',10X,'Cum 
• Vp',12X,'SA',10X,'Cum SA'> 
CALL CYLINDER«N,T,VA,XI,TEMP,RK,RP,ARK,ARP,AVP,DT,DVL,DVG,DTSUR, 

•ADO, sum 
C     WRITE«* 683) 
C 683 FORMAT(''THE AVG PORE RADIUS/CUMULATIVE SURFACE AREA PLOT ') 
C    CALL PLOTPREPtARP,ADD,K,MARP,MSUM) 
C    CALL PLOTXY«MARP,MSUM,K) 
C    CALL RUNAVG(ARP,ADD,K,RARP,RSUM.J) 
C    WRITE«*,783) 
C 783 FORMAT«' THE CURVE SMOOTHING FOR AVG RP/CUM SURFACE AREA ') 
C    CALL PLOTPREP«RARP,RSUH,J,MRP,MRSUM) 
C    CALL PLOTXY<MRP,MRSUM,K) 

GOTO 490 
C 491 WRITE«5,493> 
C 493 FORMATt/'SLIT PORE CALCULATIONS ',/,5X,'Dp',12X,'Vp',10X,'Cum Vp ' 
C   *,12X,'SA',10X.'Cum SA) 

491 CALL SLIT(XI,X,VA,N,RADIUS,DELTAV,SUMVK,DELA,SUMA) 
2001 STOP 

END 
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SUBROUTINE MONOVOL < YINCPT, RSERUN, VOL, D) 
IF(YINCPT .GT. 1.0E-6)G0T0 5 
YINCPT "0.0 

5  Q - 1/(YINCPT + RSERUN) 
VOL - Q 
IF (YINCEPT .LT. l.OE-6)G0T0 2 
D ■ (RSERUN/YINCPT) + 1 
RETURN 

2  D - 99999.0 
RETURN 
END 
SUBROUTINE GN2KR(A,K,AA,T) 
DIMENSION A(K),AA(K) 
DO 1 1-1,K 
AA(I> - 1/ACI) 
T ■ 77.0 
RETURN 
END 

FUNCTION ENERGY(SLOPES,TEMPR) 
R - 0.0019B 
ENERGY - (2.303*R*TEMPR)/EXP(SLOPES) 
RETURN 
END 
FUNCTION RVnL(A2,AA2,M> 
DIMENSION A2(M),AA2(M> 
INTRINSIC SORT 
ASUM -0.0 
AASUM - 0.0 
ASUM1-0.0 
ASUM2-0.0 
00 S I-l.M 
ASUM1 - ASUM1 + A2<11**2 
ASUM2 - ASUM2 «■ AA2(I)**2 
ASUM - ASUM + A2(I) 
AASUM - AASUM + AA2U) 

5  CONTINUE 
XYSUM - 0.0 
DO 6     I-l.M 

6 XYSUM -(A2(I)*AA2(I)) ♦ XYSUM 
QP - XYSUM - (U/M)*ASUM*AASUM) 
OR - ASUM1  -  (<1/M)*(ASUM**2>) 
OS- ASUM2 -  (U/M)*(AASUM*«2) > 
RVAL - OP/SORT(OR*QS> 
RETURN 
END 
SUBROUTINE ERROR(Z.R.YOVERX,I,CORMAX,PT,SLP) 
DIMENSION Z(100),R(100).YOVERXUOO) 
IF (ABS(Zd-l)) .LT. ABS(ZU) ))GOTO 2 
CALL SORT(R,I) 
CALL SORT(YOVERX.I) 
CALL SORT(Z.I) 

2  PT - R(I) 
SLP - YOVERX(I) 
CORMAX - Z(I) 
RETURN 
END 
SUBROUTINE SORT(U.K) 
DIMENSION U(K> 
HOLD - U(K-l) 
U(K-l) - UOO 
U(K) - HOLD. 
RETURN 
END 
SUBROUTINE C02(KTEMP,A,K,AA,T) 
DIMENSION AOO.AA(K) 
G0T0(20,30,40),KTEMP 

20 P-48230.0 
T - 298.0 
GOTO S 

30 P-26142.0 
T - 273.0 
30T0 3 

40 P-793.0 
T - 195.0 

S DO SO I-l.K 
AA(I)-P/A(I) 

SO CONTINUE 
RETURN 
END 
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FUNCTION ADS(A,B,I) 
DIMENSION A(I),BCI> 
ADS * A(I)/(B(I)«(1-A(I>>) 
RETURN 
END 
SUBROUTINE STDEV(P,Q,K,STDP,STDQ,A,B) 
DIMENSION P(K),G(K) 
SUMP-0.0 
SUMQ-0.0 
DO SO 1-1,K 
SUMP-SUMP+P(I) 
SUMO-SUMCH-Q (I) 

SO CONTINUE 
AVSP-SUMP/K 
AVGO-SUMQ/K 
DIFP-0.0 
DIFQ-0.0 
BSUM"0.0 
DO 60 I-l.K 
DIFP-DIFP+(<P(I> - AV6P>**2) 
DIFQ«DIFQ+(<Q(I> - AVGQ>*«2> 
BSUM-BSUM + <<P(I) - AVGP)*(Q(I) - AVGQ)) 

60 CONTINUE 
VARP-DIFP/(K-1> 
VARQ-DIFG/<K-1) 
STDP-SQRT(VARP) 
STDQ-SQRT(VARQ) 
B«BSUM/DIFP 
A«AVGQ-(B*AVGP> 
RETURN 
END 
FUNCTION AREA(KGUESS,VOL) 
GOTO (10,20, SO > , KGUESS 

10 P ■ 0.162E-1S 
GOTO 40 

20 P - 0.195E-1B 
GOTO 4u 

30 P - 0.210E-18 
40 AVO - 6.02E23 

V - VOL/22414.0 
AREA ■ V ♦ AVO * P 
RETURN 
END 
SUBROUTINE DP<N,XI,VA,TEMP,YCEPT,RSERUN,E) 
DIMENSION XI (N) ,VA(N> ,X2U00> ,VA2<100> ,X3<100) 
DOS I * 1,N 
X2(I> - ALOGlXIU)) 
VA2<I> - ALOGCVACIU 
X2<I) ■ X2<I>**2 

5  CONTINUE 
CALL STDEV<X2,VA2,N,STDX2,STDVA2,YCEPT,ftSERUN) 
E - ENERGY(RSERUN,TEMP) 
RETURN 
END 
SUBROUTINE DA<N,X?,VA2,TEMP,YCEPT,PTMAX,RVMAX,SLPMAX,E> 
DIMENSION X2<N),VA2<N>,X3<100>,P(99>,RS<99>,RV(99),VA3<99) 
W - 1.0 
DO 1 K-1,30 
P<K) • W 
DO 9 I - 1,N 
X3CI) - AL0GU2U)) 
VA3U)   - AL0G<VA2U)> 
X3<I)   -  X3<I)»*P«K> 

9       CONTINUE 
CALL STDEV<X3,VA3,N,STDX3,STDVA3,YCEPT.RSERUN) 
RS(K)-RSERUN 
RV<K)«RVAL<X3,VA3,N> 
WRITE   (5,10>P<K),RV<K> 

10 FORMATC   THE CORRELATION COEFICIENT FOR P VALUE   ',F3.1,3X,'IS', 
1F10.4) 
CALL  ERROR<RV,P,RS,K.RVMAX,PTMAX.SLPMAX) 

11 U » U ♦ 0.1 
IF( M .6T. 3.0 >GOTO IS 

1  CONTINUE 
IS WRITE <5,12>PTMAX,RVMAX,SLPMAX 

12 FORMATC OPTIMUM PARAMETERS AREs P » *,F4.1.2X,' RVALUE •  .F7.4, 
12X,' SLOPE - *,F9.4> 
E - ENERGY«SLPMAX,TEMP) 
RETURN 
END 
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SUBROUTINE CYLINDER <K,AT,AVA,Ay I,TEMP,ARK,ARP,AVRK,AVRP,AVP, 
1DAT,DAVL,SAVP,DELTS,SUM,S> 
D;Mgs"8I0N AT(100),AVA(100),AXI(100),ARP(100>,P<100),Q<100) 

2,AVnPv<00),DAVA(100),DAT(100>,AVRK(100),ARK(100) 
DOUBut PRECISION DAVL(IOO),AVP(100),DELTS(100),S(100), 
«SAVPtlOO),SUM(100> 
SAVE,/AVA/,/AXI/,/AT/ 
CALL.DESCEND(AVA,AXI,AT,K) 
DO 10 I»i,K 
P(I) - ALOQIO(AXKI)) 
Q(I) - 1.0/P(I) 
ARK(I) - 4.15*Q(I> 
ARP(I)'■'- ARK(I) + AT(I> 

10 CONTINUE 
DO 20 I-1,K-1 
AVRK(I) « AVG(ARK,I) 
AVRP(I) - AV6(ARP,I) 
DAVA(I) ■ DELTA(AVA,I) 
DAT(I) - DELTA(AT,I> 

20 CONTINUE 
DO 30 1-1,K-l 
DAVL(I)   -     DAVAUHH.54E-3 

30    CONTINUE 
SUMS - 0.0 
DELTS(l)   - 0.0 
SAV     -  0.0 
DO 40   I-l.K-1 
AVP(I)   -((AVRP(I)/AVRKU>)#*2>#(DAVL<I)-(DELTS<I>*lE-4)) 
S(I)      =(20C00.»AVP(I))/AVRP(I) 
SUMS  ■ SUMS  + S(I) 
SUM(I)   -  SUMS 
SAV     - SAV     ♦ AVP(I) 
SAVP(I)   -  SAV 
IF (I   .EQ.   K-UGOTO 40 
DELTSd+l)   -(DAT(I+i)»tE-10)*SUM<I) 

40    CONTINUE 
DO 36   I»1,K-1 
WRITE(S,627)AVRP(I),AVP(I),SAVP(I),S(I),SUM(I> 

627 F0RMAT(2X,F8.3,4(3X,D13.6>) 
36 CONTINUE 

RETURN 
END 
FUNCTION AV6(D,K> 
DIMENSION D(K) 
AVQ - (D(K) ♦ D(K+l>>/2 
RETURN 
END 
FUNCTION DELTA(E,K> 
DIMENSION E(K) 
DELTA -  E(K) - E(K*1) 
RETURN 
END" 
SUBROUTINE DESCEND(A,B,C,N> 
DIMENSION A(N),8(N>,C<N> 
KASS - N+l 
DO S L-1,N 
K ■ KASS-L 
DO 6 J-2.K 
IF( A(J) .LT. A(J-1>)G0T0 6 
CALL SORT(A.J) 
CALL SORT(B»J> 
CALL SORT(C.J) 

6 CONTINUE 
S CONTINUE 

RETURN 
END- 
SUBROUTINE RUNAV6(P,Q,K,R,S,J> 
DIMENSION P(K),Q(K),R(K),S(K) 
J-K-2 
DO 10 I«l,J 
R<1) - (P(I> ♦ P(I*1> ♦ P(I«-2>>/3 
S(I) ■ (Q(I) ♦ O(IM) ♦ P(I*2>>/3 

10 CONTINUE 
RETURN 
END 
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SUBROUTINE SLIT(XA,X,Y,K,DK,DELV,SUMVK,A,DELA> 
DIMENSION X<K>,Y(K),P(99),Q<99>,QP(99),XA(K) 
DOUBLE PRECISION TAU(99),T<99),DELV(99),A(99),DELA(99), 
1TAUK(99>,HT(99),DK(99),PK(99),V(99),AA(99>,DY<99),TP(99), 
2SUMVKQ00) ,R<99) ,D(99> 
REAL»8 DEL 
CALL DESCEND<Y,X,XA,K> 
DO S I-l.K 

S P(I)«AL0610(XA(I)) 
DO 10 1*1 ,K 
TAU(I) «0.405/P(I) 
T<I) - SORT(0.1399/(P(I)+0.034)) 
D(I) - TAU(I) + (2*T<I>> 
R(I) - 1.548E-3 ♦ Yd) 

10 CONTINUE 
DO 15 I-l.K-1 
QP(I> - AVG(X,I> 
PK<I) - AL0G10U.0/QP(I>> 
TAUK(I) - 0.405/PKU) 
TP(I> » SQRT(0.1399/(PK(I)+0.034)) 
DK<I) - TAUK(I) + (2.0«TPU)) 

IS CONTINUE 
DELA(l)»0.0 
SUMVK<1>«0.0 
DO 30 J«l,K-l 
DY<J) - DEL(R,J)»l.0E-6 
HT(J) « DEL(T,J> 
WRITE<5,92)DY(J),HT<J> 

92 F0RMAT(2X,D14.6,2X,D14.&> 
30 CONTINUE 

DO 20 J-l.K-1 
DELV(J) «(DK(J)/(DK(J)-(2.0«T<J+1>> ) ) * <DY < J) - <HT (J) *DELA(J) > > 
SUMVK(J+i) • SUMVKCJ) «■ DELV(J) 
A<J) « (2.0»DELV(J))/DK(J) 
DELA(J+1) ■ DELA(J) + A(J) 

20 CONTINUE 
V(l) - SUMVK(K-l) 
AA(1) ■ DELA(K) 
DO 25 J-2.K 
V(J) « V(J-l) - DELV(J-l) 
AA(J) ■ AA(J-l) - A(J-l) 

25 CONTINUE 
DO 35 l-l'.fc-l' 
WRITE(5,31)DK(I),DELVU),SUMVK(I>,A(I>,DELA(I) 

31 F0RMAT(2X,D10.5,4(3X,D13.6)> 
35 CONTINUE 

RETURN 
END 
REAL»8 FUNCTION DEL<Q,K> 
DOUBLE PRECISION Q(100) 
DEL ■ QUO - 0(K+l) 
RETURN 
END 
SUBROUTINE THiCKUI ,K,L,T) 
DIMENSION XKK),T(K) ,P<100> 
DO 11 I-l.K 

11 P<I) « 1/XKI) 
B0T0(1,2,3,4,3,6),L 

1 DO 10 I«1,K 
10 T(I) ■ 3.54*SQRT(l.B777/((-0.00877)-AL06(P(I>))> 

RETURN 
2 00.20 I-l.K 

20 T(t) - S.54*SQRTil. 1359/(0.00141-A»_0S<P« I)»)) 
RETURN 

3 DO 30 I-l.K 
30 T<I) - 3.S4»SQRT<2.6732/((-0.020>-AL0G(P(I>>>> 

RETURN 
4 DO 40 I-l.K 
40 T<I) - SORT(13.99/(0.034-ALOStO<P(I)>)) 

RETURN 
5 DO SO I-l.K 
SO TU) -3.54«(((-5.0>/AL0G(P(I>)>*«0.33) 

RETURN 
6 DO «0 I-l.K 
60 TU) - 6.1-t2.47»AL0G(X!(I))) 

RETURN 
END . 
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SUBROUTINE DELETE(ARRAYA,ARRAYS,M,ARRAY1,ARRAY2,J> 
DIMENSION ARRAYA(M),ARRAYB(M),ARRAY1(100),ARRAY2(100) 
DIMENSION IDEL(IOO) 
WRITE<*,1) 

1 FORMATC  POINTS TO DELETE -  -,\> 
READ(*,*)N 
DO 10 K-1,N 
WRITE(«,2> 

2 FORMATC  ENTER POINT NUMBER AND HIT RETURN -  ,\) 
READ(«,»)L 
ARRAYAtL) - 0.0 
ARRAYB<L) ■ 0.0 
IDELOO - L 

10 CONTINUE 
J ■ 0 
DO 20 I-1,M 
IF<ARRAYA(I) .NE. 0.0 .OR. ARRAYB(I) .NE. 0.0)THEN 
J ■ J *   1 
ARRAY 1(J)  « ARRAYA <I) 
ARRAY2(J)  - ARRAYB(I) 
END IF 

?X>     CONTINUE 
DO 30 l«i,M 

30  WRITE < 5,4)ARRAYA <I).ARRAY»(I) 
•1  FORMAT(2(2X.F»5.6)) 

DO 40 l*l.M-N 
40 WRITE < S, 5> ARRAY HI), ARRAY? (I) 
S F0RMAT(2(3X.Fl5.6)> 

RETURN 
END • 
SUBROUTINE PLOTPREP(XA.YA.N.MX.MY) 
INTEGER X,Y,X1.Y1 
DIMENSION XA(M>,YA(N>,MX(N>,MY<N) 
X-130 
Y"310 
XI-640 
Yl-50 
DO 30 I-l.N 

IF (I .LT. 2)GOTO 30 
xMiN - ZM:N<XA.I> 
YMIN ■ 2MIN(VA.I) 

"0 CONTINUE 
DO 40 I-l.N 
«F(l .LT. 2)G0T0 40 
XMAX ■ ZMAX(XA.I) 
YMAX ■ ZMAXtYA.I» 

40  CONTINUE 
WRITE<•.?)XMIN,YMIN,XMAX.YMAX 

7 FORMATC  THE MINIMUM VALUES: X ■  tFll.4,2X,' V ■  .F11.4,/, 
*     THE MAXIMUM VALUES: X « *.Flt.4,3X,' Y ■  .Fll.«) 

WRITE(•.8) 
8 FORMATC   REDEFINE  MJN  AND MAX  VALUES FOR  X   (REAL  *  ONLYC.U 

R£AO(*,*)klN,XAX 
WRITER.9> 

9 FORMATC   REDEFINE MlN AND MAX  VALUES FOR  V   (REAL  « ONLYC,\> 
READ(•,•>YIN,VAX 
DO 20  I"1.N 
XSCR ■ SCREEN(I.XA,XIN,XAX,X1,X) 
V8CR - SCREEN(I,YA,YIN,YAX,Y,Yl> 
MX(!> - X * XSCR 
MY(II ■ V - YSCR 

20   CONTINUE 
RETURN 
END 
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SUBROUTINE PLOTXY(AA,AB,N> 
DIMENSION AA<N),ABCN> 
EXTERNAL GMODE,CURSCR,6PA6E,DLINE,PUTPT.PLOT,TflODE 
INTEGER A,B,A1,BI,AA,AB 

A-130 
B-310 
A1-640 
Bl-30 
CALL GMODE 
CALL CLRSCR 

BUFPAGE-1 
CALL GPAGE(BUFPAGE) 
CALL PUTPT<A,B) 
CALL DLINE(A1,B> 
CALL DLINE<A1,61> 
CALL DLINE(A,B1> 
CALL DLINE<A,B> 
CALL PUTPT<A.B) 
CALL PUCMARK<A,B,AI,B1) 
MSG«'*' 
LEN-1 
DO   1   I-l,N 
CALL PUTPT<AA(I),AB(I)) 
CALL PL0T<AA<1>,AB<I>> 
CALL TEXTF?AA(I),AB(I>,LEN,M5ö) 
CONTINUE 
READ<«.♦>ANSWER 
CALL TMODE 
RETURN 
END 
FUNCTION ZMIN(A,I> 
DIMENSION A(I> 
IF(A<I)   .LT.   A(I-1V)G0T0   1 
CALL SORT(A,I) 
ZMIN  -  A(I) 
RETURN 
END 
FUNCTION   ZI1AX(A.U 
DIMENSION A<U 
IF   <AU>   .GT.   A(I-J)>60T0   1 
CALL SORT(A.I) 
IM*  - AU> 
RETURN 
END 
FUNCTION     SCREEN<I.I>A.C.MIN.AM<4>..! .&.» C) 
DIMENSION AA(I) 
RANGE - AMAX-AMIN 
SCREEN »<<AA«I)-AMIN).'RANGC>*t( t-\ C) 
RETURN 
END 
SUBROUTINE PUCMARI «A.B.At.ft!' 
INTEGER A.B.Al.Bl 
11 ■ (Al - A)/4 
LEN ■ \ 
«SG - •! • 
DO I I ■ A.Al.« 
CALL PUTPT(l.B> 
CALL TEXTFtl.B.LEH.MSGi 
CONTINUE 
L ■ <B - 61).'4 
MSG - 
LEN ■ 2 
DO 2  I  - Bl.B.L 
CALL PUTPT«A.I» 
CALL TEXTFiA.I.LEN.MSG' 
CONTINUE 
RETURN 
END 
SUBROUTINE C0AREA(V0L.C1.C:.C3> 
P - 0.17E-18 
Cl - CAREA(P.VOL) 
0 - 0.19E-18 
C2 ■ CAREA<Q,V0Li 
R - 0.2S3E-IB 
C3 • SAREA(R,VOL> 
RETURN 
END 
FUNCTION CAREAtA.VP) 
AWO - 6.0SE23 
V • EXPtVPI/22414.0 
CAREA ■ A«V*AVO 
RETURN 
.END 
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Numerical Calculations of Dopant Diffusion 

involving flashlamp heating of silicon 

by 

Joseph C. Varga 

ABSTRACT 

Work was begun on finding a solution to the flashlamp heating of a doped 

semiconductor. A Blackbody spectrum was assumed for the incident 

radiation. Also, the absorption coefficient was assumed to follow a 

Lorentzian lineshape. Finite difference techniques were used. The 

diffusion of dopant through a semiconductor was calculated. A comparison 

was made between an analytical solution and numerical calculation. The 

results agreed to within 0.002%. 
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I. Introduction 

Dr. D. S. Moroi, from Kent State, has been doing research at the 

Materials Laboratory as a visiting scientist. I have been working on by 

Ph.D at Kent State University. It was at the suggestion of Dr. Moroi 

that I became involved with the project. As part of my research, I have 

done extensive computer modeling using various numerical methods. Also, 

as part of my engineering background, I have worked with the finite 

difference technique. 

The thermal diffusion equation is usually solved by means of a 

finite difference calculation. Because of my previous experience with 

numerical methods on the computer, I was approached to work on the 

flashlamp heating problem at the Materials laboratory. 

II. OBJECTIVES OF THE RESEARCH EFFORT: 

1. Using finite difference techniques, solve the nonlinear heat 

conduction equation with a source term appropriate to a flashlamp heating 

of doped GaAs or Si wafer, and obtain the temperature profile. 

2. Determine the precision of the numerical methods used. 

3. Compare th» numerical calculations with an analytical solution 

of the dopant diffusion equation being worked out by Dr. Moroi. 
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III. THERMAL DIFFUSION 

Numerical finite difference techniques were applied to the thermal 

diffusion equation given by 

0) teil  g L (Ktl\   +   -i ('-*) 

The intensity (I) was assumed to follow the Blackbody radiation law: 

1=1. LS ukcAr -1 y' a) 

where T = 5500K 

The  absorption  coefficient  was  assumed to follow a Lorentzian 

distribution: 

«S  *o       ?ll     «n* ^''ULS. (3) 

Because the intensity of the incident radiation was much lower than in 

laser annealing, the incident energy had more time to diffuse into the 

semiconductor. It was thus necessary to go a moderate distance into the 

substrate to map the temperature profile. Because of the large size of 

the mesh points, all of the incident radiation was absorbed in the 

outermost cell of the mesh. This caused stability problems. Although 

there is a stability criterion that must be met, this criterion alone is 

not enough. The extra energy being absorbed in the outer cell, but not 

the one next to it, caused the solution to be unstable. Further work 

needs to be done to eliminate this problem. 
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IV. DOPANT DIFFUSION 

The dopant diffusion equation is given by: 

it "izl  ^z 
ft) 

where D is the dopant diffusion coefficient and C is the concentration. 

The function 1,2 

Gfr.t) = _1 
2 VJ5T 

CD 

is the fundamentalsolution or the Green's function for the diffusion 

equation. Physically, the Green's function represents the concentration 

at a point jz at time _t due to a unit source at a point  at time zero. 

In order to check out the numerical accuracy of the finite 

difference method, it was necessary to find a broblem that had a simple 

analytical solution. The simplest case occurs when the initial dopant 

distribution has a gaussian shape. To match the boundary condition of a 

zero gradient at the surface, it was necassary to consider a unit source 

inside the substrate and its image source outside the surface. The 

initial concentration assumed the form: 

C = c m evp f-fr-z.f 
» 2J.1 . 

+ "f -Iz 
2 S.1 

A! 
it) 
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The analytic solution to this problem is just the superposition of two 

Green's functions: 

Cr JC 

Comparing coefficients, it is seen that 

(1) 

<.:ll 
25 

* * 2 c„ y. •f 31 2 
(?) 

When this analytical solution was compared with the numerical finite 

difference solution, the two agreed to better than 0.002% for the case of 

a mesh of 512 points. It was necessary to make this comparison because 

some other numerical calculations were showing some differences with the 

analytical results of Dr. Moroi. Figure 1 shows the results of the 

calculation, and Table 1 gives the relative errors. 

VI.  RECOMMENDATIONS 

1. An analytical solution to the flashlamp heating is still needed. 

It is important that this work continue. When it does become available, 

it will be necessary to compare the analytical result with a finite 

difference calculation to confirm its accuracy. 

2. In the finite difference approach the the flashlamp heating, 

stability turned out to be a problem. It will be necessary to try a 

different approach to the boundary condition at the surface in the hope 

of eliminating the instability. 
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Table 1. Relative error 
calculation. 

of finite di fference 

distance analytical numerical relative 
error (%) 

0.0 .54227 .54225 .00227 
6.0 .63583 .63583 -.00014 
12.0 .68309 .68311 -.00158 
18.0 .46802 .46802 .00033 
24.0 .18881 .18879 .00281 
30.0 .04431 .04431 -.00001 
36.0 .00604 .00604 -.01743 
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Fig 1. Initial and final dopant distribution 
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Scanning Electron Microscopy of PBO. PBT. and Kevlar Fiber 

by 

Deborah L. Vezie 

SUMMARY 

Samples of Dow PBO (poly-p-phenlyene benzobisoxazole), Celanese PBT 

(poly-p-phenlyene benzobisthiazole), and Dupont Kevlar-PPTA 

(poly-p-phenlyene terepthalaroide) fibers were surveyed by scanning 

electron microscopy in order to correlate fiber structural features with 

varying processing conditions and varying properties. Different fibers 

showed minor morphological differences in the fiber surface and the kink 

band structure, but major differences were found 1n the liquid nitrogen 

fracture surfaces. All PBO fiber fracture surfaces showed some 

"ribbon-like" fibrillar bundles at a scale of 1 to 10ym, similar to 

PPTA, but unlike PBT. Kevlar 49 showed 200-500 nm pleats along the 

length of the fracture surfaces whereas Kevlar 149 did not, indicating 

that Improved modulus of Kevlar 149 may be due to "straightening out" of 

pleats. 
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James W. Wade 

ABSTRACT 

A space-based rail gun has many possible uses, one of 

which is a component of a space-based defense network. 

Stringent pointing requirements are placed on a rail gun to 

be used for this purpose.  Disturbances to the rail gun may 

significantly affect pointing accuracy.  Possible sources of 

disturbances identified in this study include: on-board 

equipment, rail vibrations, environmental torques, and 

slew-induced deformations.  Slewing deformations are studied 

by including the coupling of the slew dynamics with the 

Bernoulli-Euler beam model.  The slewing disturbances are 

modeled, with control methods suggested to overcome the 

resulting pointing errors. 
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1. INTRODUCTION 

1. 1  Backgrgund 

An electromagnetic rail gun is a device which transfers 

electromagnetic energy directly into kinetic energy.  The 

rail gun consists of two parallel rails with a sliding 

armature between them.  A large current travels down one 

rail» across the armature and back up the other rail» 

creating a magnetic field.  This magnetic field interacts 

with the current in the armature to create the driving force 

known as the Lorentz force: see Figure 1. 

Rail guns are capable of accelerating masses ranging 

from a few milligrams to several kilograms with peak 

velocities currently approaching 10 km/s.  Accelerations of 

2 
over 1»000,000 g's have been attained.  However, most 

projectiles tend to disintegrate when experiencing 

accelerations of this magnitude. 

Applications of the rail gun are being considered for 

the acceleration of a variety of projectiles with various 

purposes.  Smaller rail guns which accelerate frozen hydrogen 

pellets may be used to initiate fusion reactions and re-fuel 

fusion reactors.  Larger rail guns which accelerate larger 

masses may be used in space as reaction engines or as a 

space-based kinetic energy weapon as part of a space-based 

6-8 
defense network. 

A rail gun is attractive for these applications since a 
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higher velocity is attainable than by using conventional 

mechanical or chemical methods.  The higher velocity may also 

be attained at a lower cost by electromagnetic acceleration 

than by conventional methods. 

1.2  5pace-Based_Rail_Qyn 

A space-based rail gun could be a component of the 

space-based ballistic missile defense system» and thus would 

have several operational and equipment requirements.  Some 

operational requirements include the firing rate» projectile 

»ass and pointing accuracy of the system.  Equipment 

requirements include the rails and projectiles» a current 

generation source» and target acquistion» tracking and 

pointing equipment. 

The rail gun's effectiveness is dependent upon pointing 

accuracy» which may be degraded by disturbances.  These 

disturbances may come from the operation of on-board 

equipment» the firing of the rail gun» oscillations caused by 

various environmental torques» and slew induced deformations. 

These disturbance sources were studied» under the 

Universal Energy Systems Graduate Student Summer Support 

Program» in a hierarchical fashion, beginning with the 

disturbance sources which have a lesser effect on the rail 

gun and proceeding to those which significantly affect rail 

9 
gun performance.  The primary disturbance source was found to 

result from the rapid slewing of the rail gun and, and 
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therefore is studied  in  detail   in  this   final   report.     Any 

stated  graphs  in  this  report   may be  seen  by  referencing  the 
9 

previous report. 

1. 3    Sßace~Based_Rai.l_Gun_Design 

1.3.1 Per formanee 

Each  projectile of  a  space-based  rail   gun  would  have 

internal   sensors and  control   jets  to perform   final   guidance 

to the target.     The rail   gun  must   have a pointing  accuracy  of 

at   least  5 milliradians  in  order   to get   the projectile  close 

enough   for   this  internal   guidance to be  effective.     The  rail 

gun must  also have a slewing capability of   10 degrees per 

second per  second to efficiently  fire on expected targets.°»' 

1.3.2 Geometry 

The rail gun geometry for the following study will 

consist of the current generation equipment and tracking 

equipment contained in an axisymmetric "black box" coaxial 

with the barrel.  This geometry will reduce the neccessary 

manuevering torques as well as symmetrize the slew induced 

deformations. 

1.3.3 Di men§j. ons 

Approximate measures for the rail gun barrel and 
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surrounding  accessory  assembly  are calculated  here.     From 

this the overall   moments of  inertia are then calculated. 

The rail   gun barrel   consists of  two parallel   rails 

surrounded  by  a  stiff  composite material.     The  length  of  the 

rail   is about   50 meters and  the diameter   about   1  merer. 

Total   mass of  the rail   and  surrounding  material   is about 

30,000  Kg.6'7 

Equipment   for  power  generation,   tracking  and  other 

purposes  is  contained   in  a  cylinder   with  an  outer   diameter  of 

4  meters,   length  of   5.5  meters and  a  mass  of  about   70,000 Kg. 

This cylinder   surrounds  the rail   barrel   and  is  located  at   the 

barrel   mid-point:   see Figure 2. 

Total   moments of   inertia  may  be calculated   from  the 

physical  dimensions of  the rail   gun.     Along the barrel   axis 

the moment  of  inertia is  150,000 Kg-m?  while the other  two 
2 

axes both have moments of inertia of 6,500,000 Kg-m. 
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2. SLEW INDUCED VIBRATIONS 

2. 1  !§£!<3£!?yüd 

Rapid repainting of a space-based rail gun is neccessary 

to fire effectively on several targets.  Since a rail gun is 

not a rigid body» slewing causes vibrations along the entire 

length of the rail gun.  Deformations resulting from these 

vibrations create boresight pointing errors in the rail gun. 

These deformations may be calculated by solving the 

equations of motion for a space-based rail gun.  The 

equations of motion are presented in matrix form to 

accommodate any number of desired modes of vibration.  The 

rail gun» shown in Figure 2» consists of a central cylinder 

with two appendages extending in opposite directions. 

Only the first mode of vibration is studied to simplify 

the computations» giving an order of magnitude approximation 

of the slew induced vibrations. 

2.2 ibser.* 

The elastic deflections» u<s»t>» at any point on the 

rail gun barrel are given in terms of generalized 

coordinates» z^Ct)» and the mode shapes» dl^(s)» of the rail 

gun barrel. 

u'Cs,t) *£$; (s)z. (t) (2.1) 
»it  *   * 
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By adapting the four-spoke spacecraft model» found on 

pages 134-170 of Junkins and Turner»  to the case of two 

symmetric fore and aft barrel sections» the kinetic energy 

may then be found at any point and expressed as: 

T = l/2<I„llK+ 2I.__  )8
2  + 1/26^L><M,.! - H. .)z.l. Hub   App. £y*p 13    13  1 j 

°tneA i/:5>I>Mi.ziz. + B2.n„_i. <2.2) 
in;» 

3   3., 

3""' 
where    I«__" P£i£_±_!s2 r_r.«2 

M . . ■ 2o\<D..<s) (JhCsJds 
V 

M.. ■ 2ft I CO + L) 2- s23diÖ4 ÖJids l^i^jdi 
ds  4 s 

rl       » 2p \ s(j).(s)ds 
'r 

r       = Distance of  the  attachment   point 
of  each  barrel   half   from the 
system center  of  mass 

L       * Length of  each  barrel   half. 

In  a similar   fashion»   the potential   energy  may be 

expressed  ass 

V  »   1/22^K • .z .z . (2.3) 

where K       »  2E 

'r 

By elimination  of  higher  order   terms»   the energies may 

be simplified  and  expressed   in  matrix   form» 

. T      *     . 
T     «     l/2Cx>   CM   Kx> (2.4) 

V  ■  l/2<x>TCK*3<x> <2.5) 
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where M - m 
CM*] = 

CK 3 = 

Hub   Apo 

fM" "cFTa- 

0 
rxr 

Another implicit simplification of this configuration is 

the permissibility of assuming antisymmetric mode shapes for 

each half of the barrel» as well as no shift of the system 

center of mass during deformation. 

This leads to the linearized equation of motion of the 

slewing rail gun barrel: 

CMHx>   ♦   CKKx>   ■   CPKv> (2.6) 

where <v> 
»el 

u ex 

CP] 1 2     ...   2 20   +  L) 

0 2<|>j,x  .... 20 

0 2<J>*,x    2<t>J,x       20. 

The vector v is composed of a moment u » applied at the 

center of the rail gun barrel» and r. moments applied at 

locations along the barrel length.  The last element» F, is a 

force at the very end of the barrel applied perpendicularly 

to the barrel. 

The upper right element of the P matrix, <r + L), is the 

moment arm of the force applied at each end of the barrel. 
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The $. of the matrix are the mode shape functions evaluated 

at the end of the barrel.  The <j). ,x are the derivatives of . 

the mode shapes ("mode slopes") with respect to x» evaluated 

at the location of the j—moment along the rail gun barrel. 

The mode shapes employed ("assumed modes") are the 

static modes for simplicity» which are determined by solving 

the general expression for transverse beam vibrations» 

equation (3.3): 

il fl u. + ©Atf u, ■ 0 
Y1    ? $"t2 (2.7) 

The general   expression   for   the spatial   factor»   (j).(s)»   of 

equation   (2.1)   for   transverse  beam vibrations  is given  by: 

0.   ■ C.sinb.L + CLcosb.L e C.sinhb.L + C.coshb^L 1 h       X 2i       X 3i * 4i X 

(2.8) 

By applying the end conditions for a cantilever beam to 

the solution of the general expression» the mode shapes are 

determined to be: 

(Ö. « K.(coshb.x - cosb.x) - Ti   x     i       i 

iSLSffeUr-l-SSlhbiLl   (»inhb  x  -  sinb  x) 
(sinb.L ♦ sinhb.D * x 

1 x (2.9) 

Values of b.L are determined by solutions of 

cos(b.Li:osh(b.L) ■ -i.  The values for the first four modes 
l       1 

of vibration *r^  listed below. 
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i b.L 
l 

1 1.875 
2 4.694 
3 7.855 
4 10.996 

2.3     Ei£§£_Etede_Resp.onse 

Because only  the   first   mode  of   vibration   is studied 

here»   the matrices  in  the equations of  motion  become scalars» 

thereby  simplifying  the equations  of  motion. 

JO  +  M_  x  ■  u     +  50F (2.10) 

M    9  +  Mz   +  Kz   - 201P (2.11) 

To  minimize  slewing   time  and  permit   the  use of   on-off 

end  thrusters»   the torque  is  applied   in  the manner   known  as 

bang-bang.     A constant   torque  is  applied  in  one direction  to 

create  the maximum possible angular   acceleration.     A reverse 

torque  is then  applied   in  the  opposite direction  in 

mid-maneuver»   to arrive  at  the desired  pointing  angle. 

Slew  induced  deformations  and  pointing  errors  ikr* 

studied   for  bang-bang  control   applied  by three  different 

techniques.     One  technique employs only   forces  at   the  end of 

the rail   gun barrel.     The second  technique utilizes  a moment 

at   the center  of   the  rail   gun   length   in  addition  to  the  end 

forces.     A third  method  uses  structural   rate   feedback  damping 

forces  in  addition  to the central   moment  produced  by 

structural   acceleration   feedback. 
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2.3.1     Bgayi r_gd_E§r.formane e 
* 

Two pointing maneuvers have been investigated.  In the 

first» the angular change for the maneuver is 10 degrees» and 

in the second, a slew of 1 degree is performed.  A 200 

millisecond slew time has been chosen, determined by the 

required firing rate of four shots per second.  Each shot 

lasts about 10 milliseconds» leaving 200 milliseconds between 

shots for recharging and repointing procedures, with an 

additional 40 milliseconds buffer, to allow for structural 

damping. 

All graphs referred to are actually composed of two 

separate graphs: a and b.  Graph a refers to plots for a 1 

degree slew.  Graph b refers to the 10 degree slew. 

2.3.2 §lewiQg_yLSh_Iüd_E2L££S_9rily. 

The application of end forces at the end of the rail gun 

barrel produces deformations of the barrel.  Pointing 

inaccuracies of the undeformed state of the rail gun barrel 

also occur depending on the method used to determine the 

switching time. 

A switching time determined by an open-loop method of 

half the total slew time produces the largest pointing 

errors.  The closed-loop method determines the torque switch 

by the detected crossing of the optimal switching surface 

relating angular attitude and rate.  For a rest-to-rest slew 
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the switching surface is obtained by first normalizing state 

and force amplitute» then using tht doubl e integrator 

solution» such as found on pages 193-201 of Junkins and 

Turner.   The resulting switching surface is: 

8 - JQ2 (2.12) 
1ÖÖV av max 

Since the actual angle and angular rate are used» a 

smaller pointing error is to be expected» but the feedback 

approach has not been implemented in the present study. 

The equations of motion for the open-loop method may be 

written as: 

J8 + MQzz' « 50F (2.13) 

CM - M gj'i   + Kz » C2(J)1- 50MQz)F (2.14) 

J~ J 

where F will have a bang-bang profile for either the open 

loop or the closed loop approaches.  Equation (2.14) may then 

be solved first» from which the distortion on the boresight 

dynamics induced by the second term of equation (2.13) can 

then be confuted: see Graph 9. 

Plots of the deformation and nominal pointing angle 

throughout the slewing time» and for 40 milliseconds after 

the slew is completed» appear in Graphs 10 and 11 

respectively. 

2.3.3 §lgaiQfl_üi*b_SüÖ_Forc.e3_anä_£entr ai_Mgment 

Pointing error correction is effected if a central 
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moment can be applied in addition to the end forces.  Such a 

central moment must be controlled in such a manner as to 

T 
eliminate the MQZZ term in equation (2.9).  If possibile» 

this would be done by commanding a hub torque» given by 

equation (2.15)» by structural accelerometer feedback. 

ur = MQZ Z (2.15) 

The rail gun boresight then follows that of an 

equivalent rigid body during rotation» with the equations of 

motion becoming: 

J9 » 50F C2.16) 

MQz8 + Hi  + Kz = 2$1F (2.1/> 

Plots of the end point deformations and nominal pointing 

angle appear in Graphs 10 and 11.  A plot of the central 

torque required appears in Graph 12» to determine the 

required torque magnitude and bandwidth. 

2.3.4  Dameing_Force_AQQ1ication 

In either of the previous cases» the line of sight 

angle» BL0S' 
iB 9iv*n bv: 

8LOS * 8 +   d)iir;±L2sL <2.IB> 
r + L 

If the central moment can be applied then the nominal 
* 

pointing angle» G» becomes equal to the target angle at the 

end of the bang-bang control force» and remains so.  If only 
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the bang-bang end control is supplied, then 8Ctf) is 

erroneous» as may be seen in Graph 11.  In both cases, 

however, the residual jitter, proportional to the modal 

deformation rate, distorts the post-slew line of sight: see 

Graph 13. 

Additional structural rate feedback damping forces, Fj , 

at each end ar^  then needed, given by: 

Fd - -2T"1(|I"1Mz (2.19) 

Where T is the desired time constant of the residual jitter. 

The equivalent equations of motion, for bang-bang end 

forces and a central torque given by equation (2.14), as well 

as structural damping forces according to equation (2.18), 

takes the form: 

J8 » 50F (2.20) 

M x + 200Mz + K  z ♦ hQ8 • 20,F (2.21) 

The desired jitter time constant, T, was chosen to be 10 

millseconds, which is the expected transit time of the 

projectile in the barrel.  The resulting damping end forces 

appear in Graph 14. 

End point deformations appear in Graph 10, along with 

the results from the previous maneuvering methods.  The 

nominal pointing angle is identical to the case when a 

central torque is supplied: see Graph 11.  The line of sight 

pointing angle appears in Graph 13 for each of the 

maneuvering methods investigated. 
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2.4    Results 

The method  of  applying  only end   forces»   in  the open-loop 

case,   produces  large steady state pointing  errors of 

approximately 5 milliradians  for  a  1  degree slew and 50 

milliradians  for  a   10 degree slew,   even  after  settling  of  the 

jitter-induced error.     The central   moment  method  produces no 

such steady-state error.     However,   the required  central 

moment   is much  larger   than could ever  be achieved by a hub 
7 

torque actuator,   on  the order  of   10    N-m   for  a   10 degree 

slew,   and   lCr   N-m  for   a  1  degree slew. 

Since the required hub  torque  is   found to be too large, 

additional   torque actuators u    may be used along the barrel 

to distribute the required torque per  actuator.     A higher 

dimensional   model   is then needed,   since other  structural 

modes may thereby be significantly excited. 

By comparing  the results  in Graph   10,   it   is apparent 

that  control   with  and  without  a hub  torque produce 

deformations which  result   in  errors on  the same order  of 

magnitude as the 5 milliradians allowed   for  a space-based 

rail  gun. 

A  10 degree slew produces end point  deformations 

corresponding to angular  errors of  approximately  10 

■illiradians at  the end of  the slewing maneuver,   whether  a 

central   toque  is applied  or  not.     40 milliseconds after   the 
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slew is completed» these angular errors become 10 

milliradians for the end force only method» and 7 

milliradians when the central torque is applied. 

For a 1 degree slew» the results are similar, but 

smaller in magnitude.  Angular errors of approximately 1 

milliradian exist at the end of the slewing maneuver, whether 

a central torque is applied or not.  40 milliseconds after 

the slew is completed, these angular errors become 1 

milliradian for the end force method, and .7 milliradians 

when the central torque is applied. 

By applying damping forces, the deformation errors are 

reduced nearly to zero at the end of the slew.  The errors 

remain nearly zero for all time after the slew is complete. 

Since the required damping tip forces MV  very large, as seen 

in Graph 14, the desirability of additional actuators u 

along the barrel is again evident, to distribute the total 

damping force per actuator. 

2.S Summary 

Pointing  errors produced by slew  induced  vibrations of  a 

space-based rail  gun are substantial   if only rigid body 

control   is used.     When structural   control   is also applied, 

the method of applying a central  moment  together  with 

structural   damping control   eliminates the  line of  sight 

pointing angle errors.     This requires,   however,   a very  large 

central  moment  correction,   and a very  large structural   rate 
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damper.  This can be alleviated if intermediate structural 

torque actuators are also used to distribute the required 

slew torque compensation and structural damping. 

A more precise analysis will include natural structural 

damping» enhanced by proper choice of structural materials» 

or else by use of passive damping by means of incorporation 

of viscoelastic coatings.  This will reduce the active 

control requirements. 

Moreover» since the maximum angular rate in the 10 

degree slew case is 1.46 radians/second» the equations of 

• 2 
notion should include the "gyroscopic damping" factor, 8 , 

neglected in the present linearized model. 

The slew torque and structural controls, given by 

equations (2.15) and (2.19), can be replaced by weaker as 

veil as lower bandwidth controls, proportional to the 

commanded slew jerk rate.  This will correct boresight 

pointing after decay of a transient, as recently proposed. 

The passive damping augmentation, slew feedforward 

control, and nonlinear dynamic model topics mentioned here 

are beyond the scope of the present investigation. 
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3. CONCLUSIONS 

The rail gun's effectiveness is dependent upon pointing 

accuracy» which may be degraded by several disturbance 

sources.  Disturbances of increasing magnitude and concern 

come from: operation of on-board equipment» the firing of the 

rail gun» oscillations caused by various environmental 

torques» and by slew induced structural deformations. 

Disturbances resulting from several of these sources have 

been found to be either neglible or easily controllable» yet 

tie slew-induced vibrations were seen to require correction. 

Neglible disturbances were found to result from the 

expected equipment operation characteristics» while easily 

controllable disturbances resulted from firing and 

environmental torques.  The firing vibrations may be 

prevented by surrounding the rail with a stiff» composite 

material.  Environmental torques were found to be very small» 

yet produce very large» slow oscillations.  These 

oscillations are of primary concern while the space-based 

rail gun is in orbit» and are managed by standard spacecraft 

attitude determination and control methods not discussed 

here.  During rail gun operation» maneuvering torques were 

found to overpower these environmental torques. 

Vibrations which *r^  caused by the rapid slewing of a 

space-based rail gun were shown to produce large 

line-of-sight pointing errors» if a rigid body model is used 

for slew command generation.  To prevent these errors» large 
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correcting torques and forces are  required if fast 

retargeting is attempted.  The magnitudes of the correcting 

torques and forces are not attainable from single actuators. 

However, the required effort from each actuator can be 

reduced by distributing several structural actuators 

throughout the rail gun.  The study of distributed actuators, 

as well as various alternative slew command generation and 

damping techniques, are topics reserved for further study. 

The slew-induced Reformations may be graphically seen in 

the thesis previously mentioned.  Deformations for various 

slewing techniques, slew angle and slew time may be 

interactively visualized by use of a BASIC program for an 

Apple computer available at eitheri Universal Energy Systems, 

Dayton, Ohio, or ARBC Divsion, c/o Cpt. Bob Hunt, Air Force 

Weapons Laboratory (AFWL), Kirtland Air Force Base, 

Albuquerque, New Mexico.  Another interactive program exists 

on the IRIS Silicon Graphics computer at AFWL/ARBC.  Video 

tapes of the silicon graphics simulation are  available at UES 

and at AFWL/ARBC. 
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Hole Diameters In Plates Impacted by Projectiles 

by 

Randall F. Westhoff 

ABSTRACT 

During my research period at the Armament Laboratory, 

I evaluated the hole diameter and rod loss models of SPADE, 

a program designed to calculate the damage to an array of 

spaced plates impacted by a projectile. Comparison with 

actual test data showed that the hole diameter model was 

only accurate under certain impact conditions. Using 

experimental data and curve fitting techniques, I was able 

to modify the hole diameter model to achieve greater 

fidelity over a broad range of test conditions. The only 

available data on rod loss was from the original report 

which suggested the rod loss model currently used by SPADE. 

This report also verifies the accuracy of this model. 
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I.  llTTPOPUgTIQN: 

One of the functions of the Analysis Branch of the 

Armament Laboratory at Eglin AFB is to assess the 

vulnerability of air, space, ground mobile, and fixed 

targets under various modes of attack. There is currently 

a great deal of effort being directed towards estimating 

kill probabilities for kinetic energy weapons against SDI 

targets. This requires algorithms like SPADE to calculate 

the damage to SDI targets when impacted by a projectile. 

These algorithms use both theoretical and experimentally 

based models to predict damage to various components of 

each target. Statistical procedures are then used to 

generate kill probabilities from these damage estimates. 

The accuracy of these kill probabilities is directly 

related to the fidelity of each of the models that goes 

into the overall algorithm. Therefore, it is necessary to 

develop models that accurately predict the experimental 

data available. 

My educational background is centered in the area of 

pure mathematics, especially complex analysis. I have also 

had several courses in applied areas such as mathematical 

statistics, numerical analysis, and computer science. 

These skills made it possible for me to do experimentally 
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based evaluations and modifications of vulnerability models 

with only a minimum amount of background study. 

II.   OBJECTIVES OF. THE RESEARCH EFFORT: 

My assignment as a participant in the 1987 Graduate 

Student Summer Support Program (6SSSP) did not carry with 

it any specific research goals. I was placed under the 

direction of George Crews, Chief of the Analysis Branch at 

the Armament Laboratory. For a period of about three 

weeks, I worked with David Syse of the Vulnerability 

Assessments group. During this period I became acquainted 

with the work being done in this area and did some small 

programming tasks. 

For the remainder of my assignment, I was placed under 

John Gagliano, head of the Space Targets Group of the 

Analyses Branch. My objective was to evaluate and if 

necessary modify the hole diameter and rod loss models of 

SPADE, a program designed to calculate the damage to an 

array of spaced plates impacted by a projectile. The SPADE 

algorithm was developed by Science Applications 

International Corporation (SAIC) so I worked out of their 

office in Shalimar. After a review of the available data 

it was found that the hole diameter model was only accurate 
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under    certain    impact    conditions. Therefore,     the 

improvement of  this model  became the primary objective  of 

my research effort. 

III. 

a. In order to evaluate the rod loss and hole diameter 

models of SPADE, I began by researching the literature and 

gathering experimental data. The data for rod loss was 

limited almost exclusively to the report of Baker (1969) . 

This report is also the source of the rod loss model used 

by SPADE. Over this range of data, the rod loss model 

suggested by Baker (1969) is reasonably accurate. For this 

reason no attempt was made to modify SPADE'S rod loss 

model. I was, however, able to obtain a large amount of 

data on hole diameters in plp.tes impacted at normal angle 

by a projectile from the reports of Baker (1969) and Payne 

(1965), and from a database maintained by SAIC. Comparison 

of this data with SPADE's hole diameter model suggested 

revisions of the SPADE model would be needed. 

The model for hole diameter in plates impacted at 

normal angle by a projectile currently bjing used by SPADE 

is a modified version of the model proposed by Baker (1969) 

and is given by 
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D/d - 1 + (Dinf/d - 1)(1 - exp(-kt/d)) (1) 

where D is the hole diameter, d is the projectile diameter, 

t is the plate thickness, k is a material dependent shape 

factor, and D^nf is the diameter of a crater made under the 

same impact conditions assuming the plate has semi-infinite 

thickness. The shape factor k was set to 1.5 independent 

of materials. The formula for D^nf is based on a formula 

for penetration suggested by Payne (1965) and the 

assumption that the crater diameter is twice the 

penetration.  This leads to the relationship 

Dinf/d = (pp/pt)
1/3(PpV2/(#024B))l/3 . oinf/d >= 1  (2) 

where pp is the projectile density (g/cc), pt is the target 

density (g/cc), v is the impact velocity (km/sec), and B is 

the Brinell hardness of the target material. 

The overall form of equation (1) seemed theoretically 

sound in the sense that the hole diameter approaches the 

projectile diameter for very thin plates and for very thick 

plates the hole diameter approaches D^nf. The exponential 

variation of the hole diameter with respect to plate 

thickness also seemed reasonable when compared to actual 

test data. For these reasons equation (1) was retained 

with only one modification which shall be explained later. 
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The model for crater diameter in semi-infinite targets 

given by equation (2) was found to incorrectly take into 

account the projectile-to-target density ratio (p_/pt). 

This results from the assumption that the crater diameter 

is twice the penetration for all impacts when in reality 

craters are generally only hemispherical for like material 

impacts of spherical projectiles. Comparison with test 

data for spherical projectiles from Payne (1965) showed 

that the formula in equation (2) overpredicted D^nf/d when 

Pp > pt and underpredicted D^nf/d when pp < pt. This is 

illustrated in figure 1. Data for long rods from the 

report of Baker (1969) showed an increase in crater 

diameter as the length-to-diameter ratio (L/d) of the 

projectile increased. Taking these factors into account an 

equation of the form 

Dinf/d * Ci(Pp/Pt)C2 U-5 L/d)c3 X 

(Pp/Pt)
1/3 (Ppv

2/( -024B)) V3    (3) 

was found to better predict crater diameters in semi- 

infinite targets. 

Since the SPADE algorithm assumes all projectiles are 

cylindrical, spheres were modeled as cylinders with L/d - 

2/3. With this convention equation (3) reduces to the 

following equation for like material impacts of spherical 
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projectiles. 

Dinf/d = c1(ppv
2/(.024B))1/3 (4) 

The constant c^ was set to .91 to bring equation (4) and 

thus equation (3) in line with data for like material 

impacts of spherical projectiles. Values for c2 and c3 

were determined by using curve fitting techniques and 

experimental data primarily from the reports of Baker 

(1969) and Payne (1965). This gave the values c2 ■ -0.445 

and c3 « 0.2. With these values equation (3) reduces to 

the expression 

Dinf/d - .91(pt/pp)-
112(1.5 L/d)'2(ppv

2/(.024B))1/3.  (5) 

Data from impacts involving 11 different projectile 

materials and 10 different target materials in various 

combinations were used in the above data fit. A comparison 

of the crater diameters for these impacts and the values 

predicted by equation (5) is given in figure 2. 

Having established a reasonably accurate formula for 

crater diameter in semi-infinite targets, I turned my 

attention to the development of a formula for the material 

dependent shape factor k in equation (1). Solving for kt/d 

in equation (1) gives the expression 

kt/d - -ln[l - (D/d - l)/(Dinf/d - 1)].     (6) 
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Figure 2: Diameter versus predicted diameter for a wide 

variety of projectiles and semi-infinite target 
materials, velocities ranging from 2.75 to 8.0 
km/sec, and length-to-diameter ratios between 
.08 and 10. 
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Using the values for D^nf/d predicted by equation (5) and 

data from the report of Baker (1969) and a database 

maintained by SAIC, it became apparent that the right side 

of equation (6) was not varying linearly with t/d for data 

from tests with varying plate thicknesses but the same 

projectile and target materials. Raising t/d to the 2/3 

power in equations (1) and (6), however, alleviated this 

problem. I then proceeded to test several formulas for 

determining k. Using curve fitting techniques and 

carefully studying trends in the data, it was found that 

the formula 

k - .46(B/pp)-
29 (7) 

was the most reliable in predicting values for k with only 

one exception.  For targets of silica phenolic, I recommend 

using k ■ 2. 

In summary, the model developed for hole diameters in 

plates impacted at normal angle by a projectile is given by 

the formula 

D/d - 1 + (Dinf/d - 1)(1 - exp(-k(t/d)2/3}    (8) 

where D^nf/d is given by equation (5) and k is given by 

equation (7). 
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b. The model for hole diameter described in equation (8) 

was found to accurately predict test data over a reasonably 

broad range of impact conditions. A comparison of the data 

from impacts of 18 different material combinations and the 

hole diameters predicted by equation (8) is given in figure 

3. This represents a significant increase in fidelity over 

the current SPADE hole diameter model. 

IV.   RECOMMENDATIONS; 

a. I recommend that the hole diameter model described in 

equation (8) be incorporated into the SPADE algorithm. The 

convention of modeling spherical projectiles as cylinders 

with a length-to-diameter ratio of 2/3 should also be 

adopted. 

b. Although a reasonable amount of experimental data was 

available for this study, it was not sufficient to cover 

the desired range of impact conditions. Very little 

comprehensive data is available for impacts at velocities 

greater than 6 km/sec, impacts at oblique angles, and 

impacts with nonzero projectile yaw. Data for a wider 

variety of target and projectile materials, plate 

thicknesses, and projectile length-to-diameter ratios would 

also be useful. A comprehensive test program should be 

developed to fill these and other gaps in existing data. 
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Figure 3:  Diameter versus predicted diameter for several 
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ranging from j to 8 km/sec, plate thicknesses 
ranging from .25 to 4 (in projectile diameter 
units), and length-to-diameter ratios between 
.08 and 10. 
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HUMAN RES. 3NSE TO PROLONGED MOTIONLESS SUSPENSION 
 IN FOUR TYPES OF FULL BODY HARNESSES  

by 
Terrl Wllkerson 

ABSTRACT 

The ability to withstand prolonged suspension while being restrained by 

fall protection harnesses 1s of vital Interest to occupational safety.   A 

fallen worker may be suspended In a fall protection harness for an 

Indefinite period waiting for rescue.   This experiment was conducted using 

volunteers to evaluate the relative capabilities of four types of full body 

harnesses (FBH) to provide occupant body support and restraint during 

post-fall suspension.   A series of 42 randomized tests were conducted to 

evaluate the physiological effects and subjective responses to prolonged, 

motionless suspension In four different designs of FBH.   Measured 

physiological parameters Included blood pressure, heart rate, and 

respiratory rate.   Subjects were passively suspended In each of the four 

harness configuration«» until subjective tolerance was reached prompting the 

subject to request termination of the test or until symptoms developed 

which prompted a medical decision to end test.   Nonpar metric analysis of 

the test durations was conducted using Wllcoxon pal red-replicate rank test. 

Subjective symptoms which prompted test termination were analyzed for the 

relative occurrence frequency In each harness configuration.   Based upon 

suspension duration and subjective response data, the FBH-C appears to be 

the superior harness configuration.   The median duration period In FBH-C 

was 28.36 m1n with symptoms of nausea and changes 1n thermal sensations 

occurring most frequently as the reason for test termination.    FBH-D 
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suspensions had a median duration of 26.66 mln and FBH-B had a median time 

of 18.36 m1n, with 11ght-headedness and nausea for both harness designs 

most often ending a test.   Motionless suspension 1n FBH-A lasted a median 

duration of 17.05 m1n with the primary symptoms of nausea, change In 

vision, and decreased heart rate terminating most tests. 
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I.    INTRODUCTION 

The U.S. Department of Labor, Occupational Safety and Health 

Adrnlni strati on (OSHA) 1s now developing new regulations governing the 

design of fall protection equipment. OSHA has asked the Harry G. 

Armstrong Aerospace Medical Research Laboratory (AAMRL) to Investigate 

several specific issues where additional data is essential to the 

establishment of fall protection harness standards. The relative 

capability of various full body harnesses (FBH) configurations to 

provide occupant support during prolonged post-fall suspension is 

currently under study. 

The ability to withstand prolonged suspension is of vital 

Interest to occupational safety since a worker may be suspended in a 

harness for a considerable time period waiting for rescue. 

Complications stemming from prlonged suspension may range from nausea, 

Hght-headedness, changes In vision, respiratory difficulty, and 

cardiac dysrhythmlas 1n a conscious Individual to more serious cardiac 

dysrhythmlas and possibly even death 1n Individuals who have lost 

consciousness due to suspension or who were unconsicous prior to or as 

a result of the fall. 

Research previously conducted In the area of occupant protection 

during prolonged suspension Is limited.   The earlier researchers who 

studied human tolerance to suspension observed similar physiological 

effects.   The effects Include:   extremity numbness; abdominal, 

shoulder, or groin pain; respriatory difficulty; nausea; light- 
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headedness; a variety of cardiac dysrhythmias; and loss of 

consciousness. 

II. OBJECTIVES OF THE RESEARCH EFFORT 

This experiment Is the second phase of human prolonged suspension 

studies conducted at AAMRL. The first phase of this study compared 

the relative capabilities of three extremely different fall protection 

harness configurations. Analyzed 1n this Initial study was the body 

belt, chest harness, and full body harness. The full body harness was 

determined to provide the optimal support and safety to the user. 

While only minor differences exist among the designs of body belts and 

chest harnesses commerically prcJuced, major differences exist 1n full 

body harness designs available to Industry. These FBH configurations 

differ In strap design, occupant position upon suspension, and load 

distribution. This current study will analyze four designs of FBH and 

will determine the optimal configuration 1n terms of support and 

safety to the occupant. Motionless suspension was chosen to be 

evaluated since It would probably be the least tolerated 

physiologically and have effects that are potentially life 

threatening. Motionless suspension would occur If the harnessed 

occupant is unconscious or unable to move his extremities due to 

Injury. 

The null hypothesis that was evaluated 1n the experiment was that 

there 1s no difference In the suspension duration tolerated by 

occupants of the four harness designs. 
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III.   TEST EQUIPMENT 

Four types of full-body harnesses were evaluated.   The harnesses 

were coded as FBH-A, FBH-B, FBH-C, and FBH-D.   All FBH are similar to 

the parachute harness design. 

FBH-A was manufactured by Research and Trading Corporation, 

Style No. 425.   This harness Is constructed of 1 3/4 Inch wide straps 

encircling the torso and the upper thighs.    A strap 1n the back 

functions as a buttock sling and connects the two thigh straps.   A 

D-r1ng 1s used to attach a fall arrest lanyard and 1s usually located 

between the shoulder blades of the occupant. 

FBH-B was manufactured by Miller Eqlupment Division, Style No. 

8095.   This harness was constructed with 1 3/4 Inch wide straps with 

rubber rings at each hip area.   All straps:    shoulder strap, waist 

belt, thigh strap, and buttock sling converge at the rubber hip ring. 

The waist belt fastens 1n the front with a standard buckle with the 

posterior section of the belt generally not load bearing.   A D-r1ng 1s 

used to attach a fall arrest lanyard. 

Rose Manufacturing, Inc. designed the FBH-C (Model 502700). 

The most striking difference In design of this harness from the others 

Is the shoulder straps (1 3/4 Inch width) are contlnuus as the waist 

strap.   The joint shoulder straps are connected by another strap which 

crosses Itself and enters a metal chest ring.   The front shoulder 

straps also travel down past the axilla to a metal hip ring and around 

the front to the metal chest ring.   A load bearing buttock sling 1s 

continuous with the thigh straps.   Also the D-rlng 1s attached to the 
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shoulder straps and the shoulder straps are then configured through a 

large plastic spreader.   This configuration spreads the shoulder 

straps out the most over the front and back of the occupant as 

compared to the other harnesses. 

FEH-D Is manufactured by DB Industries, Inc., Style No. LS 1631. 

The shoulder straps (1 3/4 Inch width) travel down the chest and are 

connected with a non-crossing connecting strap across the chest.   Two 

metal 0-r1ngs rest at the hip area and all straps:    thigh, buttock 

sling, anterior and posterior shoulder straps converge at the 0-r1ng 

on the apropriate side.   The thigh straps, continuous with the buttock 

sling, travel from back to front through the groin area, loop through 

the 0-rlng and buckle In the front groin area.   A D-r1ng 1s used to 

attach a fall arrest lanyard and Is usually located between the 

shoulder blades of the occupant. 

Each harness was snugly fitted to the subject but not to the 

point where the range of extremity motion or torso movement was 

restricted.   This ensured subject safety as well as meeting work 

mobility requirements. 

An ANSI A10.14-75 approved, six-foot long nylon lanyard with a 

non-1ocklng snap hook at each end was used to suspend the subjects. 

One snap hook was attached to the D-rlng of the harness and the other 

was connected to a steel cable of a hoist.   A hoist control box was 

operated by the equipment safety officer to raise and lower the test 

subject. 
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IV. TEST PROCEDURES 

Nine males and one female voluntarily participated as subjects 

1n this test program. The subjects were all members of the AAMRL 

Impact Acceleration Stress Panel. All subjects successfully completed 

an Intense medical screening evaluation. 

Informed consent was provided by all subjects on an ongoing 

basis during the test program. Prior to each test the subject was 

briefed on procedure and potential of medical risks. The subject 

signed a witnessed consent form plus the medical monitor stressed that 

any subject was free to withdraw from testing at any time for any 

reason. 

The test conductor for each test completed the following tasks: 

1. Inspect harness and hoist mechanism. 

2. Conduct manikin trial suspension employing an 

anthropomorphic dummy designed to represent a 95th 

percentlle (weight) adult male. 

3. Prepare data sheet and test Instrumentation. 

4. Secure the area. 

5. Brief the subject on test protocol. 

6. Harness subject and ensure mobility. 

7. Instrument subject and record baseline physiological values. 

8. Complete pre-test photo. 

9. Collect baseline physiological data. 

10. Initialize voice recorder and Holter EKG system. 

11. Suspend subject. 
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12. Complete test photo. 

13. Collect physiological data every two minutes and subjective 

data every five minutes. 

14. End suspension by physician or subject request. 

15. Collect post-test data. 

Physiological parameters measured Included peripheral blood 

pressure, respiratory rate and EKG.   The blood pressure was taken 

employing an automatic sphygmomanometer which measured systolic/ 

dlastollc, mean arterial pressure and heart rate at two minute 

Intervals.   The respiratory rate was measured using a nasal 

thermistor.   The EKG data was recorded with redundancy to ensure a 

comprehensive evaluation of the electrocardiograph^ waveform.   A 

Holter EKG monitor and a Hewlett-Packard EKG telemetry unit were both 

used to monitor heart rate and potential cardiac dysrhythmlas.   The 

EKG telemetry data were transmitted to a strip-chart recorder and were 

used primarily by the medical monitor to evaluate the heart rate 

before, during, and after the test.   The Kolter EKG monitor recorded 

data on a cassette tape which were later analyzed by microcomputer. 

At five minute Intervals 1n the experiment, the subject's 

response to a qualifying condition questionnaire were recorded on a 

cassette tape recorder.   The series of questions was designed to 

provide data on the subject's perception of Ms fluctuating 

physiological state and additional physiological data.   The questions 

surveyed the frequency of symptoms of extremity paretheslas (numbness/ 

tingling), nausea, Ught-headedness, respiratory difficulty, detection 3 

of any pain or discomfort and location of strap pressure. jj 1 
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The subjects were instructed to remain motionless during the 

experiment.   The test was terminated when the subject reached his or 

her subjective tolerance or when symptoms appeared which required a 

medical decision to end the suspension. 

The heart rate data was analyzed by creating data files and 

producing graphical plots utilizing the Vax computer. 

The suspension-duration data were statistically analyzed using 

the Wilcoxon paired-replicate rank test assuming a 90% confidence 

level for a two-tailed test. 

V.   RESULTS 

Forty-two experiments with ten volunteers were performed.   Table 

1   presents the median and range of the suspension duration for each 

of the harnesses tested.   The data shows FBH-C was tolerated for the 

longest median period of suspension (28.36 min) followed closely by 

FBH-D (26.66 min).   FBH-B and FBH-A observed median times of 18.36 min 

and 17.05 min respectively.   Therefore, the Wilcoxon paired-replicate 

rank test revealed statistically significant differences 1n the 

suspension durations in only two of the pairs:    between FBK-A and 

FBH-C and between FBH-A and FBH-D. 

TABLE 1 

SUMMARY OF SUSPENSION DURATION DATA 

FBH-A     FBH-B FBH-C FBH-D 

Total Number of Tests    10      10       10        10 

10.2      4.33 
to       to 

49.8      60.00 

Median Duration (min)        17.05 18.36 28.36 26.66 

100-11 

Range of Durations (min)  3.47 5.5 
to to 

32.00 37.5 
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Table 2 lists the symptoms which were primarily responsible for 

test termination of a particular suspension.   The most frequent reason 

for termination 1n FBH-A was attributed to the feeling of nausea. 

Light-headedness, changes 1n vision, and a decreasing heart rate also 

frequently ended a FBH-A test.    Suspensions in FBH-B were ended most 

often due to nausea and light-headedness.   Tests in FBH-C ended most 

frequently due to nausea.   Nausea also ended the most tests in FBH-D. 

Suspensions 1n FBH-D were frequently terminated due to Ught- 

headedness as well. 

TABLE 2 
SYMPTOMS RESPONSIBLE FOR TEST TERMINATION 

SYMPTOMS FBH-A FBH-B FBH-C FBH-D 

Test Time Limit (60 min) 0 (0) 0 (0) 0 (0) 1 (10) 

Nausea 3 (30) 5 (50) 4 (40) 5 (50) 

Light-Headedness 2 (20) 3 (30) 0 (0) 4 (40) 

Change in Thermal Sensation 0 (0) 0 (0) 3 (30) 2 (20) 

Change in Vision 2 (20) 1 (10) 0 (0) 1 (10) 

Strap Pressure:   Groin 1 (10) 0 (0) 0 (0) 0 (0) 

Strap Pressure:   Buttocks 0 (0) 0 (0) 1 (10) 0 (0) 

Generalized Discomfort 1 (10) 0 (0) 0 (0) 0 (0) 

Muscular Fatigue (Back) 0 (0) 0 (0) 1 (10) 0 (0) 

Limb Paresthesias 1 (10) 0 (0) 2 (20) 1 (10) 

Lower Limb Discomfort 0 (0) 2 (20) 1 (10) 1 (10) 

Respiratory Difficulty 0 (0) 1 (10) 1 (10) 0 (0) 

Decreased Heart Rate 2 (20) 2 (20) 2 (20) 1 (10) 

Pallor 0 (0) 1 (10) 0 (0) 0 (0) 

Drowsiness 1 (10) 0 (0) 0 (0) 0 (0) 

NOTE:   FBH « Full Body Harness 
Data Format * Number of reports (percentage) 
Multiple symptoms may have contributed to test termination. 
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A medical decision to terminate a suspension occurred most 

frequently 1n FBH-B while voluntary termination of a test occurred the 

most In FBH-C.   Table 3 presents these findings.   A medical decision 

to end a test was most often due to a decreasing heart rate, nausea, 

or Hght-headedness.   Primary recurring reason for a subject to 

request test end was due to nausea. 

TABLE 3 

FREQUENCY OF PHYSICIAN OR SUBJECT DECISION TO END SUSPENSION 

TYPE OF DECISION FBH-A          FBH-B FBH-C            FBH-D* 

Medical 4 (40)         7 (70) 3 (30)           3 (30) 

Voluntary 6 (60)         3 (30) 7 (70)           6 (60) 

♦One subject (P5) remained suspended until test time limit 
of 60 mln was achieved. 

The suspension duration and the symptoms responsible for test 

termination are given In Table 4.   Also Indicated for each test Is 

whether a medical or subject request terminated the test.   Note that 

subject P5 on FBH-D achieved the 60 m1n mark and suspension ended due 

to the test time limit.   It 1s most likely that subject P5 could have 

tolerated the test for a much longer duration.   Six of ten suspensions 

1n FBH-A were terminated by subject request.   Seventy percent of FBH-B 

tests were discontinued by a medical decision.    In FBH-C, 7 of 10 

tests were ended by subject request.   Also, 60 percent of all tests In 

FBH-D were terminated by subject request. 
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TABLE 4 

INDIVIDUAL SUSPENSION DURATIONS AND SYMPTOMS 
RESPONSIBLE FOR TEST TERMINATIONS 

SUBJECT ID FBH-A FBH-B FBH-C FBH-D 

Bl 17.42s 
(N) 

21.65s 
(0) 

40.68s 
(K) 

27.50s 
(C) 

D5 6.08s 
(F) 

11.70m 
(A.C) 

24.83s 
(A.E.N) 

12.83m 
(C.F) 

K3 17.00s 
(I) 

17.10m 
(C) 

43.83s 
(N) 

29.80s 
(N) 

K5 3.47ra 
(D.F) 

37.50s 
(0) 

10.2m 
(D) 

4.33m 
(D.A) 

L3 26.42s 
(L) 

24.30m 
(C.A.F) 

31.90s 
(O.A) 

25.83s 
(A) 

M18 5.90s 
(A) 

5.50m 
(A.G) 

14.83s 
(A.E) 

18.70s 
(A) 

P5 17.10m 
(A) 

19.62m 
(D.A) 

38.50s 
(M) 

60.00x 

S3 32.00m 
(D.C) 

21.50m 
(D) 

49.80m 
(D.E) 

44.27s 
(A.E.O 

T4 10.50m 
(H) 

7.00m 
(B) 

22.00m 
(B) 

14.90m 
(C) 

11 18.90s 
(A) 

8.23s 
(A) 

15.33s 
(A.E) 

37.33s 
(A.E.O) 

NOTE: Durations given 1n decimal minutes. 
Small case letters: s - Indicates subject request 

m - Indicates medical monitor request 
x - Indicates test time limit 

KEY TO SYMPTOM CODE: 

A - Nausea 
B - Difficulty Breathing 
C - Llght-Headedness 
D - Decreased Heart Rate 
E - Change In Thermal Sensation 
F - Change In Vision 
G - Change 1n Skin Color 

K - Drowsiness 
I - Strap Pressure: Groin 
J - Strap Pressure: R1bs 
K - Strap Pressure: Buttocks 
L - Overal Discomfort 
M - Muscular Fatigue 
N - Limb Parestheslas 
0 - Lower Limb Discomfort 
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The recurrence of symptoms of llght-headedness, nausea, 

respiratory difficulty, and diaphoresis for the four harnesses Is 

given In Table 5.   Diaphoresis occurred with marked frequency In all 

the harness designs but FBH-C.   Nausea presented with high frequency 

In all but FBH-A.   Respiratory difficulty occurred In 3 out of 10 

tests.   Llght-headedness did not present as a symptom 1n any 

suspension test of FBH-C and occurred with highest frequecy In FBH-D. 

TABLE 5 

RECURRENCE OF SELECTED SYMPTOMS DURING EXPERIMENT 

SYMPTOM FBH-A FBH-B FBH-C FBH-D 

Llght-Headedness 2 (20) 3 (30) 0 (0) 4 (40) 

Nausea 3 (30) 5 (50) 5 (50) 5 (50) 

Respiratory Difficulty 2 (20) 2 (20) 3 (30) 3 (30) 

Diaphoresis 5 (50) 6 (60) 3 (30) 6 (60) 

Table 6 Indicates the occurrence of numbness and tingling In the 

limbs or technically defined as extremity parestheslas.   Parestheslas 

occurred with low frequency In the extremities In FBH-C.   Upper 

extremity numbness and tingling occurred most frequently In FBH-B. 

Also lower extremity numbness presented the most repeatedly In FBH-B. 

Tingling In the lower extremity recurred repeatedly In FBH-0. 

Recurrence of harness pressure at specific body regions 1s given 

In Table 7.   Note that although strap pressure In the groin are 

occurred with great frequency In FBH-C 1t never progressed to the 

Intolerable stage to end a suspension.   The buttock sling of FBH-B 
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4 (40) 2 (20) 3 (30) 

7 (70) 6 (60) 6 (60) 

7 (70) 3 (30) 5 (50) 

5 (50) 5 (50) 9 (90) 

delivers considerable pressure In most occupants.   FBH-A and FBH-D 

produced pressure points In the groin region In most users. 

TABLE 6 

FREQUENCY OF OCCURRENCE OF PARESTHESIAS IN THE EXTREMITIES 

SYMPTOMS FBH-A FBH-B FBH-C FBH-D 

Upper Extremity Numbness 4 (40) 

Lower Extremity Numbness 6 (60) 

Upper Extremity Tingling 4 (40) 

Lower Extremity Tingling     6 (60) 

TABLE 7 

RECURRENCE OF HARNESS PRESSURE AT SPECIFIC BODY REGIONS 

FBH-A FBH-B FBH-C FBH-D 

Abdomen 

Back 

Buttocks 

Chest 

D-RIng 

Groin 

Hip 

Shoul ders 

Twice the electrode placement on subject S3 yielded EKG output 

which was Indecipherable and the test was repeated until useful data 

was acquired.   Thus this experiment Is based on forty data 

collections. 
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1 (10) 4 (40) 0 (0) 1 (10) 

0 (0) 0 (0) 0 (0) 1 (10) 

1 (10) 6 (60) 5 (50) 2 (20) 

1 (10) 1 (10) 1 (10) 1 (10) 

0 (0) 0 (0) 0 (0) 1 (10) 

9 (90) 2 (20) 7 (70) 6 (60) 

0 (0) 0 (0) 2 (20) 2 (20) 

2 (20) 2 (20) 2 (20) 0 (0) 



Cardiac dysrhythmlas that were observed Included tachycardia, 

relative bradycardla, and premature ventricular contractions. 

VI.   RECOMMENDATIONS 

Orzech, Goodwin, and Brlnkley (2) defined a plausible mechanism 

responsible for limiting human tolerant to vertical suspension fn the 

first phase of this study.   The additional data from this Phase 2 

experiment supports the Idea that the skeletal muscle pump 1s 

Inactivated during motionless suspension and thus cannot maintain 

circulation or return blood to the heart and central circulation. 

Another mechanism which can result 1n the clinical findings associated 

with motionless suspension Is the vasovagal response.   During a 

vasovagal event, patients may experience hypotension, bradycardla, and 

loss of consciousness In response to environmental stresses.   The 

bradycardla Is the result of vagal stimulation.   Other symptoms 

Indicating a vasovagal attack trtt pallor, nausea, sweating, and 

abdominal discomfort arising fro sympathodresal and vaga"! responses. 

Loss of consciousness occurs as * result of cerebral Ischemia from 

hypotension.   The symptoms of Hght-headedness, dizziness, or feeling 

faint are attributed to the presence of hypotension are a result of 

either mechanism described above.   When both of these mechanisms are 

present the effect 1s additive and can result In a considerable drop 

1n blood pressure.   Thus a harness occupant with cardiovascular 

disease may be at Increased risk during motionless suspension. 

The symptom of paresthesla of the extremities 1s a result of 

decreased blood flow to the extremities and/or direct pressure on the 

nerves supplying the limbs. 
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Each subject was asked to Identify the most tolerable and least 

tolerable harness when he/she had completed suspension In all four 

harnesses.   FBH-C was selected by 8 of 10 subjects as most tolerable 

because 1t provided even weight distribution.   Two of ten subjects 

considered FBH-D most tolerable due to no outstanding pressure points 

developing and that they settled on FBH-D immediately with no further 

slipping.   No harness design stood far apart from the rest as the 

least tolerable.   Fach harness design received at least one 

recommendation to make It more tolerable to the suspended occupant. 

Some of the complaints Included asymmetrical weight distributions on 

the harness straps creating pain and/or decreasing circulation to the 

extremities, thus Increasing the onset of symptoms.   Two of the 

subjects had no preference as to the least tolerable harness design. 

From the data acquired and analyzed In this Phase 2 study of 

prolonged motionless suspension the optimal harness configuration In 

terms of occupant safety and tolerabiHty would be a full body harness 

that distributes the strap pressure evenly and symmetrically over bony 

structures and large areas of the body.   A lattice network across the 

chest connecting the shoulder straps and displacing the load of the 

shoulder straps over a larger surface area would be advised.   FBH-C 

demonstrated a design similar to this with a single strap crossing the 

chest between the shoulder straps.   The buttock sling 1s necessary to 

provide a seat for the buttocks and relieve pressure 1n the groin 

area.   Decreased pressure In the groin area would alleviate many of 

the reported symptoms of the lower extremities.   The rubber hip ring 

would be most tolerable by the occupant than the metal hip rings as 
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FBH-B demonstrated.   Finally, the plastic spreader utilized by FBH-C 

at the shoulder strap/D-rlng Interface 1s also desirable to distribute 

the straps most evenly as 1n a parachute harness. 

The next phase of research in the area of fall protection 

harnesses should be the study of the human inertlal response to 

tethered fall.   This study would provide insight on the location of 

maximum energy absorption on the human body and the values of these 

energy Impulses. 
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