Several classes of distribution functions (d.f.) are originated by considering distributions whose tails behave as those of special asymptotic relations. A large class sharing this property is provided by the subexponential class, in which case the asymptotic relation involves tails of convolution powers.

In this paper we introduce a statistic which estimates the asymptotic behaviour of convolution tails of a given d.f. and demonstrate that this statistic is strongly consistent and asymptotically normal under appropriate conditions. Furthermore, the statistic can be used to test the hypothesis that a d.f. is in $$\mathcal{F}$$. It is shown that the exponential class has
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1. Introduction

We work with distribution functions (d.f.) $F$ which satisfy $F(0^-)=0$ and $F(x) < 1$ for every $x \in \mathbb{R}$. We use $*$ to denote the usual convolution product, i.e. the convolution powers of $F$ are given as $F^\ast 2(x) = \int_0^x F(x-y) dF(y)$, $F^\ast n = F^{\ast n-1} \ast F$, $n=1,2,\ldots$ and $F^{\ast 0} = \delta_0$, the d.f. of the unit mass at zero. Throughout the paper, the tailfunction of a given d.f. $G$ will be denoted as $\overline{G}$, i.e. $\overline{F} = 1-F$, $\overline{F}^\ast n = 1-F^{\ast n}$ etc....

We now define the class $\mathcal{Y}$ of subexponential distributions.

**Definition 1.1**

A d.f. $F$ is called subexponential ($F \in \mathcal{Y}$) iff

\[
\lim_{x \to \infty} \frac{F^\ast m(x)}{F(x)} = m \quad \text{for some integer } m \geq 2.
\]

It is well known that if (1.1) holds, it holds for all integers $m \geq 2$ (see [2]).

The class $\mathcal{Y}$ was introduced independently by Chiskyakov [2] and Chover et al. [3]. Both authors used this type of d.f. to model the lifetime distribution in a subcritical branching process in order to determine the asymptotic behaviour of the mean population size [2] [4].

Chover et al. [3] also introduced the class $\mathcal{SD}$ of densities corresponding to the d.f. in definition 1.1.

**Definition 1.2.**

A probability density $f > 0$ is subexponential ($f \in \mathcal{SD}$)

\[
\lim_{x \to \infty} \frac{f(x-y)}{f(x)} = 1 \quad \text{for every } y \in \mathbb{R}
\]

\[
\lim_{x \to \infty} \frac{f(x^2)}{f(x)} = 2
\]

Here $x$ denotes density convolution, i.e. $f \ast g = \int_0^x f(x-y)g(y)dy$ and should not be confused with $\ast$.

It is clear by de l'Hôpital's theorem that if a d.f. $F$ has a density $f \in \mathcal{SD}$,
Ever since they were originated, the classes $\mathcal{V}$ and SD have been studied extensively by a number of authors, such as Teugels [2], Pitman [17], La brevechts and Goldie [8], [9], Cline [6], Oney and Willekens [14] [15]. Since subexponential d.f. characterize a certain tail behaviour of compound distributions, applications of the previously defined classes may be found in various domains of stochastic processes, see e.g. [10] [12], [24] and references therein.

Because of the convolution power in definition 1.1 it is often very hard to check if a given d.f. satisfies (1.1). Sufficient conditions for membership of $\mathcal{V}$ only in terms of the tail of $F$ are known [6] [11], but require an analytical expression for $F$. If a d.f. is only known through a finite number of observations, it is impossible with the present theory to decide whether this d.f. is subexponential or not. Such situations frequently arise in some applied stochastic models such as queuing and risk theory, see [13].

In this paper, we are concerned with developing a statistical approach to subexponentiality, in the sense that we want to define a statistic, based on a given sample $X_1, X_2, \ldots, X_n$, which gives us valuable information to decide whether the underlying d.f. is subexponential or not.

In the next section, we introduce a statistic which reflects the subexponential property of its corresponding distribution. In section 3 we prove that the statistic is strongly consistent while section 4 is devoted to the asymptotic normality. Finally section 5 contains some comments and concluding remarks.
2. Definition of the statistic

Let $X_1, X_2, \ldots, X_n$ be a sequence of independent identically distributed (i.i.d.) random variables with d.f. $F$, and denote by $X_{1:n} \leq \ldots \leq X_{n:n}$ the order statistics of the sample. The following statistic is the sample version of (1.1) and seems a plausible choice to describe subexponentiality:

$$H_n(x) := \frac{F_{n}^{\#}(x)}{F_n(x)} \cdot I_{A_n}(x).$$

Here $F_n$ denotes the empirical d.f. based on $X_1, \ldots, X_n$ and $A_n(x) = \{\omega: \exists i: 1 \leq i \leq n: X_i(\omega) > x\}$.

Notice that the indicator function $I_{A_n}$ is necessary to make sure that $H_n(x)$ is well defined.

Since $H_n(x)$ is a ratio of V-statistics (see [20]), and $I_{A_n}(x) \rightarrow 1$ almost surely (a.s.) for fixed $x$, we get that

$$\lim_{n \to \infty} H_n(x) = \frac{F_{n}^{\#}(x)}{F(x)} \quad \text{a.s. for fixed } x.$$

In order that $H_n(x)$ can give a meaningful description of the subexponential behaviour of $F$, we have to let $x \to \infty$, which gives

$$\lim_{x \to \infty} \lim_{n \to \infty} H_n(x) = 2 \quad \text{iff } F \in \mathcal{Y}.$$

This relation shows that $H_n$ contains information about $\mathcal{Y}$, but, in a sense useless because of the two limits. One way to solve this problem is to substitute for $x$ a deterministic sequence $(x_n)_n$ and letting $n \to \infty$. In this case however, the remaining statistic depends on a parameter which has to be chosen artificially and it turns out that this parameter rather heavily depends on the d.f. $F$, which is generally unknown (see [24]).

We therefore propose to replace the deterministic sequence by a random sequence by taking, for each $n$ one of the observations, which almost surely tends to infinity as $n \to \infty$. 

If we choose for each $n$ the intermediate order statistic $X_{n-k:n}$ with $k_n \to \infty$ but $\frac{k_n}{n} \to 0$, then $H_n(X_{n-k:n})$ reduces to

$$H_n(X_{n-k:n}) = \frac{1}{k_n \cdot n^{m+1}} \sum_{c} I(X_{i_1} + X_{i_2} + \ldots + X_{i_m} > X_{n-k:n}, X_{n-k:n}).$$

where $\Sigma$ denotes the summation over all $m$-tuples $(i_1, \ldots, i_m)$ consisting of elements of $(i, \ldots, n)$.

We now slightly modify $H_n(X_{n-k:n})$ by removing the sum over all $m$-tuples which at least contain two equal integers. This will not affect the asymptotic behaviour because their contribution to the whole sum is of a smaller magnitude than the sum of the remaining terms. Finally changing the normalizing constant a little, we end up with the statistic we will discuss in the next sections:

$$U_n(X_{n-k:n}) = \frac{n}{k_n \cdot (\binom{n}{m})} \sum_{c} I(X_{i_1} + X_{i_2} + \ldots + X_{i_m} > X_{n-k:n}).$$

Here $\Sigma$ stands for the sum over all combinations of $m$ distinct elements out of $(i, \ldots, n)$.

Clearly for each fixed $x$, $\frac{k_n}{n} U_n(x)$ is a U-statistic and it seems irresistible to use the well known asymptotic theory for U-statistics [20] in order to determine the behaviour of $U_n(X_{n-k:n})$.

However the presence of $(X_{n-k:n})$ makes the kernel stochastic and $n$-dependent, so that $U_n(X_{n-k:n})$ is in fact a U-statistic with an estimated parameter, see [16], [18]. Asymptotic normality of such statistics was studied among others by Randles [18]. His method however is only valid when the estimated parameter is constant, while in our case $X_{n-k:n}$ is (under the appropriate conditions) a consistent estimator for $x_n$, where $x_n$ is the intermediate population quantile, given by the equation $F(x_n) = \frac{k_n}{n}$. And since $\frac{k_n}{n} \to 0$, $x_n \to \infty$.

In the next sections we adapt and modify Randles method to make it work in our case. The basic tool in establishing this is an a.s. Bahadur representation for
This is provided by Watts [23]:

let $F$ be a d.f. such that on an interval $(c, \infty)$, $c > 0$, $F'(x) = f(x)$ and $f'(x)$ exist with $f(x) > 0$, and suppose that there is a constant $M$ and a function $V$ with $V(x) = C(x)$ $(x \to \infty)$ such that

\begin{equation}
\frac{\overline{F}(x)}{V(x)f(x)} < M \quad \text{and} \quad \frac{\overline{F}(x)|f'(x + y)|}{f''(x)} < M
\end{equation}

for large $x$, where $y = o(V(x))$ $(x \to \infty)$. Define

$L(x,y) := \sup(f(z) \mid |z-x| \leq y)$ and $N(x,y) := \inf(f(z) \mid |z-x| \leq y)$

and assume whenever $y = o(V(x))$.

\begin{equation}
\frac{L(x,y)}{f(n)} \quad \text{and} \quad \frac{f(n)}{N(x,y)} \text{ remain bounded as } x \to \infty.
\end{equation}

Then, under (2.2) and (2.3), for any sequence $k_n$ with $\frac{k_n}{n} \to 0$ and $\frac{k_n}{\log^3 n} \to \infty$, $\ldots$.

\begin{equation}
X_{n-k_n} = x_n + \frac{n\overline{F}(x_n) - k_n}{nf(x_n)} + R_n
\end{equation}

where $\overline{F}(x_n) = \frac{k_n}{n}$ and

\begin{equation}
R_n = O((k_n \log^3 n)^{1/4} /nf(x_n)) \text{ as } n \to \infty \text{ with probability one.}
\end{equation}

Before we proceed investigating the properties of $U_n(X_{n-k_n})$, we first show that the conditions (2.2) and (2.3) are satisfied for a large subclass of subexponential distributions. Also notice that every d.f. $F$ in $G$ is close to a subexponential d.f. $G$ (in the sense that $\overline{F}(x) \sim \overline{G}(\cdot)$ $(x \to \infty)$) with $G$ infinitely many times differentiable [19], so that it is no loss of generality to assume that the derivatives of $F$ exist.

We need the following class of functions which generalizes properly the class of slowly varying functions (see [1]): $L$ a OSV iff there exist absolute constants $0 < c \leq C < \infty$ such that for every $t \geq 1$,

\begin{equation}
0 < c \leq \lim \inf_{x \to \infty} \frac{L(xt)}{L(x)} \leq \lim \sup_{x \to \infty} \frac{L(xt)}{L(x)} \leq C < \infty.
\end{equation}
Let $F \in \mathcal{V}$ and $L \in \text{OSV}$ such that

\begin{equation}
F(x) = \exp - x^\alpha \int_1^x \frac{L(y)}{y} \, dy \quad (0 \leq \alpha \leq 1).
\end{equation}

Assume that

\begin{enumerate}
\item \( \limsup_{x \to \infty} \frac{\frac{L'(x)}{x^{1-\alpha}}}{\left( \frac{\int_1^x \frac{L(y)}{y} \, dy}{x^{1-\alpha}} \right)^2} \) \quad \text{if } \alpha > 0 \)
\item \( L \) is bounded away from 0 and \( \limsup_{x \to \infty} |xL'(x)| < \infty \) \quad \text{if } \alpha = 0.
\end{enumerate}

Then (2.2) and (2.3) are satisfied.

Proof.

\begin{equation}
F(x) = x^{-1} L(x) \quad \text{if } \alpha = 0
\end{equation}

it is clear that the first property in (2.2) is satisfied.

First consider $\alpha > 0$: with the expression for $V_\alpha$ in (2.7), it is easy to see

that $F(x + o(V_\alpha(x))) \sim F(x)$ (as $x \to \infty$) and then (2.3) follows immediately from the

regular variation of $V_\alpha$ and (2.7).

To show the second part of (2.2), it is sufficient to prove that $\frac{F(x)}{F'}$ is

bounded, which is satisfied by (i).

If $\alpha = 0$, $V_0(x) = \frac{x}{L(x)} = o(x)$ since $L$ is bounded away from zero.

The same reasoning as for the case $\alpha > 0$ completes the proof. \( \square \)

Remarks

1. Clearly the representation in (2.6) contains all important archetypes of

subexponential d.f. However, since $L$ is bounded from below if $\alpha = 0$, it always

implies that

\begin{equation}
F(x) = o(x^{-\delta}) \quad (x \to \infty)
\end{equation}

for some $\delta > 0$, such that (2.6) does not cover d.f. with slowly varying tails.

This is not surprising as such distributions generally violate the first
condition in (2.2), see e.g. [7].

2. Clearly (2.3) implies that \( \overline{F}(x + o(V(x))) = O(\overline{F}(x)) \) \( (x \to \infty) \), whereas the representation in (2.6) gives that

\[
(2.9) \quad \overline{F}(x + o(V(x))) \sim \overline{F}(x) \quad (x \to \infty).
\]

This somewhat stronger condition will be used in section 3.

3. Strong consistency of \( U_n(X_{n-k:n}) \)

**Theorem 3.1.** Let \( X_1, X_2, \ldots, X_n \) be a sequence of i.i.d. random variables with d.f. \( F \) and let \( F' = f \) a SD. Suppose that (2.2), (2.3), (2.8) and (2.9) are satisfied.

If \( (k_n) \) is a regularly varying sequence such that \( \frac{k_n}{n} \to 0 \) and \( k_n \log^3 n \to \infty \), then

\[
U_n(X_{n-k:n}) \to \infty \quad a.s.
\]

**Proof.** From the a.s. Bahadur representation in (2.4) and the law of iterated logarithms for triangular arrays [5], we easily obtain that

\[
\text{a.s.} \quad X_{n-k:n} = X_n + T_n + R_n := h(n)
\]

where

\[
T_n = \left( \frac{\sqrt{k_n \log \log k_n/n} / nf(x_n)}{nf(x_n)} \right) (n \to \infty).
\]

and \( R_n \) is as in (2.5).

It is therefore sufficient to show that

\[
U_n(h(n)) \to \infty \quad a.s. \quad \text{as } n \to \infty.
\]

Let \( \frac{k_n}{n} - \overline{U}_n(x) \) denote the projection of the U-statistic \( k_n \overline{U}_n(x) \) on the basic observations ([20, p. 187]), then one easily calculates with the method of [20, p. 182] that for every \( n \geq m \),

\[
\text{as } n \to \infty.
\]
The last step follows from the fact that \( f \) is SD and [14, lemma 3.1.1]. From the first condition in (2.2), we have for \( n \) sufficiently large that

\[
\frac{\sqrt{n_0}}{\sqrt{n}} \lesssim \frac{N \cdot \mathbb{V}(x_n)}{\sqrt{k_n}}.
\]

Furthermore, (2.8) implies that \( x_n = O\left(\left[\frac{n}{k_n}\right]^{1/2}\right) \) \((n \to \infty)\), such that

\[
\frac{T_n}{\mathbb{V}(x_n)} = O\left(\left[\frac{\log (1/e \log n/k_n)}{k_n}\right]^{1/2}\right) \quad (n \to \infty).
\]

Since \( k_n/\log^3 n \to 0 \), we have that \( T_n = o(\mathbb{V}(x_n)) \) \((n \to \infty)\), and since \( k_n = o(T_n) \) \((n \to \infty)\), we obtain that

\[
(3.2) \quad h(n) = x_n + o(\mathbb{V}(x_n)) \quad (n \to \infty).
\]

Together with (3.1) and (2.9), this implies that

\[
E(\tilde{U}_n(h(n))) - \tilde{U}_n(h(n)))^2 = o\left(\frac{F(h(n))}{k_n^2}\right) = o\left[\frac{1}{nk_n}\right] \quad (n \to \infty)
\]

and since \( \log^3 n = o(k_n) \) \((n \to \infty)\), it follows from Chebychev's inequality and the Borel-Cantelli lemma that

\[
(3.3) \quad \tilde{U}_n(h(n))) - \tilde{U}_n(h(n)) \to 0 \quad a.s. \quad (n \to \infty).
\]

From (3.2) and (2.9) we have that \( F(h(n)) \sim \mathbb{F}(x_n) \) \((n \to \infty)\) such that with (3.3), the proof is finished if we can show that

\[
(3.4) \quad \tilde{U}_n(h(n))) - \frac{1}{k_n} F(h(n)) \to 0 \quad a.s. \quad (n \to \infty).
\]

Now

\[
(3.5) \quad \frac{k_n}{n} \tilde{U}_n(x) = \frac{1}{n} \sum_{i=1}^n F^{-1}(x - X_i) - (n-1) F(x)
\]

so that
\[ E(\tilde{U}_n(h(n)) - \frac{n}{k_n} \tilde{F}^{\text{fr}}(h(n)))^2 \]
\[ = \frac{n^2}{k_n^2} \left( \int_0^{\infty} (\tilde{F}^{\text{fr}}(h(n) - y))^2 dF(y) - (\tilde{F}^{\text{fr}}(h(n)))^2 \right) \]

(3.6)
\[ \sim \frac{n^2}{k_n^2} \tilde{F}(h(n)) \quad (n \to \infty) \]
\[ \sim \frac{2}{k_n} \quad (n \to \infty). \]

As in (3.1), (3.6) follows from the fact that \( f \in \text{SD} \) and [14. lemma 3.1.1].

Taking \( \sigma > 1 \) arbitrary, and putting \( n_\ell = \lceil \sigma \ell \rceil, \ell = 1, 2, \ldots \), it follows from (3.6) and the Borel-Cantelli lemma that (3.4) holds if the limit is taken over the subsequence \( (n_\ell)_\ell \). Our aim however is to let \( \sigma \to 1 \) and to prove convergence over the whole sequence.

Take \( n > 0 \) arbitrary and let \( \ell = \ell(\sigma, n) \) be such that \( \lceil \sigma \ell \rceil \leq n < \lceil \sigma \ell + 1 \rceil \). Without loss of generality we may assume that the sequence \( (h(n))_n \) is monotone non decreasing, such that

(3.7)
\[ I_{1, \sigma}(\ell) \leq \tilde{U}_n(h(n)) - \frac{n}{k_n} \tilde{F}^{\text{fr}}(h(n)) \leq I_{2, \sigma}(\ell) \]

with
\[ I_{2, \sigma}(\ell) = \frac{m}{k_n} \sum_{i=1}^{n} \{ \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell \rceil)) - X_i \} - \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell + 1 \rceil)) \]

and
\[ I_{1, \sigma}(\ell) = \frac{m}{k_n} \sum_{i=1}^{n} \{ \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell + 1 \rceil)) - X_i \} - \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell \rceil)) \].

Now
\[ I_{2, \sigma}(\ell) = \frac{m}{k_n} \sum_{i=1}^{n} \{ \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell \rceil)) - X_i \} - \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell \rceil)) \]
\[ + \frac{m^2}{k_n} \{ \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell \rceil)) - \tilde{F}^{\text{fr}}(h(\lceil \sigma \ell + 1 \rceil)) \}. \]

Clearly the first term in the right hand side tends a.s. to zero as \( \ell \to \infty \).

Since \( f \in \text{SD} \), the second term is asymptotically equal to
\[ \frac{m^2}{k_n} \{ \tilde{F}(h(\lceil \sigma \ell \rceil)) - \tilde{F}(h(\lceil \sigma \ell + 1 \rceil)) \} \sim m^2 (1 - k^{\lceil \sigma \ell \rceil + 1} - k^{\lceil \sigma \ell \rceil}) \frac{n}{k_n} \cdot \frac{k \lceil \sigma \ell \rceil}{k_n \lceil \sigma \ell \rceil}. \]

Since \( (k_n)_n \) is a regularly varying sequence, we then have that
The same treatment for $I_{1}, \sigma(\ell)$ and (3.7) imply (3.4). This completes the proof.

4. **Asymptotic normality of** $U_{n}(X_{n-k:n})$.

For proving asymptotic normality, we use the following smoothness condition which is somewhat stronger than $f \in SD$:

\[
\lim_{x \to 0} \frac{(f_{2}(x))'}{f'(x)} = 2.
\]

Clearly from de l'Hôpital's theorem, (4.1) implies $f \in SD$.

**Theorem 4.1.**

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sequence of i.i.d. random variables with d.f. $F$ and let $F' = f$. Suppose that (2.2), (2.3) and (4.1) are satisfied. If $(k_{n})_{n}$ is a sequence such that $k_{n}/n \to 0$ and $k_{n}/\log n \to \infty$ and if $F(x_{n}) = k_{n}/n$, then

\[
\sqrt{n} \left[ U_{n}(X_{n-k:n}) - \frac{\bar{F}(x_{n})}{\bar{F}(x_{n})} \right] \to N(0, \sigma^{2})
\]

**Proof**

For the proof of the theorem we follow Randles [18] and we split up

\[
k_{n} U_{n}(X_{n-k:n}) - \bar{F}(x_{n}) = A_{1}(m,n) + A_{2}(m,n)
\]

where

\[
A_{1}(m,n) = \frac{k_{n}}{n} U_{n}(x_{n}) - \bar{F}(x_{n}) + \bar{F}(X_{n-k:n}) - \bar{F}(x_{n})
\]

and

\[
A_{2}(m,n) = \frac{k_{n}}{n} U_{n}(X_{n-k:n}) - \bar{F}(x_{n}) - \frac{k_{n}}{n} U_{n}(x_{n}) + F_{m}(x_{n}).
\]

Each of the terms $A_{1}(m,n)$ and $A_{2}(m,n)$ will be considered in a separate lemma, and the proof of theorem 4.1 follows immediately from a combination of both.
Lemma 4.2

Under the conditions of theorem 4.1,
\[
\frac{n}{\sqrt{k_n}} \Lambda_i(m,n) \overset{d}{\rightarrow} N(0,4m^2)
\]

Proof

Using a two term Taylor expansion, we can write

(4.4) \( \tilde{F}_{x_n}(x_n) - \bar{F}_{x_n}(x_n) = (X_{n-k_n:n} - x_n) f_{x_n} + \frac{1}{2}(X_{n-k_n:n} - x_n)^2 (f_{x_n})'(\theta_n) \)

where \( |\theta_n - x_n| \leq |X_{n-k_n:n}(\omega) - x_n| \). The Bahadur representation in (2.4) implies that

(4.5) \( \frac{n f(x_n)}{\sqrt{k_n}} (X_{n-k_n:n} - x_n) = o_p(1) \)

such that \( \theta_n = x_n + 0_n \left( \frac{\sqrt{k_n}}{n f(x_n)} \right) \) \( (n \to \infty) \).

Clearly by (2.2), \( \frac{\sqrt{k_n}}{n f(x_n)} = o(V(x_n)) \) \( (n \to \infty) \).

Furthermore, from (4.1) and [14, lemma 3.1.3], we have that

\[
\lim_{x \to \infty} \frac{(f_{x_n})'(x)}{f'(x)} = m + 1.
\]

Using this, we can write

(4.6) \( \frac{1}{2}(X_{n-k_n:n} - x_n)^2 (f_{x_n})'(\theta_n) = f'(x_n) + 0_n \left( \frac{\sqrt{k_n}}{n f(x_n)} \right) \) \( o_p \left( \frac{k_n}{n f(x_n)} \right) \) \( (n \to \infty) \).

With \( \tilde{U}_{x_n} \) defined as in (3.5), we have from (3.1) that

(4.7) \( U_i(x_n) = \tilde{U}(x_n) + o_p \left( \frac{\sqrt{F(x_n)}}{k_n} \right) \) \( (n \to \infty) \).

Combination of (4.4) - (4.7), (3.5) and (2.4) implies that
\[ (4.8) \quad \frac{n}{\sqrt{k_n}} A_1(m,n) = \frac{n}{\sqrt{k_n}} \sum_{i=1}^{n} \left( \bar{F}^{\text{mm}}(x_i - x_1) - \bar{F}^{\text{mm}}(x_n) + I(x_i > x_n) - \bar{F}(x_n) \right) \]
\[ + \left( \frac{f^{\text{mm}}(x_n)}{f(x_n)} - m \right) \cdot o_p(1) + \frac{f^{\text{mm}}(x_n)}{f(x_n)} \cdot o\left(\frac{\log n}{k_n}\right)^{1/4} \]
\[ + \frac{\sqrt{k_n}}{f^2(x_n)} \left( x_n + o_p\left(\frac{1}{n^{3/4}}\right) \right) \cdot \frac{F(x_n)}{\bar{F}(x_n)} \cdot o_p\left(\frac{1}{\sqrt{k_n}}\right) + o_p\left(\frac{\log n}{k_n}\right)^{1/2} \quad (n \to \infty). \]

Since
\[ \text{Var}(\bar{F}^{\text{mm}}(x_i - x_1) + I(x_i > x_n)) \]
\[ = \int_0^1 (\bar{F}^{\text{mm}}(x_i - y))^2 dF(y) + 3\bar{F}(x_n) - (\bar{F}^{\text{mm}}(x_n) + \bar{F}(x_n))^2 \]
\[ \sim \bar{F}(x_n)^{(1+3)} \]
\[ = \frac{4 \cdot k_n}{n} \quad (n \to \infty), \]
and since all remainder terms in (4.8) tend to zero, it is easy to see by the central limit theorem for triangular arrays [5] that the desired limit law for \( A_1(m,n) \) holds. This completes the proof.

**Lemma 4.3.**

Under the conditions of theorem 4.1,
\[ (4.9) \quad \frac{n}{\sqrt{k_n}} A_2(m,n) \xrightarrow{p} 0. \]

**Proof**

Denote
\[ h(x_1, x_2, \ldots, x_m; q) := I(x_1 + x_2 + \ldots + x_m > q) - \bar{F}^{\text{mm}}(q) \]
and put
\[ Q_n(s) := \frac{n}{\sqrt{k_n}} \left\{ \sum_{j=1}^n x_j \right\} + \frac{\sqrt{k_n}}{n} h(x_n + \frac{\sqrt{k_n}}{n} s) - h(x_n) \]

In this notation, (4.9) is equivalent to showing that

\[ \forall a > 0 \quad \lim_{n \to \infty} Q_n\left( \frac{nf(x_n)}{\sqrt{k_n}} (x_n^{\kapp}_{-k_n} : x_n) \right) = 0. \]

By (4.5), it is therefore enough to prove that for some bounded interval \( C \),

\[ \sup_{s \in C} Q_n(s) > \epsilon \to 0 \quad (n \to \infty). \]

for every \( \epsilon > 0 \).

The way to show (4.10) follows more or less the same lines as the proof of [21, Theorem 3.1].

We first investigate the differences of the kernel \( h \) for \( 0 \leq s < t \),

\[ \begin{align*}
&\left| h(x_{i_1}, x_{i_2}, \ldots, x_{i_m}; x_n + \frac{\sqrt{k_n}}{n} s) - h(x_{i_1}, x_{i_2}, \ldots, x_{i_m}; x_n + \frac{\sqrt{k_n}}{n} t) \right| \\
\leq &\sqrt{\frac{1}{n}} \left\{ h(x_{n_1}, x_{n_2}, \ldots, x_{n_m}; x_n + \frac{\sqrt{k_n}}{n} t) - h(x_{n_1}, x_{n_2}, \ldots, x_{n_m}; x_n + \frac{\sqrt{k_n}}{n} s) \right\} + \epsilon \end{align*} \]

where \( c_1 > 0 \) is some absolute constant.

For \( \delta > 0 \) and integer \( r \) to be specified later, define

\[ Q_{n,r}(s) := \frac{n}{\sqrt{k_n}} \left\{ \sum_{j=1}^n x_j \right\} + \frac{\sqrt{k_n}}{n} h(x_n + \frac{\sqrt{k_n}}{n} s) - h(x_n) \]

Then

\[ Q_n(s) = Q_{n,r}(s) + Q_{n,0}(r\delta). \]
First consider $Q_{n,0}(r\delta)$. Then

$$E Q^2_{n,0}(r\delta) = \frac{2}{k_n} \sum_{c} \sum \Sigma \Sigma E \left( h(X_{1}, \ldots, X_{n} x_{n} + \frac{\sqrt{k_n}}{n f(x_n)} r\delta) - h(X_{1}, \ldots, X_{n} x_{n}) \right).$$

Consider all terms with $\ell \leq m$ equal components, then by the boundedness of $h$ and (4.11), the contribution of these terms will be smaller than

$$c_2 \frac{2}{k_n} \left( \frac{2 \delta_\delta + \ell}{n} \right) \frac{\sqrt{k_n}}{n} r\delta \sim c_2 n^{1-\ell} \delta r \frac{1}{\sqrt{k_n}} (n \to \infty).$$

If $\ell = 0$, obviously the expectation of the product is zero, so we may write

$$E Q^2_{n,0}(r\delta) \leq c_3 \frac{\delta r}{\sqrt{k_n}}$$

implying that

(4.13) $Q_{n,0}(r\delta) \to 0 \text{ as } n \to \infty.$

We now treat $Q_{n,r}(s)$.

Denote

$$H_{r,n}(X_{1}, \ldots, X_{n}) = \mathbb{I}(x_{n} + \frac{\sqrt{k_n}}{n f(x_n)} r\delta \leq X_{1} \leq \ldots \leq X_{n} \leq x_{n} + \frac{\sqrt{k_n}}{n f(x_n)} (r+1)\delta)$$

$$+ F_{\mathbb{R}}(x_{n} + \frac{\sqrt{k_n}}{n f(x_n)} (r+1)\delta) - F_{\mathbb{R}}(x_{n} + \frac{\sqrt{k_n}}{n f(x_n)} r\delta).$$

then by (4.11),

(4.14) $\sup_{r\delta \leq s \leq (r+1)\delta} |Q_{n,r}(s)| \leq \frac{n}{\sqrt{k_n}} \frac{1}{m} \sum_{c} \sum \Sigma \Sigma \left( H_{r,n}(X_{1}, \ldots, X_{n}) - \mathbb{E} H_{r,n}(X_{1}, \ldots, X_{n}) \right) \leq D_n + 2mc_1 \delta$

where

$$D_n = \frac{n}{\sqrt{k_n}} \frac{1}{m} \sum \Sigma \left( H_{r,n}(X_{1}, \ldots, X_{n}) - \mathbb{E} H_{r,n}(X_{1}, \ldots, X_{n}) \right)$$

In the same way as for $Q_{n,0}(r\delta)$, one can show that $E D^2_n \to 0$ so that $D_n \to 0$.

Now let $\mathcal{C}$ be any bounded set in $\mathbb{R}$ and let $\epsilon$ be arbitrary.
Choose $\delta = \epsilon / \text{Sm}_1$, then $C \subset \bigcup_{r \in K} (r \delta, (r+1)\delta)$ with $K$ a finite set of integers.

By (4.12),
\[
\sup_{s \in C} Q_n(s) \leq \sup_{s \in C} \left\{ \sup_{r \in K} \sup_{r \delta < (r+1)\delta} Q_{n,r}(s) + Q_{n,o}(r\delta) \right\}
\]
such that
\[
P(\sup_{s \in C} Q_n(s) > \epsilon) \leq \#(K) \left\{ P \left( \sup_{r \delta < (r+1)\delta} |Q_{n,r}(s)| > \epsilon/2 \right) + P(Q_{n,o}(r\delta) > \epsilon/2) \right\}.
\]

Then by (4.13) and (4.14),
\[
\sup_{s \in C} Q_n(s) \to 0,
\]
proving the lemma.

5. Some comments and concluding remarks.

1. Writing the statement in theorem 4.1 in the following way
\[
\frac{k}{n} \sum_{k=1}^{\infty} \frac{1}{n} \left( I_n(X_n-k_n:n) - F(x) \right) ^d \to N \left( 0, \sigma^2 \right)
\]
shows that $\frac{k}{n} \sum_{k=1}^{\infty} \frac{1}{n} \left( I_n(X_n-k_n:n) - F(x) \right)$ is a consistent and asymptotically normal estimator for the behaviour of the tail of the $m$-th convolution power of $F$.

2. It would be highly interesting for practical purposes to know when the ratio
\[
\frac{F^{\infty}(x_n)}{F(x_n)}
\]
in theorem 4.1 can be replaced by its limit $m$. To establish this, we need information on the difference
\[
(5.1) \quad \frac{F^{\infty}(x_n)}{F(x_n)} - mF(x_n).
\]
A second order theory for subexponential d.f., providing the asymptotic behaviour of (5.1), has been established by Omeil and Willekens [14],[15]. Using the results in [14], we know that for a large subclass of $Y$, the difference in (5.1) behaves as $2\mu(2)f(x_n)(n^{-m})$, where $\mu = \int_0^\infty xdf(x)$. We then have the following
Suppose that the conditions of theorem 4.1 are satisfied and that
\[ \lim_{x \to \infty} \frac{F^{(2)}(x) - 2F(x)}{f(x)} = 2\mu < \infty. \]

If \( k_n \) is such that \( nf(x_n) = o(\sqrt{k_n}) \) \((n \to \infty)\), then
\[ \sqrt{k_n}(U_n(X_n - k_n^2:n) - \mu) \to N(0, \sigma^2). \]

The condition on \( k_n \) in corollary 5.1 involves the density \( f \) and shows that \( k_n \) must not grow too fast as \( n \to \infty \).

In the special situation that \( F \) has a regularly varying tail, we have form [14].

**Corollary 5.2**

Let \( X_1, X_2, \ldots, X_n \) be a sequence of i.i.d. random variables with d.f. \( F \) such that
\( F \) is regularly varying with index \(-\alpha\). Suppose that (2.2) and (2.3) are satisfied.

If \( k_n \) is a sequence such that \( k_n = o(n^{-\alpha/2 + 1}) \) and \( \log^3 n = o(k_n) \) \((n \to \infty)\), then
\[ \sqrt{k_n}(U_n(X_n - k_n^2:n) - \mu) \to N(0, \sigma^2) \]
(5.2)

Clearly, if \( k_n = O(\log^\beta n) \) for some \( \beta > 3 \), (5.2) holds uniformly over the class of d.f. with regularly varying tails which satisfy (2.2) and (2.3).

3. It is well known that the class \( \mathcal{Y} \) can be embedded in the family \( \{ \mathcal{Y}(\tau), \tau \geq 0 \} \), where d.f. \( F \) in \( \mathcal{Y}(\tau) \) satisfy
\[ \lim_{x \to \infty} \frac{F^{(2)}(x)}{F(x)} = 2f(-\tau) < \infty \]

with \( f \) the Laplace transform of \( F \).

A similar result as in theorem 4.1 can be established for the classes \( \mathcal{Y}(\tau) \), \( \tau > 0 \), but in this case the asymptotic variance will depend on \( F \).
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