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**Title:** Research Investigation Directed Toward Extending the Useful Range of the Electromagnetic Spectrum

**Abstract:**

The usual semiclassical theory of light detection has been demonstrated to be valid only in the absence of feedback from detector to source. A revised theory has been developed that is valid even in the presence of such feedback. Research has begun on the possibility of using various heterostructures (including quantum-well devices) that might serve as solid-state versions of the space-charge-limited Franck-Hertz experiment (this experiment produced the first source of cw photon-number-squeezed light, reported in 1985.)
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Research has been conducted in the design of superlattice modulator devices, specifically GaAs/AlGaAs superlattice structures. Three aspects of superlattice design have been explored: carrier energy bands and band edge wave functions, barrier-layer thickness, and impurity doping effects.

Ejection of ion and neutral species has been studied for the Cu+Cl2+ laser system using a Time-of-Flight detection technique. The system was investigated under various laser fluence (0-130 mJ/cm²) and varying Cl2 surface coverage (0.5-500L). Ion ejection occurs for the 193 nm system (Cu+, Cl+, CuCl+) and the 248 nm system (Cu+, Cl+).

Si and Ge ion ejection was observed to occur from clean silicon and germanium surfaces upon excimer laser irradiation at fluences (0-150 mJ/cm²) well below that necessary to cause the thermionic emission or melting of the substrate. Quadrupole mass spectrometric techniques were employed to characterize the translational energy and angular variation of the ion products. Laser intensity dependent measurements were performed at 193, 248 and 351 nm to elucidate the laser fluence and photon energy threshold behavior of each of the charged species.

An understanding of the mechanisms behind the low energy ion beam oxidation of silicon has been achieved. Extensive experiments exploring the effects of beam energy, dose, substrate temperature, beam composition, and substrate orientation have been performed. A new implantation-sputtering model has been created to explain the observed phenomena. Computer simulation utilizing this model has led to excellent prediction of experimental results.

The sputtering yield of silicon dioxide by low energy argon...
ions has been experimentally measured. A simple assumption extendable to other oxide systems has led to the use of existing theory to quantitatively predict the yield.

Germanium has been nitrided using a low energy ion beam, and metal-insulator-semiconductor devices have been fabricated and tested.

The use of photochemically deposited excess arsenic on GaAs surfaces in GaAs MESFET fabrication has been shown to reduce gate leakage current.

Investigation of interface states at metal-semiconductor junctions has been actively performed. Considerable progress has been made in the development of measurement techniques, data accumulation and theoretical tools. Experimentally, a new technique has been developed to measure the diode interface capacitance. This technique overcomes the difficulties that usually arise from the large diode conductance, so that measurement capabilities have been improved. Using this technique, the properties of forward-bias capacitance on several different types of Schottky diodes have been studied. A variety of data corresponding to different temperatures and frequencies were collected. A model for data interpretation is currently being constructed, which may help to extract the density and some other quantities of interface states. A "negative capacitance" has been discovered in these experiments. This phenomenon was explained by considering the loss of interface charge at occupied states below the Fermi level due to the hot carrier effect. A modification to the Shockley-Read statistics was proposed to simulate the capacitance. Results have shown good agreement with the experimental observations.

Second Harmonic Generation at the Air-Liquid Interface is being used as a surface-sensitive probe of the structure and energetics in a variety of liquid systems, including neat water and solutions. In addition to initiating studies of reaction dynamics at the surface, femtosecond experiments of chemical
reactions in the bulk liquid are being implemented.

Recently, a number of Broadband Incoherent Four Wave mixing experiments have been carried out making relaxation time measurements in the picosecond regime and verifying the viability of this technique by comparison of the results with the previous work done with short pulses. Current experiments extend the application of this technique to the femtosecond regime where measurements of the relaxation rates in glasses doped with semiconductor micro-crystallites are being made.

Transient time-delayed four-wave mixing (TDFWM) experiments have been performed on the Na D doublet using a novel angled-beam geometry. Petahertz superposition-state modulations have been observed in the integrated TDFWM signal as a function of the time delay. As the time delay is varied, the lowest order mixing signal modulates with a period of 980 attoseconds--corresponding to the sum frequency of the two Na D lines. Higher diffraction order mixing signals contain modulation components at integral multiples of the doublet sum frequency.

A new, nonperturbative analysis of the interaction of Incoherent Light with matter has been proposed by R. Friedberg and S. R. Hartmann. Experiments are underway to verify this theory.

Recent experiments on objects which have previously been called diffraction-free beams are better thought of as line images. Improved methods for generating line images have been suggested and demonstrated.

High energy collisions between H atoms and carbon dioxide molecules have been studied using diode lasers. Quantum state resolved final state rotational distributions have been determined for several different vibrational states. The isotope effect, which occurs when deuterium is substituted for hydrogen,
has been observed to lead to increased excitation of high rotational levels. Temperature dependent studies have been used to determine the dependence of excitation cross section on initial state.

An experimental apparatus has been set up for the direct monitoring of chlorine atom concentrations using infrared diode lasers. Calibration of the spectral region near 11 microns, where Cl atoms absorb, has been performed by monitoring vibrationally excited transitions in the molecule OCS.
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I. QUANTUM GENERATION AND DETECTION OF RADIATION

A. NOISE IN THE GENERATION, PARTITION, AND DETECTION OF LIGHT

(M.C. Teich, B. Saleh)
(JSEP work unit 1, 1985 - 1988)
(Principal Investigator: M.C. Teich (212) 280-3117)

We have made substantial progress in understanding the generation of photon-number-squeezed (sub-Poisson) light from both theoretical and experimental points of view, in evaluating the noise properties of conventional and superlattice avalanche photodiodes, and in understanding the behavior of cosmic-ray noise in optical systems.

Photon-number-squeezed light, it appears, may have many uses. It may have application in increasing the distance between repeaters in lightwave communication systems, in spectroscopy, in interferometry, and in gravitational-wave detection. In the course of the work carried out under this contract, we reported the first successful generation of cw photon-number-squeezed light using a Franck-Hertz apparatus excited by a space-charge-limited electron beam.\(^1\) We also investigated the possibilities of using external feedback from detector-to-source, instead of space charge, to create quiet electron excitations.\(^2\)

1. Conversion of Poisson Photons into Sub-Poisson Photons by the Action of Electron Feedback -- The use of an external-feedback system for generating such light was first suggested by experiments in which feedback was used to produce sub-Poisson electrons.\(^3\) Both the experiment of Walker and Jakeman\(^3\) and the experiment of Machida and Yamamoto\(^3\) involved laser (Poisson) photons illuminating a photodetector and an electronic negative feedback path from the detector to the source. In the former experiment, the feedback directly controlled the photons at the output of the laser whereas in the
latter experiment, the feedback controlled the current at the input to the laser. Nevertheless, the principle involved in the two experiments is the same. Unfortunately, these simple configurations could not generate usable sub-Poisson photons since the feedback current is generated from the annihilation of the in-loop photons. However, under special circumstances, an external-feedback system can be used to produce sub-Poisson photons, such as when correlated photon pairs are available or a quantum nondemolition measurement may be made. The resultant light may only be weakly sub-Poisson in such cases because these multiphoton processes involve a series of detections and/or a weak nonlinear effect.

We developed a new approach for converting Poisson photons into sub-Poisson photons via single-photon transitions. There does not appear to be any fundamental limit that would impede the technique from being used to produce an arbitrarily intense cw light source that is also arbitrarily sub-Poisson. It makes use of the action of an electron current configured in a feedback loop. Consider, for example, an optical system in which a photon emitter illuminates a detector/source combination, in a closed-loop circuit. Two alternative configurations are shown in Figure 1. The character of the photon emitter is immaterial; we have chosen it to be a light-emitting diode (LED) for simplicity but it could be a laser. In Figure 1(a) the photocurrent derived from the detection of light from the LED photon emitter is negatively feedback to the LED input. It has been established both theoretically and experimentally that, in the absence of the block labeled "source," sub-Poisson electrons will flow in a circuit such as this. This conclusion will sometimes be correct in the presence of this block, which can act as only an added impedance to the electron flow. Incorporating this element into the system critically alters its character, however, since it permits the sub-Poisson electrons flowing in the circuit to be converted into photon-number-squeezed photons by means of electron transitions. The key to achieving this effect is the replacement of the detector used in other feedback configurations.
Fig. 1: Generation of sub-Poisson photons by means of negative feedback. The feedback produces sub-Poisson electrons in the detector/source which, in turn, generate sub-Poisson photons. (a) Negative feedback modulating the photon-emitter input current. (b) Negative feedback modulating the photon-emitter output light. Wavy lines represent photons; solid lines represent electron current. $\tau_f$ signifies the feedback time constant.
with a structure that acts simultaneously as a detector and a
source. The electrons simply emit sub-Poisson photons and
continue on their way. In the absence of the feedback path, of
course, the electrons would simply emit Poisson photons. Thus,
the introduction of the electron feedback converts Poisson
photons into sub-Poisson photons. The configuration in Figure
1(b) is similar except that the (negative) feedback current
modulates (gates) the light intensity at the output of the LED
rather than the current at its input.

In Figure 2 we illustrate two possible solid-state
detector/source configurations. The basic structure consists of
a reverse-biased $p^+\text{in}^+\text{diode}$ where the $p^+$ and $n^+$ heavily-doped
regions have a wider bandgap than the high-field, light-absorbing/
emitting $i$ region. Two light-generation schemes are explicitly
considered here: single-photon dipole electronic transitions
between the energy levels of the quantum wells [Fig. 2(a)] and
impact excitation of electroluminescent centers in the $i$ region
by drifting electrons [Fig. 2(b)].

The ability of configurations such as these to generate
sub-Poisson light requires a number of interrelations among
various characteristic times associated with the system. The
degree to which a light source is sub-Poisson (its Fano factor)
has been estimated to be $F_n \approx 0.968$ for both the quantum-well
device and the electroluminescent structure. These estimates
provide a significant potential improvement over the value
observed in the space-charge-limited Franck-Hertz experiment.
Lower values of the Fano factor can be achieved in structures
that exhibit higher radiative efficiency. As indicated earlier,
there is no fundamental limit that impedes this scheme from being
used to produce an arbitrarily sub-Poisson $cw$ light source of
arbitrarily high intensity.

2. Semiclassical Theory of Light Detection in the
Presence of Feedback -- The usual formulations of the quantum and
semiclassical theories of photodetection presume open-loop
configurations, i.e., that there are no feedback paths leading
Fig. 2: (a) Band diagram of the quantum-well detector/source. The energy of the incident photon emitted by the LED is denoted $\hbar \omega_0$. The absorbing region (detection region) is of Ga$_{0.47}$In$_{0.53}$As or GaAs, typically 1 μm thick. In the source region, the wells are Ga$_{0.47}$In$_{0.53}$As or GaAs in the thickness range 150 - 300 Å. The barrier layers are of Al$_{0.48}$In$_{0.52}$As (in the case of Ga$_{0.47}$In$_{0.53}$As wells) or AlAs (in the case of GaAs wells) and should be in the thickness range 20 - 50 Å to achieve tunneling times < 1 psec. Photons of energy $\hbar \omega_{32}$ are emitted via transitions from level 3 to 2. The p$^+$ and n$^+$ widegap regions are of Al$_{0.48}$In$_{0.52}$As (or AlAs). The interface between the p and n$^+$ regions is compositionally graded. (b) Energy-band diagram of a detector/source with electroluminescent centers that are impact-excited by energetic photoelectrons, emitting photons with energy $\hbar \omega_1$. 
from the output of the photodetector to the light beam impinging on that detector. In such configurations, the qualitative and quantitative distinctions between the quantum and semiclassical theories are well understood. In the quantum theory, photocurrent and photocount randomness arise from the quantum noise in the illumination beam whereas in the semiclassical theory the fundamental source of randomness is associated with the excitations of the atoms forming the detector. Nevertheless, the quantum theory subsumes the semiclassical theory in a natural way.

The clarity of understanding associated with open-loop photodetection configurations has been extended to closed-loop systems in which there is a feedback path leading from the output of the detector back to the light beam at the detector input. We have shown that the unmistakable signatures of nonclassical light associated with open-loop detection do not carry over to closed-loop systems. Nevertheless, open-loop nonclassical light can be generated with closed-loop photodetection if photon pairs are available or, alternatively, if the in-loop photons are not destroyed.4-7

This research was also supported by the National Science Foundation, Grant NSF-CDR 84-21402.

3. Excess Noise Factor and Gain Distributions for Superlattice Avalanche Photodiodes -- We have elucidated the noise properties8-11 and time response8 of superlattice avalanche photodiodes (SAPD's) and compared their properties with those of the conventional avalanche photodiode.11 SAPD's promise a reduction in the feedback noise associated with conventional two-carrier avalanche devices. The expression for the excess noise factor $F_e$ of the two-carrier SAPD in the presence of residual hole ionization has been obtained.9 $F_e$ depends on the average overall gain of the device $\langle G \rangle$, the electron impact-ionization probability per stage $P$, and the ratio $k_s = Q/P$ where $Q$ is the hole-ionization probability per stage. It turns out that even a small amount of residual hole ionization can lead
to a large excess noise factor, thereby limiting the usefulness of the device.

Theoretical results have been obtained for the gain distribution and electron-counting distribution of the single-carrier SAPD (in the absence of residual hole ionization). The gain distribution assumes single-electron injection whereas the electron counting distribution assumes Poisson electron injection and is therefore used for calculating the bit error rate (BER) of an optical communication system. The single-carrier SAPD receiver has been found to always perform better than the single-carrier conventional avalanche photodiode receiver, for all values of the gain. It has been demonstrated that the BER advantage can attain several orders of magnitude, even though the excess noise factors for the two devices lie within a factor of two.

The (single-photon) impulse response function for the SAPD was derived in the absence of residual hole ionization, when the effects of random transit time are incorporated into the carrier multiplication process. For a five-stage quaternary device, the gain-bandwidth product is calculated to be in the vicinity of 600 GHz which is quite large. These results were extended to the CAPD, which turns out to be a special case of the SAPD (in the limit of an infinite number of stages with infinitesimal gain per stage).

This research was also supported by the National Science Foundation Grant NSF-ECE 82-19636.

4. Behavior of Cosmic-ray Noise in Optical Systems -- We have also carried out a detailed study of the effects of noisy dark events, such as those arising from cosmic rays, on an optical system. The light arises from high-energy cosmic rays that reach an optical-fiber system at the surface of the earth and, by means of Cerenkov radiation and fluorescence, produce visible photons. These photons may be generated in the detector (e.g., at the faceplate of a PMT), in the optical fiber, or in optical components of the system. They are unwanted because they
introduce errors into data transmitted on a fiber-optic telecommunication system. In the detector, they result in photoelectrons which are a clustered source of noise above and beyond the usual thermally generated Poisson dark events. We have established the statistical nature of this kind of dark noise in photodetectors, and shown that it is indeed distinctly noisier than the Poisson distribution. We have also developed a suitable theoretical model to describe the phenomenon, based on the Poisson-driven Yule-Furry birth process (PDYF). The fit of theory to data is excellent over 5 1/2 orders of magnitude of the photoelectron probability distribution.12

This research was also supported by the National Science Foundation Grant NSF-CDR 84-21402.

References:


12 M. C. Teich, R. Campos, and B. E. A. Saleh, Phys. Rev. D 36, 
B. DESIGN OF MULTIPLE QUANTUM WELL STRUCTURES FOR INTEGRATED ABSORPTIVE LOSS OPTICAL MODULATORS

(H. Cho, P. R. Prucnal)
(JSEP work unit 1, 1985 - 1988)
(Principal Investigator: P. R. Prucnal (212) 280-3119)

1. Background -- Optical fibers as communication interconnects for VLSI chips offer advantages such as small size, immunity to EMI/EMP, freedom from capacitive loading, and significantly increased bandwidth. However, the potential bandwidth of fiber optics has not yet been realized due to the speed limitations in the opto-electronic transmitters and receivers, and electronic signal processing elements. The optical generation of data can be efficiently performed by using a mode-locked laser to create high speed optical pulses and an electro-optic modulator driven by electronic data, which acts as a gate for the optical pulses. This technique alleviates the necessity of electronically pulsing the optical source at high speeds, and enables data to be encoded into bits less than 100 ps in duration.1-2

A novel coupling technique consisting of the insertion of a fiber into a high aspect ratio hole (created via a 'cold' laser-assisted etching process) on the chip's surface has been demonstrated.3 A modulator employing the same coupling technique is proposed (Figure 1). Here the etched hole penetrates the substrate from the back side, stopping at a surface grown MQW structure. The light is intensity modulated by the electro-absorption effect in response to an applied electric field, and collected by a fiber mounted above the front surface.

Research is being conducted in the design of superlattice modulator devices, specifically GaAs/AlGaAs superlattice structures. Three aspects of superlattice design have been explored: carrier energy bands and band edge wave functions, barrier-layer thickness, and impurity doping effects.

10.
INTEGRATED ABSORPTIVE-LOSS MODULATOR

Figure 1
2. **New Formalism of the Kronig-Penney Model** -- A new formalism of the Kronig-Penney model has been developed which is considerably simpler than the conventional one. This new formalism yields not only the carrier energy bands but also the wave functions at the edges of each band. Although it is formulated to be applied to superlattices, it also is applicable to bulk materials.

3. **Critical Barrier-Layer Thickness** -- The critical barrier-layer thickness (the thickness above which superlattice structures behave as uncoupled quantum wells and below which they behave as coupled well structures) of GaAs/AlGaAs superlattices has been found as a function of design parameters such as Al concentration. The calculated critical barrier-layer thickness has been shown to be valid and accurate. Its application to the design of modulators, lasers, and other uncoupled well structures has been discussed.

4. **Impurity Doping** -- The effect of impurity doping on the shift of electron and hole subbands has been formulated by applying perturbation theory. The electron energy shift due to the impurity doping has been found to be on the order of 10 meV for \( N_d = 10^{18} \text{cm}^{-3}, x=0.3 \), and layer thicknesses of 100\( \text{Å} \). This formalism is expected to be applicable to superlattices with doping levels up to \( 10^{18} \text{ cm}^{-3} \).

This research was also supported by the National Science Foundation under Grant NSF-CDR 84-21402.
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II. PHYSICAL AND PHOTOCHEMICAL PROPERTIES OF ELECTRONIC MATERIALS

A. LOW-COVERAGE LASER INDUCED DESORPTION FOR Cl ON COPPER

(L. Chen, V. Liberman, J. A. O'Neill, R. Osgood)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: R. M. Osgood (212) 280-4462)

1. Introduction -- The spontaneous chemical reaction which occurs at room temperature between copper and chlorine has been studied extensively by Chuang¹, and Winters². Their results indicate that a chlorinated surface layer with an average stoichiometry of CuClₓ (0<X<2) is formed as the Cl₂ coverage increases from 10L to 10¹⁰ L. Also, the surface composition is found to depend strongly on the rate of diffusion of chlorine into the bulk. Under conditions where x<1, the surface layer consists of Cu and CuCl while at exposures where x>1, the coexistence of CuCl and CuCl₂ is detected.

This report describes the pulsed UV laser desorption of neutral and ionic spheres from a copper surface which has been exposed to Cl₂. In the present study, chlorine coverages vary from less than 1L to several hundred L per laser pulse. The desorption results presented here for the low Cl₂ coverage differ significantly from the high chlorine coverage results studied elsewhere. It is believed that the fundamental desorption mechanisms are quite different for the low and the high coverage regimes.

2. Experimental -- The results presented below are obtained from two types of copper samples: a single crystal Cu and a polycrystalline copper layer of 1.5 microns on 500 Âₖₜ titanium. The sample preparation involves cleaning and etching the copper sample with 5% solution of sulfuric acid. The small amount of oxide formed on the sample surface during loading is
subsequently removed upon chlorination and irradiation of the surface with the excimer laser.

The chlorine is introduced by a pulsed molecular beam incident on the surface at an angle of 45° with the copper sample. The excimer laser is also incident on the surface at a 45° angle, making a 90° angle with the molecular beam. Desorbed products are detected with a quadrupole mass spectrometer located along the surface normal. The typical pressure in the UHV chamber is 1x10^-9 torr while the pressure in the mass spectrometer chamber is 1x10^-10 torr. Experiments are performed at various Cl₂ coverages (0.5-500L), laser wavelengths (193, 248 and 351 nm) and at different laser fluences (0-130 mj/cm²).

In order to estimate how much of the mass signal is due to the gas phase photodissociation above the sample surface, a parallel beam experiment is performed. The excimer laser beam is split with one part directly incident on the sample surface and the other part passing above the surface and parallel to it. This experiment, performed with the laser and the molecular beam synchronized with each other, shows no significant signal contribution from the gas phase photofragmentation.

3. Results -- At low laser fluences (below the melting threshold), illumination of copper samples without the presence of chlorine yields no particle signal. At higher incident fluences (2J/cm²), above the Cu melting threshold, a strong Cu signal is observed (Figure 1). The average translational energy of this copper species is corresponding to T=4875 K, which exceeds the boiling point of copper (2868 K). The observed high energy can be explained by the laser vaporization of Cu surface and the subsequent transfer of energy to the Cu atoms from the dense superheated vapor formed above the surface.

In the remainder of this section of the report, we will describe the Time-of-Flight results for the Cu + Cl₂ + laser system, where the different laser wavelengths are 193 nm, 248 nm and 351 nm.

a. Cu+Cl₂+193nm -- The mass spectrum for the 193
Figure 1: Cu neutral time-of-flight spectrum from Cu surface irradiated by 2 J/cm$^2$ of 193 nm laser beam. The arrow indicates the onset of the radiation.
The 193 nm system is shown in Figure 2a. The excimer laser fluence is 80 mJ/cm², pulse width is 20 nsec and the laser repetition rate is 1 Hz. The pulsed molecular beam doses Cu surface with chlorine for 8 msec, providing a coverage of 4 L/sec. At the lower mass numbers, ions are observed as well as neutrals (Cl⁺, Cu⁺, CuCl⁺). None of the signals shown can be attributed to cracking in the mass spectrometer because each species is observed to possess a different average energy. The mass yields were similar for both single crystal Cu and polycrystalline Cu samples.

Figures 3 and 4 show the raw Time-of-Flight signals for Cu, Cl and CuCl. The Cu⁺ ion signal is obtained with the mass spectrometer ionizer turned off (Figure 3a). The laser fluence for this measurement is 66 mJ/cm² and the Cl₂ coverage is 1 L/sec. Figure 3(b) shows a Cu neutral signal at the same laser intensity but higher Cl₂ dosage (4 L/sec). The fast peak of the signal is attributed to Cu⁺. From the difference in the peak energies, it is evident that two different mechanisms are operative in the production of the ions and the neutrals. Figures 3(c), (d) show, similarly, the ion and the neutral Cl signals, obtained at a laser fluence of 70 mJ/cm².

The CuCl neutral signal (Figure 4a) also shows two peaks which correspond to the faster ions and the slower neutrals. The experimental conditions for obtaining this signal are 70 mJ/cm² laser fluence and 3.4 L/s Cl₂ dosage. In one set of experiments, performed on a Cu sample which had been extensively used (i.e., extensively dosed with Cl₂) a second, very fast CuCl peak is observed (Figure 4b). The 193 nm laser fluence is 70 mJ/cm² and the Cl₂ dosage is 3.4 L/s. The occurrence of this very fast ion peak has only been observed with CuCl signals and, at present, is not well understood.

Signal intensity as a function of Cl₂ dosage is summarized in Figure 5. The laser fluence here is kept constant at 70 mJ/cm². All the neutral species show a near linear increase in yield with increased chlorine coverage. CuCl⁺ and Cl⁺ mass yields peak at about 3.5 L/sec (Figure 5a) while the Cu⁺ signal peaks at about 100 L/sec (Figure 5b). At low coverages (< 4 L/s)
Figures 2(a) and 2(b): Mass spectra for the Cu+Cl₂+ laser system. Laser fluence is 80 mJ/cm². Pulsed Cl₂ beam duration is 8 msec, providing 4 L/sec coverage. 0.1% ionizer efficiency assumed to normalize the ion and the neutral intensities.

Figure 2(a): 193 nm incident laser wavelength. Cu⁺ signal is 4 times greater than that shown.
Figure 2 (b): 248 nm incident laser wavelength.
Figures 3(a)-3(d): Time-of-flight signals for the Cu+Cl\textsubscript{2}+193 nm system. The arrow indicates the laser onset.

Figure 3(a): Cu\textsuperscript{+} signal with the ionizer off.
Figure 3(b): Cu signal with the ionizer on. Fast and slow peaks are due to copper ions and neutrals, respectively.
Figure 3(c): Cl\textsuperscript{+} signal.
Figure 3(d): Cl neutral signal. Noise near the laser onset is due to scattered photon signal.
Figures 4(a)-4(b): CuCl time-of-flight signals for the Cu+Cl₂+193 nm system. The arrow indicates the laser onset. Mass spectrometer ionizer is turned on.

Figure 4(a): Faster CuCl⁺ ion peak and slower CuCl neutral peak.
Figure 4(b): Two fast CuCl$^+$ ion peaks are observed for one sample.
Figures 5(a) and 5(b): Typical yield dependences of the lower mass desorbates on the Cl₂ coverage. The laser wavelength is 193 nm and the laser fluence is 70 mJ/cm².

Figure 5(a): Low Cl₂ dosage regime.
Figure 5(b): Cu$^+$ and CuCl yields for the high Cl$_2$ dosage regime.
(Figure 5a), the ion signals rise faster than neutrals, which is especially evident for the Cu signals. The typical mass yields as a function of 193 nm laser fluence are exemplified by a CuCl neutral signal and a Cu$^+$ ion signal, as shown in Figure 6. The neutral yield increases linearly with laser fluence while the ions show an $\approx 1.5$ dependence on the laser fluence. The most important feature of these curves is the presence of the laser fluence threshold which is $\approx 45$ mJ/cm$^2$ for the Cu$^+$ and slightly higher for the CuCl neutrals.

b. Cu+Cl$_2$+248nm -- The mass spectrum is obtained under the similar laser intensity and chlorine coverage conditions as the 193 nm mass spectrum (Figure 2b). Comparing the two mass spectra, we observe that the relative neutral signal intensities are similar for the two mass spectra with the exception of CuCl$_2$ which is not observed for the 248 nm system. The total yield of the neutral desorbates is similar for the two systems. The ion yield, however, is much smaller for the 248 nm system. CuCl$^+$ is no longer observed, and the Cu$^+$ and Cl$^+$ yields are reduced to approximately 50% and 1% of the values observed under 193 nm illumination. Typical ion Time-of-Flight mass signals for the 248 system are shown in Figure 7. The dependence of neutral yields and the Cu$^+$ yield on the Cl$_2$ dosage and laser fluence for the 248 nm system is similar to the 193 nm system.

Studies of the Cu + Cl$_2$ + 351 nm system in the laser fluence range of interest (up to 130 mJ/cm$^2$) showed no ion signal, and only a very weak presence of the CuCl neutrals.

4. Conclusion -- In summary, the Cu+Cl$_2$+ laser system shows interesting results in the low chlorine coverage regime and the low laser fluence regime (<130 mJ/cm$^2$, when the laser induced temperature does not exceed 450 K$^3$). Ion removal is most efficient with the 193 nm incident laser radiation, and is not observed at 351 nm in the low laser fluence range studied. The threshold of the incident radiation for the ion emission is.
Figure 6: Typical ion (Cu⁺) and neutral (CuCl) yields vs. 193 nm laser fluence. The neutral yield dependence is nearly linear while the ion yield shows ≈l^{2.5} dependence on the laser fluence. The laser fluence desorption threshold is ≈45 mJ/cm².
Figure 7: Typical T.O.F. ion signals for the Cu+Cl₂+248 nm system. The laser fluence is 66 mJ/cm², pulse width is 20 nsec. (a) Cu⁺ signal. (b) Cl⁺ signal. No CuCl⁺ is observed.
therefore, expected to occur between 351 nm and 248 nm.

Our future studies of the Cu + Cl₂ + laser system include better surface characterization which will be achieved by implementation of ion sputtering and rf annealing procedures in situ. Also, we hope to achieve a better understanding of the ion emission phenomena for the Cu + Cl₂ + 193 nm system in the low laser fluence regime.

This research was also supported by the Semiconductor Research Corporation, Contract SRC-85-02-055; the Office of Naval Research, Contract N00014-86-K-0694; The Air Force Office of Scientific Research, Contract F-49620-85-C-0067; and the Army Research Office, Contract DAAG29-85-K-0210.
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B. ULTRAVIOLET LASER-INDUCED ION EMISSION FROM SILICON

(JSEP work unit 4, 1985-1988)
(Principal Investigator: R. Osgood, Jr. (212) 280-4462)

1. Introduction -- Pulsed UV laser sources have found a variety of semiconductor processing applications in the field of microelectronics ranging from laser induced chemical etching to photolytic metal film deposition processes. A complete understanding of these photoprocesses, however, requires the characterization of the fundamental aspects of the pulsed laser-solid interaction.

This report describes the observation of UV induced photo-ion ejection from semiconductor surfaces, which is shown to be due to nonthermal mechanisms. The effect is observed using a pulsed laser with an energy density far below that required to melt the crystal. The ejection appears to be explicable on the basis of nonlinear optical absorption in the vicinity of surface defects.

2. Experimental -- Polished Si(111) surfaces were chemically cleaned and stripped of their native oxide layer prior to mounting in a UHV sample chamber (10⁻⁹ torr) equipped with a quadrupole mass spectrometer. The samples were exposed to UV radiation from a pulsed excimer laser operating at 193, 248 or 351 nm at laser fluences from 0-150mJ/cm². Positively charged ions corresponding to mass 28 were detected upon irradiation of a Si(111) n-type substrate (10⁺¹⁵ cm⁻³) with 193 and 248 nm light. The contribution of surface contaminants (such as CO, also mass 28) to the observed signals was determined to be negligible since prolonged illumination (up to 10⁴ shots) of the substrate caused no attenuation of the observed signal as would be expected if a
surface adlayer were gradually removed by laser desorption. Similarly, irradiation of Ge samples under identical experimental conditions yields no ion signal at mass 28. Also, no neutral or positively charged oxygen species were observed under the present experimental conditions.

3. Results -- At 248 nm under conditions of very high laser fluence (500-600 mJ/cm$^2$) time-of-flight distributions were measured which correspond to ions with kinetic energies of 30 eV (see Figure 1). This large ion energy gradually decreases with decreasing laser fluence and is attributed to the vaporization of the substrate surface layer and the formation of energetic ions in a dense gas-phase plasma$^2$.

At laser fluences well below the threshold necessary to cause melting of the bulk silicon, the ion time-of-flight distributions correspond to a kinetic energy of 0.45 eV. This value remains constant for irradiation at both 193 and 248 nm for laser intensities in the range of 10-150 mJ/cm$^2$. The distribution of ion velocities converted from the observed TOF distributions is very narrow and can be fit approximately to a Boltzmann temperature of about 15K. Such a distribution is believed to reflect the efficient collisional cooling of ions above the irradiated semiconductor surface which occurs due to their large coulombic cross-section$^3$.

The remainder of this report concerns observations made in the low intensity regime (<100 mJ/cm$^2$). The angular distribution of charged particles emanating from the surface is obtained by rotating the sample rod up to 90° relative to the mass spectrometer. The observed distribution is found to be sharply peaked in the direction normal to the surface with virtually no ions emitted at angles larger than 20° from the surface normal. Such an angular variation is consistent with the ion velocity distributions observed in the present experiments where the stream temperature (2900K) is greater than the internal temperature (15K). In such a case, ions reach the detector before significant expansion has occurred away from their
Figure 1: Si+ ion time-of-flight data obtained upon 248 nm excimer laser irradiation of a Si(111) 10^15 cm^{-3} n-type substrate. These signals were observed with the mass-spectrometer ionizer off. **UPPER TRACE:** Laser fluence=60mJ/cm^2, E_{tr}=0.45eV. Si+ ions ejected from irradiated substrate with peak surface temperature of 400K. **LOWER TRACE:** Laser fluence=600mJ/cm^2, E_{tr}=30eV. Silicon ions resulting from vaporization of the substrate and subsequent formation of an energetic plasma above the surface.
Figure 2: Photoelectron and photoion emission signal as a function of excimer laser intensity at 193 nm for Si(111) $10^{15}$ cm$^{-3}$ n-type substrate.  **UPPER TRACE:** At very low laser intensity, the electron photoemission increases linearly with laser intensity until space charge effects inhibit electron detection.  **LOWER TRACE:** The photoion emission threshold occurs at 12 mJ/cm$^2$ for this sample. At this point, the saturation of the electron emission response is relaxed and the electron signal increases.
Measurements of both electrons and ions are made in an auxiliary sample chamber (10^-6 torr) equipped with a charged particle collector consisting of a rod biased between ± 100-500V. Both the electron and the ion yield are found to depend significantly on surface conditions. Both unpolished and mechanically scratched wafers are seen to yield substantially more electrons and ions than smooth, polished samples which have been chemically etched in a buffered HF solution prior to study. Also, the ion yield is observed to be enhanced more by roughening than the electron yield. For a typical n-type Si(III) sample (10^15 cm^-3), the dependence of the collected charge on the incident laser fluence is illustrated in Figure 2 under conditions of 193 nm irradiation. For this sample, the photoelectron emission increases linearly with laser intensity at the lowest fluences studied (<1mJ/cm^2). As the incident laser fluence increases, however, the observed photoelectric signal saturates as space charge effects significantly inhibit electron collection. As the laser fluence is increased further (>12mJ/cm^2), the photoelectric response increases rapidly with a quadratic dependence on the incident laser fluence. At this point, positive Si ions are observed to emanate from the substrate. This ion removal process serves to diminish the space charge field and further enhance the ejection of electrons from the bulk. Irradiation of the same sample at 248 nm shows similar behavior with the ion emission threshold occurring at 36 mJ/cm^2. While the ion threshold observed in these experiments is sensitive to surface roughness, it is consistently lower for 193 nm than for 248 nm illumination, and in all cases it is an order of magnitude below the laser fluence necessary to cause the Si substrate to melt (445 mJ/cm^2). Measurements performed at 351 nm show no emitted electrons or ions for low laser fluences employed in these experiments (<100mJ/cm^2).

In order to insure that the ion emission process observed in the present work is truly a low temperature phenomenon, the temperature of the surface during the irradiating laser pulse is
estimated by an experimentally calibrated transient temperature
calculation. The numerical calculation is similar to that used
previously including temperature dependent optical and thermal
coefficients. It predicts that surface melting should occur at
laser fluences of approximately 420 mJ/cm², which is much higher
than the fluences used in the present experiments. Time-resolved
reflectivity measurements using a HeNe probe beam show an
experimental surface melting threshold of 445 mJ/cm², in good
agreement with the calculation.

Photoelectric and photoionic emission behaviour similar to
that seen in the case of Si is also observed for 193 and 248 nm
laser irradiation of a Ge substrate. Neither electrons nor Ge
ions are observed upon irradiation at 351 nm except for laser
fluences above the threshold for melting.

In the case of silicon, the role of mobile impurity
carriers on the observed photo-ion emission process is determined
to be minimal since under 193 nm illumination, similar photo-ion
signals were obtained over a wide range of n and p-type doping
levels (10^{14}-10^{19} cm^{-3}). The measured photoelectron signal is
seen to increase slightly with increased p-type character in
keeping with previous observations of Allen and Gobeli.6

4. Conclusions -- Recent improvements in our experimental
apparatus will enable further study of this ion emission process
under carefully characterized surface conditions. Also, the
occurrence of this phenomenon in other semiconductor and
insulator substrates is presently under investigation in our
laboratory.

This work was supported by the Semiconductor Research
Corporation, Contract SRC-85-02-055; the Office of Naval
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C. DIFFERENTIAL VOLTAGE TECHNIQUE FOR CAPACITANCE MEASUREMENT

(E. S. Yang, X. Wu)
(JSEP work unit 3, 1985-1988)
(Principal Investigator, E. S. Yang (212) 280-3103)

1. Technical Report -- One of our major goals in this project is to develop a capacitance spectroscopy for characterization of M-S interface. In order to do so, an accurate measurement of data is very important, particularly in the present situation as the theory of the interface capacitance has not been well established. An inaccurate set of data could easily mislead our interpretation. Therefore, we are not to rely on just one source of data (APCS). It is necessary to have another independent method to exclude any circuit effect and to make sure that the data obtained are true characteristics of the device.

Measurements of diode capacitance in the forward-bias direction are readily subject to error. This is because the capacitance signal of the diode is being overwhelmed by the thermionic emission conductance (G). This conductance is sometimes three or four orders of magnitude larger than the capacitance (WC). Under this extreme condition, ordinary methods, such as the use of a Boonton capacitance meter, are no longer applicable. Even the Accurate Phase Capacitance Spectroscopy (APCS) method described previously is limited by its instrumentation. First of all, the phase setting in APCS becomes extremely crucial. In practice, for a small phase error, (around 90°), we have

\[ \Delta(WC) = -G\Delta\phi, \]

where \( \Delta(WC) \) represents the resultant error of the measured...
susceptance and \( \Delta \phi \) is in radians. For \( G/\omega C \) on the order of \( 10^4 \), even a \( 10^{-4} \) error in phase would cause a 100\% error in the capacitance. Although the APCS method can set the phase in a very high accuracy, it cannot ensure that there will be no phase shift during the measurement. Therefore, no matter how accurately the phase is set initially, a tiny phase drift will nullify the whole measurement. Furthermore, the sensitivity of the instruments, e.g., the lock-in amplifier (LIA), is limited by the conductance signal level. We know that the capacitance signal of a diode is very weak, especially at low frequencies, it is always desirable to use a high sensitivity setting in order to get better noise performance. But the capacitance signal is buried in a huge conductive component, which frequently overloads the preamplifier and drives the LIA into a nonlinear region, making the measurement impossible. For this reason, we have implemented the following differential voltage scheme for measuring the device capacitance when the quality factor (\( \omega C/G \)) is as low as 0.001.

The basic concept of the Differential Voltage Capacitance Spectroscopy (DVCS) is similar to that of a bridge circuit. Since the main problem arises from the high conductance that is inherently associated with the device, we propose to generate an in-phase signal to cancel out the conductive component of the diode, letting only the capacitive component be retained to pass through the phase sensitive detector. This way, the overload problem is avoided and the influence of the phase drift is also minimized. As a result the accuracy of the measurement is greatly improved.

A schematic description of the differential voltage capacitance spectroscopy technique is shown in Figure 1. A small ac reference signal, \( V_i \), derived from the internal oscillator of a PAR 124 lock-in amplifier, is superimposed on a biasing voltage. This combined voltage is applied between point D and the ground. Two currents are generated. One, \( i_a \), passes through the diode; the other, \( i_b \), through a variable resistor, \( R \). These currents are converted into voltage signals by resistors \( R' \), and
Figure 1: Apparatus of the Differential Voltage Capacitance Spectroscopy.
are then fed into the inputs of the LIA through a differential preamplifier. The output of the differential preamplifier contains only the ac component of \( V_a - V_b \); the dc portion is fully rejected. If \( R' \) is much smaller compared to \( 1/G \) and \( R \), the output of the LIA is

\[
V_0(\phi) = V_i R' A \left[ (G - 1/R) \cos \phi + \omega C \sin \phi \right],
\]

where \( A \) is the voltage gain of the LIA and \( \phi \) the phase setting of the phase sensitive detector. When the phase is set to \( 90^\circ \) with a small error \( \Delta \phi \), the output becomes

\[
V_0 = (90^\circ + \Delta \phi) = V_i R' A \left[ -(G - 1/R) \Delta \phi + \omega C \right],
\]

and the error is

\[
\Delta(\omega C) = -(G - 1/R) \Delta \phi.
\]

If the conductive component is nulled out, i.e., \( G-1/R \approx 0 \), the error will be very small, even in the presence of a significant \( \Delta \phi \). This can be contrasted with Eq. (1) where \( \Delta(\omega C) \) is directly proportional to \( G \Delta \phi \).

The method was used to measure the forward-biased capacitance for a number of diodes. Figure 2 shows a typical result obtained from a Ni-nSi sample.\(^2,3\) In the figure, data obtained from the APCS are also presented as a comparison. It can be seen that the results of the DVCS and the APCS are in good agreement at low bias. At high bias the deviation between the two is caused by a phase error. This was confirmed by a tiny phase readjustment in the APCS measurement, such that a 0.005° phase shift could cause the curve to coincide with the DVCS results. In order to examine the significance of a phase error in the DVCS, we deliberately turned the phase 1° off its correct position. With the real component carefully nulled out, we found the influence on the output reading to be less than 3%, while the phase accuracy in the experiment could be kept to less than 0.1°.
Figure 2: The susceptance (ωC) and conductance (G) curves measured from a Ni-nSi Schottky diode at 108 Hz and 300 K. Note the scale of the conductance is 1000 times that of the capacitance.
Another merit of this new method is clearly seen in the measurements of low resistivity materials, where the conductance is so high that overloading becomes a serious problem in APCS. But with DVCS, the capacitance can be measured without difficulty. It might be worth mentioning that this technique can also be used for $\omega C >> G$. In that case, one merely puts a variable capacitor in place of the variable resistor, where the capacitive component is to be cancelled. This could be useful in the measurement of conductance in MIS devices.

3. **Negative Capacitance** -- In this section we report a phenomenon, observed for the first time, showing that under forward bias some Schottky diodes manifest a "negative capacitance" in response to an ac signal. It reveals that the Shockley-Read model is inadequate in describing the occupancy probability of interface states at high incidence of hot carriers. Under such circumstance, the impact ionization process must be taken into consideration.

The experimental method used for this study was described in the previous section. Figure 3 shows the data obtained from a NiSi$_2$-nSi Schottky diode. The diode has a barrier height of 0.67 eV and was prepared in a UHV environment. TEM analysis showed that the sample possesses a mixed A/B-type interface. Measurements were made over a range of temperatures from 10 K to 300 K. The data shown here were obtained at 200 K and 108 Hz. It can be seen from the figure that with increasing bias, the diode capacitance rises until it peaks and then decreases rapidly. At sufficiently high bias it goes below the abscissa revealing a "negative capacitance" (NC) tail. It should be pointed out that the "NC" is not unique to the NiSi$_2$-nSi interface. Similar features have been found in Pd-nGaAs and Pd-nSi diodes. The occurrence of the NC depends on the temperature and the frequency of the measurement, and varies from device to device. However, it appears only at high bias, and its magnitude increases with the frequency.

This phenomenon cannot be explained by the usual theory of...
Figure 3: Susceptance and conductance as a function of bias measured at 200 K and 108 Hz from a NiSi$_2$-nSi Schottky diode. The solid line is the calculated susceptance curve according to a two-level model.
interface capacitance, nor by other known bulk effects. We know that any charge accumulation in a device would only give rise to a positive capacitance. A "NC" has, so far, no meaning to us. The regular diode capacitance as we saw in the low bias region can be understood as follows. The existence of localized states at a metal-semiconductor interface results in a charge dipole at the M-S junction, which can be described by its thickness, $\delta$, and the permittivity, $\varepsilon_i$. This dipole produces a potential difference, $V_s$, on the two sides of the interface. Under forward bias, most of the voltage drops on the depletion layer, while the remainder is shared by the semiconductor bulk and the interfacial dipole. In the presence of an ac influence, $V_s$ varies with $\Delta V$, which alters the diode's barrier height and, hence, modulates the thermionic emission current. The variation of potential $V_s$ arises mainly from carrier capture and emission at interface states. This process requires a certain period of time, which makes $\Delta V_s$ lag behind $\Delta V$. If we denote the diode conductance by $G$, then the susceptibility of the diode can be approximated by

$$\omega C = -\text{Im}\left(\frac{\partial V_s}{\partial V}\right)G,$$

where $\text{Im}(\partial V_s/\partial V)$ stands for the imaginary part of the derivative. In most cases, the contribution of the depletion layer charge is negligible; therefore, $\Delta V_s = -\Delta Q_{ss} \delta / \varepsilon_i$. $\Delta Q_{ss}$ is the variation of interface charge density. It can be calculated from the following integral

$$\Delta Q_{ss} = -q \int N_{ss}(E) \delta f(E) dE,$$

where $N_{ss}(E)$ is the density of interface states, and $\delta f(E)$ the increment of occupancy probability at the corresponding level. The explicit expression for $\delta f(E)$ is rather complicated. However, it is sufficient to discuss the behavior of $f(E)$, the steady state occupancy under dc bias.

The probability of an interface state being occupied is commonly treated by the Shockley-Read statistics, where the
occupancy probability of a trap state is determined by the charge capture and reemission rates. For an n-type semiconductor, \( f \) may be written as:

\[
f(E) = F_s(E) \frac{c_n n_{so} + F_m(E)/\tau_T}{c_n n_{so} + F_s(E)/\tau_T},
\]

(7)

Where \( F_m \) and \( F_s \) are the Fermi functions with the Fermi level equal to that in the metal and the semiconductor bulk, respectively; \( c_n \) is the electron capture coefficient, and \( n_{so} \) the free electron concentration near the semiconductor surface; the reciprocal of \( \tau_T \) describes the carrier exchange rate with the metal. At zero bias, \( f(E) \) is identical to the Fermi function. Under forward bias, the quasi-Fermi level of the semiconductor, \( E_f^s \), shifts above the metal Fermi level, \( E_f^m \). For any energy level, \( F_s > F_m \); the properties of Eq. (7) can be summarized as follows:

1. For states below \( E_f^m \), \( F_m = F_s = 1; f(E) \) is equal to unity.
2. For those above \( E_f^s, F_m = F_s = 0 \); the states remain empty.
3. For the states energetically located between \( E_f^m \) and \( E_f^s \), \( F_m = 0 \) but \( F_s = 1 \); the states become partially occupied, and their occupancy probability increases monotonically with the current (\( \sim n_{so} \)) through the interface.

The analysis presented above tells us that the charge at the interface always increases with an increment of bias. In other words, from the Shockley-Read model we may expect only a positive capacitance.

Then where does the NC come from? Phenomenologically, a "NC" indicates that the current variation in the device lags behind the voltage agitation. This somehow resembles an inductance. One possibility is that the alignment of electron spin or orbital magnetic momentum at the interface makes the device act like an inductor under ac influence. This hypothesis, however, was quickly ruled out by an electron spin resonance.
measurement, where no appreciable enhancement of the NC signal was observed. Other potential causes, such as carrier recombination and minority carrier effects, have also been examined. None can reasonably account for this phenomenon.

Is there any possibility that the charge at the interface decreases under current injection instead of accumulating? If this happens, the diode current will gradually increase along with the decreasing of interface charge. The NC could then be explained. Based on the behavior of temperature and frequency data, we conclude that this is the right answer. The theory is established using the following arguments.

Electrons that are able to overcome the Schottky barrier do fill up the empty states at the interface. But because they possess excess energy, when colliding with the electrons trapped at the interface states, they are also capable of striking electrons out of the traps, provided that the ionization energy of these traps is smaller than the Schottky barrier energy. This mechanism is similar to the impact ionization process and electron multiplication in a superlattice or, perhaps more precisely, to the Auger effect. However, to move an electron out of the interface trap into the metal requires much less energy than to create an electron-hole pair in the bulk. The strong coupling of the trap states to the metal conduction band makes the ionization energy very different on the two sides of the interface. On the semiconductor side, the minimum energy is $E_c - E_t$, where $E_t$ represents the trap level being considered. However, this energy will be much lower if the excitation is made towards the metal. Thermionic electrons in the conduction band, on the other hand, experience a drastic potential change at the interface. They gain a kinetic energy of $q\phi_b$ (where $\phi_b$ is the barrier height) when falling off the Schottky barrier. This energy is large enough to ionize an interface trap state in the band gap. To describe this process, we modified the Shockley-Read model by adding an impact-loss term in the expression of $df/dt$, which is proportional to the incident current density. The resultant occupancy function now becomes
\[ f(E) = F_s(E) \frac{c_n n_{so} + F_m(E) / \tau_T}{(c_n + a_n/4) n_{so} + F_s(E) / \tau_T}, \]

where \( a_n \) is the impact-loss coefficient. The factor \( 1/4 \) comes from the relation \( J = q \tilde{\nu} n_{so} / 4 \), where \( \tilde{\nu} \) is the electron mean thermal velocity. This modification has a significant influence on \( f \). Compared to Eq. (7), Eq. (8) shows that the states a few \( kT \) below \( E_f \) (where \( F_m = F_s = 1 \)) are now partially empty. Their occupancy probability, in fact, decreases with the increasing \( n_{so} \). Here, two points need to be noted. One is \( \tau_T \). This parameter can be regarded as the lifetime of a nonequilibrium state, either empty or occupied. For \( f > F_m \), it represents the lifetime of an electron that occupies a normally empty state. For \( f < F_m \), it describes how long a normally occupied state may stay empty below the Fermi level. These empty states below \( E_f \) can be looked upon as "holes." Obviously, \( \tau_T \) in these two cases could be very different. Because of the large number of electrons in the metal, the lifetime of the "hole" will be much shorter than the "electron" state (the state above \( E_f \)). The other point is that the modification will not substantially affect the occupancy of the deep level states. For those states, \( a_n \) as well as \( \tau_T \) decreases quickly with the energy level. A qualitative plot of Eq. (8) under forward bias is sketched in Figure 4 for illustrative purpose. The result of this distribution can be interpreted from another point of view. The electrons injected into the interface region carry an energy that is higher than the average of other electrons. They are so called "hot electrons." The local temperature of electrons at the interface is, therefore, effectively higher than the lattice temperature. This strongly alters the energy distribution of electrons, making \( f \) bear some resemblance to a high temperature situation.

The decrease of electron occupancy at the states below \( E_f^m \) allows us an understanding of why the NC is often observed at low temperatures and high frequencies. If the states below \( E_f^m \) have a much higher density than the states above, the integral of Eq. (6) will reverse its sign; namely, the overall charge at the interface will decrease for an increase of bias. Thus, from
Figure 4: Variation of interface state occupancy, \( f(E) \), under the influence of forward bias.
Eq. (5), the device equivalent capacitance is expected to be negative in this region. At high temperatures, the carrier interaction between the metal and traps is relatively weak. The empty states created by electron impact are filled partially by the electrons from the metal. In such a case, the capacitance below $E_m$ is virtually unaffected by the interaction, hence, no NC is observed. The frequency property of the device is understood in the same manner. With increasing frequency, the contributions from the "holes" will become more and more significant in determining the device characteristics, or alternatively, a shorter $t_r$ that explains why the NC becomes even more pronounced at high frequencies.

Quantitative analysis of the parameters can be made by the use of a two-energy-level simplified model, where one level is at 0.15 ev above $E_m$ and the other is at a lower energy level. The parameters $\lambda$ and $\gamma$ are taken to be 0.1 and 0.5, respectively. It is known that the electron capture rate is not dependent on the trap level. Likewise, the capture rate $\gamma$ depends on the capture probability at the capture site, but they are basically independent of the state of the metal. In section 2.3, we discussed the optical transition, where it is assumed that the capture probability is related to the state of the metal. In this model, we consider the upper and lower levels. The capture probability at the capture site was estimated to be 0.15, and the optical transition was estimated to be 0.05. The experimental results are consistent with the analysis and provide further supporting evidence.
(2) At 0.25 V, $C$ starts to rise, indicating an increasing current flow. At this stage the electron injection is still low; the capture process prevails, so that the capacitance rises with the conductance.

(3) With increasing bias, the occupancy of the states above $E^m_\text{M}$ approaches its asymptotic value, while the impact-loss process continues to be strengthened. The charge accumulation at the interface slows down considerably, which causes the capacitance curve to roll ($0.38-0.47$V).

(4) As the current gets high enough, the loss of electrons at the lower level eventually exceeds the electron trapping at the upper level; whereupon the variation of the interface charge, $Q_{SS}$, changes its direction. As a consequence, a NC appears.

The two-level model should be regarded as merely a first order approximation. Nevertheless, it elucidated the nature of the NC. In reality, the interface states are continuously distributed. Using the peak region of the C-V curve (where the impact loss is negligible) the spectrum of the states above $E^m_\text{M}$ can be deduced. The parameters used here for the upper level were obtained from those measurements. Unfortunately, in the NC region the contributions from the states above and below $E^m_\text{M}$ are not yet been possible. No attempt has been made to resolve the details of the state distribution below $E^m_\text{M}$. It should be pointed out that a clear test of verification of our theory has not yet been found. However, there is certain evidence that correlates to our system. For instance, the high density of interface states below $E^m_\text{M}$ has been observed experimentally by the electron spectroscopy in some other devices. Those states may be responsible for the Fermi level pinning.

This research was also supported by the Air Force Office of Scientific Research, Office of Aerospace Research.


D. LOW ENERGY ION BEAM OXIDATION OF SILICON

(E.R. Fossum, S. Todorov)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: E.R. Fossum (212) 280-3107)

1. Low Energy Ion Beam Oxidation of Silicon -- The low energy ion beam oxidation of silicon, which has been demonstrated to produce very thin oxide films (40-70 Å) at room temperature which are suitable for MOSFET devices, has been extensively studied experimentally and theoretically.

The growth process is governed by the competing processes of implantation and sputtering. Low energy (60 eV) oxygen ions are implanted in silicon with a range of approximately 5 Å. However, the straggle of the implant distribution is large, and appreciable oxygen deposition occurs at depths of 20 Å. When the concentration of oxygen becomes comparable to the silicon density, the material becomes silicon dioxide. Oxygen implanted above this concentration does not react and outdiffuses to the surface. The measured thickness of the film grows logarithmically under constant flux conditions, in accordance with the exponentially decaying straggle. The film reaches an apparent saturating thickness which is of the order of 50 Å.

The beam, which contains argon, also results in the sputtering of the silicon/silicon dioxide surface. Such erosion competes with the growing film, and leads to truly saturating film thicknesses.

Simulation of the growth process requires knowledge of the sputtering rate and implantation range. The sputtering rate of silicon dioxide at low energy was measured separately and has been submitted for publication. The measurement technique is more accurate than previously reported methods. In this case, thin oxide films were grown thermally and their thickness

54.
determined by ellipsometry. Following bombardment by inert argon ions, the film thickness was remeasured. This procedure was repeated several times and the sputtering yield per unit dose for various energies was determined.

The sputtering yield is easily predicted using previously reported data for silicon. If the assumption is made that the sputtering is limited by the silicon component of the target (which appears to be valid for low energies) then excellent agreement between theory and experiment is observed provided the silicon density difference between silicon and silicon dioxide is accounted for.

With computer simulation of the model, agreement between the predicted energy dependence and dose dependence and experiment is excellent.

This work is reported as the Ph.D. thesis of Dr. Stan Todorov.

2. Nitridization of Germanium by a Low Energy Ion Beam

Germanium wafers (p-type) provided by Ford Aerospace were exposed to a low energy ion beam of nitrogen. Typical process parameters were energy 60 eV, beam current 70 nA, and exposure time 6 minutes. Metal contacts were evaporated and the test structures analyzed by current-voltage and capacitance-voltage measurements. The samples had an insulator thickness of approximately 500 Å which was stable over at least several weeks. Further investigation is needed to pinpoint optimal process parameters and to perform compositional analysis on the test films.

3. Gallium Arsenide Schottky Diode Leakage Current

Photochemical means were used to deposit excess arsenic on the surface of gallium arsenide substrates. Such deposition was verified by subsequent surface analysis. The deposition was carried out prior to gate electrode metallization and subsequent testing. The effect of the treatment on gate leakage current was investigated. It appears that the excess arsenic does affect leakage current.

\[ \text{(Equation or formula if applicable)} \]
leakage current by over a factor of three even for fine geometries.

This research was also supported by the National Science Foundation under Grant NSF-PYI ECS-85-52572.
III. GENERATION AND DYNAMIC PROPERTIES OF METASTABLE SPECIES FOR QUANTUM ELECTRONICS AND LASER MICROPROCESSING

A. ROTATIONALLY RESOLVED ISOTOPE EFFECT IN THE HOT ATOM COLLISIONAL EXCITATION OF CO$_2$ (00$^+$1) BY TIME-DEPENDENT DIODE LASER SPECTROSCOPY

(S. A. Hewitt, J. F. Hershberger, G. W. Flynn, R. E. Weston, Jr.)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 280-4192)

The study of collisional energy transfer between translational and internal degrees of freedom has received increased attention in recent years. An efficient source of translational energy is the excimer laser photolysis of small molecules to produce hot atoms with energies of several eV. In the present work, hot deuterium atoms have been produced by photolysis of D$_2$S:

$$D_2S + h\nu(193 \text{ nm}) \rightarrow D^* (E_t = 2.16 \text{ eV}) + DS$$ (1)

Inelastic scattering then produces excited CO$_2$:

$$D^* + CO_2 (00^+1, J) \rightarrow D + CO_2 (00^+1, J')$$ (2)

High resolution diode laser spectroscopy is then used to probe the rotational level of the CO$_2$ (00$^+$1) state:

$$CO_2 (00^+1, J') + h\nu(4.3 \text{ cm}) \rightarrow CO_2 (00^+2, J'-1)$$ (3)

In this report we describe the observation of a preference for excitation of high $J$ relative to low $J$ levels of CO$_2$ (00$^+$1) by hot D atoms compared to hot H atoms.

This experiment is based on an earlier study of the
rotational distribution of CO₂ (00^01,J) due to collisions with hot H atoms at 2.30 eV produced by the photolysis of H₂S. In that study the rotational distribution was found to be peaked at J=33, substantially higher than the room temperature Boltzmann distribution peak of J=15. In work completed prior to that study, the total number of quanta in the CO₂ asymmetric stretch and bend vibrations was measured, and the data indicated a substantial isotope effect with the heavier D* atom exciting the lower frequency bend preferentially.

In the present experiments, 193 nm pulses from an ArF excimer laser with unstable resonator optics (Lambda-Physik EMG 201) are propagated down a 9 foot sample cell through which flows a 1/1 mixture of D₂S/CO₂ or H₂S/CO₂. Tunable cw radiation from a diode laser (Laser Analytics) at 4.3 μm is propagated through the cell collinearly with the excimer beam. The diode laser is tuned to specific rotational lines of the 00^01-->00^02 vibrational band of CO₂. Time resolved changes in the transmitted IR intensity are measured with an InSb detector. The signals are digitized, summed, and sent to a computer for storage and later analysis.

Transient absorption signals of the 00^01-->00^02 P(13), P(19), P(29), P(35), P(39), P(41), P(51), P(59), and P(65) transitions in CO₂ were obtained at sample pressures of 25 mTorr. The low pressures used assure that rotational relaxation of the CO₂ (~4 μs) is substantially slower than the rise time of the detection system (~0.5 μs), permitting direct measurement of nascent rotational populations. The observed signals for high rotational levels of 00^01 CO₂ have an initial fast rise due to direct formation of excited CO₂ by hot H or D atoms (see inset of Figure 1), followed by a slower decay which is attributed to rotational relaxation. For low rotational levels of 00^01 CO₂ the fast rise is small or nonexistent, and the signals have a slow rise due to rotational relaxation which fills the lower J states.

To obtain the rotational distribution directly, the fast rise amplitudes must be normalized for excimer and diode laser intensities and absorption line strengths; this was done in the earlier H* atom experiment. In the present experiments, to
Figure 1: Experimental values for $N_{H^*}/N_{D^*}$ vs. $CO_2$ rotational level (J) for 1/1 mixtures of $H_2S/CO_2$ and $D_2S/CO_2$ at 25 mtorr. $N_{H^*}(N_{D^*})$ is the population increase in a given 001 rotational state after the $H^*(D^*)/CO_2$ collisional interaction. The solid curve is a linear least squares fit of the data. The inset scope trace shows the change in absorption of the diode probe beam for the 00'1$\rightarrow$00'2 P(39) transition after 193 nm photolysis of $H_2S$ in $CO_2$ and $D_2S$ in $CO_2$ in a 9 foot cell.
avoid the errors involved with such normalizations, ratios of H* and D* atom fast rise amplitudes were measured by locking the diode laser on a given 00'1,J'-->00'2,J'-1 transition and flowing through the gas cell an H2S/CO2 sample and then a D2S/CO2 sample. When plotted as a function of rotational level, these ratios show a significant negative slope (see Figure 1). From the ratios and the previously measured H* atom distribution, the D* atom distribution can be obtained. While the overall vibrational excitation of CO2 (00'1,J) by H* atoms is about twice as efficient as excitation by D* atoms, Figure 1 shows a clear preference for higher J by deuterium as compared to hydrogen.

The available angular momentum in a hot H or D collision is \( L = \mu b g \) where \( \mu \) is the reduced mass, \( b \) the impact parameter, and \( g \) the relative speed. For fixed \( b \), D*/CO2 collisions have a square root of 2 larger \( L \) than H*/CO2 collisions. This probably accounts for the increasing excitation probability of high J 00'1 levels by D* atoms compared to H* atoms.

This research was also supported by the Department of Energy, Contract DE-AC02-78-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-CHE 80-23747.
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B. ROTATIONALLY RESOLVED HOT ATOM COLLISIONAL EXCITATION OF CO$_2$(10$^0$0) TIME-DEPENDENT DIODE LASER SPECTROSCOPY

(S. A. Hewitt, J. F. Hershberger, J. Z. Chou, G. W. Flynn, and R. E. Weston, Jr.)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 236-4183)

Studies of energy transfer between translational and internal degrees of freedom provide detailed information about inelastic collisional scattering in small molecules. Recently, translationally "hot" atoms (1-3 eV), produced by excimer laser photolysis, have been employed to investigate translational to vibrational/rotational (T-V/R) energy transfer. In the present study, hot hydrogen (or deuterium) atoms have been produced by UV photolysis of H$_2$S (or D$_2$S):

H$_2$S + hv(193 nm) --> H$^*$($\epsilon_{tr} = 2.30$ eV) + HS

Vibrationally and rotationally excited CO$_2$ molecules are then produced by inelastic scattering:

H$^*$ + CO$_2$(00$^0$0, J) --> H + CO$_2$(n$^0$ 1$p$, J)$^*$

High resolution time-resolved diode laser spectroscopy is used to probe the nascent rotational distribution of CO$_2$ molecules scattered into the 10$^0$ excited symmetric stretch state:

CO$_2$(10$^0$0, J') + n ($\sim$4.3 eV) --> CO$_2$(10$^0$0, J')$^*$

Previous work in this lab on the H$^*$ + CO$_2$ system, has determined that hot D atoms preferentially excited CO$_2$.
frequency CO$_2$ bend state compared to hot H atoms which preferentially excite the higher frequency CO$_2$ asymmetric stretch state. 2) the nascent rotational distribution of CO$_2$(00$^0$1, J'), after D or D$^*$ atom collision, is broadly peaked at J$\sim$33, substantially higher than the room temperature Boltzmann distribution peak at J$\sim$15$^9$, and 3) there is a preference for excitation of high J relative to low J levels of CO$_2$(00$^0$1, J') by hot D atoms compared to hot H atoms$^{10}$. The present work has been conducted to determine how symmetric stretch excitation compares with these results for the bend and antisymmetric stretch states of CO$_2$.

In this experiment, the pulsed output of an ArF excimer laser with unstable resonator optics (193 nm) and the cw output of a tunable diode laser ($\sim$4.3 $\mu$m) are collinearly propagated down a 9 ft. sample cell through which flows a 1/1 mixture of H$_2$CO$_2$ or O$_2$S CO$_2$. The diode laser is tuned to specific rotational lines in the 10$^0$0 $\rightarrow$ 10$^0$1 vibrational band of CO$_2$. Time-resolved changes in the transmitted intensity of the IR probe beam following the UV photolysis pulse are monitored with a lock-in detector. The signals are digitized, averaged, and sent to a computer for storage and analysis. A CO$_2$ reference cell, lock-in detector, and feedback loop are used to lock the diode laser to a specific frequency.

Transient absorption signals of the 10$^0$0 $\rightarrow$ 10$^0$1 P(b), P(1b), P(2b), P(3b), P(4b), and P(5b) transitions in CO$_2$ were measured at total sample pressures of 25 mtorr. The nascent rotational populations can be determined directly at these low pressures because the CO$_2$ rotational relaxation time ($\sim$4 ms) is much slower than the risetime of the detection system ($\sim$1.5 ns).

The observed rotational distribution of CO$_2$(10$^0$0) is much broader (see Figure 1) than that for CO$_2$(00$^0$1)$^9$ and other rotational states currently being studied in this lab. This broader rotational distribution may be due to the fact that the symmetric stretching state is actually a linear combination of the CO$_2$ symmetric stretch state and the O$_2$CO$_2$ bend state ($\sim$50%
$CO_2 (10^00)$ Rotational Distribution

Figure 1
By measuring the ratio versus $\Delta$ versus $\Delta^*$ we have obtained differences between the two observables. These differences are greater for $H^+$ atoms than for $H$ atoms, in agreement with a simple argument based on the nature of the force acting during the $\Delta$ atom collision. There is a preference for higher order collisions in $H^+$ over $H$ hydrogen, as seen for $\Delta^*$. This results in an increased available angular momentum in a $H$ atom collision compared to a hot $H$ atom collision.

This research was also supported by the Department of Energy, Contract DE-AC02-76-ER-10142 and the National Science Foundation, Grants NSF-CHE 83-11900 and NSF CHE 83-12012.
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Ratio of $CO_2(100, J)$ Excitation by $H^*$ vs. $D^*$

$v = 1.9338 - 0.0214x$  \( R = 0.86 \)

Figure 2

C. TRANSIENT LINEWIDTHS OF CO₂ AFTER HOT ATOM COLLISIONS

(J. F. Hershberger, J. Z. Chou, R. E. Weston, Jr., and G. W. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 280-4162)

Substantial progress has been made in recent years in measuring the internal state distributions of CO₂ after collisions with hot atoms. Initial results of classical trajectory studies provide encouraging agreement with experiment. It is of interest to measure the translational recoil of the CO₂ immediately after the collision. Doppler broadened linewidth measurements give the distribution of CO₂ velocities after the collision.

Hot hydrogen or deuterium atoms were created by excimer laser photolysis of H₂S or D₂S:

\[ \text{H}_2\text{S} + h\nu (193 \text{ nm}) \rightarrow \text{H}^* + \text{HS} \quad (E_{\text{trans}} = 2.3 \text{ eV}) \quad (1) \]

The hot atoms collisionally excite carbon dioxide:

\[ \text{H}^* + \text{CO}_2 \rightarrow \text{H} + \text{CO}_2 \quad (\text{in } p;J;v) \quad (2) \]

A tunable diode laser probes the CO₂ quantum state:

\[ \text{CO}_2 (\text{in } p;J;v) + h\nu (4.3 \mu\text{ m}) \rightarrow \text{CO}_2 (\text{in } p+1;J-1;v) \quad (3) \]

The experiment was performed by passing collinear diode and excimer beams through a 9-ft. sample cell containing 25 mTorr of a 1:1 mixture of H₂S and CO₂ or D₂S and CO₂. Time resolved changes in infrared absorption were detected by an InSb detector, amplified, and signal averaged on a digital oscilloscope. During the experiment the diode was modulated at 1 kHz over a frequency
range of about 0.1 to 0.01 cm$^{-1}$ while locked onto the line of interest by a feedback loop. Different positions within the Doppler profile were sampled by timing the excimer at different delay times with respect to the start of the modulation cycle. This method works because the transient signals are on a microsecond timescale, much faster than the diode modulation. The wavenumber axis was calibrated with a Fabry-Perot etalon.

The experiment was performed on three rotational levels of the 00$^1$1 vibrational state: P(13), P(35), and P(59). In all cases the data were well fit by Gaussian profiles. All of the linewidths measured were significantly broader than the room temperature Doppler width of CO$_2$ (FWHM=0.0042 cm$^{-1}$). Deuterium atoms gave broader linewidths than hydrogen atoms, as expected because of the greater momentum. In addition, the linewidth increased with higher rotational quantum number, as shown in Figure 1. The estimated error bars on these numbers are about 15%, primarily due to inaccuracies in the frequency calibration.

By measuring signal amplitudes at times later than the detector response time, the translational relaxation of the line back to a room temperature Doppler profile can be seen. Figure 2 shows the lineshape profile of 00$^1$1 P(35) at three different times. Figure 3 shows the fitted linewidth for 00$^1$1 P(35) as a function of time after the excimer laser pulse. Given a collision time of about 4 microseconds at these pressures, it can be seen that relaxation back to the room temperature Doppler width is roughly gas kinetic.

Experiments have also been performed on 00$^1$1 P(49) and P(59). The error bars are larger for these states because of smaller signals and the required additional correction of diode power versus wavenumber due to the absorption by cold gas. Preliminary results indicate somewhat broader linewidths than for the 00$^1$1 lines.

This research was also made possible by the Department of Energy, Contract DE-AC02-78-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-CHE 80-23747.
Figure 1: Transient linewidths of $\text{H}_2$ in $\text{H}_2^0$ states after collision with hot atoms.
Figure 2: Lineshape profile of CO$_2$ in 00$^1$P(35) state.
Figure 3: Linewidth of \( \text{CO}_2 \) in \( 00^1 \text{P}(35) \) state as a function of time after excimer laser pulse.
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D. OBSERVATION OF A DELTA-J PROPENSITY IN HOT ATOM INELASTIC SCATTERING OF CO₂

(J. F. Hershberger, S. A. Hewitt, R. E. Weston, Jr., and G. W. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 280-4102)

Quantum state resolved studies of the inelastic scattering of CO₂ by hot atoms is of considerable interest. 1-6 VCC-10S calculations by Alexander and Clary 7, 8 on He-CO₂ collisions showed interesting oscillations in cross sections as a function of rotational quantum number for excitation into states involving non-zero vibrational angular momentum. This effect was attributed to symmetries in the 6-j coefficients. We report here the first experimental observation of such oscillations in the ro-vibrational excitation of CO₂ (01'0) by hot atoms.

The diode absorption probe technique has been described previously. 9 Briefly, hot hydrogen or deuterium atoms are produced by the excimer laser photolysis of H₂S or D₂S at 193 nm:

\[ \text{D}_2\text{S} + h\nu(193 \text{ nm}) \rightarrow \text{DS} + \text{D}^* \quad (E_{\text{trans}} = 2.1 \text{ eV}) \]  

Collisions with CO₂ cause rotational and vibrational excitation:

\[ \text{D}^* + \text{CO}_2(\nu'0'0';J) \rightarrow \text{D} + \text{CO}_2(\text{mn}^1p;J') \]  

A tunable diode laser probes absorption in the v₁ band of CO₂:

\[ \text{CO}_2(\text{mn}^1p;J) + h\nu(\sim 4.3 \mu\text{m}) \rightarrow \text{CO}_2(\text{mn}^1p+1;J-1) \]  

Tunable diode radiation was passed through a 400 Torr sample cell collinearly with 193 nm excimer radiation. The diode was tuned to various rotational lines in the P-branch of the v₁ vibrational band of CO₂. A 50/50 mixture of D₂S and CO₂ at 21.
mTorr flowed through the cell. Time-resolved changes in infrared absorption were detected by an InSb detector, amplified, and signal averaged on a digital oscilloscope.

A typical time-resolved signal displays a detector-limited fast rise (~700 ns) followed by a slow rise or decay. The collision time at 25 mTorr is ~4 µs, much slower than the detector response time, so the fast rise amplitude represents the nascent population produced by the hot atom collision. The slow component of the signal is due to subsequent collisional relaxation. The fast rise amplitudes were normalized by excimer and diode laser powers to obtain the rotational distribution of the 011 u state, shown in the figure. The most obvious feature in the distribution is that odd J levels have much more population than even J levels. When the same experiment is performed with the absorption cell cooled to ~50 degrees Celsius, the population of the even J levels are reduced, and the odd J levels are increased; thus the odd/even ratio increases at lower temperatures. This effect is at least partly due to the reduction in the ambient Boltzmann population of CO, in the u state. For such molecules, both even and odd initial states exist, so averaging over the initial Boltzmann distribution would tend to obscure any delta-J propensity. For the dominant molecules, however, only even J can exist, so a delta-J odd propensity is not averaged out. This implies that pure rotational scattering within the u11 manifold is only a rather minor contribution to the observed distribution. Since ν3 of the CO2 molecules are in the 011 u state at room temperature, the cross section for ro-vibrational excitation must be at least ~0.1 that of the cross section for pure rotational excitation.

A similar rotational distribution is observed for hydrogen atom scattering, although the total excitation probability into the v1 manifold is smaller by a factor of about 1/7. The 3ν1 combination state, however, shows the opposite propensity in that the scattering probability into even J states is greater than into odd J states. This is due to the factor of 1/2 put into the wavefunction symmetry by the ν3 vibration.
Rotational distribution of CO$_2$ in 01$^1$0 state after collision with hot deuterium atoms.
Another feature of the distribution is that it is sharply peaked at about J=43, significantly greater than the J=33 peak for the \( \tilde{F} \) distribution.\(^4,5\) This is likely an effect of different trajectories for the different vibrational modes. Quasiclassical calculations\(^9\) indicate that the \( v_3 \) stretch is excited primarily by end-on collisions, while broadside collisions play a more significant role in exciting the \( v_2 \) bend. A broadside collision has greater orbital angular momentum available, so one would expect greater rotational excitation.

This research was also made possible by the Department of Energy, Contract DE-AC02-78-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-CHE 80-23747.
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RESEARCH INVESTIGATION DIRECTED TOWARD EXTENDING THE
USEFUL RANGE OF THE ELECTROMAGNETIC SPECTRUM(U)
COLUMBIA RADIATION LAB NEW YORK  G W FLYNN ET AL
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E. DETECTION OF THE CHLORINE ATOM USING INFRARED DIODE LASER TECHNIQUE

(S. Sarkar, G. W. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 280-4162)

1. Introduction -- The production and chemistry of atomic species are important in a wide variety of applications. Chlorine atoms, one such important species, have many useful chemical reactions in the gas phase as well as on metal/semiconductor surfaces. These studies can provide insight into the fundamental dynamical properties such as spin-orbit effects on reaction rates and energy transfer processes. They are also expected to have practical impact in areas of chemical laser development, laser direct writing/microelectronics and atmospheric modeling. Therefore, a suitable optical method, preferably in-situ and real-time, is essential for its detection and quantitative measurement in a chemically reacting system.

Our detection scheme utilizes the $2P_{3/2} \rightarrow 2P_{1/2}$ spin-orbit transition of halogen atoms in the infrared. The powerful infrared diode laser absorption technique which has already been developed in our laboratory is therefore well-suited for Chlorine atom studies. The cw-diode laser with low single mode power ($\sim 0.1$ mw) and low photon energy ($\sim 0.1$ ev) is a non-perturbing probe and is capable of real time diagnostics with resolution ranging from 100 ns to 1 sec depending on the experimental requirement. The objective of the present work is the development of a diode laser spectrometer to detect the Cl $2P_{3/2} \rightarrow 2P_{1/2}$ transition near 882.36 cm$^{-1}$ (11.33 $\mu$m). Measurements locating the line position and line strength provide the information needed to implement quantitative measurements of Cl concentrations using this high resolution technique and allow
for an assessment of the ultimate sensitivity of such an apparatus in real time experiments.

2. Experimental Set-up -- The experimental apparatus is as follows: The laser diode (880-895 cm$^{-1}$) is contained in a Laser Analytics helium-cooled, closed-cycle refrigerator. The diode laser beam, after collimation (f/2 ZnSe lens), passes through a 270 cm long cell containing Cl$_2$ (<1 Torr). The laser light is detected after passing through a 0.5 m monochromator (to select a single laser mode and coarse wavelength setting) with a liquid-nitrogen cooled HgCdTe detector/preamplifier (1 s response time). The diode probe and photolysing dye laser (330-380 nm, 10 mJ pulse) beams are made collinear in the cell by passing the diode beam through a ZnSe flat which is coated for high reflectivity at dye laser wavelengths.

Diode laser frequency is coarse set by the temperature of the diode, and the frequency scan is accomplished by ramping the diode current. The absorption lines are measured in the second derivative mode where the laser frequency is modulated by applying a low-amplitude saw-tooth wave function to the diode current and the absorption signal is recorded with the lock-in amplifier set for detection at twice the modulation frequency.

3. Calibration Procedure -- The frequency scale is determined using Carbonyl Sulphide (OCS) absorption lines with the OCS line positions taken from the work of Maki.$^3$ In its $v_1$ band, OCS (band centre 859 cm$^{-1}$) has a useful spectrum for the purpose of diode laser calibration. Although the spectrum is quite rich in the 859 cm$^{-1}$ region, the frequency range needed for our work (higher J-transitions in the R-branch) suffers some limitations owing to the simplicity and regularity of the spectrum (Figure 1). Fortunately, however, the hot band transition (010$\rightarrow$110) and isotopic species (like $^{16}$O$^{13}$C$^{32}$S) transitions still make it possible to use OCS for calibration, nonetheless with more cautious effort.

A computer program LINESEAR, designed in our lab to aid in
assigning diode modes by fitting observed line positions to tabulated spectra of various gases, was used. To assign a diode mode, the observed diode spectra under full modulation amplitude is recorded in single mode condition. A Ge etalon (one inch thick, FSR=0.0475 cm$^{-1}$) is used to measure the relative frequency spacings between several lines within a mode (usually 3-5 lines are sufficient). With the help of a set of etalon fringe counts, the approximate frequency range set by the monochromator, and the absorption coefficients, the program searches the database for a specific pattern of lines and plots them on a plotter. With the help of this program, we are able to characterize several modes of our present diode by employing a few Torr of OCS in a 270 cm long cell (Figure 1).

4. **Estimate of Chlorine Atom Concentration**

A preliminary estimate has been made for the working Cl-atom concentration in the present apparatus. The precursor Cl$_2$ molecule produces two $^2P_{3/2}$ chlorine atoms upon laser photolysis in its absorption band (280-420 nm). With typical dye laser pulse energy of 10 mJ at 330nm (absorption peak with measured cross-section of 0.0083 cm$^{-1}$ torr$^{-1}$) we can produce $3 \times 10^{16}$ atoms by photolysing 1 torr Cl$_2$ in a 2.7 meter path. These atoms are produced in a typical laser beam volume of 20cm$^3$ giving a working density of $1.5 \times 10^{15}$ cm$^{-3}$, which is well within the sensitivity limit of the apparatus.

5. **Estimate of the Apparatus Sensitivity**

The magnetic dipole allowed transitions between the $^2P_J$ levels have hyperfine structures which give rise to six possible transitions (882.3149 - 882.3907 cm$^{-1}$) each for $^{35}$Cl and $^{37}$Cl isotopes. The strongest is the $F''=3 \rightarrow F'=2$ transition at 882.3626 cm$^{-1}$. At room temperature, the Doppler width (FWHM = 55 MHz) is larger than the isotope shift (28 MHz), and the strongest transition is due to both isotopes. From the predicted ratios of the line intensities, the fraction of ground state population in the hyperfine level associated with the strongest transition is

80.
CALIBRATION SPECTRUM FOR CHLORINE ATOMS

\[
\begin{array}{cccc}
\text{R61} & \text{R62} & \text{R63} & \text{R64} \\
81.783 & 82.930 & 82.395 & 82.679 \\
\text{R82} & \text{R82} & \text{R83} & \text{R84} \\
81.683 & 81.821 & 82.129 & 82.436 \\
\end{array}
\]

C: LINE: 882.3628

FIGURE 1
calculated to be 0.44. Assuming a modest estimate of detecting 0.1% diode laser absorption (with S/N of 10) in the apparatus, the minimum detectable concentration, \( n_{\text{min}} \), for a Doppler-broadened line is given by:

\[
\frac{[S(n_j/n) \times n_{\text{min}} X L]}{[2.13 \times v_{\text{dop}} \times N_0]} = 10^{-3}
\]

(1)

where \( S \) is the line strength \( (0.1 \text{ cm}^{-2} \text{ atm}^{-1}) \), \( v_{\text{dop}} \) is the Doppler HWHM \( (0.9 \times 10^{-3} \text{ cm}^{-1}) \), \( L \) is the path length \( (270 \text{ cm}) \) and \( N_0 \) is the number density at 1 atm and 300 K. For the present set-up, a conservative estimate of \( n_{\text{min}} \) is \( 4-5 \times 10^{12} \text{ cm}^{-3} \) although an order of magnitude improvement can be achieved.

This research was also made possible by the Department of Energy, Contract DE-AC02-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-CHE 80-23747.
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F. TEMPERATURE DEPENDENCE OF ROTATIONALLY RESOLVED EXCITATION OF CO$_2$(00$^0$1) COLLISIONS WITH HOT HYDROGEN ATOMS

(T. G. Kreutz, F. A. Khan, G. W. Flynn, R. E. Weston, Jr.)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. W. Flynn (212) 280-4162)

Workers in our laboratory have recently measured the rotationally resolved excitation of CO$_2$(00$^0$1) by collisions with hot hydrogen atoms:

$$H_2S + h\nu(193nm) \rightarrow H^* + HS$$

(1)

$$H^* + CO_2(00^00) + CO_2(01^10) \rightarrow H + CO_2(00^01;J) + CO_2(n,m^\lambda,p;J).$$

(92%) (8%) (2)

While the majority of CO$_2$ molecules are in the vibrational ground state at room temperature, the 8% fraction in the (01$^1$0) level admits the possibility of a second significant scattering channel into (00$^0$1). The effects of these two channels may, in principle, be isolated by lowering the temperature of the CO$_2$, such that the (01$^1$0) population is made negligibly small. Such an approach is valid, however, only if the vibrationally inelastic cross sections do not vary significantly with the gas temperature. In these experiments, the extremely high velocity ($\sim$2eV) of the hydrogen atoms far outweighs small variations in the CO$_2$ velocity due to changes in the gas temperature. Thus, the relative efficiency of the two inelastic channels may be investigated by comparing the low temperature (00$^0$1) rotational distribution with that measured at room temperature.

The apparatus used for excimer laser photolysis/diode laser probing has been described in detail elsewhere; briefly it is as follows. The pulsed output of an excimer laser at 193 nm is collinearly propagated with the 4.3$\mu$m cw diode laser radiation...
through a 3 m cell containing a flowing 1:1 mixture of H$_2$S and CO$_2$. The diode laser is tuned to a given absorption line of the type:

$$\text{CO}_2(00^01;J) + h\nu(4.3 \text{ pm}) \rightarrow \text{CO}_2(00^02;J+1),$$  \hspace{1cm} (3)

and time resolved changes in the IR probe beam (following each excimer laser photolysis pulse) are monitored with a cooled InSb detector and acquired on a signal averager.

In the low temperature experiments, the gas mixture is cooled by first flowing it through an insulated "pre-cooler" consisting of a 50 cm long glass coil surrounded by a jacket in which chilled ethanol is circulated. The gas then flows through the similarly jacketed and cooled 3 m pyrex sample cell. The temperature of the wall of the sample cell is maintained at -50$^\circ$C, as monitored by an iron-constantan thermocouple. The temperature of the gas mixture was experimentally verified by measuring the absorption coefficients of various rotational lines in the CO$_2$(02$^2$0) R-branch. This data was fit to a rotational Boltzman distribution and yielded a temperature within $\pm 2^\circ$C of the value given by the thermocouple. The pressure of the gas mixture was maintained at 25 mTorr at room temperature and 19 mTorr at -50 C, thus ensuring a common gas density at both temperatures.

In order to minimize systematic errors, the apparatus was calibrated repeatedly throughout the course of the experiment by means of frequent (~45 minute intervals) measurements of a single 'indicator' absorption line, e.g. (00$^01$)R(17). The measured rotational populations were then normalized by the amplitude of this transition, which slowly decreased with time due to slow degradation of the apparatus via fogging of the windows on the cell, gradual beam misalignment, etc. Error bars (~15%) were determined primarily by repeated measurements of each transition.

We have measured the rotationally resolved scattering into (00$^01$;J) at both room temperature and at 223 K. The ratios of these populations are shown in Figure 1 as a function of J. Note that the dependence on J is roughly linear over the measured
region; recent data (not shown) indicates that the ratios rise more quickly beyond $J=50$ and equal unity at $J=60$. In the limit of rotationally elastic scattering $J=60$, the ratios are given trivially by the ratios of the initial hot/cold Boltzmann distributions, a result which is graphed for comparison in Figure 1. While the true dynamics are far from rotationally elastic, this simple result suggests that at least part of the $J$ dependence of the ratios is due to the small shift of the initial rotational distributions to smaller $J$ values as the temperature is lowered. Other contributions to the $J$ dependence arise from the details of the scattering cross sections. In this regard, we are presently engaged in a data analysis based upon the infinite order sudden (IOS) approximation, from which state-to-state inelastic cross sections for this process may be obtained.

By integrating the measured $(00^01)$ rotational distributions, we obtain total cross sections for $(00^01)$ excitation. The ratio of the hot/cold total excitation cross sections, $R = \sigma_{00^1}(T_{\text{HOT}})/\sigma_{00^1}(T_{\text{COLD}})$, is found experimentally to be $0.9\pm0.1$. In order to see what light this result sheds upon the relative efficiencies of two scattering channels, we turn to Figure 2, where the calculated value of $R$ is graphed as a function of $F=01^0\rightarrow00^1/00^0\rightarrow00^1$, the ratio of the scattering efficiencies out of $(01^00)$ versus $(00^00)$. Note that when $F<1$, the $(01^00)\rightarrow(00^01)$ channel has little significance, and as a result, $R$ is rather insensitive to variations in $F$. At higher values of $F$, however, scattering out of $(01^00)$ becomes increasingly important and the temperature effect is more dramatic. Our measured value of $R\sim0.9$, which is also graphed in Figure 2, indicates that the efficiency of scattering from $(01^00)$ does not exceed the efficiency from $(00^00)$. This appears to be a plausible result; while the $(00^00)\rightarrow(00^01)$ transition has a somewhat larger energy gap than $(01^00)\rightarrow(00^01)$, the latter transition requires an exchange of two vibrational quanta. Unfortunately, the uncertainty in our measurement and the relative insensitivity of $R$ with respect to $F$ do not permit a more precise determination of $F$. This situation can be improved.
Figure 1: The rotationally resolved ratio of inelastic scattering into CO$_2$(00$^01$) at 298 K versus 223 K. The solid line depicts this quantity calculated in the rotationally elastic (i.e., $\Delta J=0$) limit.
Figure 2: The calculated ratio of the total inelastic cross sections into $\text{CO}_2(00^01)$: $R = \sigma_{001}(T_{\text{HOT}})/\sigma_{001}(T_{\text{COLD}})$, as a function of $F = \sigma_{001}001\rightarrow001/\sigma_{001}000\rightarrow001$, the efficiency ratio of the two major scattering channels. Note that $R$ is given for both 298 K/223 K and for 350 K/223 K. The experimental value of 0.9±0.1 for $R$ is shown by a horizontal line and a shaded band representing the uncertainty in the measurement.
somewhat by measuring the \((00^01)\) rotational distribution at an elevated temperature (see Figure 2). Experiments such as these should provide a better understanding of this important scattering system.

This research was made possible by the Department of Energy, Contract DE-AC02-78-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-Che 80-23747.
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G. ROTATIONALLY AND TRANSLATIONALLY RESOLVED PRODUCT STATE DISTRIBUTIONS IN CO\textsubscript{2} BENDING STATES PRODUCED BY THE 193 nm PHOTOLYSIS OF PYRUVIC ACID

(T. G. Kreutz, G. W. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principle Investigator: G. W. Flynn (212) 280-4162)

Laser photolysis is a convenient method of initiating a "half-collision" or "half-reaction" between excited photoproducts, and state resolved energy deposition within the photofragments provides an extremely detailed picture of the dynamics of photodissociation. In this report, we describe preliminary results in a continuing study of the 193 nm photolysis of pyruvic acid, in which we have measured the extent of rotational and translational excitation in the CO\textsubscript{2} photofragment.

The experimental apparatus, which has been described previously in detail, can be summarized as follows. Pulsed excimer laser radiation at 193 nm is collinearly propagated with a cw diode laser beam through a 2 m sample cell containing flowing pyruvic acid vapor at \sim 25 \text{mTorr}. Pyruvic acid is photolyzed by the excimer pulse and produces excited CO\textsubscript{2} fragments:

$$\text{CH}_{3}\text{COCOOH} + h\nu(193 \text{ nm}) \rightarrow \text{CH}_{3}\text{CHO}^* + \text{CO}_2(n,m^\lambda,p;J) \quad (1)$$

whose relative rotational and vibrational populations are probed via diode laser transitions of the type:

$$\text{CO}_2(n,m^\lambda,p;J) + h\nu(4.3 \mu\text{m}) \rightarrow \text{CO}_2(n,m^\lambda,p+1;J+1). \quad (2)$$

The frequency of the diode is fixed at the frequency of a particular CO\textsubscript{2} absorption line by means of an ancillary CO\textsubscript{2} reference cell and a feedback loop to the diode laser. Time
domain changes in the diode laser light which occur immediately after the excimer laser pulse (due to the appearance of CO$_2$ photofragments in the sample cell) are detected with a cooled InSb detector and acquired on a signal averager.

In the rotationally state resolved experiments, the change in absorption is measured after a delay of 600 ns following the excimer pulse, corresponding to the response time of the IR detector. With a pyruvic acid pressure of 25 mTorr, this time delay represents only $\sim 1/7$ of the characteristic time for a single gas kinetic collision. The measurement is thus made on a timescale which is short compared to that required for rotational relaxation of the CO$_2$ photofragments, and so is representative of the relative nascent population of CO$_2$ formed in the probed rovibrational state.

Rotationally state resolved populations of the CO$_2$ photofragment have been measured in the R-branches of the (00$^0$0), (01$^1$0), and (02$^2$0) vibrational levels. The (02$^2$0) distribution, graphed in Figure 1, shows a substantial degree of rotational excitation in the nascent molecules; note that the distribution can be roughly fit to a Boltzmann distribution having a temperature of 1300 K. These results might possibly be explained by the presence of an internal hydrogen bond in the gas phase pyruvic acid. As the C-C bond breaks, the residual hydrogen bond may impart substantial rotational motion to the departing CO$_2$ fragment, as shown schematically in Figure 2. The high efficiency of such a process may reconcile the rather high degree of rotational excitation observed in the CO$_2$ fragment with the more moderate translational excitation ($\sim 300$ K) observed below.

The extremely high resolution of the diode laser ($\sim 0.0003$ cm$^{-1}$) was exploited in a second set of experiments measuring the absorption lineshapes of the nascent CO$_2$ molecules. In these experiments, the diode current is modulated with a 1 kHz sawtooth waveform which repetitively ramps the frequency of the diode over a range of $\sim 1$ cm$^{-1}$. At this rate, the diode light sweeps through the frequency range of a single CO$_2$ absorption line in $\sim 1$ us, a time which is fast compared to the timescale for collisional
Figure 1: Nascent distribution of CO$_2$ population among the rotational levels of (02$^2$O). Rotational Boltzman distributions at 298 K and 1300 K are plotted for comparison.
Figure 2: A schematic depiction of one possible cause of the high degree of rotational excitation in the CO$_2$ photofragment. 'Memory' of the internal hydrogen bond in the parent pyruvic acid converts the translational energy of the separating fragments into rotational excitation.
reorientation at a gas pressure of 25 mTorr. The excimer laser is fired synchronously with the diode laser modulation—but at only 1 Hz—such that the excimer pulse occurs immediately prior to the diode laser sweep through the transition of interest. The transient line profile is captured on a signal averager and is calibrated with both Fabry-Perot etalon fringes and static CO\textsubscript{2} absorption lines.

Lineshapes were measured for numerous transitions throughout the CO\textsubscript{2} (01\textsuperscript{1}0) and (02\textsuperscript{2}0) Q and R branches. All of the measured line profiles were symmetric, gaussian in shape, and had widths which, within the 20-30\% accuracy of the measurements, were equal to the room temperature CO\textsubscript{2} doppler linewidth. To a first approximation then, these experiments suggest that the CO\textsubscript{2} fragment leaves the parent molecule with rather low velocity. This translational energy may be further moderated by substantial rotational excitation which occurs in the exit channel. Such slow fragment velocities, coupled with the 300 K rotational distribution of the parent pyruvic acid molecules would explain the isotropic distribution of CO\textsubscript{2} fragment velocities (responsible for gaussian lineshapes) found in these experiments.

These results would appear to be in agreement with our recent measurements of nascent vibrational excitation in the CO\textsubscript{2} photofragment, in which 97\% of the molecules were observed to be in the vibrational ground state. Both studies suggest a photodissociation mechanism which occurs primarily on an electronically excited surface, and involves rather low "velocity" along the reaction coordinate(s). In this model, the vast majority of the 6.4 eV photon energy is left behind in an electronically excited acetaldehyde fragment. Moreover, the assumed inability of acetaldehyde to absorb this much energy has prompted us to look for further fragmentation products, and indeed, recent diode laser probes indicate substantial evolution of both excited CO and CH\textsubscript{4} upon photodissociation. Further study of vibrational, rotational, and translational excitation in these fragments is presently underway.
This research was also supported by the Department of Energy, Contract DE-AC02-78-ER-04940 and the National Science Foundation, Grants NSF-CHE 85-17460 and NSF-CHE 80-23747.
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IV. PICOSECOND ENERGY TRANSFER DYNAMICS AND LIQUID SURFACE STRUCTURE

(J. Pinto, C. Goh, A. Castro, B. Bowman, H. Lu, E. Sitzman, and K. B. Eisenthal)
(JSEP work unit 6, 1985 - 1988)
(Principal Investigator: K. B. Eisenthal (212) 280-3175)

A. SURFACE STRUCTURE AND ENERGETICS OF LIQUID WATER

We are exploiting the surface-sensitive property of second harmonic generation in an attempt to elucidate the surface structure of liquid water. The orientational nature of the interface is of intrinsic importance in a diverse array of chemical and biophysical systems. Through temperature-dependent studies, we are probing the energetics of dipole orientation. Other polarization measurements of the second harmonic signal allow us to deduce the net orientation which is of immediate concern in the formation of a more exact structural picture of hydrogen bonding and associated geometry in the first few layers of liquid water.

B. FREE ENERGY OF ADSORPTION AT THE AIR-WATER INTERFACE

Surface second harmonic generation is a useful technique for studying adsorption at interfaces. We are investigating the adsorption of a number of alkylphenols and anilines and their ions at the air-water interface. These species are found to obey the Langmuir adsorption isotherm over all ranges of concentrations. Thus, free energies of adsorption can be calculated. Varying the size of the alkylchain, the competition between hydrophobic and solvation forces at the surface are investigated.
C. FEMTOSECOND LASER STUDIES OF ISOMERIZATION DYNAMICS

We have recently finished construction of an amplified femtosecond laser. This laser is capable of producing pulses as short as 75 femtoseconds with powers up to 0.5 mJ. The experiments in progress are now concerned with understanding the role of the solvent in barrier crossing. We are presently in the process of measuring the barrier height of the activated isomerization of 1,1'-binaphthyl in alcohol and alkanes. These results will allow us to make meaningful comparisons to barrier crossing theories. In the near future we will be investigating the influence of high pressure on the isomerization of 1,1'-binaphthyl.

D. PICOSECOND DYNAMICS OF ELECTRONIC RELAXATION AT THE AIR-LIQUID INTERFACE

The manifestation of second harmonic generation at the air-liquid interface has led to new activity in studies of molecules at liquid surfaces. Of specific interest was the recent work that showed that there can be a dramatic change in simple chemical equilibria due to the asymmetry of forces encountered by a molecule at the surface. With this in mind it was recognized that steric restrictions imposed by the interfacial region and specific electronic interactions between a molecule and the surface may often yield new photochemical phenomena.

We have addressed this issue by considering how the photophysical properties of a molecule can be affected when it is placed at the air-liquid interface. Specifically, we chose to examine the excited state relaxation of organic dye molecules. We optically pump the ground state molecules and then probe for changes in the nonlinear susceptibility of the surface molecules, using the second-harmonic generation technique, as a function of time delay between the pump and probe pulse. The key point to the experiment is that the different electronic states of the
Surface molecules often have significantly different nonlinear susceptibilities, and thus will affect the resulting second harmonic field that is produced. For example, it was found that excitation at 532 nm of a solution of erythrosin in water/methanol (9:1, v/v) yielded a dramatic increase in the second harmonic field (at 266 nm). The rise time of this enhancement in the second harmonic field was less than 40 psec. Furthermore, it was found that the signal persists on the order of several hundred picoseconds. These results are accounted for by a reversible photobleaching of the ground state erythrosin molecule at the surface. The increase in signal is due to population of an excited state or states. In summary, we have directly observed the excited state relaxation of molecules at an air-liquid interface. Further work is in progress.

These reports were also supported by the Air Force Office of Scientific Research, Grant AFOSR-88-0014 and the National Science Foundation, Grant NSF-CNE 85-13553.
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V. OPTICAL COHERENT TRANSIENT SPECTROSCOPY

A. FEMTOSECOND RELAXATION TIME MEASUREMENT WITH INCOHERENT LIGHT

(F. Moshary and S. R. Hartmann)
(JSEP work unit 2, 1985-1988)
(Principal Investigator: S. R. Hartmann (212) 280-3272)

1. Introduction -- Photon echoes with incoherent light were first performed by our laboratory in late 1983 by R. Beach and S. Hartmann. They carried out an echo experiment using incoherent light in Na. In 1984, Morita and Yajima carried out a theoretical analysis demonstrating the potential of such an experiment in time resolved coherent transient spectroscopy. This method has been used to make time resolved measurements in Nd:Glass, and Cresyl Violet in cellulose. The latter work is essentially very similar to the work of Ippen at al in Cresyl Violet in PMMA performed using short pulses. For phase relaxation measurement, the two methods are in principal identical. Incoherent four wave mixing has also been used for time resolved study of relaxation times of the third order susceptibility in CS$_2$ and Nitobenzene. The results obtained are in agreement with experimental results using short pulses. The use of this method has recently been extended to T$_1$ measurements using three beams in a noncopolar geometry.

Our recent work has been the study of excitation phase relaxation in color glass filters. These materials consist of a host glass doped with small (100A) semiconductor (CdS$_x$Se$_{1-x}$) crystallites possessing large and fast third order nonlinearities ($10^{-8}$ esu) which is of interest in optical signal processing applications. Finite size affects have been observed in these systems making them an alternative to quantum well heterostructures for the study of electron confinement effects. Population relaxation time measurements in these materials have
given values for $T_1$ in the range of 16-30 psec.

2. **Experiment** -- Amplified spontaneous emission is used as the broadband source in our experiment (Figure 1). One pass amplification of the spontaneous emission in a transversely pumped (Nd:YAG@532nm) flow through dye cell containing a mixture of SR640 and DCM dyes will yield a spectrum 300 to 400 Å wide. Figure 2 shows the spectrum of an incoherent source used in a recent experiment. The output pulses are 7nsec long. The basic experimental set up is illustrated in Figure 3. The four wave mixing signal may be detected in one or both of the phase matched directions as illustrated in Figure 4.

The electric field of an incoherent pulse may be modeled in the form:

$$E = E(t-n \cdot r/v) \exp(-i \omega t + i k \cdot r) + CC$$

$$E = e(t) R(t)$$

Where:

$$<R(t)> = <R^*(t)> = 0$$
$$<R(t)R(t+\tau)> = <R^*(t)R^*(t+\tau)> = 0$$
$$<R^*(t)R(t+\tau)> = f(\tau)$$

$f(\tau)$ is a correlation function with width $\tau_c$, the correlation time, ($\tau_c << \tau_p$, the pulse duration).

Assuming a two level system with phenomenological relaxation times $T_1$ and $T_2$, where $T_1 >> T_2$, $\tau_c << T_2^*$, the observed signal as a function of pulse separation $\tau$ will have the form:

$$I(\tau) \approx \int \int f(y-y') \int \int f(x-x') f(y-y') [f(x'-\tau)g(y'-x')+f(x^+\tau)g(y'+x')]$$

$$[f(x-\tau)g(y-x)+f(x+\tau)g(y+x)] \exp\left(-\frac{(y+x+y'+x')}{2T_2^*}\right)$$

where

$$g(t) = \int \omega \exp(-i \omega t) G(\omega)$$

$G(\omega)$ is the inhomogeneous line shape function with the width $\approx 1/T_2^*$. Also $f(t)$ in the above formula is assumed to be real for simplicity. As seen from the above, the time resolution of such
FIG 1. INCOHERENT SOURCE USED IN THE TIME-DELAYED FOUR WAVE MIXING EXPERIMENT.
FIG 2. Power spectrum of the incoherent source.
FIG 3. EXPERIMENTAL SET UP.
FIG 4. DIRECTIONS OF RADIATION DUE TO FOUR WAVE MIXING

FIG 5. PULSE TRAIN VIEW OF THE INCOHERENT LIGHT BEAMS
an experiment is on the order of $\tau_c$, the correlation time, not the pulse width. If we have the functional form of $f(t)$ and $g(t)$, we can fit the experimental data to obtain a value for $T_2$.

These results can be interpreted in terms of the random pulse train model of the incoherent light as follows:

When the light is divided into two beams and incident on the material, the sample senses two pulse trains, one with wave vector $k_2$ delayed by $\tau$ with respect to the other, with wave vector $k_1$. At this same time there occurs a number of three pulse processes with various combinations of incident pulses belonging to one or the other pulse trains (see Figure 5).

There are in general two groups of such processes; the first group has pulses 1 and 2 separated by $\tau$ and from the same original pulse. Therefore these two pulses are correlated and their phase relation is always constant. A pair of incident pulses generates a population grating in the sample and each of the above pairs contributes to the same population grating. As a result, for a given third pulse, the fields from all such three pulse processes add coherently and the output intensity depends on $\tau$. The second group consists of three pulse processes in which the three incident pulses have no correlation among them. The output fields do not add coherently and the output intensity is independent of $\tau$. These processes lead to an incoherent background term.

To get information on $\tau_c$, one can perform a Fourier transform on the power spectrum. The result is the autocorrelation function $f(t)$. This is also verified by a time domain measurement utilizing the property of the large thermal grating effect in a dye solution such as Nile Blue in Methanol. A time delayed four-wave-mixing experiment with parallel polarization in the dye yields the square of the autocorrelation of the source (Figure 6).

The results of the time delayed four-wave-mixing experiment in the Corning color glass filter 2-59 is in qualitative agreement with the theory and yields a $T_2$ in the range of 30 to 40 fsec. However, different results have been obtained in low
FIG 6. INTENSITY AUTOCORRELATION OF THE SOURCE

* CALCULATED FROM POWER SPECTRUM
I FOUR WAVE MIXING RESULT IN NILE BLUE
and high optical density samples. The optical density (OD) is varied by using samples of various thickness. At low OD, the experimental results indicate a homogeneously broadened linewidth (Figure 7) while at high OD, the transition seems to be inhomogeneously broadened as indicated by the antisymmetry of the signal intensity of the two phase-matched directions as a function of the delay time (see Figure 7). We believe that this may be due to the fact that the experiments in the two different conditions give information on different parts of the absorption band and the sample itself plays the role of a tuning element.

In the near future, we plan to continue the above experiment studying the effects of OD and excitation pulse intensity on the system. A measurement of $X^3(\omega)$ will also be undertaken. Temperature dependent experiments are also planned to be carried out measuring the relaxation rate and the linehape as a function of temperature. We also plan to perform Modulation Photoreflectance Spectroscopy on our samples to get information on their energy level structure.

Future experiments will apply this technique to dye molecules in solutions (e.g. Nile blue in Methanol) and Multi-Quantum Well structures.

This research was also supported by the Office of Naval Research, Contracts N00014-78-C-0517 and N00014-86-G-0154.
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FIG 7. EXPERIMENTAL RESULTS IN THE CORNING 2-59 SAMPLE


B. PHOTON ECHO EXPERIMENTS WITH INTENSE INCOHERENT LIGHT

(L. Van Wagenen, S. R. Hartmann)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: S. R. Hartmann (212) 280-3272)

Incoherent light as an innovative approach to studying a wide variety of phenomena on very short time scales has become a topic of intense interest, but before the advantages of incoherent light as a spectroscopic tool can be realized it is necessary to understand the physics involved in the interaction of incoherent light with matter more completely. Professor Hartmann in collaboration with Professor R. Friedberg has produced a new, non perturbative analysis of the interaction of incoherent light with matter. The theory places no restrictions on the intensity of the pulses involved, and is exact for the case of non overlapping excitation pulses (see references 2 and 3 for comparison with existing theories). We now have a way to predict analytically the relative intensity of a photon echo created using intense incoherent pulses. A series of experiments is underway to verify this theory.

A specific pulse sequence is required to create a photon echo, and each pulse in the sequence contributes to the echo. It is our goal to isolate uniquely the effects of each pulse involved in an echo experiment in order to understand how the incoherent light interacts with the atoms. The theory can be verified by studying how variations of the echo's constituent pulses effect the resulting echo signal. A number of different photon echo experiments must be performed to uniquely isolate the effects of each pulse. The parameters of interest will be the position in a pulse sequence of the incoherent pulses, the intensity of the incoherent pulse(s) and correlation between two pulses of a sequence. By permuting these parameters, 2, 3, and 4 pulse echo experiments can be designed to study different terms.
from the theory and thus the theoretical and experimental results for the signal intensity can be compared. We are interested in studying how each pulse in an echo experiment contributes to the final signal.

The experiments underway consist of echo experiments involving 2, 3 and 4 laser pulses. For the sake of clarity only 2 and 3 pulse experiments will be explained; these will convey the essential ideas and points of theoretical interest. The goal of each experiment is to test the predictions of the theory concerning the contribution of each pulse to the final signal. This is achieved by permuting the order of the required pulses in a photon echo. If, for example, in one two pulse experiment \( k_1 \) is incoherent and \( k_2 \) is coherent (a laser pulse) and uncorrelated with \( k_1 \), then, in another experiment \( k_2 \) may be incoherent and \( k_1 \) coherent. It is also possible that all the pulses in an experiment are incoherent. During a particular experiment the intensity of one incoherent pulse will be varied and the effect on the echo signal will be studied. This same procedure will be repeated with 3 and 4 pulse echo set ups.

The experimental set up requires a tunable dye laser and an incoherent source. Because we will be working in sodium at 5896 Å, we use R610 (10^{-3} M in ethanol) in both dye cells, both sources are to be pumped by the 7 nanosecond long second harmonic pulse of a Quanta Ray DCR-1A yttrium aluminum garnet (YAG) laser. The incoherent source is made by removing the end mirror from a Hansch type dye laser and placing a 2400 grooves/mm diffraction grating in the littrow configuration, the output is the amplified spontaneous emission of the dye. A spectrometer is used to verify that the incoherent source has a width of 30-40 Å which is to be centered around 5896 Å. The correlation time of such a source is less than 1 picosecond. The lasers have widths of about 3 GHz, run in 1-2 modes, and are tuned to 5896 Å. Each of the sources is amplified once by a longitudinal amplifier containing R610 in ethanol and pumped longitudinally by the YAG second harmonic. The output of each source is spatially filtered after amplification to ensure obtaining one spatial mode and to
insure uniform intensity throughout the beam. Several methods are being studied to vary the intensity of the beams. In a typical three pulse experiment, the output of one source is split into beams \( k_2 \) and \( k_3 \), and the output of the other source will be designated \( k_1 \). Each pulse must be delayed from the previous pulse by more than 21 nsec. The three pulses are then sent into a sodium heat cell that has a temperature of about 413\(^\circ\)K (L<1). All three pulses are angled with respect to each other by a few milliradians allowing for the echo signal to be detected in the \( k_3 + k_2 - k_1 \) phased matched direction with a photomultiplier tube after spatial filtering.

Currently predictions have been calculated from the theory and 2 and 3 pulse experiments are underway.

This research was also supported by the Office of Naval Research, Contracts N00014-78-C-0517 and N00014-86-G-0154.
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Research on ultrafast phenomena is characterized by a mixture of techniques and instrumentation of varied nature. Several practical schemes provide light pulses in the middle femtosecond regime and recent developments now yield excitation pulses with durations as short as six femtoseconds. Less direct methods using broadband light sources have the potential of exploiting short autocorrelation times in order to study ultrafast phenomena by way of transient four-wave mixing. These latter experiments have been shown to be capable of obtaining both spectroscopic and relaxation information in the picosecond and femtosecond regimes. The extension of this technique to a much shorter time regime is promising. A potential difficulty which arises in the ultrafast regime is in establishing a well-defined delay time because of the angling of the excitation beams with respect to each other. However, this is a problem only when making relaxation measurements, not when looking at modulation effects.

The observation of high frequency modulation effects in Time-Delayed Four-Wave Mixing (TDFWM) does not require the use of broadband excitation pulses when relaxation times are long. This is best seen by viewing the modulation process not as a consequence of superposition state modulation but rather as due to an interference of scattering processes from atomic gratings produced by exciting separate atomic optical transitions. In a previous study, outputs of two conventional lasers tuned separately to the two Na D lines were used to produce an excitation field of the form:
\[ E = E_0 \left\{ e^{-i\Omega t} \left[ e^{i k_1 \cdot r} + e^{i k_2 \cdot r - i\Omega t} \right] + e^{-i\Omega' t} \left[ e^{i k_1' \cdot r} + e^{i k_2' \cdot r - i\Omega' t} \right] \right\} + c.c. \]  

where the primed and unprimed k-vectors correspond to the frequencies \( \Omega \) and \( \Omega' \), \( \tau \) is a variable relative delay between the prompt (1) and delayed (2) fields as indicated by the subscripts, and where the optics were adjusted so that \( k_1 - k_2 = k_1' - k_2' \). A mixing signal is generated with wavevector \( 2k_2 - k_1 \) which modulates at the difference frequency \( \Omega' - \Omega \) as a function of \( \tau \). In the case of the Na D-line excitations the difference frequency is 530 GHz resulting in a modulation with a period of 1.9 picoseconds. Similar results have been seen using broad-bandwidth excitations in both Na\(^2\) and Rb\(^3\). In the case of Rb the splitting is much larger resulting in a difference-frequency beat with a period of 139 fs. To see such beats in the attosecond regime the difference frequency must be in the petahertz regime. Alternatively, attosecond beats can be realized by adjusting the beams so that \( k_1 - k_2 = (k_1' - k_2') \) whereupon the modulation frequency will be at the sum rather than at the difference of the individual excitation frequencies.

The origin of the sum frequency beats is easily understood in terms of a simple induced grating analysis. With the above double frequency excitation field, each resonant component generates an atomic grating with spacing \( 2\pi / |k_1 - k_2| \) which scatters the wave labeled \( k_2 \) by an angle \( n\theta \) (for scattering order \( n \)) with respect to \( k_1 \), where \( \theta \) is the angle between \( k_1 \) and \( k_2 \). The two gratings formed by the resonant excitations at \( \Omega \) and \( \Omega' \) are themselves separated by \( (\Omega' - \Omega) / k_1 - k_2 \) so that the phase shift \( \Delta\phi \) in the two scattered waves at \( \Omega \) along \( n\theta \) is just \( \Delta\phi = n(\Omega' - \Omega)\tau \). Thus sum frequency modulations are expected in the interfering four-wave mixing signals as a function of \( \tau \). This simplified analysis is correct only for \( n=1 \) where it includes all scattering pathways. The correct expression for the modulation behavior for all \( n \) is obtained by directly calculating the induced polarization from a step function excitation field of the form of Eq. (1) on a three level system whose levels are sufficiently separated so that the resonant excitations are
effectively isolated. The time evolution of this polarization is given by

$$\mathcal{R}(t) = \left[ P \Omega_R \sin (\Omega(t-\tau) - k_2 \cdot r) + P' \Omega'_R \sin (\Omega'(t-k'_1 \cdot r) \right] \frac{\sin ft}{f}$$

where

$$f^2 = 4 \Omega^2_R \left[ 1 + \cos \left( \frac{\Omega + \Omega'}{2} \right) \cos \left( \frac{\Omega' - \Omega}{2} \tau + (k_2 - k_1) \cdot r \right) \right].$$

$P$ and $P'$ are the dipole moments for the $\Omega$ and $\Omega'$ transitions, $\Omega_R$ and $\Omega'_R$ are the associated Rabi frequencies, and we have assumed the $k_1 - k_2 = -(k'_1 - k'_2)$ geometry. Working in the perturbation limit ($\Omega_R t, \Omega'_R t << 1$) and considering only the lowest-order terms phased to radiate in the directions $k_2 \pm n (k_2 - k_1) (n > 0)$ we find that the output signals have the same modulation whether one looks at $P$, $S_{10}$, or both simultaneously. The radiated intensity emitted into the $n$th order signal is:

$$I_n = \int (P_n \cdot P_n) dt$$

$$\propto \cos 2n \left[ \frac{\Omega + \Omega'}{2} \tau \right]$$

$$\propto \left[ \frac{1}{2} + \frac{1}{2} \cos ((\Omega + \Omega') \tau) \right]^n$$

The sum frequency beats therefore dominate to all orders of scattering. The effect of the higher order frequency terms is to sharpen the modulation pattern.

The experimental apparatus is shown in Figure 1. The dye-laser pulses were 7 ns in duration and were tuned to 589.6 and 589.0 nm, the wavelengths of the sodium $3S_{1/2} - 3P_{1/2}$ and $3S_{1/2} - 3P_{3/2}$ transitions, respectively. Each laser operated in four to five longitudinal modes, yielding an overall laser bandwidth of 5 GHz. The beam geometry, $k_1 - k_2 = -(k'_1 - k'_2)$, was imposed; since $\Omega$ and $\Omega'$ are nearly equal this can be satisfied (to within the beam divergence) by making $k_1 \parallel k'_2$ and $k_2 \parallel k'_1$. To accomplish this the dye-laser outputs were split and recombined to provide two double-frequency pulses in such a way that the 589.0 nm component was delayed by $\tau$ in one beam and the other frequency delayed by the same amount in the other beam. Since
Figure 1. Schematic diagram of the experimental apparatus used to generate TDFWM in the sum-frequency geometry. Mirror M1 is mounted on a precision translation stage which provides variable relative delays of up to 30 fs in increments of < 100 as.

Figure 2. Typical set of data for the sum-frequency geometry plotting signal intensity vs relative pulse delay.

Figure 3. Data taken in the difference-frequency geometry showing the narrowing of the modulation in a high diffraction order (4th).
the delays introduced in the two beams must be stable compared to the period of the modulation, the beamsplitter, cornercube, and translating mirror shown in Figure 1 had to be stable to much better than a wavelength with respect to each other. Note also that this portion of the apparatus had to be enclosed to prevent air currents from changing the effective delay. The two double-frequency beams were angled at \( \theta \approx 0.3 \) mrad. These pulses overlapped spatially throughout a 100 mm long sodium cell which was held at 450 K. A pinhole in the focal plane of a 300 mm lens passed the TDFWM signal in the phase-matched \( 2k_2 - k_1 \) direction while blocking the excitation pulses. The signal was detected with an EG&G FND-100 photodiode and integrated over its full 7 ns duration. In a typical run the TDFWM signal was monitored as the relative delay was varied by moving mirror M1. The result of such a run is shown in Figure 2. The first order signal is harmonic in \( \tau \) as predicted.

We have looked at signals emitted into higher orders but have not seen the narrowing of the peaks and flattening of the valleys expected from the above analysis. We believe this to be due to vibrational instabilities in our apparatus which average out the higher harmonic frequencies. However, to verify the existence of this effect we have redone the experiment in the difference-frequency geometry \( (k_1 - k_2 = k'_1 - k'_2) \) of Reference 1. Here we have succeeded in observing the introduction of the higher harmonics and a representative set of data for the fourth order signal is shown in Figure 3. The data show the narrowing as expected.

As a spectroscopic tool this method of determining the sum frequency provides a useful complement to the difference-frequency technique, since taken together they can yield information on individual transition frequencies. Spectroscopy aside, this sum-frequency approach could find application as a position transducer. Using the first order signal, a device similar to a laser interferometer distance encoder could be constructed with the advantage that roughly twice the number of fringes would be observed for a given translation.
In summary, the new phenomenon of sum-frequency beats in a four-wave mixing experiment has been documented and its origin explained. This lays the groundwork for future spectroscopic and relaxation studies since as faster processes are studied shorter pulses will be used which will in turn couple several or many transitions, resulting in modulations in the observed signals. We hope that the present work will provide insight into the origin of those modulations.

This research was also supported by the Office of Naval Research, Contracts N00014-78-C-0517 and N00014-86-G-0154.
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D. LINE IMAGES

(M. Arend, S. R. Hartmann)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: S. R. Hartmann (212) 280-3272)

The recent work of Durnin et. al.1 on diffraction free beams has prompted us to investigate the effect of obstructing a collimated light beam with objects of cylindrical symmetry. Initial investigations have resulted in a comment on their paper2, and indicate an improved method for generating line images or what they call "diffraction-free beams." Further studies have resulted in a more quantitative understanding of the phenomena of line images and suggest that a better theoretical description is needed.

One possible method for generating a line image is shown in Figure 1. Collimated light of wavelength $\lambda$ illuminates a circular slit of diameter $d$ and width $\Delta d$ located in the focal plane of a lens of radius $R$ and focal length $f$. Light passing through the slit is diffracted both toward the axis and away from the axis. Figure 1A shows how the diverging rays can be thought of as originating from a virtual line object. Rays which are only slightly diverging are thought of as emerging from points which are far from the slit, and these points get imaged close to the focal point of the lens. Virtual object points close to the slit, corresponding to large angle diffraction, get imaged far from the lens. The segment of the line image between the lens and the focal point of the lens is due to light which is diffracted inward, as is shown in Figure 1B. As one recedes from the lens the transverse size of the line image remains constant and its diameter is given by $\delta = \frac{\lambda f}{d}$. If $R/f << \frac{\lambda}{\Delta d}$, then the on-axis intensity of the line image also remains constant as the observation point recedes from the lens. This is because the intensity of the diffracted light hardly varies as a function of
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Figure 1A: Outward diffracting rays form a virtual line object which is imaged by the lens.

Figure 1B: Inward diffracting rays form a real line object extending to infinity. The lens forms an image of this line.
angle over the small range of angles $\Theta \leq R/f$.

Using the setup described above, measurements of the intensity distribution in both the radial and axial directions have been performed by Durrin et. al.¹ The general characteristics of the intensity distribution mentioned above agree with their measurements. They claim that these measurements are evidence for the production of what they call a "diffraction-free beam." However, the setup of Figure 1 does not produce a beam. This is shown in Figure 2. In Figure 2A an attempt is made to block the central spot with a disk of diameter $b$ and is unsuccessful, even when $b$ is much larger than $d$. Conversely, Figure 2B demonstrates what happens when a pinhole is placed so as to "pass" only the central spot; a cone of light emerges at an angle $\tan^{-1}(d/f)$. The line image produced with the setup shown in Figure 1 may be quite useful though, since it is a way of continuously regenerating a small spot over a long distance; small and long, compared to a spot produced by what we normally think of as a beam.

A second method for producing a line image is shown in Figure 3. A ball bearing, which blocks the central portion of a collimated light beam, is placed before a lens, such that the center of the ball is in the focal plane of the lens. The primary effect of the ball is to cast a shadow region. Secondary effects include reflection from the surface of the ball and diffraction around the edge of the ball. These secondary effects are what form the line image as can be seen in Figure 3b. Rays which reflect or diffract from the ball at an angle $\Theta$ can be thought of as emerging from a virtual point source a distance $R/\tan\Theta$ behind the ball, and the argument is similar to earlier. The diameter of the spot is given by $\delta = \frac{\lambda}{d}f$ with $d$ being the diameter of the ball. But the on-axis intensity is no longer constant with distance. There is an increase in intensity as one approaches the focal point from either direction as is shown by the data of Figure 4. These measurements represent the total flux of light passing through a 100 micron pinhole as a function of the pinhole's location on axis. The lens had a radius $R=25\text{mm}$.
Figure 2A: Image reforms after the opaque disk.

Figure 2B: "Diffractionless Beam" is blocked by a pinhole. Only a cone of light is passed.
Diagram of Apparatus

Fig. 3

Flux Through Pinhole Vs. Distance From Lens

Fig. 4

Z Distance from lens (cm)
and a focal length \( f = 250 \text{mm} \). The diameter of the stainless steel ball was \( d = 8 \text{mm} \). A 15mm diameter collimated helium neon laser (\( \lambda = 6328 \)) was used to illuminate the ball. The maximum range is seen to agree with the theoretical value of \( Z_{\text{max}} = 2Rf/d = 156 \text{cm} \). The plot also shows that the intensity is roughly constant over the latter half of the total range. This large range of constant intensity has not yet been explained. It should be noted that only rays reflecting or diffracting at an angle less than four degrees go through the imaging lens. For reflection, this corresponds to a narrow strip on the surface of the ball with an effective transverse width of about six wavelengths of light so that a geometric treatment of reflection is inappropriate. In future studies we will investigate the region farther away from the lens by modifying the apparatus so that rays with larger angles of reflection and diffraction go through the imaging lens.

The techniques mentioned above, for producing line images, may have several applications. The fact that a small spot persists over a large distance suggests applications in areas such as surveying and optical system alignment. The property of being able to continuously regenerate a spot on axis as one moves along the axis, may be used to align many small objects co-linearly. This same property has been suggested as a mechanism for efficient energy transfer in an inverse free electron laser suggesting the possibility of a compact particle accelerator. It is not yet clear whether such a device can operate with a greater total efficiency than a similar device using a gaussian beam. A better understanding of line images is needed.

This research was also supported by the Office of Naval Research, Contracts N00014-78-C-0517 and N00014-86-G-0154.
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SIGNIFICANT ACCOMPLISHMENTS AND TECHNOLOGY TRANSITION REPORTS

Significant Accomplishments

1. Professor Herman's Solid State Spectroscopy and Process Diagnostics Laboratory were completed this year, and studies of Si-Ge alloy depositions via lasers have begun.

2. Photoions were observed being ejected from Si surfaces under extremely low laser fluence. This phenomena has never been previously observed. The mechanism is now the subject of an intense study.

3. Charge particles have been found to play an unexpectedly important role in the laser etching of copper in a halogen atmosphere.

4. Recombination radiation from semiconductors has been found to produce photon-number-squeezed light if the current driving the device is thermal-noise limited.

5. A new technique for the measurement of interface capacitance has been developed. This technique overcomes the difficulties usually arising from the large diode conductance, so that it has significantly improved our measurement abilities and data accuracy.

6. The observation of negative capacitance reveals that the Shockley-Read recombination theory is inadequate to describe the occupancy of interface states under the influence of hot-carrier injection. In such circumstances, the impact ionization process must be taken into consideration.
7. The new phenomenon of sum-frequency beats in a time-delayed four-wave mixing experiment has been documented and its origin explained. These beats occur in a particular geometry of the excitation pulses where two transitions are exiled in the atomic sample. This lays the groundwork for future spectroscopic and relaxation studies.

8. Continued work towards expanding the technique of Broad-Band Incoherent Four-Wave-Mixing for spectroscopic and relaxation studies in the femtosecond time domain in glass doped with semiconductor \((\text{CdS}_x\text{Se}_{1-x})\) microcrystallites, indicates the possible existence of large inhomogeneous broadening for transitions near the conduction band edge, while a homogeneously broadened line shape is observed for excitations well into the conduction band. We believe that varying the optical thickness of our samples acts as a tuning element in the experiment, allowing the study of various parts of the absorption line. Relaxation rates observed by performing a single parameter fit to the theory in the case of low optical density (OD) samples of Corning filter CS 2-59 yield \(T_2=30\) fsec. The situation is more complicated for high OD samples where the extremely inhomogeneous line shape observed may be indicative of localized electronic transitions. In this regime \(T_2\) seems to be approximately 45 fsec.

9. Diode lasers have been used to probe the recoil velocity of molecules undergoing collisions with high energy atoms. The Doppler profile of infrared molecular transitions is found to be broadened immediately after collisions occur.

10. A very efficient energy transfer process has been found which converts electronic excitation in \(\text{VO}_2\) to vibrational excitation in \(\text{CO}_2\).

11. Quantum state probing of photoproducts, chemical reaction products, and collisional product state distributions has been
dramatically improved and broadened through the use of infrared diode lasers.

Technology Transition Reports

1. Professor Flynn's work on the generation and chemical reaction of excited atomic oxygen atoms has become of interest to an industrial group for the purpose of etching organic thin film.

2. The observation of laser photoion emission from surfaces may provide an approach for making a high current electron source for free electron lasers.

3. The observation of photoions ejected from surfaces by laser irradiation has shown that this ion emission can be suppressed by using relatively long wavelength excimer lasers. This finding is important if charge particle emission is harmful as it might be in certain electronic device fabrication steps.

4. Professor Fossum's work in GaAs and silicon CCD's continues to attract industrial interest and support. He recently received funding from Analog Devices for this area of research.
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