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EXECUTIVE SUMMARY

|
The Optical Conceptual Computing and Associative Memory (OCCAM) Program

applied the techniques of neural-network dynamical systems analysis and
fuzzy theory to problems in conceptual computing. Research results included
both pure theory and optical implementations. OCCAM research was jointly
performed by research teams at VERAC Incorporated and at UC San Diego's
Electrical Engineering Department.

VERAC's .key contributions are detailed in the ten technical papers
included in the Appendix. Three fundamental results were: {1} the
development of bidirectional associative memories (BAMs), (2) a fuzzy
‘know1edge combination scheme that allows arbitrarily many neural (causal)
network ""expert systems" from experts with arbitrary credibility to be
naturally synthesized into a single, representative associative knowledge
network, and (3) the development of pure fuzzy associative memories (FAMs).

UCSD focused on the theory and application of optical neurocomputing.
Four fundamental research thrusts were:{1) the design and implementation of
optical neural networks, especially optical BAMs, (2) the investigation of
physical properties important to neural network implementations, (3)  the
application of optics to fuzzy knowledge processing and to fuzzy computing
(approximate reasoning) in general, and {4) the application of neural
network principles to optical pattern recognition. A precursor to an
optical continuous BAM, the all-optical Cohen-Grossberg (Hopfield) symmetric
unidirectional neural circuit, was implemented. Several holographic and
nonholographic BAM systems were devised, with emphasis on volume holography.
The fundamental fuzzy operations of minimum and maximum were optically
implemented. A backpropagation (hierarchical supervised learning) network
was taught to perform rotation-invariant pattern recognition. e -

VERAC

incorpeorated

XY XYYyl
[ S

v

CA NN,
-l‘ l,-

X
1

e AW
'4 #:

3Ny

e
T

SRR RARL
L R
AR




T R T N Y N A N R R R R R P T P Y Y R Y RO S WU W S OV R U i I T VW o W Wy g ey e g e e _
b A ” ] R aPh oW

2

CHAPTER 1: OCCAM OVERVIEW
1.0 The First-Year of AM

The first-year Optical Conceptual Computing and Associative Memory
(OCCAM) Program investigated theoretical and optical properties of
aeurocomputing and associative-memory processing. VERAC and UC San Diego
Jointly performed the research. A wide variety of research results were
achieved, many of which have since been published.

1.1 OCCAM at VERAC

At VERAC, the primary achievement was the development of a family of
bidirectional associative memory (BAM) architectures. The BAM is the
minimal two-layer nonlinear feedback neural network. The discrete BAM
extends the symmetric unidirectional asynchronous model of Hopfield. A
popular exposition of the discrete BAM appears in the September issue of
Byte. The continuous BAM extends the symmetric unidirectional
differentiable model of Cohen and Grossberg. The adaptive BAM further
extends these results to realtime unsupervised learning. The adaptive BAM
is the first extension of global Lyapunov or "energy function" stability to
tearning networks. Unfortunately, it is the only extension compatible with
i the standard neuron state-transition model, where each neuron processes a

sum of path-weighted output signals.

At VERAC other results were achieved in associative conceptual computing.
These were in the areas of differential Hebbian learning and fuzzy set
theory. Analytic and simulation properties of the differential Hebbian
learning law, which correlates time derivatives of neuronal outputs, were
explored. Difference learning was applied primarily to causal networks.
The result is a type of inductive inference. The causal analogue of
learning is called adaptive inference. The causal network is a fuzzy signed
digraph with feedback, a fuzzy cognitive map (FCM). FCM connection
strengths are adaptively inferred from data with the differential Hebbian
law, which learns a weighted time average of lagged change. Data generated
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from a FCM was used to "back infer" the original FCM with the differential
Hebbian learning law.

More practically, a general scheme was developed for combining arbitrary
weighted FCMs from arbitrarily many experts with arbitrary credibility
weights. This knowledge combination scheme is a powerful alternative to
expert systems technology, which is based on search tree construction.
Search trees cannot naturally be combined to yield another tree. To produce
a tree, knowledge representation accuracy must be compromised. In contrast,
with the FCM combination technique, the Kolmogorov’s Strong Law of Large
Numbers insures that as expert sample size increases, knowledge
representation accuracy increases as well.

Fuzzy theory was investigated in two other ways. First, we proved that
most continuous neural networks--BAMs, Boltzmann machines, competitive
learning systems, and the brain-state-in-a-box model--proceed in their
distributive computation so as to minimize the fuzzy entropy of the input
pattern.  Such networks continuously and nonalgorithmically disambiguate
inputs in the unit hypercubes [0, 1] or [0, 1]™® x [0, 1]P. Second, fuzzy
associative memories (FAMs) were constructed. FAMs map fuzzy sets to
subsets of stored fuzzy subsets. The storage mechanism is a type of fuzzy
Hebb law. VERAC produced ten (10) technical journal articles on the OCCAM
Program. These articles are repeated in full below in the Appendix.
Cetails of optical software simulations are provided below.

1.2 CAM at n Diego

At UCSD, OCCAM research fell into four categories: (1) design and
implementation of optical neural networks, (2) investigation of physical
properties important to network implementations, (3) application of optics
to implementation of fuzzy cognitive maps and (4) application of neural
network principles to optical pattern recognition problems. A brief summary
of these accomplishments is given below. The following sections contain
full technical details.
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Working in close coordination with VERAC, the bidirectional associative

( memory the bidirectional associative memory (BAM) was identified as a ;
! powerful neural network architecture well-suited for optical implementation. :
In preparation for implementation of an optical BAM, an all-optical Cohen- EE
Grossberg symmetric unidirectional autoassociator was implemented and :5\
evaluated. Also, a variation of the BAM, the Bidirectional Optical Optimal ;“>
Memory (BOOM), which uses encoding based on Kohonen’s optimal 1linear 25}-
(pseudo-inverse) associative memory, was investigated and found memory ljf
storage efficient. Several designs for optical and opto-electronic BAMs Eif
were developed. These include optically programmable electronic crossbars, ;ﬁ‘
matrix-vector multiplier BAMs, and volume holographic BAMs. ij;
Physical processes instrumental for implementing holographic BAMs were :;
investigated. Correlation of images using counter-propagating two-wave s’
mixing was demonstrated. Characteristics of volume holographic association .
* of pseudo-random phase-encoded images was studied. -

Fuzzy cognitive maps (FCMs) are fuzzy signed directed graphics with
feedback, used as an associative nonlinear dynamical system. FCMs are the
neural-network paradigm for conceptual computing. They represent complex
problem domains where causal connections of varying degree are heavily

interlocked. The operations of minimum and maximum play fundamental roles oY
in fuzzy theory. They are the basic operations of intersection/conjunction {.
(AND) and union/disjunction (OR). Optical systems to implement these 315
operations for fuzzy cognitive processing, as in FAMs, were designed and S?t
analyzed. For example, the maximum operation =
R,
max(x, y) = 1/2[x + y + |x-y[] , ;j:
a
is precisely the operation used in competitive learning winner-take-all :ﬁ

networks, such as the adaptive resonance theory, Kohonen’s self-organizing
feature maps, and counter-propagation.

Finally, aspects of the operating system that must be developed to -
support optical neural networks for real applications was investigated. !_
Preprocessing of raw image data by both conventional and neural network iy

s
C e
o«
.
«tom
- ®
o

incorporated »

N R I R T e ) S
RN A - s s P A AT ST I ORI NS et e e e n e e e e e N - -
" - AR S IR RS Y e T T e T e T e e T A e et e T e L. T T TG
et e eV 2 S VAT IV WY S I A W 0T 0 0l SO T S AU e o A Sy S S R S ARG CG LU R S TR




5. a% ti8 'ak e ‘el ¥ ~Gad.a ¢t g va'a¥h SVAS.PR” . : g
i U URIY) LR LT 0,0'¢,2'0.8%. 9" 4 24 a"a' 2?8 2V, N T R O R O R RO Y ™ e Y P R Ry Y YO Y RN Y Y

"

Poll sk P -
AN

techniques was simulated and compared. A backpropagation network was
trained for rotation-invariant pattern recognition. This study indicated
important results regarding the proper size of network parameters.
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CHAPTER 2: OCCAM AT UC SAN DIEGO

2.1 Holographic Associative Memory System

Parallels between optical holography and associative memory
have been recognized since either field has existed. To implement
completely the associative memory system with the optical

hologrphy, the following devices are necessary: a storage medium for

the holograms and discriminating devices for correct recall from a
partial input. Photorefractive crystals are the devices that satisty
the above requirements. In this section, experimental results using
photorefractive crystals for an optical associative memory system
are described.

1. Counter - Propagating Two Wave lvlixing

When two optical waves are incident into the photorefractive

crystal, their interference pattern causes a photo-induced space
charge pattern. This space charge pattern modulates a refractive
index of the crystal through an electro-optic effect, as follows ;

n = no + nlexp(io)AlAz'epr(_l -kpirl/ 2l + CC

where A; k(i = 1,2) ; amplitudes & wave vectors of incident

optical waves to the crystal
o = WP+ P np = YettNg By / 2
70" = Snei‘"(riyﬁg()c”“"o‘zjlnosn
k=k-k
tang = E4(Eq * Eg) + Eg? / EgEq

Ed,q,o ; electric field by diffuson & maximurn space

charge, and applied field

Yett ; effective electro-optic coefficient determined

by a crystal orientation, polarizations of incident

two beams and index grating vector
This spatial refractive index grating causes beam coupling in
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the crystal. The following coupled wave egquations are obtained:

2c/w cosd dA/dz = -jnj exp(id)AjA A, / 1

2c/w cosg dAy/dz = -jn; expl-i$)A*AyA; / 1,
Defining a coupling coefficient »,
7= jonpexp(-jé) / 2ccos 6
the above equations become
dAy/dz = 2°A1A,%A, 7 1
dAg/dz = - YAjARA" / 1y,
Let Ajp(2) = A(2) / A™2) . Then
dAgp(2V/dz = 1/A," dA/dz - A((2V1Ax(2)] dAp*/dz
= 7' (1@ + LA / 1,
= Y Aqo(2)
where Iy = 1o + Izp = j{2) + I5(2)
if negligible absorption in the crystal is assumed. The solution
of Ajp(2) is
App(2) = A2 7 Ay"(@) = A20) exp(y (@)

Thus ,
@) / @) = Ijpl2) = App(2)A),°@)

= llo exp(ZRe(}')Z) / 120

= Lo L / In

where [ = 2Re({Y), called exponential gain coetfficeint
and L is a thickness of the crystal
This means that the energy of one beam is transferred to the other,
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ie, one beam is amplified. This is called Two - Wave Mixing (TWNM).
The maximum energy transfer is achieved at ¢é= 17/ 2 . The
gain is defined as
Gj = ] with I; / 1j without Gi=12)
which leads to
L(L) = Ix(L) LoexpTLi/ I

= (Ig- l,tlm,oexp(ﬂ.) / Izo
Solving 1j(2), the gain is

Gy = ( ¢ rlexprL) / [1 + rexp(lL)

where r is the initial intensity ratio of the two beams.

In TWM, the direction of energy transfer is along the c-axis of
the crystal. When two optical beams are incident onto the same
surface of the crystal, the resultant refractive index grating is a
transmissive type. On the other hand, when two beams propagate in
opposite directions and the c-axis is oriented as in Fig. 1, the energy
transfer still occurs along the c-axis; this is called a Counter -
Propagating Two Wave Mixing (CPTWIVD) . So, the refractive index
grating of CPTWI¥ is a reflective type as in the Fig. 1.

Experiments on CPTWM with regular-cut BaTiOz were
performed; its physical dimensions were 5.5mm x 4.35mm x 3.75mm.
Fig.2 shows the experimental set-up to characterize CPFTWIV. The
intensity ratio of the pumping bearmn to the counter-propagating
signal beam was 104 to 1. The gain was measured with varying 6,
the the angle between c-axis and the refractive index grating vector
inside the crystal; and with varying g, the angle between two beams
inside the crystal.

The maximum gain with varying @ is achieved at § = 88°.
From the paper of Y. Fainman, et.al, the maximum gain was
obtained ©= 2°, the same angle after the two beams cross each
other, ie , 8 = 20 = 900 - 88°. Also, the other characteristics of the
gain of CPTWIV are the same as those for TWIYI. But in this

experiment, the maximum gain with varying g was not obtained
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because of the geometical limits of the regular - cut baTiO; as in

TWM.

In TWIM, or CPTWM, optical gain can be achieved only when
two beams interact and form a refractive index grating in the
crystal whose phase is shifted to that of the interference pattern of
the two beams. The gain will depend on the modulation function
when the two beams are modulated spatially. For example, if two
beams are modulated with orthogonal functions, and therefore they
don't interact in the crystal, no gain is achieved. In the next
experiment, both the signal beam and the pumping beam in CPTWM
were modulatad with two identical patterns but one was rotated
with respect to the other, as in Fig. 3. A measurement was taken of
the gain for the same crystal . The gain was measured to be
proportional to the degree of similarity between the two patterns.
This means that the nearest one of a set of stored patterns to a
given pattern can be maximally amplified through this preferential
gain property, and it can be selected through a threshold device.

2. Thick Holograms in LiNbOs

The optical hologram is classified into two kinds (a thin
hologram and a thick hologram) by the thickness of the recording
medium and by the wavelength of the recording optical beams.
When a large amount of data must be recorded, the thick hologram
is considered to be better than the thin hologram because of its high
storage capacity and low crosstalk noise.

Conventional photographic plates for the holograms need a wet
process for development, so that real-time media have been
investigated and the photorefractive crystal has been recognized as
one of good real-time thick holographic mediums. In the
photorefractive crystal, the refractive index is modulated by the
inteference pattern formed by two incident bearns . Thus, the
hologram formed in the crystal is a thick phase hologram.

The thick holograms were recored in LiNbO3 through angular

multiplexing. ; the crystal is doped with 0.005% Fe , its size is 1I0mm
x2mm x1I0omm ( X x ¥ x Z) , eand the y-faces are polished. Its
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c-axis is along the x-axis. During recording and recalling , it was
electrically open-circuited.

To get a high diffraction efficiency, the beam polariztion from
the argon laser ( its wavelength is 514.5nm) was rotated horizontally
and the c - axis of the crytal is also aligned horizontally. The angle
between the two incident beams was 18° - 220 . Masks for the signal
beam are shown in Fig. 4. Normal patterns are recorded in the
crystal; for high modulation index to achieve high diffraction
efficiency, intensities of two beam were controlled to be equal to
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10mw/cm? and 40mw/cm?. The exposure time was 200sec ~ 400sec. 3
The maximum diffraction efficiencies for different exposure energies ;" il
were approximately constant; at 10~32. Even though they were very ﬁ-:_
low, the reconstructed patterns could be seen clearly. ,:_
The same experimental set-up was used to record Fourier - '{
Transform(F.T.) patterns except lenses for Fourier Transform for ;'&’
record and Inverse Transform for reconstruction were introduced \
into the system. In the F.T. patterns, the dc - intensity is very i:::
much higher than the intensities of high frequencies, so care must
be taken for intensity matching between the reference beam and ;.
the F.T. pattern. In this experiment, the dc intensity of the patterns ;f »
was calculated roughly and the intensity of the reference beam was
measured with a detector having a pin-hole whose diameter was . ‘\'
0.7rmm, so that the intensity matching condition was satisfied by ‘g:
controlling intensities of two beams. The resultant intensities of the .:::.-
beamns were 12mw/cm? and 20mw/cm?. The noise fringe pattern( ~ 6 ,E
lines / mrm) was caused interference of the incident beam with its -
reflected beam from the crystal surface. It is inevitable and reduces '.""
the recording efficiency. The maximum diffraction efficiency of the T
F.T. patterns obtained was not significantly different from those of &
the normal patterns, around 10-3%. o
To erase the stored patterns, a uniform beam from the laser, %. '
or ultraviolet light from a Mercury lamp illuminated the crystal for ;‘: !
two hours. The patterns were totally erased , but a random noise E""
which would be caused by defects in the crystal remained. )
3. Thick hologram recording using a pseudo-random phase L\._
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when multiple patterns are recorded in a thick hologram, the
f recording medium should be rotated, or the recording beams should

:: be deflected for angular multiplexing which eliminates the crosstalk ;
: ] noise between the stored patterns. Such methods require additional :
W elaborate optical/electronic systems. To alleviate this requirement, a :‘
o reference beam is coded with an orthogonal phase funtion , or with -
a random phase. The thick holograrn made with the random phase
, \ coded reference beam, in addition, have other benefits ; noise

‘o

immunity, fault tolerance, and use of the recording medium with a .

limited dynamic range.

For recording thick holograms in LiNbOg, pseudorandom phase

PP of B b &

masks (PRPM's) were generated by a laser scanner.
Two kinds of PRPIVl's were generated with the laser scanner.

N computer-generated hologram (CGH) type PRPM's and bleached film 2
NS PRPM's. X
\. -

)
e &

In the CGH type PRPM's, an input pattern to the CGH program
is a pattern from a random number generator, instead of a pattern

>0

from an image. So, the generated cutput pattern was a CGH of the
random numbers. The diffraction etficiency , however, of the PRPM's
was too low ( < 1Z). For the bleached PRPM's by the laser scanner, :.

* Sl NN

the exposure time of each scanned pixel on the film was taken from
' the random number generator, so the phase transmittance of each
pixel in the film was random. After that, the film was developed
and bleached. A problem of these PRPIVI's was that they had regular
spots after Fourier transformation due to the regularly scanned
. pixels on the film. So the PRPM's by the laser scanner could not be
- used for the experiment.

T
9 v N s

YA

4
.

KR '-»’

Y The other way to produce PRPM's was to use a speckle

. pattern. As the opening aperture of the iris is decreased, there ‘s

occurs a speckle pattern. A picture of the speckle pattern was taken. ;

X Its film was developed and bleached. The resultant film showed an :_
adequate property of PRPM's ; pseudorandom phase coding of N
patterns with a finite random phase. o

With these PRPM's produced by the speckie pattern, Fourier
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: Transform patterns as in Fig. 4 were recorded in the crystal. The dc
: : intensity of the F.T. pattern with the PRPIV] was reduced by a factor
of 2 ,compared with the F.T. pattern without PRPM's , while the
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intensities of high frequencies were increased. The maximum

s

diffraction efficiency achieved was around 10732.
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masks for modulation for two beams in CPTWIVI
(one of them wsas on the rotational stage)
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2.2 Optical Associative Memories

' Storage Algorithms

) Another research interest concerned an idea for an alternative -
H storage prescription to the sum of outer products (SOP) method

usually used with the Hivl. The problems with SOP are well known i

: : and include low storage capacity and recall of spurious states. The o
t approach here was to use the Optimal Associative Mapping (OAIVI) E’
t described by Kohonen. Priefly, the OAM maps one set of vectors ,:
into another optimally in a least squares sense. Specifically, the i_,
* OAM which optimally maps a set of column vectors X = (g,,....8) to \:
E a set Y = (y,,...y) is written as M = YX' where X* denotes the ZE
i generalized inverse of X. The Hopfield lvModel is guaranteed Dk
E convergence in the case of symmetric interconnections. For an ‘.
‘, autoassociative mapping, where X maps to X, the matrix M is ;
always symmetric. In the heteroassociative case, M is not RS

1 necessarily symmetric. %
; The HM can be used with outputs of #1 or 0,1. For the first
: case, the autoassociative OAM is appropriate. Each vector to be ,:
! ' stored is associated with itself. For the second case, the {;
q heteroassociative OAM is more appropriate. The reason is that the :(::
: ; threshold input value of the transfer function of the neurons is at .,
E | 2ero, so for a zero output the input to the unit should be distinctly .:"
’ negative. Thus, a convenient prescription is to associate a binary “:
{ vector with the bipolar transformed version of itself, i.e. zeros are ,
{ associated with minus ones. The above two cases have some jiff
important differences in performance. 5; ]

y Both of the above systems have been simulated on a computer. {‘-:
E Networks with up to 20 neurons were modelled, with 10 being the %

i most common number. In the autoassociative case, only stable E'
1 :.',.'
: %
N
VERAC %
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convergence was seen, as expected. The system did tend to recall
intentionally stored states. In fact, for N processing units, all of the
stored states appeared to be recaliable where up to and beyond SN
states were stored. Unfortunately, the regions of attraction of
some Of these states becarme very small, and spurious states were
often recalled, as well as the complements of states that were
stored, a phenomenon seen in the HIVl. In other words, although
the stored states all seemed to be stable, their recallability
degraded sharply as their number increased. The spurious states
seem to differ from those in the HM in that they are not stored
states that have degraded. They are additional undesired stable
states. These spurious states and the stable complements may
stem from the property of the OAIVI to associate linear
combinations of the key vectors with linear combinations of their
associated vectors. Thus, the negative of a vector made of -1's and
+1's, which is a linear combination of that vector and is also the
compliment of that vector, might he expected to be recalled by a
system that stored that vector. Similarly, the spurious states
observed may be related to linear combinations of the stored
states. Interestingly, the system with outputs of 0,1 are free of
stable complements, perhaps since the complement of a vector
made of 0's and 1's is not a linear combination of that vector, as
was the case previously. Spurious states still plague this system.
The storability and recallability seem to be at least as good as the
previous system. An additional interesting feature of the 0,1
system is that despite the non-symmetric interconnection matrix,
stable, non-oscillatory behaviour was always cbserved, leading to a
suspicion that some particular properties of the OAM may imply
stability.
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To summarize, the OAlV] prescription seems to be characterized
by superior stability of stored states, but equal or even inferior
recallability, depending on the number of states stored, and an
absence of stable complements in the 0,1 system. Conceivably,
forgetting algorithms such as those used with the HM might be
developed to enhance its usefulness.

The Bidirectional Asociative l¥lemory (BAM), developed by
Kosko, is a heteroassociative memory. It has similar components
and functionality to the HV and suffers from some of the same
disadvantages. As above, replacement of a SOP storage scheme
with an OAM scheme was examined. In this case, two OAM's were
used, each mapping one of the two fields to the other. Thus, the
requirement of a single valued set of interconnections between
individual pairs of processing units which guarantees convergence
is no longer met. There is a different matrix used depending on
X the direction of data flow.

- Simulations of this system were perforrned. Empirical
evidence suggests that this system, as with the HIVI-OAIV system,
shows stable convergence. No oscillatory behavior has been seen.
Oonly simulations of a systern with outputs of tl were attempted.
The results indicate that complements of stored states were stable.
Also, the stored states themselves were indeed stable, but with
regions of attraction which varied greatly in size. Spurious states
{ were present also. Qualitatively, the behavior was quite similar to
! that of the HIVI-OANM system. As an example, a BAIM with fields of
8 and 10 units was modelled, using an OAM in which up to 5 pairs
of vectors were stored. Initial states for the BAIV were set at each
of the 2% possible states of the 8 unit field, and the system was
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iterated until convergence. Roughly 1/2 of the time the system
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converged to complements or other spurious states. Otherwise it
converged to an intentionally stored state. These numbers appear

to get worse with increasing numbers of stored vectors.

The results indicate that complements of stored states were stable.
Also, the stored states themselves were indeed stable, but with
regions of attraction which varied greatly in size. Spurious states
were present also. Qualitatively, the behavior was quite similar to
that of the HM-OAM system. As an example, a BAM with fields of
8 and 10 units was modelled, using an OAM in which up 0 5 pairs
of vectors were stored. Initial states for the BAM were set at each
of the 2% possible states of the 8 unit field, and the system was
iterated until convergence. Roughly 1/2 of the time the system
converged to complements or other spurious states. Otherwise it
converged to an intentionally stored state. These numbers appear

to get worse with increasing numbers of stored vectors.
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tical Cohen-Grossber stem
Optical systems were studied for the implementation of the

Cohen-Grossberg (CG) system. This a continuous version of the HIvl
that obviates the need for asynchronous updating and threshold

" operations, and is more conducive to an optical implementation. o

Previous optical implementations have suffered from the need for

§ electronic datapaths in the feedback loop in order to perform

thresholding, and accomodate inhibitory (i.e. negative) signals. It is

‘ desirable to take full advantage of the benefits of optics. An
b architecture based on an electrooptic modulator that enables ‘
all-optical feedback has been designed and simulated, with good -
results.
The initial design, shown in fig. 1, is based around a Hughes
Liquid Crystal Light Valve (LCLV). The processes to be carried out -

are multiplication of a matrix and a vector, performing a nonlinear

LE CR Y
]

sigmoid type operation on the result, and feeding the result back to

the input. In this systemn, an optically addressable electrooptic
spatial light modulator such as the LCLV is used to perform part of

! the matrix vector multiplication as well as provide the nonlinear -1

transfer function. FElectrooptic modulators work by changing the

indices of refraction along the different principal axes of

a’e BN Al

propagation of the material in response to an input signal, typically

optical or electrical. The effect is to change the polarization state

of light reflecting from or passing through the modulator. When le:

the light then passes through a linear polarizer, the polarization -

change is transferred to an intensity variation. Typically, the
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intensity as a function of input signal, for an output polarizer that

is perpendicular to the input polarization, is roughly a sin?

dependence. Some modulators, such as the LCLV, tend to saturate

at the upper end of the response curve, yielding a sigmoid function.
In the perpendicular mode LCLV (in this case, perpendicular mode
refers to the liquid crystal orientation), this function is
monotonically increasing. It can easily be shown that if the input
light is polarized parallel to the output polarizer, the response is
precisely complementary to the case of perpendicular polarization,
that is, the transfer function is a constant minus the perpendicular
case value at that input level. Two orthogonally polarized bearns
with equal amplitudes, passing through an output polarizer that is
parallel to one of them, will yield a constant intensity at the
output as a function of the input signal to the modulator. This
fact is the basis of an encoding scheme that will enable all-optical
feedback.

If light whose intensity represents a vector component is
presented to the input side of the LCLY in the form of a vertical
strip of uniform intensity, then a matrix that is projected on the
front of the LCLY will have a column multiplied by some function
of the input light. As discussed earlier, this function will be an
increasing or decreasing sigmoid, depending on the reiative
polarization of the read or output light and the output polarizer.
Thus, it is possible to let the input light represent the signal
entering a processing element and the LCLV act as the nonlinear
element. The LCLV also then performs the requisite matrix vector
multiply (with the exception of the final summation) between the
interconnect matrix, which is encoded in the read beam, and the

outputs of the processing units. The final surnmation of the
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products to form the new vector can be carried out using a
cylindrical lens and a diffuser. The diffuser captures the intensity
at the focus of the cylindrical lens, which corresponds to the sum,
enabling it to be spread ocut and imaged onto the back of the LCLV.
If an electrically addressable modulator were used, a set of
photodetectors could be placed at the focus.

There remains the question of negative matrix element
encoding. As alluded to earlier, the solution to this lies in the
complementary response of the modulator system to orthogonally
polarized beams. For an encoding scheme to work, we require that
the matrix elements corresponding to zero will yield a product with

. e .
ol

)
e I e TN )

pd

v, x

an output vector component that is independent of the component
value i.e. anything multiplying zero gives zero. This condition is
fulfilled by 2 beams of equal amplitude but orthogonal polarizations,
as described earlier. This means a 2ero matrix element will always
contribute a fixed amount of light to the feedback signal. This is
fortuitous, in fact, since the transfer function of modulators such
as the LCLV has an inflection point at a greater than zero input
signal. Since the inflection point in the continuous HM lies at zero
input signal, one need only adjust the amount of light in the
rmatrix beam until a matrix consisting of zeros yields enough light
in the feedback to operate the modulator at the inflection point.
The requirements of the network and the characteristics of the
modulator are thus mutually satisfactory. A negative matrix
element would then correspond to having more light of polarization
parallel to the output polarizer than perpendicular, so that an
increase in the output vector which multiplies that element will
actually yield a decrease in the total amount of light being fed
back, as desired of a negative contribution. It turns out that the
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best scheme is to have the same amount of one polarization
compon: . for all elements, while letting the other component
vary in amplitude. Note that the systermn provides outputs between
0 and 1.

That the above system can perform the desired operations can
be shown rigorously. Imagine a modulator with a transfer function
ofi) as shown in fig. 2. This is the transfer function seen for light
perpendicularly polarized to the output polarizer. Light orthogonal
to that would see a function 1 - o{i). Let Iy be the intensity of light

striking the optical interconnect matrix, T = IMI + .5, whose
elements are the elements of the numerical interconnect matrix,
M, linearly mapped to lie within the interval [-.5,.5), and offset by
.5, such that zero elements are half transmittance, negative values
are less, and positive are more, with the maximum possible value
of 1 and minimum of 0. (To maximize the dynamic range of the
device displaying T, one would like the maxirnum element of the
matrix as close to 1 and the minimum as close to zero, while
keeping zero values at 1/2 transmittance, as such a linear
representation allows.) Let A be the effective attenuation seen by
a beam of unit intensity with area sufficient to cover the matrix,
by the time it is presented to the writing side of the LCLY. let .5
be the constant amplitude reference beam matrix, whose elements

are equal to the transmittance of the zero elements in T, i.e. it is a

uniform beam with intensity 15/2. Then the vector on the input

side of the LCLYV is given by
i=1oATol) + IpA(SXL - o)

= [ Al@vVD + SX{ + .5¢ - o)

= IoA['MLQ@) + 5]
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= loAlOVIIo(i) + SN]
where SN is a constant vector, each of whose components is .SN,
where N is the number of components. Rewriting, we have
Miol) = i/IgA - N
Letting /IgA - N = |' we have
Mio(i' + NgA) = §' (3)
where i' is a unitless vector. Thus, the system executes the
desired multiplication of a bipolar matrix Ivll and a shifted and
scaled version of the transfer function ofi).
Equation (3) can be used to numerically analyze the behavior
of a given modulator in such a system using only its response

curve. It might seem at first glance that the factor InA in eqn.(3)

is system dependent. However, recall from earlier discussions that
the input light must be adjusted until the intensity finally reaching
the input side on the modulator will, for a matrix of zeros, bias the
modulator at its inflection point. This point, denoted by h in Fig. 2,
is obtained directly from the modulator response curve, and

replaces the factor of IpA in Eqn.3. Thus, only the response curve

of the modulator is required to evaluate the performance of the
system. Computer simulations of the above system support the
validity of these arguments.

Whether or not a given system will execute a useful processing
task is not guaranteed by the above arguments. What is
guaranteed is that the system is equivalent to a Cohen-Grossberg
system, and will thus correctly carry out the correct
matrig-vector multiply, and, for a symmetric matrix, converge to
a stable state. However, as discussed by Hopfield, when a sigmoid
response curve is made less and less steep, the stable points move

in from the corners of the unit hypercuhe and become closer and
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closer to the center. The point is that the response curve of a
particular modulator may effectively be so flat that the 0's and
1's are so close to each other as to be indistinguishable. The only
way to be certain is to simulate eqn. 3 on a computer.

Experimental Investigations

Experimental work centered on implementing the above
systern optically. Initial attempts involved a perpendicular mode
LCLV provided by Hughes. This device has a monotonically
increasing, roughly sigmoidal response curve. Using the set-up
shown in Fig. 1, though, no distinguishable states were recalled for
the matrix used. Subsequent computer simulations, based on the
above arguments, showed that the response curve of the LCLV was
not sufficient to vyield distinguishable 1's and 0's.

Initial experiments have been performed using a special CRT
driven LCLVY. A small CRT provides the input to the writing side of
the LCLY, and, instead of feeding the optical signal directly back, a
CCD camera irmages the input vector and sends a video signal to the
CRT (see Fig. 3). The system still demonstrates the coding scheme
discussed above. The video conversion simply allows greater
control over the response characteristics of the LCLY. Data on the
response of this system indicate, via computer simulations, that
the response of the combined CRT-LCLV system is sufficient to
observe distinguishable 1's and 0's. The next step will be assembly
of the complete system.

Initial work with the LCLY demonstrated some disadvantages of
using a reflective mode device. If the read-matrix beam is incident
normally on the surface of the LCLV, the requisite beamsplitters
cause a significant light loss. The solution is to bring the beam in
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at a slight angle to the LCLV, as in Fig. 1, but this requires setting
the optical components farther away from the modulator so as not
to intercept the reflected beam. This necessitates imaging devices
due to unavoidable diffraction. Also, operating the device with the

SEAOR AR 4 TP

W T

LY PR TR

incident light at an angle may vyield suboptimal performance. IVost

AT

1

of the problems can be avoided by the use of a transmission mode
device. Such a system might take the form of Fig. 4. The

modulators required seem quite feasible, given the work going on in
this department and eilsewhere. We hope to explore the possibility

T

of fabricating such devices in the coming year.
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