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The specific purpose of this study was to compare the performances of

¢ two alternative inventory control procedures selected from the literature
§ with that of the strategy currently used by the Air Force Commissary
K Service in an attempt to answer the question: What is the most

appropriate inventory control strategy to efficiently manage the inventory
) of se/ected items in the WPAFB commissary?

Extensive comparisons of the simulated performances of these three

FrLE.

models were conducted at both the aggregate and individual item level

'{i with a sample of 90 items. Of the three procedures, the inventory control

o system proposed by Bytronic Technologies Corporation appears to be the

; § most promising. However, further exploration of the performance

b produced by the Bytronic procedure is clearly required before the

v conclusions of this study are adopted.
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'.2 essistence regerding inventory control within the Commissery aiten Por fA
£ environment. Last, but certainly not least, | would like to thank my wife :’.-;,:m v
é Cathy for her endless support and encouragement when the going got tough :. . 4
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Abstract

The specific purpose of this study was to compare the performances
of two aiternative inventory control procedures selected from the
literature with thet of the strategy currently used by the Air Force
Commissary Service in an attempt to answer the question: What is the
most appropriate inventory control strategy to efficientiy manage the
inventory of se/ected items in the WPAFB commissary? Due to & number
of analytical and practical constraints, simulation and
simulation-related techniques were used to answer this question.

In arriving at a satisfactory answer to the research question, a
number of intermediate issues had to be addressed. The first of these
issues was the selection of the two most promising alternative reorder
stretegies for comparison with the current reorder algorithm. Based
upon an extensive review of the literature, a procedure recommended by
Bytronic Technologies Corporation and a procedure presented in an
erticle by Tijms and Groenevelt were the two systems chosen.

Once the two alternative strategies had been selected, the next issue
addressed was the development of performance measures with which to
accurately assess the performances of the three inventory control
systems. Interviews with AFCOMS personnel revealed that of the many
potential measures available, not-in-stock rates and inventory-to-sales
ratios were the most relevant for Commissary Service operations. In

addition, a number of other inventory "profile” measures were tracked,
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analyzed, and reported throughout the study to supplement the
comparison.

The last issue addressed concerned the appropriste probability
distribution to assume for the randomness of daily demand and to
incorporate into the simulation models. Since the results of the
simulations were clearly a function of the distribution used, the
accurate resolution of this issue was crucial. An extensive review of
the professional literature and analysis of the sample data found that an
assumption of normally distributed demand was reasonable.

Once each of these issues had been resolved, extensive comparisons
of the siinuleted performances of the three models were conducted at
both the aggregate and individual item level with a sample of 90 items.
Of the three procedures, the inventory control system proposed by
Bytronic Technologies Corporation appeared to be the most promising at
both the aggregate and individual item level.

Detailed study of the Bytronic system revealed that its performance
could be improved even more so with further refinement of the
multi-item classification scheme used to categorize the 90 items within
the sample.

Finally, striking a delicate balance between the two conflicting
objectives of providing a given level of customer service, while at the
same time seeking to maintain the lowest inventory levels possible, is
easier when the relationships among inventory levels, customer service,
and inventory performance are explicitly known. Therefore, graphs

showing these actual trade-offs for the Bytronic system are presented.
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A COMPARISON OF THE PERFORMANCE OF

I.:: THREE INVENTORY CONTROL STRATEGIES
0w IN THE COMMISSARY STORE ENVIRONMENT
i

"'

o,

1".

.,:.t

a I. Introduction

B

&

!

" General Background of the Study

e Tasked with the administration and operation of 139 retail stores

o around the world, the mission of the Air Force Commissary Service
(AFCOMS) is truly globael in nature (1:115). With annual sales in excess
W, of $2.2 billion dollars in 1986 alone, the volume of business conducted by

»

/ the Commissary Service clearly indicates the need for sound management
::' principles and practices (1:115). This need is further exacerbated by the
" fact that the Commissary Service has become tho target of increasing
’”

: congressional scrutiny as lawmakers attempt to trim government

N

Al spending.

Z;i Although at first glance a typical commissary store may simply look
’;;E like a military version of its civilian counterpart, the resemblance is

A
i actually quite superficial. Beyond the fact that both sell grocery and
v subsgistence items, the contrasts ere rather striking. Perhaps the most
. important distinction between the two is the mission, or primary
o objective, for which each exists. Virtually all civilian grocery retailers
e exist for one ultimate reason--profit maximization. The Commissery
2
W

1 1
7
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Service, on the other hand, exists as a form of non-pay compensation for
military members and their dependents. According to a recent 4/ Farce

Magezine earticle:

Patrons repeatedly save an average of twenty-five percent by
shopping in the commissary since all Air Force commissaries sell
goods at cost plus a five percent surcharge required by law to pay
3 for equipment, supplies, and other expenses. {1:115]

Commissary Service operations are also somewhat unique since all
personnel and labor costs are financed by the federal government through

appropriated funds while inventories are purchased by means of a

revolving stock fund.

in spite of these marked differences between the Commissary Service

) W oY ¥

and civilian grocery retailers, the Commissary Service must strive to
conduct its business operations in the most economical and efficient

manner possible in view of the close scrutiny to which it is commonly

Pt 4 8 & A

subjected. Keeping an adequate, yet not excessive, stock of goods on

A

hand for future sale is a critical component of such operations since

inventories represent one of the major investments made by an

eAYNS]

organization (28:ix). In addition, inventories have a direct impact on the

fraction of customer demand that can be met immediately with stock on

IS U A O Tt 1

hand and thus are closely related to the level of customer service a
particular commissary store can provide its customers. More

specifically, if inventory levels tend to be consistently inadequate,

A

shortages occur as demand for the item exceeds its supply. On the other
hand, if a store manager attempts to preclude such shortages by carrying

excessive inventories, 8 number of off-setting, adverse side effects will

- L o LA - - L 4 « L g - - Pl ~" o
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o T o e o
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? result. Although it then becomes easier to provide better customer

service, holding and storage costs will rise. Losses due to spoilage,

" pilferage, and mishandling will also increase. These latter costs must

';: be weighed against any advantages gained by stocking a larger inventory.
4 Obviously neither one of these two extremes of inventory management is
2 acceptable if AFCOMS is to operate in an efficient menner.

) Recent interviews with AFCOMS personnel reveal that current

5 inventory management practices vary widely from store to store and

: meet with varying degrees of success. For instance, during a recent

;5: interview, the Wright-Patterson Air Force Base (WPAFB) commissary

N store officer cited the following, reoccurring problems with current

:'- inventory practices: 1). 100 to 200 not-in-stock items on any given
shopping day, 2) an inventory-to-sales ratio closer to 1:1 than the

v stated objective of .5:1, and finally, 3) daily handling and spoilage losses
; of approximately $500 to as much as $1000 (19). Although these

t problems take on an added degree of significance since the

: wright-Patterson Air Force Base commissary is the fifth largest store
. within AFCOMS, with monthly gross sales typically in excess of $3.5

! million dollars, these inventory control problems are not unique to the

K wright-Patterson Air Force Base store. As aresult, AFCOMS is actively
3 seeking to improve its "inventory policy” ; that is to say, when and by

-

how much should a store replenish its inventory? (23).
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“ The current reorder algorithm, or formula, used throughout AFCOMS is
Es more the result of years of trial-and-error experimentation rather than
§ the result of any detailed, scientific analysis. Furthermore, a
‘-:2: comprehensive review of the professional literature regarding inventory
;. control reveals that a number of alternative reorder strategies hold
'E; significant promise of iinproving inventory management practices
0 within AFCOMS. In view of these facts, the specific purpose of this
E.';: particular investigation is to compare the performances of two
::'n alternative inventory control procedures selected from the literature
o with that of the current method in an attempt to answer the question:
E what is the most appropriate inventory control strategy to efficiently
E manage and control the inventory of se/ected items in the WPAFB
:: commissary?

N
-2 -

) Scope and Limitetiong of the Research
::“ As a result of the sheer number of items which comprise the
i inventory of the WPAFB store (approximately 10,000), this study will
o necessarily be restricted to a much smaller subset or sample of items.
A In addition, aithough a number of alternative reorder strategies

: presented in the literature offer a significant degree of promise with
A regard to improving inventory control within the commissary
'5

environment, only two of these are presented in this study as a result of

X

the necessity of achieving some degree of practical scope. Moreover, due

™

X to the rather substantial gap that currently exists within inventory
_ control ds a field of science between theory and practice, it is

2
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3
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unrealistic to expect any proposed reorder strategy to provide on
absolute optimization; on the contrary, what is hoped for is a
significant improvement over current practices. Finally, although
extrepolation of the results of this study to products beyond those
contained in the sample may seem warranted if one or both of the
proposed alternative reorder strategies proves to be highly successful,

no attempt will be made to de so within this study.

To attack a problem of this magnitude, a logical and coherent
approach is essential. Therefore, the problem will be addressed in five
distinct phases as outlined below:

1. Propose two aiternative reorder strategies which possess
significant promise of improving inventory control practices.
The particular inventory model, or reorder strategy, selected for a
certain application is clearly a direct function of the operating
environment in which it will be implemented. The literature seems to
imply that commissary store operations might benefit significantly by
implementing an alternative reorder strategy for a number of reasons.
Such a strategy might yield a variety of benefits. Consequently, the
specific aim of this particular sub-objective is to determine what are
the two most promising reorder strategies to select for in depth study.
This sub-objective is accomplished in the literature review.

2. Develop, verify, and validate a simulation model for each
of these two alternatives as well as one for the current

reorder system. Due to a number of considerations regarding
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analytical feasibility and experimental design, simulation and
simulation-related techniques are used in this study to assess the
performeance of each of the reorder algorithms. Clearly, if the results of
this study ore to gain a sufficient degree of acceptance and credibility,
the models that produce these results must be subjected to extensive
verification and valication.

3. Develop performance measures with which to compare the
performance of the three reorder strategies using the selected
sample and statistical inference. In order to accurately assess the
performances of the various reorder strategies (the current and the
proposed models), criteria by which to judge the relevent merits of each
must be developed. Although easily quantifiable measures such as
not-in-stock rates and inventory-to-sales ratios readily come to mind,
other more subjective factors such as ease of use and intuitive appeal
must also be considered.

4. Select a sample and identify the probability distribution
that most accurately reflects the randomness of daily demand.
Clearly, the composition of the sample used to compare the performences
of the three alternative models will influence the assumptions on which
this study rests as well as the applicability of the results it produces.
in addition, the sample used will aiso have an impact on the experimental
design (thet is, run length and number of replications) necessary to
attain o specified level of statistical precision. By taking these various
considerations into account, the specific aim of this sub-objective is to
determine the most appropriate probability distribution with which to

represent the randomness of deily demand.
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5. Design and conduct an experiment to compare the
performances of the three alternative inventory control
strategies. The primary goal of this sub-objective is to assess and
summarize the performance of each strategy and to answer the question:
what is the most appropriate reorder strategy to efficiently manage the
inventory of se/ected items in the WPAFB commissary? Since the
particuler items which compose the sample of this study are chosen such
that they are typicaily availabie at commissary stores worldwide, the
results of this study are not necessarily restricted to the operations of
the WPAFB store. In addition, interviews with HQ AFCOMS personnel
reveal that there is nothing peculiar to WPAFB commissary store which
might preclude or seriously limit the generalization of the results of

this study to other similer commissary operations.

Qverview of Remaining Chep!

Chapter 2 provides an extensive discussion of the professional
literature relevant to inventory control management within the Air Force
Commissary Service. More specifically, the unique environment in which
the Commissary Service operates, the four cetegories of costs that are
typically relevant to inventory management, the issue of selecting an
appropriate aiternative reorder strategy, the simulation of inventory
systems, and finally, the issue of categorizing 8 multi-item inventory 3
ore the five topics that ere addressed.

Chapter 3 gives 8 detailed presentation of the three inventory control
simulation models actually used in this study. Following en overview of

the basic structure and the assumptions of each model, the procedure
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used for the verification and validation of the three models is presented
in detail.

Chapter 4 presents the methodology used in comparing the
performances of the three alternate inventory control systems and e ook
at the data collection and data preparation procedures to support the
models. Next, a number of statistical considerations for the analysis of
simulation results are addressed. Finally, the experimental design used
to support the research objectives is presented.

Chapter S presents the analysis of the results of the study at an
aggregate level. Once the model demonstrating the best performance has
been identified, this model is subjected to further study at both the
aggregate and individual item level.

Chapter 6 provides a summary of the limitations of this research and
a number of practical implications of the results. Recommendations for
refinement, adaptation, and future use of the models are 8lso presented.
Finelly, a number of conclusions regarding the utility of the study to the

Air Force Commissary Service are stated.
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Il. Digcugsion of the Literoture and Specific Implications

Scope ang Organization of the Review

As @ popular field of applied science, inventory management
encompasses a very broad subject area. |n contrast, this particular
literature review is limited to examining only those aspects of inventory
management relevant to inventory control procedures within the Air
Force Commissary Service.

Wwith regard to ¢ ganization, the specific format of this review is
topical in nature. More specifically, the first part of the discussion of
the literature addresses the unique environment in which the
Commissary Service operates and the impact of this environment on the
selection of on appropriste inventory control procedure for
implementation. This portion of the discussion seeks to cast the world of
inventory menagement within AFCOMS in its proper setting in order to
set the stage for this study. The next portion of the review addresses
the unique nature of the AFCOMS in light of the four categories of costs
that are typicaily relevent to inventory management Next, the 1ssue of
selecting an appropriate alternative reorder strategy 's addressed In
fact, the two alternative inventory control procedures actuelly selected
for comparison with the current method are presented 1n detail at this
point \n the review Following the presentation of the twg proposed
elternatives, the simulation of inventory systems 1s addressed Finally,
since one of the alternative reorder strategies selected for comparison
advocates the use of an \nventory partitioning scheme the 1ssue of

cetegorizing 8 multi-1tem inventory 1s also discussed
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Characteristics of the Commigcary Store Operating Environment
Perti 1 ion

The particular inventory control procedure, or reorder strategy,
selected for a certain application is a direct function of the operating
environment in which it is implemented. |n general, based upon a
classification scheme used by Silver, inventory control procedures can
be classified according to the following aspects of the environment in
which they are implemented: 1) deterministic versus stochastic demand,
2) continuous versus periodic review cycle, 3) backorders versus lost
sales, 4) single versus multipie items, S) single versus multipie periods,
6) stationary versus significantly time-varying parameters, 7) nature of
the supply process, 8) procurement cost structure, 9) shelf-life
considerations, and 10) single versus multiple stocking points (27.632).
Each of these ten factors is addressed in further detail below In
addition, 8 number of considerations peculiar to food retailers are also
discussed.

Reterministic versus Stochastic Demangd Deterministic demand
ex1sts when there 1s relatively little or no uncertainty concerning the
level of consumer demaend for a specific inventory item For instance, 1f
axactly 22 boxes of Kellogg's Rice Krispies™ cereal in the 13 ounce s12e
sold every ten doys at the wright-Patterson Air Force Base commissary
store, the demand for this particular product 1s sa1d to be
“deterministic © Although deterministic demand may be 8 reasonable
approximation of reslity for certain items within certain inventory
systems, such a simplified s1tuation does not ex1st for the demand for

1tems stocked by the Commissary Service According to Millar
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Demand [for supermarket items)] is random, fluctuations are
immediate and trends can be short-lived. A frosty morning in Spring
or Autumn boosts the sale of sausages that day; a health scare kills
the sale of canned salmon overnight. [20:109]

Unfortunately, atthough stochastic, or probabilistic, demend provides
& much more accurate portrayal of the random consumer demand with
which the commissary manager must contend, stochastic demand is much
more difficult to deal with analyticelly than is its deterministic
counterpart. According to Silver and Peterson, "the introduction of
uncertainty in the demand pattern significantly complicetes the
inventory situation from a conceptual standpoint” as well (28:251).

continuous versus Perigdic Reviey. Continuous, or order point
recognition, review refers to the practice of ordering a repienishment
quentity as soon as stock comes down to & predetermined level; that is,
the stock level is always known (20:108). Conversely, periodic, or
cyclical, review refers to the practice of determining stock status only
at certain, discrete time intervals and ordering enough replenishment
stock to meet expected demand until the next order arrives; that 1s,
between reviews there may be "considerable uncertainty” regarding the
s{ock status. According to Silver and Peterson, "the main advantage of
continuous review is that, to provide the same level of customer service,
1t requires less safety stock (hence, lower carrying costs) than does
periodic review” (28.255) Although Millar feels that the order point
recognition review approach 1s the more “theoretically correct™ in view
of this rather sigmficant advantage, he states that the continuous

review policy possesses 8 number of rather serious drawbacks that
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D preclude its use in the supermarket setting (20:109). He notes that even
though a computer can be used to “"watch” the inventory levels of several
g thousand items, “immediate ordering on recognition would be impossible”
since such a reorder policy would cause “chaotic ordering on a8 central

W depot or supplier and consequent chaotic deliveries” (20:109).
Furthermore, in spite of the fact that with continuous review, stack
stotus is suppasegiy always known and thus the inventory system can
signal when a replenishment order is warranted, Bytronic Technologies

Corporation™® asserts:

The commissary environment does not quite match the requirements
for such a [continuous review] system to work correctly. The

¥ scanning system [at the checkout register] provides the means to have
W a perpetual (continuous) inventory count, but orders are only placed

) when the vendor representatives cail. This periodic stock

,} replenishment violates the requirements of a continuous review

system. [7:79]

Consequently, a periodic review system is more appropriate for the

: commissary operating environment since "orders are placed during the

* Bytronic Technologies Corporation conducted a research study to
investigate a wide range of management and technical i1ssues (including
inventory control systems and a suggested reorder algorithm) related to
the Automated Commissery Operations System. The Air Force
Commissary Service commissioned the study to ensure that stores are
receiving the maximum possible benefits of dats automation
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natural periodic visits by the vendors' representatives” (7:79). In
addition, from a more practical standpoint, another advantage of the
periodic reviey approach is that all items supplied by the same vendor
can be given a common reviey interval and thus it allows a reasonable
prediction of the level of "workload” required by the reorder, the
restocking, and the receiving staffs (20:110).

Packorders versus Lost Sales. Another issue an inventory control
system must address is what happens to 8 customer’'s order when he or
she seeks to purchase an item thet is temporarily out of stock. Silver

and Peterson define the two possible extremes as follows:

1. Complete backordering. Any demand, when out of stock, is
backordered and filled as soon as an adequate sized replenishment
orrives.

2. Complete lost seles. Any demand when [an item is] out of stock is
lost; the customer goes elsewhere to satisfy his or her need. This
situation is common at the retail-consumer link. For example, a
person is unlikely to backorder a demand for a loaf of bread.
(28:253]

Although commercial food retailers frequently issue "rain checks” for
out-of-stock specials and in effect "backorder” a specific item, the
Commissary Service does not typically promote advertised specials per
se and thus does not backorder any unsatisfied demand. As a result, "an
‘out-of-stock’ is a lost sale, not & delayed one” (20:109). Admittedly, 1t
is possible that a customer may delay (that is, "backorder”) his or her

demand for an item if that particuler item is temporarily out of stock

However, this contingency 1s not incorporated into this study




Single versus Multiple Items. Although a substantial portion of the
professional literature is restricted to inventory control procedures that

assume a “single item in isolation from all other items,” such simplified
procedures are not an entirely accurate portrayal of actual operations
within the Commissary Service since it is tasked with the management
of inventories that are frequently composed of over 7,000 individual
items and is faced with a variety of complicating factors and
constraints such as varying demand patterns, varying review periods,
budget 1imitations and numerous vendor restrictions, just to name a few
(27:628).

Silver points out a number of item interdependencies that can exist

within the multipie item context:

1. Overall constraint on budget or space used by a group of items
2. Coordinated control to save on replenishment costs

3. Substitutable items--when a particular item is not in stock,
the customer may be willing to accept a substitute product

. Complimentary demend--certain products tend to be demanded
together; in fact, the customer may not accept one without the
other. [27:632]

Explicit considerations of these item interdependencies can drastically
increase the complexity of & study, however, and render the analysis
intractable. Consequently, these factors are excluded from explicit

consideration in this study.
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Single versus Multiple Periods. A single period situation exists when
there is o “relatively short selling season” and stock overages left over
from one period cannot be saved in order to satisfy demand during the
next selling season (27:632). Newspapers and Christmas trees are two
good examples of products that fit tms situation. Although the
Commissary Service undoubtedly carries a limited number of these
seasonal or single period type items, the vast majority of its inventories
consist of multiple period type items. As a resuilt, this study considers
only the multiple period case.

Stationary versus Significantiy Time-Varying Parameters

(Nonstationarity). Nonstationarity in this context refers to the
situation in which demand patterns--more specifically, average demand
rates--very sppreciebly with time. Obviously, such 8 dynamic demand
rate will have an impact on the determination of control parameters such
as the stock control level and the reorder point (28:350). For the
Commissary Service however, although random fluctuations in daily
demand for & given product are rather common, historical sales data
reveal that the total quantity of a given product sold from one month to
the next does not vary aggrec/ef/y for most individual items. As a
result, a model selected for impiementation by the commissary would
not have to be overly concerned with nonstationarity. As a caveat to this
rather general statement, however, it is recognized that some items do
demonstrate rather marked variations in demand rate and thus might be
more accurately controlled by an inventory model that took this
nonstationarity into account. Although an evec? analysis of such a

situation (probebilistic and time-varying demand) is much too

.......




complicated for most real-world applications, there are a number of
heuristic approaches that yield relatively good performance. In spite of
this fact, items with nonstationary demand parameters are not
addressed in this study.

Nature of the Supply Process. Although most of the items ordered by
the Commissary Service are received after a known and constant
leadtime, intervening influences such as a strike or bad weather can
occasionally delay & scheduled repienishment. Such occurrences tend to
be more the exception rather than the rule, however, and thus assuming a
fixed and known leadtime is generally reasonable.

Procurement Cost Structure. in some cases the so-called "fixed
price” cost of an order may actually be "semi-variable” if, due to o
quantity discount perhaps, the unit cost of an item is a function of the
size of the replenishment. (27:633). Special promotions or rebates by a
vendor can have a8 similar impact on the procurement cost structure of a
given item. In general, however, and for the purposes of this study, the
fixed cost component of ordering costs is assumed to be static.

Shelf-Life Considerations. Another factor complicating inventory
control within the commissary environr:ent is that many stocked items
have a8 short shelf-life. According to Silver, limited shelf-life is usually
due to one of two factors, namely obsolescence or deterioration of stock
(27:633). "Obsolescence” occurs when an item can oniy be soid for 8
small fraction of its original price due to the appearance of 8 new ang
improved product on the market (27:633). On the other hand,
"deterioration” or "perishability” refers to the case when, due to a

degradation of the stock itself, 8 product 15 no fonger fit for sale
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(27:633). Although stock rotation can minimize the adverse impact of
obsolescence and deterioration, a certain amount of "stock wastege” is
unavoidable (20:109). Incidentally, most of the professional literature
makes no allowance for the short shelf-life of many items.

Single versus Multiple Stocking Points. Most supermarket chains use
centralized warehouses to stock several of their retail stores and thus
make use of multi-stage inventory systems. As a result, relatively low
inventories are kept at any given retail store since replenishment by a
centralized warehouse is typically possible within a relatively short
period of time; in many cases, replenishment is available within less
than 24 hours. In contrast, although most commissary stores are
serviced by literally hundreds of vendors and food distributors,
inventories for a particular store are held only in its own adjoining
warehouse and no where else. As o result, commissary store operations
are more appropriately classified as "single echelon.”

Other Considerations Peculiar to Food Retailers. [n addition to the
foregoing considerations, the inventory control system of the
commissary is further complicated by a number of other factors. For
instance, as Millar points out, the dollar value of total sales are high, but

the average unit sale is low:

An average neighborhood supermarket of, say 1,000 squere metres
will have sales of £50,000 weekly, with an average unit price of
about 50 pence, i.e,, 100,000 items. The offtake of these items will
be compressed into the second haif of the week, with perhaps S0-60%
taken from Thursday late opening to close of business on Saturday.
The handling problems are prodigious. (20:109]
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Another complicating factor is that many "goods received (and,
therefore, order quantities) are [only available] in fixed multiples of the

unit of sale, usually a case or ‘outer’ quantity” (20:109). Finally, the

b a A

common problems and conflicting trade-offs associated with any

-

inventory control system apply “like an umbrella” over these particular
"trade features” (20:109).

P

b, Costs Relevant to Inventory Control

According to Silver, there are usuaily four categories of cost that are

’ relevant to inventory management decision making:

1. Replenishment [Order] Costs. These are the costs incurred each
time a replenishment action is taken. It is convenient to express
the costs as the sum of two parts: (i) a fixed component, often
called the setup cost, independent of the size of the
replenishment; and (ii) a8 component that depends on the size of the
replenishment, in particular including the cost of the [item] itself.

F e

A..L  Sa GR N Lﬂ

2. Carrying [Holding] Costs. Having material in stock incurs a number
of costs including: (i) the cost of borrowing the capital tied up or
foregoing its use in some other investment, (ii) warehouse

; operation costs, (iii) insurance, (iv) taxes, and (v) potential

spoilage or obsolescence.

AW

y 3. Costs of Insufficient Supply in the Short Run [Shortage Costs).

; When inventory levels are insufficient to routinely satisfy

5 customer demand, costs are incurred, whether or not they are
explicitly measured. Unsatisfied demand leads to immediate costs

.‘, of backordering and/ or lost profit on sales. In addition, such poor
3 service can have a longer range cost impact through loss of
3 [customer} goodwill.
3
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4. System Control Costs. This crucial category of costs has largely
been ignored in the inventory theory literature. It includes the

j costs of acquiring the deta necessary for the adopted decision
f‘ rules, the computational costs, and other costs of implementation.
8 [27:630])

Due to its significantly different primary objective and its nonprofit

‘ nature, however, the Commissary Service must view these four

';_ categories of costs in a8 somewhat different light than its

' profit-oriented civilian counterpart. For instance, with respect to

: ordering costs, Bytronic Technologies contends that these costs are

“ “insignificant” to the commissary since orders are written by the

2 vendors themselves during their periodic visits. Although such orders
3 have to be processed by a succession of people within the administrative
- staff of the commissary, there is no explicit, tangibie cost associated
_';., with placing an order.

With respect to carrying costs, the size of the revolving stock fund
,.-' used to finance inventories has histarically proven to be of such a size
E that the “cost of capital”--as used in the traditional sense--has not

;. proven to be a binding constraint on commissary store operations.

% Although, as the custodian of the stock fund, AFCOMS must demonstrate
E fiscal responsibility and prudent use of the fund, no explicit "cost of

?"'2 capital” per se is incurred by a store when it uses a portion of the fund
39 to purchase inventory. Moreover, although warehouse operation costs and
':f'; the costs associated with potential obsolescence and deterioration

3': represent additional carrying costs, these costs are

'-
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strictly secondary in nature when compared to the primary objective of
meeting a prescribed level of customer service.

The third category of costs, shortage costs, are typically the most
difficult to messure. The situation within the commissary is certainiy
no exception. |t 18 clear that by specifying a8 policy with respect to
customer service level, s definite shortage cost is tacitly implied
(11:105). Although in most applications, explicit values for shortage
costs for unsatisfied demand are difficult to determine, Fogarty and
Aucamp demonstrate a procedure that can be used to compute the implied
backorder cost of a specified policy concerning backorders (11).
However, since HQ AFCOMS specifies a given level of customer service
that each store must strive to achieve, the determination of the shortage
costs implied by such a policy (beyond academic interest, perhaps) are
not particulariy relevant to the study at hand.

Finally, with respect to the last category, system control costs,
AFCOMS hes already made a rather substantial investment in a database
management system known as the Automated Commissary Operations
System (ACOS). As a result, the majority of the system control costs
required by a particular inventory control system and the computational
costs associated with it have already been determined and thus
represent sunk costs.

The different perspective of AFCOMS with respect to many of these
cotegories of costs makes the task of pursuing an effective and efficient
Inventory control strategy more difficult since the success of any such
control system has traditionally been measured 1n terms of 1ts abihity to

minimize total cost. The nonprofit nature of the Commissary Service



handicaps this effort even further. in fact, according to Anthony in ms

: text, Management Contral in Nonprolit Orgoanizotions

"
g
i\ The absence of 8 single, satisfactory overail measure of performance
: that is comparable to the profit measure is the most serious factor
" inhibiting the development of effective management control systems
‘. in nonprofit organizations. (2:35 ]
Y A Model
N An inescapable fact of inventory management 1n general 1s that most
,': real-life inventory control decisions are functions of numerous
s psrameters or factors and are thus rather complex in nature For
" instance, in view of the foregoing discussion of the factors and costs
b
0 that characterize the commissary store environment, the (Aearetically
b Jdea/ model for implementation would eppear to be one which cen cope
:& with a// of the following:
~
" 1. Probabilistic demand that is occasionally rather erratic
;T 2. Periodic review
'
3. Occasional "backlogs”; thet 1s, deferred customer demand
™
;" 4. Muitiple items with item interdependencies
l.|
W
X) S. Single as well as multiple periods for some 1tems
o
.
2 6. Time-verying demand process parameters for some 1tems
3 7. A procurement cost structure that is a function of the size of the
p repienishment order
n.
5o
2
e
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8. Shelf-life considerations such as obsolescence and deterioration
of stock

9. "Peculiarities” of the food retail business

o Clearly, a model that could take &// of these considerations into

.: account clearly exceeds the capabilities of any known inventory control

::. procedure. Moreover, as Byrkett regrettably points out, although the

» professional literature "abounds” with inventory procedures "developed

‘ for almost every conceivable set of circumstances, when it comes time

) to develop on inventory system for a particular application, none of the

v literature models seem to fit exactly” (6:1). The commissary store

E environment is certainly no exception to Byrkett's observation. when

confronted with this situation, Byrkett states that the analyst cen

e pursue one or both of the following courses of action:

&

> 1. Modify an existing model to fit the given situation, and/or

N 2. Assume that even though not all of the assumptions in the
existing model are satisfied, it will do an adequate job of

E controlling the inventory. [6:1]

N

Y A third option is to lower the demands or expectations placed on the

' model. In other words, instead of vainly searching for an inventory

: control procedure that can take &// factors and possible contingencies

: into account, the analyst can settie for a model that does a ressonably

,: good job of incorporating only the most salient factors. Admittedly, the

2 task of incorporating only the most important factors, while

; stmultaneously trying to preserve the simplicity of the inventory control

2
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procedure, 1s not an easy one  Obviously, such e procedure will ignore 8

Q number of other relevant factors that are not considered in spite of this

% fact, such o sacrifice is usually essential 1f the search for o feasible
reorder strategy 1s to proceed and be successful Selection of 8 model

2 that 1s not overly sensitive to minor changes 1n the assumptions on

3 which it is founded is also an important consideration

In keeping with the philosophy of the third option, the search for an

| - effective inventory control strategy for implementation by the

<

] Commissary Service can be guided by a 11st of somewhat more realistic
o
- expectations than those specified by the nine requirements above A
. more reasonable set of requirements that still retains the essential
s elements of the commissary environment 1s the following:
": 1. Probabilistic demand

4
5: 2. Periodic review

o 3. Lost Sales

’.

- 4. Single items with no item interdependencies

v

S Multiple periods for all items
o
h 6. Reletively stationary demand process perameters
L
Y 7. A supply process in which leadtime is relatively fixed
e
7
i Although the impact of a number of other considerations such as 1tem
?
interdependencies and quantity discounts are now 1gnored, the search for

" an aiternative inventory control strategy 1s now more realistic and

4
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directed Moreover the 11st of revised requirements stated above 1s

helpful 1n narrowing the f1eld of potential systems in view of the vast

number of control systems that are available for inventory management

PossiDle inventory Control Systems for Stochgstic Demand As Silver

ond Peterson point out, the fundemental ob)ective of any 1nventory

control system 1s to provide answers to the following three questions

| How ofien should the inventory status be determined?
2 when should 8 replenishment order be placed?

3 How large should this replenishment order be? [28 256}

Of the many different types of inventory control systems used 1n an
environment characterized by probabilistic demand, Silver and Peterson

define the four most common systems as follows

| Order-Point, Order-Quentity (s,Q) System This system involves
continuous review (that is, R [review per1odj=0) A fixed quantity
Q 1s ordered whenever the inventory position [stock on hand minus
backorders plus stock on order] drops to the reorder point s or
lower This system 1s often called the two bin system

2 Order-Point, Order-Up-to-Level (s,S) System This system again
Invoives continuous review and a replemishment 1s made whenever
the inventory position drops to the reorder point s or lower
However, in contrast to the (s,Q) system, here a varable
replenishment 1s used, enough being ordered to rarse the inventory
position to the order-up-to-ievel S The (3,S) system 1s frequently
referred to as the min-max system because the inventory position.
except for a possible momentary drop below the reorder point 13
always between 8 minimum value of s and 8 maximum value of S
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3 Periodic-Review, Order-Up-to-Level (R,S) System This system,
also known as & replenishment cycle system, 1s 1n common use,
particulerly in compenies not utilizing computer control. The
control procedure 1s that every R units of time {that is, at each
review instant) enough (stock] is ordered to raise the inventory
position to the level S

4. [Perodic Order-Point, Order-Up-to-Level] (R,s,5) System. This is
8 combinsation of (s,S) and (R,S) systems. The idea is that every R
units of time we check the inventory position. If it 15 at or below
the reorder point s, we order enough to raise it to S If the
position 1s above s, nothing is done until at least the next review
instant. The (s,S) system is the special case where R=0, and the
(R,S) 1s the special case where s=S5-1 [26:256-258)

Naddor provides a comprehensive comparison of the optimal solutions
of the first three inventory control systems (that 1s, the (s,Q), the (s,5),
and the (R,S)) for the case of a single item (21). The objective function
that he uses to assess the performance of each is the minimization of
the total expected cost per umt of time denoted by C and defined as

follows:

C=C1*C2’C3:(C]’l‘)’(CQ’lz)*(C3*|3) (21)

where C, C,, and Cz represent the cost of carrying inventory, the cost

of incurring backordered shortages, and the cost of replenishing

inventories, respectively, and c 1. Co. and Cz ore the corresponding umt

costs defined as follows

25
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K)
. Cy = unit cost of carrying inventory (in dollars per umt in inventory
per unit time)

C, = unit cost of incurring backordered shortages in dollars per

patterns, leadtimes, review periods, and costs structures, Naddor tests

‘0

5 unit short per unit time)

N Cz = unit cost of replenishing inventories (in dollars per

l.

N replenishment, independent of the amount)

b

. ond finally, |4, 15, and |z represent average inventory carried, average
3 shortage, and average number of replenishments per unit time,

l respectively.

N' By using a number of alternative situations with different demand
o

“»

the performance of each of the three inventory control systems and

presents the following conclusions:

1. The minimum cost for the (R,S) policy is equal to or greater than
. that for the (s,Q) policy which, in turn, is equal to or larger than
b that for the (s,S) policy.

) 2. The minimum cost for the (s,S) policy 1s about 10% less than that
d for the (R,S) policy.

Y 3. The optimal scheduling period in an (R,S) policy is about the same
. as that in 8 corresponding deterministic system.

4. The optimal order levels S, in the (R,S) and (s,S) policies are about
the same.

. S. The optimal reorder points s, in the (s,Q) and (s,5) policies are
: about the same
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6. The optimal lot size Q, in an (s,Q) system is about the seme as
that in a corresponding deterministic system. [21:1238]

Y
Naddor makes fraquant use of these observations in deriving heuristic
o decisions rules for each of the inventory control systems. These rules
\ allow the analysis of inventory systems on the basis of their "average
,, demand, standard deviation of demand, probability of no demand,
N leadtime, carrying cost, replenishment cost, and an availability index”
> (21:1234). Compared with the performance of the optimal decision rules
,. which typically require substantially more computational effort, the
[ heuristics provide exceptionally good resuits. Although not explicitly
stated by Naddor, his heuristic decision rules assume deterministic
leadtime, backlogging of excess demand, and an explicit specification of
3 ordering and carrying costs.
f The performance of the (R,s,5) control procedure has also been tested
. in 8 number of studies. For example, 8 1960 study by Scarf demonstrated
y that under rather general assumptions regarding demand patterns and
: relevant cost factors, the (R,s,S) control procedure produces a lower
N total cost (that is, ordering, holding, and shortage costs) than does any
- other type of system (25). Another study conducted by Eilon and Eimaleh
: arrived at the same conclusion (10).
» The report prepared by Bytronic Technologies Corporation and
é sponsored by AFCOMS addressed the very issue of the most appropriate
.:, inventory control system. in this report, Bytronic Technologies states
< that an (R,s,5) system is the best choice for the commissary situation
N (7:79). In this context, R represents the time between vendor reviews of
e

a A

BRI I o P T L L I i I P R - . R P
NN N .r__,\a,_.r,'. Foda N « ._

.........



i the inventory position. At such time, if the inventory position is at or

& below the reorder point s an amount sufficient to raise the inventory
position up to the stock control level S is ordered. Conversely, if the the

inventory position is above s, no action is taken during this review cycle.

a u

As defined by Bytronic Technologies, the stock control level is "an

-

inventory level to cover demand during the time between vendor

2

N representative visits and delivery leadtime, plus some safety stock”

s (7:79). Silver and Peterson point out that the (R,s,S) system can be

A viewed as the "periodic version” of the well-known "0Order-Point,

: Order-up-to-Level” or "s,S" system (28:258).

3 The rather impressive performance of the (R,s,S) control procedure is
;‘_. rather costly, however, in terms of the computational effort required to

)

yield antrme/ values of R, s, and S. As 8 result, a number of so-called

heuristic procedures have been developed for numerous applications.

& LA A

More specifically, for the case of an (R,s,S) system with deterministic

leadtime, backlogging of excess demand, and explicit shortage costs,

;‘ computational methods which yield approximately optimal values control
:;. rules are discussed in wagner (31).

'.‘ Although Fogarty and Aucamp demonstrate a procedure that can be

"-:' used to compute the implied backorder cost of a specified policy

?':'. concerning backorders, in most applications, explicit values for shortage
: costs for unsatisfied demand are difficult to determine (11).

: Consequently, Schneider has devised a heuristic procedure for

Z:: approximating the reorder point of an (R,s,S) system that incorporates

.' the more widely used practice of specifying 8 service level requirement
'; (such as the fraction of demand satisfied directly from the shelf) when
:
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the order quantity is predetermined (26). Tijms and Groenevelt extend
the applicability of his results and, more importantly, present
approximations that can be routinely used in practice. Although their
results assume complete backlogging of excess demand, their analysis
requires only "slight modifications” to handle an inventory system in
which excess demand is assumed to be lost (29:179). The periodic
version of the Tijms and Groenevelt procedure assumes that the order
quantity, (S-s), is predetermined. In addition, the control system is
based on the inventory position defined as “the stock on hand... plus stock
on order” (29:176). As a typical (R,s,S) system, if the inventory position
is at or below the reorder point s, an amount sufficient to raise the
inventory position up to the stock control level S is ordered. If the
inventory position is above s, no action is taken during this review cycle.
The leadtime of each replenishment order is assumed to be a nonnegative
discrete-valued random variable with given mean u(L) and standard
deviation sd(L).

Assumplions of the Tijms and Groenevelt Model. The assumptions

upon which the Tijms and Groenevelt procedure rests include:

1. The probability that replenishment orders cross in time or arrive
simultaneously is negligible.

2. (S-s)is sufficiently large compared with the average demand up
in the review time (say, S-s21.5up)

3. The stock on hand just after the arrival of a replenishment order
is positive except for a negligible probability. (29:177]
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Silver and Peterson cite a number of other more subtle assumptions

implicit in the Tijms and Groenevelt heuristic:

PR
»

- 1. Although demand is probabilistic, the average demand rate
changes very little with time.

(AN R

< 2. Unit shortage costs (explicit or implicit) are so high that a
practical operating procedure will always result in the average
level of backorders being negligibly small when compared with the
average level of the on-hand stock.

3. Forecast errors have 8 normal distribution with no bias (that is,
the average error is zero) and a A»ewn standard devietion for

' forecasts over a period of duration R+L. In fact, we only have an
’ estimate.

4. The value of R is assumed to be predetermined. In most situations,
the effects of the two decision variables, R and S, are not
independent, that is, the best value of R depends on the S value,
and vice versa. However, it is quite reasonable for practical
purposes to assume that R has been predetermined without
knowledge of the S value.

Ll AN

5. The costs of the control system do not depend on the specific value
of S used.

6. The case of normally distributed demand is appropriate to use as
. long as CV(p,| )$0.5 where CV(g, y=SD(R+L)/X(R+L) is the

coefficient of variation of demand over R+L. When CV exceeds 0.5
a gamma distribution provides better results. (28:292-3]

iale ;A. “~ e

After considerable mathematical manipulation, Tijms and Groenevelt

(29:178) show that the reorder point achieving the required service level
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PZ tn the most efficient manner can be approximated by selecting s to

satisfy the following equation:

W

SD(R+L)2 * J, {Is-X(R+L)I/SD(R+L)} - SD(L)Z * J,, {[s-X(LI/SDL)}  (2.2)

! = 2% (1-Pp) * X(R) * {(S-s) + {[SD(RY? + X(R)Z)/2 * X(R)})

where

S-s is assumed predetermined (for example by £0Q)

hp am i oS o o g

X(t) = expected demand in a period of duration t

SD(t) = standard deviation of errors of forecasts of total
demand aver a period of duration t

Jylk) = II‘:° (ug- k)2 fuuglduy is a special function of the unit normal

distribution

According to Hadley and Whitin (14):
Jyk) = ((1 + k2) * [p 200 - [k * 1, (K)) (2.3)

As a result, Equation 2.2 requires a trial-and-error type solution. \
Fortunately, however, if s is replaced by the quantity [X(R+L)+k*SD(R+L)],

and the service level P2 is close to 1, and the demand pattern is

relatively smooth, then Equation 2.2 stated above for determining the

reorder point s can be simplified to selecting k so as to satisfy (28:354)

~
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* 2 *[{1-P2)/P5] * X(R) * ((S-3) + {[SD(R)Z + X(R)Z]/2 * X(R)})
3 Jy (K0 = (2.4)
v
(4 2
0 SD(R+L)
(X
* Consequently, if a table of Ju(k) versus k values is available,
Kx
:;‘ determining the reorder point and the stock control level is easily

& accomplished using the following two equations:
- Reorder Point = X(R+L) + [k * SD(R+L)] (2.5)
4
]

4
o and
- Stock Control Level = Reorder Point + (S-s) (2.6)
' Since the second term on the left of Equation 2.2 has been removed,

Ej the reorder point produced by Equation 2.4 is obviously larger, and

':': consequently, the service level that it produces is also somewhat higher
N than that produced by the original formula. Finally, to cope with the case
2 of lost sales (as is the case assumed for the commissary environment)
-2- and to ensure that the fraction of demand to be met from stock on hand 1s

' still at least P2, Tijms and Groenevelt point out that the reorder point s
o
o
N can be approximated by substituting (1- P, )/ P, for (1- P, ) in Equation
()

n 2.4 above (29:179). Clearly, for P, close to 1, the backlogging and
A lost-sales cases will not differ greatly.

’
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Butronic Technologies Corporation Model. An siternative inventory
control procedure has been proposed by Bytronic Technologies

Corporation. This much less sophisticated approach envisions
partitioning the inventory of the commissary according to a modified
ABC classification scheme. (Partitioning of multi-item inventories is
discussed later in this literature review).

According to the Bytronic Technologies Corporation procedure, the

stock control level of each item can be computed as follows (7:60):
Stock Control Level = [DMD * (RVWw + L)) + B (2.7)
where
DMD = historical average daily demand
RVW = number of days between vendor reviews
L = number of days leadtime
B = buffering to cover uncertainty
Subsequently, the necessary replenishment up to the stock control
level is accomplished by ordering the following replenishment quantity
(7:80):

Order Quantity = Stock Control Level - Inventory Position  (2.8)

As the report points out, the Bytronic procedure is similar to the

current approach used by AFCOMS which computes the stock control level
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as follows (7:81):

Stock Control Levei = {(RVW + L + SDAYS) * [DMD + (TRND - )}} (2.9)

where RVYW, L, and DMD are as defined above while SDAYS is the safety
leadtime (in days) and TRND is the demand trend. The order quantity for
the current system is calculated by substituting this value for stock

control level into & formula identical to Equation 2.8 above. Due to the

inclusion of a demand trend, however, the inventory control procedure
currently used by the Commissary Service is technically classified as @
"pro-active” system. As defined in the Bytronic Technologies report,
"pro-active procedures are based on forecasting the demand for the
upcoming period” (7:78). Since even the most sophisticated forecast is
subject to 8 certain degree of error, Bytronic Technologies states thet a
"reactive” procedure is more appropriate for the Commissary

environment:

Since no forecast will be consistently accurate, practitioners prefer
reactive systems when they have a choice. Reactive systems, as the
name implies, react to recent events to restore inventories to an
appropriate level. The restoration algorithm is based on the time
between review, vendor delivery time, and some buffer stock to
absorb demand and delivery variance. These systems employ a naive
forecast; the demand to be experienced in the near future is assumed
to be [approximately] equai to the demand of the recent past. (7:79]

Another difference between the model proposed by Bytronic

Technologies and the Current model is the use of a safety leadtime




! instead of a safety stock in the later model. As Silver and Peterson

point out, the use of equal time supplies for & broad group of items in an
\ inventory population as a safety stock is "seriously in error because it

& fails to take account of the differences and uncertainty of forecasts

; from item to item” (28:263).

« The buffering quantity B in Equation 2.7 above is referred to as the

safety stock. Its purpose is to cover uncertainty due to either demand or

a2 s

delivery time variability. According to the Bytronic procedure, the

appropriate safety stock for a particular item is a function of either its

AR

inherent demand or delivery time variability or perhaps some

f; combination of the two. In turn, as discussed later in this review, the

: classification of an item is also a function of these two sources of

2 voriability. As aresult, the procedure for determining the safety stock

* for an item is dependent on its classification.

E A great deal of the professional literature relating to the

' determination of safety stocks in a stochastic demand environment

E‘ assumes that the randomness of demand for a particular product i3

E normally distributed about its mean demand. As a result, safety stock is
' typically specified as a multipie of “the number of standard deviations

; away from the mean demand during the review period RYW and the

N leadtime L" (7:84). Although some experts recommend a safety stock

_:,_ level equal to three standard deviations of demand variation over the
time between reviews and leadtime, Brown states that a factor of three
“ is too high since customers are willing to accept a lower level of

p- in-stock items, and since such a model establishes an unnecessarily high
E cycle stock level (S). As a compromise, the Bytronic Technologies report
. 35
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recommends using & factor of 2.25 times the standard deviation initially
and adjusting the factor as required (7:84). Before this factor can be
used to calculate the required safety stock, however, the standard
deviation must be "adjusted for the period the system is exposed to

uncertainty (that is, review period plus leadtime) as follows (7:84):

SD(R+L) = SD(DAY) * (Rvw + L)1/2 (2.10)

More specifically, if demand uncertainty has caused the item to be
classified as a Type A, then the Bytronic Technologies report
recommends thet the safety stock be computed using the following

formula:
B = 2.25 * SD(DAY) * (Rvw + L)!/2 (2.11)

Aithough standard deviation is the variability measure typically used
to establish the required safety stock, Bytronic Technologies
recommends using the mean absolute deviation (MAD) about an expected
value instead, due to its simplicity and ease of calculation (7:81) MAD

is computed as follows:
n
MAD = (l/n) * l21=1 (DMD{‘DMD)} (212)

where i is an index of daily movements, n is the number of samples, and

o
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DMD = average daily movement

DNDi = doily movement for day |

Instead of continuously recalculating the MAD everyday, however,
Butronic Technologies proposes using some “linear combination” of the
most recent day's MAD and a historical measure of the MAD of a product

in a recursive relationship as follows:

MADNEW = [w* (DMDi -DMD)) + [{1 - w) * MADOLD] (2.13)

where DMD and DMDi are as defined above and w represents a smoothing

weight (O<w<1). Since this calculation is recursive in nature, an initial
value of MAD must be specified in advance (7:83). Returninc Lo the
original equation for determining the safety stock, Equation 2.11, and

substituting the approximation (1.25 * MAD) for SD(DAY) yields (7:85)
By = 225 * (125 % MaD) * (Rvw + 1)/2 (2.14)

or

By = 2.8 * MAD * (Rvw + L)!/2 (2.15)

In contrast to the current reorder algorithm, this approach produces a
“dynamic safety stock level” and allows the system to "adjust the stock

buffer as item movement variability changes over time” (7 85)
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For items that have been classified as Type A 8s o result of relatively
high vendor leadtime variability, the Bytromc Technologies report
' recommends determining the required safety stock by using the

following formula:

where DMD and L are as previously defined and L., is the reasonabie

worst case leadtime. The objective of this calculation is to provide &
safety stock equal to "the worst performance of the vendor except for
extreme outliers” (7.85).

In contrast to Type A items, by defimtion, Type B items require no
sophisticated safety stock calculations. As aresult, a simple 20%
buffer is recommended by Bytronic Technologies as a reasonable starting

point. Type B buffer stock can thus be computed as follows

Bg = (0.2) * DMD * (RVW + L) (217)

Likewise, Type C 1tems can be treated in 8 similar fashion but with an

even smaller initial buffering factor such as 10%

3

B = (0.1) * DMD * (RVW + L) (218)

s as s LD




Simulation of Inventory Systems

when developing 8 mathematical model as an 81d 1o inventory control
decision making, 1t 1s obviously desirable to use modeling that leads to
analytic decision rules, that 1s, rules that are implementabie through the
use of formules, tables, and graphs (268:71) Unfortunately, an
Inescapable fact of inventory management in general is that most
real-life inventory control decisions are functions of numerous

parameters or factors and are thus rather complex in nature

Consequently, as Silver and Peterson point out.

When there are dynamic or sequential effects with uncertainty
present (for example, forecast errors), it may not be possible to
analytically derive (through deductive mathematical reasoning) which
of two or more alternative courses of action 1s best to use ina
particular decision situation. In such a case, one can turn to
simuletion, which stiil invoives a model of the system. However,
now, instead of using deductive mathematical reasoning, one instead,
through the model, simulates through time the behavior of the real
system under each alternative of interest [2871]

As a result, inventory control problems are @ very common ares of
application for simuletion methodology In fact, according to Banks and
Matave’, with the exception of waiting line , or queue-type angalysis,
inventory control problems are the most frequent application for
simulation methodology (4283) Simulation techniques are frequently
employed when an analytic solution 1s either impossible or extremely
complex. Some inventory systems are simply too complex to have an
analytic solution In other cases, even when 8 solution does exist, the

analysis often becomes intractable Banks and Malave note that an




o
5 N
i
N analytic solution to a probiem may not be feasible because of one or
N more of the following reasons:
3
1. Leedtime and demand ore stochastic. Although approximate models
- are available for the case of stochastic leadtime and demand,
- some difficulties can be encountered when applying these models
X to real world inventory systems. The analytic models cannot
-] handle cases where the demand does not follow a8 stationary
distribution or where orders can cross.
2
a7 2. Extremely complex problem. Sometimes a problem may be so
o complicated that it could be solved only by simulation. When the
W number of levels or items in an inventory system is large and
- dependency exists between levels and/or items, an analytic
- solution mey be impossible.
e 3. A specific problem. An analytic solution may not be available
- when the problem under study is so specific that it does not fit
7 the structure of any general anatytic model. [4:283-284]
Furthermore, Clark notes that simuletion cen be very useful in
-1 studying the behavior of an inventory control system whose analytic
solution is very complex because "complexities not included in the
w
ol decision model can be inserted into the simulation in order to provide 8
Q qualhitative eveluation of the use of the decision model 1n an actusl
"
w system” (8:284).
a)
‘ Two other common uses of simulation methodology are the comparison
L%
of the performances of several different inventory control strategies and
‘ :_ the evaluation of alternative inventory control parameter settings
e ]
‘N~

within a given model. When used in this manner, 8 rather significant

advantage of simulation methodology in analyzing 1nventory control
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systems is that it allows the performance of & proposed system to be

N studied in detail in a totaily non-obtrusive manner prior to actually
'. being implemented. As @ result, current operations remain intact until
; the new alternative has been thoroughly tested and evaluated in a
3 “realistic” operating environment. Furthermore, "optimal” system
E parameter settings can be estimated in advance so a lot of time is not
& spent trying to determine these once the new strategy has been
.j implemented. Finally, since the performance of a given inventory control
E strategy is typically a function of several parameters, simulation
| provides 8 degree of sensitivity analysis that is indeed impressive when
7; contrasted with either the computational burden of trying to do so
ET anaiytically or the obvious limitations associated with attempting to do
> so with an actuei inventory system.
*, As 8 matter of practical necessity, and in view of the preceding
" discussion, the use of simulation methodology to address inventory
A control within the Commissary Service seems well justified. Before
Z- presenting the simulation models actually developed for use in this
E study, the use of simulation in predicting the performance of an
: inventory controi system is presented. in addition, a number of practical
S considerations that must be taken into account when using stmulation in
§ this manner are aiso presented
A Yse of Simulation in Predicting System Performance In view of the
f widespread use of simulation in predicting system performance,
:’: MacCormick investigates the statistical accuracy of forecasts made by
: using simulation methodology. More specifically, MacCormick examines
the bias and varience of these forecests and seeks to determine how the
3 a1
:.
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forecasts vary with different system settings such as "the length of the

demand history used for policy revision and forecasting, and with

environmental specifications, such as the underiying demand process,

costs, and replenishment leadtime” (18:605).

As the focus of his study, MacCormick selects the aparasimeately

optimal (that is, minimum expected total cost) statistical (s,5) class of

decision rules in a multi-period environment. In addition, he uses a

normal distribution as a simplifying assumption and "estimates of

demand mean and variance computed from recent history” (18:605).

As with most inventory control procedures, there exists a trade-off

between hoiding and shortage costs within the {(s,S) system. This

trade-off is infiluenced by the relative values specified for each of these

costs. However, as MacCormick notes, the values used for each are

typicaliy based on rather arbitrary and subjective judgements. As a

result, the analyst, before implementing an inventory control system,

frequently "wishes to predict the system’s performance for one or more

specifications of the parameter settings employed in the computational

process” (18606) MacCormick states that for an (s,5)-type control

system, "the various approximations that are used in the computations

make it highly questionable to use probability formulas to provide

reliable estimates of the system’s performance” (18:606) Conseguently,
the analyst must resort to simulation In doing so, he typically makes
use of the hmited amount of historical data, from which he estimates

the demand mean and variance These estimates are then used in the

YOI N )

(s,5) computations to predict, by simulation, how the selected rules will

perform in the future (18:606) Based on these forecasts, the analyst

42
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may decide to adjust the holding or shortage cost parameters.
MacCormick notes that the trade-off process using simulation 1s
typicelly carried out with aggregates for one or more groups of items
(18:606). In addition, he states two sets of rather important questions

that arise from the use of simulation is such a manner:

1. How good are the statistical predictions of the system’s future
operating characteristics? Are the forecasts biased? what is
their variability?

2. How does the accuracy of retrospective simulation forecasts
depend on the amount of historical demand information available?
On the system’s parameter specifications? On the demand
environment? [18:606)

In order to answer these questions, MacCormick assumes that the
analyst has n periods of demand history available, and further, that the
analyst believes that the next n periods of demand will be drawn from
the same underiying demand distribution. Next, the analyst estimates
values for the demand mean and variance from the past n periods and
calculates the (s,S) rule for the next n periods based on an approximation
procedure presented by Veinott and Wagner (18). Finally, to forecast
performance over the next n periods by retrospective simulation, the
analyst operates the system with the calculated (s,S) rule and the
previous n demands. MacCormick uses the forecasting method just
described for all 648 design points of the full factorial design depicted

in Table 1 below.
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Table 1. Full Factorial Design for MacCormick Experiment

FACTOR

Demand distiznution

Mean=p
YVariance=sd2

Mean demand ()

Unit holding cost (C;,)

Unit backlog penalty
cost (Cqye)

Replenishment setup
cost (Cqy,)

Replenishment leadtime (L)

Demand history Tength (n)

LEVELS NUMBER OF LEVELS
Negatwe binomial 3
(sd2 /p=9)
Negatwe binomial
(sd2/=3)
Poisson
(sd2/p=1)
2,4,8,16 4
1 1
4,9,99 3
32,64 2
0,2,4 3
13, 26,52 3

For each of the 648 cases, MacCormick replicates the retrospective

forecasts 200 times to derive the comparisons between actual and

predicted values for the following operating characteristics:
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1. Expected totel costs
2 2. Expected period-end inventory
;: 3. Expected backlog frequency
R 4. Expected backlog

5. Replenishment frequency

By impiementing this experimental design, MacCormick arrives at the

[~ following observations:

1. For each of the operating characteristics, the actual expected
value is systematically underestimated by a retrospective
simulation forecast.. [Although] the bias is negligible for
inventory quantity and replenishment frequency, even for n as
small as 6 periods... the bias is severe for the backlog quantity and
frequency, even for n as large as 52 periods.

2. For each characteristic, the bias becomes smaller with increases
in the demand history length.

3. The dispersion [in forecast error] is so great that little reliance
can be given to a single forecast made from the demand history for
one item. [18:609, 612, 614]

In view of the foregoing, MacCormick recommends that the analyst be
"generous” in selecting the number of items to be used for the system's
design test (18:615). Similarly, "the analyst is advised to use as long a
demand history length as is available and sufficiently representative of

the future demand environment” (18:615).

alh L




."t 100 A8 B B 000 0 0 hod Aol aR D 0 Ran 0on el 00 Ao $ 0 100 008 900 $o0 4.8 tal Ual Vo) tng tod tab tah tal tabotel Sak Vol ‘el tak el tal.’ e Ala st A, i Aty gt B0t B'a ' 1's 00 b ad RN A 04

» Practical Aspects of Inventory Simulation. Simulation methodology
% is widely used in practice since camprehensive analytical solutions are
,j only available for the most trivial applications. As a result, a solution

R for a more regalistic situation must usually be obtained through the use
> of simulation. However, "this leaves the simulation itself as the judge
: 3 of its own merits, which is a vicious circle” (9:.56). Fortunately, Diegel

o

presents a number of observetions based on sample theory that can be

:« used to circumvent this apparent desadlock.

'; Simulation Run Length. A rather common question with which
-

f * anelysts must grapple is: what is the appropriate run length to produce

l'.'

- results that seem reasonabie? Although, in general, a longer run length
. is associated with more reliable results, this approach can become “so
-~ expensive that simulation becomes impractical” (9:53). Fortunately, as
-4 Diegel points out, "excessive run lengths are not normally required
N
V] because a well-designed simulation will produce reliable results from
h o

’ surprisingly short runs” because of the following two reasons:

7.

’, Reliability depends on run iength measured in critical events or
’ decision units, not time units. The critical question is: How many

. lots were actually ordered during this simulation? It is not: How
:?, many time units were covered by this run?

-

:I The number of critical events needed for stochastic convergence
A (smooth results), conforms to smatl sample theory. Short runs are as
S reliable as small samples.. for many situations a number like 25 1s 8
- sizable number absolutely speaking. {9:53]

. Although an analytic solution usually assumes continuous data and
.

o thus "smooth areas under the curve,” simulation on a digital computer
-:'.
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R must obviously require thet the deta be represented and summed in 8
,, discrete fashion (9:58). Diegel mentions two complications that arise as
-} a result of this fact:
x 1. The first point to note is that ending inventories are assumed
:' away by analytic solutions for this kind of problem, but they are 8
% distinct and practically unavoidable possibility in a simulated
\ Y Y
b2 solution.
~
;' 2. Similarly, an analytic spproach tends to ignore initial conditions...
-‘r_ﬂ [but] & simulation cannot usually get underway without some
N provision of stock on hand at the beginning of the run, certainly
' not if leadtimes are uncertain. [9:61]
z
»
‘.5_: By having to explicitly take account of these peripherail conditions,
the simulated solution will typically lie above the theoretical solution
:3, (9:60). However, Diegel states that the absolute size of the effect of the
j peripheral conditions tends to be "essentially constant” (9:60).
’
N Consequently, "where peripheral effects are measurable, and where a
_j simulation is intended to approximate an analytic, long-run solution,”
N
N Diegel states that it is better to run one long simulation than to average
) the results from several short ones for the following reason:
3
,_: The results of all the short runs are likely to be significantiy
" distorted by the effect of peripheral conditions, hence averaging them
s will not help. However, a 1ong run will reduce peripheral effects to
1 insignificance. [9:60]
*l
Yo
i Diegel warns that a larger number of random parameters will require
t a longer run to produce the same degree of statistical convergence
&
2
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(9:69). In addition, he notes that a similar relationship exists between

the degree of variation in any one random factor and the run length

rrIPLL

required; this is true because "the standerd error of the mean is strictiy
proportional to the standard deviation of the individual measurements”
| (9:70).
- Finally, in an effort to ensure that the run time of the one longer run
remains feasible, Diegel recommends choosing a unit time length that is
as "coarse as is at all consistent with the discrete nature of the data
within the context of the simulation's accounting procedure” (9:63). In
general, Diegel states that the "largest feasibie time unit must be
consistent with the smallest change in the decision variables, so that no
more than one decision can take place within one time unit” (9:68).
Required Sample Size. In essence, a simulation is a sample.
Consequently, determining the appropriate run length is equivalent to
determining the necessary sampie size required to estimate an inventory
system characteristic with a given degree of precision and confidence.

Geisler addresses this very issue:

A typical simulation model may contain several random variables
whose probability distributions are specified and which interact with
. each other in complex ways.. Since these simulation models deal
) with random variables, they are amenable to statistical analysis; and
¥ it is also clear that since certain parameters and probability
distributions are to be estimated, the question of the confidence and
precision of such estimates must be faced.. Thus, the issue of the
sizes of samples that must be drawn from simulation models affects
1 the feasibility of using simulation in routine research. (12:261-262]

Pl
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To conduct his study, Geisler uses the (s,S) inventory control system
with the zero procurement leadtime case, plus three nonzero cases in
which 1eadtime equals two, five, and ten time units. The demand J is

assumed to be exponentially distributed, so thet.
§2) = Q * e~570 (2.19)

The mean number of shortages per period and the mean number of
overages per period are the two parameters for which he seeks to
determine the required sample size. Geisler defines these two variables

as follows:

if Xn represents the stock level at the start of the n-th time period,

then the number of shortages in the n-th time period, represented by
Yp. is defined as follows:

Up = {=%p i %<0} or y,={0 if x20} (2.20)

Similarly, v,, the number of overages in the n-th period, 1s defined as
follows:

Vp = =%, i x>0} or v,={0if x<0} (2.21)

Getsler is specifically interested in calculating the sample sizes
required to ensure that "the sample estimates of the mean shortages and

overages (per time period) differ in absolute value from the
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corresponding true values no mare than K, and K,, respectively, with

95% confidence” (12:262). As a result, if y is the sample estimate of the

mean shortages per time period and Y is the true value, Geisler seeks to

determine the minimum value of ng, the sample size, such that:

Prily-YI>K} < C 0S (2.22)

Likewise, if v is the sample estimate of the mean overages per time
period, and V is the true value, Geisler seeks to determine the minimum

value of ny. the sample size, such that:

Pr{lv-vi>K,} < 0.05 (2.23)

In other words, Geisler seeks to calculate "the minimum sample sizes
for estimating Y and V such that there will be a8 95 percent confidence
that gy and v will differ from their corresponding true values by no more
than the true value in absolute amount” (12:263). As Geisler points out.
“This is the same as requiring the sample values to differ no more than
approximately 100 percent from the corresponding true values, with 95

percent confidence” (12:263).

Calculations for estimating y, and v, for the four procurement

leadtime variations of the (s,S) system were performed using 80

different inventory policies with each model, as defined by selected

stock control levels S and reorder points s (12:261) Mare specifically,

- et B a

At aata e



R 2 was fixed at .01 while A was defined as the quantity s-S and was set
at values of 1, 10,100, 200, 300, 400, 500,1000, S000, and 10000.

: Finally, s took on the values 1, 10, 100, 200, 300, 400, 500, and 1000.

* From this rather extensive experimental design, Geisler arrived at the

\ following conclusion regarding required sample size:

Over the range of conditions examined, the sample sizes required to
estimate shortages per period and overages per period tend not to be
excessive; that is sample sizes of less than 100 are usually required
to obtain the level of precision specified (a sample estimate within
v approximately 100 percent of the true value) at a 95 percent
confidence interval. [12:261]

.

.

o

:'_“_ As a result of this finding, Geisler concludes that simulation

methodology is indeed 8 “feasible technique for estimating certain

Z\:' parameters with reasonable precision and confidence” (12:270).

E In a follow-on study, Geisler actually tests the methods that are used
" in the original study to compute the necessary sample size required to
‘:'S estimate an inventory system characteristic with a given degree of

j precision and confidence. In this follow-on study, the methods are

) _ tested by "applying them to particular inventory cases, and determining

' how well the actual precision and confidence obtained in the estimates
'f-\ agreed with expectation” (13:709). In general, Geisler found that the

: actual precision and confidence obtained for each of the four different
::f inventory policies (that is, the (s,5) system with zero, two, five, and ten
f: period leadtimes) agreed closely with his expectations Wwith respect to
: the shortage calculations, the results ranged from 94 2 to 97 6 percent
St (13:712). Results for the overage calculations, on the other hand, ranged
P~
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from 95.6 to 99.9 percent (13:712). Based on these findings, Geisler

-
-

L concludes that the statistical estimation procedure presented in his

‘..:".» original article for computing sample sizes of the (s,S)-type inventory

& control system is valid and provides accurate estimates of meen

» shortages and mean overages.

* Classification of Multi-Item Inventories

Jj Organizations that maintain large amounts of inventory often place

\' their stock keeping units into a number of different "functional”

5 categories based on some relevant similarities for inventory
management purposes (7:78). Stock keeping unit refers to the specific

, unit of stock to be controlled that is "completely specified” as to

’* function, style, size, and color (28:11). For instance, the same brand of

strawberry jam in two different sizes would constitute two separste

- stack keeping units.

' In the commissary setting, different stock keeping units are

:{ distinguished by unique universal product codes or "UPCs". Silver and

"* Peterson point out that the inventory management systems of many

organizations can be greatly improved by simply “adopting decision rules
, that do not treat all SKUs [stock keeping units] or ail categories of

aggregate inventory investment equivalently” (28:67). In general, some

possible factors by which to categorize or partition an inventory include

item demand variability, item unit cost, and item storage requirements

Sot it R

Holt proposes that multi-item inventories can also be subdivided on the

basis of common reorder times as might be the case for a hine of

P b

products supplied by a single distributor (16:60)
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One common scheme that 1s frequently used to partition a large,
multi-item inventory into three distinct categories s called an ABC
analysis. According to Bytronic Technologies Corporation, even though
Type A items typically represent only 20% of the total stock keeping
units, they account for approximately SO& of the total annual dollar
movement of the population of items under consideration (7.78) Asa
result, Type A items merit sophisticated control and managerial
attention. In a commercial organization, it is this high cerrying cost
that makes Type A items the target of special treatment (7:78). In
contrast, for the Commissary Service, Bytronic Technologies states that
a particular item should be labelled a "Type A" item on slightly different

grounds:

For the commissary environment 8 troublesome item is one which has
a highly variable demand from order cycie to order cycie or a high
variability in its leadtime from the vendor. It is this variability--the
uncertainty as to whether or not the item will incur a stockout before
the next delivery--that labels it a Type A item. {7:78]

At the other end of the spectrum, Type C 1tems typically make up S0%
of the total stock keeping units, but are "benign and require only simple
order control procedures,” while the remaining 30% of the total stock
keeping umts--Type B 1tems--fall somewhere in between these two

extremes (7.78) When a computer-based inventory control system1s

avarlable (as 1n the case of most commissary stores), some authorities
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recommend that the Type B category of 1tems be expanded to encompass

as much as S0% of the total stock keeping units (28:68).

One major objective of the ABC classification is to enhance and
streamline inventory control by more accurately aligning the level of
control sophistication and managerial attention g product receives with
the particular demand and leadtime characteristics of that item. [n view

of the vast array of items stocked by & typical commissary store, this

Lol We

more discriminating approach offered by an ABL analysis seems to
N possess a significant degree of intuitive appeal.
According to Rivers, an ABC classification scheme can also be useful

for determining appropriate safety stock policies for various items

el WP B

(24:6). Silver and Peterson define safety stock as "the average level of
the net stock just before & replenishment arrives” (26:253). In s
article "Effective Safety Stock Planning,” Krupp states that "the purpose
of safety stock is to maintain a reserve (buffer) inventory to support

demand variances in escess of forecasted levels” (17:40). As more

w4

concisely stated by Rivers, safety stocks are primanly used for one
v purpose: "As 8 hedge against stockouts” (24:6).

As van der Veen points out, safety stocks have a direct impact on the
fraction of demand that can be delivered from stock and thus are closely
" associated with the level of customer service a specific retaiier can
provide to its customers (30:267) More specifically, 1f demand 1s

sufficiently random and if safety stocks tend to be consistently

Ca a2

inadequate, shortages will occur whenever actual demand for the item
exceeds its "available stock” (15:625) On the other hand, 'f a store

; manager attempts to preclude such shortages by carrying excessive
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safety stocks, 8 number of off-setting, adverse side effects wili result.
Although it then becomes easier to provide better customer service,
holding and storage costs will rise (15:624). In addition, losses due to
spoilage, pilferage, and mishandling will also increase. These latter
costs must be weighed against any advantages gained by stocking a
larger inventory. Clearly, neither one of these two extremes of
inventory management is acceptable if AFCOMS is to operate in an

effective and efficient manner.
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1. Inventory Simulation Models

Simulation Model Development

The stated objective of this study is to compare the performances of
three inventory control systems; namely, the system currently used by
AFCOMS, the reorder strategy advocated by Bytronic Technologies
Corporation, and finally, the Tijms and Groenevelt procedure selected
from the professional literature. Due to a number of practical and
analytical considerations already addressed in the literature review,
simulation methodology is used in this investigation to assess the
performance of each of these three reorder strategies.

The simulation models used in this study are isomorphic in nature and
thus loosely represent a one-to-one correspondence of the actual
systems which they seek to represent. Although such modeling tends to
be less efficient than some more sophisticated approaches which are
more abstract in nature, isomorphic modeling is typically more easily
understood and thus often gains a greater degree of user acceptance and
confidence than a8 less transparent simulation. In addition, due to the
limited size of the sample of interest, the penalty paid for this ease of
understanding is not exorbitant. Although a separate simulation model is
constructed for each of the three systems, the assumed operating
environments and basic structures of the models are actually quite
similer. As aresult, assumptions regarding these common operating
environments are presented first. Next, structural features common to

all of the models are addressed. Finally, any unique characteristics or

input requirements of each model are presented.




Model Assumptions. The demand patterns of all 90 items in the
sample are assumed to be stationary. In other words, although the actual
daily demand for a particular product on any given day is stochastic, the
average daily demand and the standard deviation of daily demand for the
product do not vary appreciably over time. |n addition, all 90 items of
th2 sample are assumed to be supplied by the same vendor and thus share
a common review period and replenishment leadtime; however, review
period and leadtime can be altered between simulation runs. Finally, the
unit price of each item is assumed to be independent of replenishment
size and is held constant throughout the entire study.

Basic Model Structure. A block diagram of the basic model structure
is presented in Figure 1. All three of the models are based on variations
of this basic structure. The reorder control systems they implement

belong to the periodic-review, order-point, order-up-to-level, or simply

(R,s,5), class of inventory control systems. The common time unit used

in all of the simulations is one day. In an attempt to increase the
precision of the experiment, the same sample of items is used to assess
the performance of each of the models. Obviously, however, the manner
in which inventory control parameters are determined varies
significantly from system to system. The actual computer code for each
of the three models is presented in Appendices A, B, and C. Although the
documentation within the code itself is believed to be sufficient to
understand the mechanics of each simulation, some general comments
regarding the overall operation of the model seem to be in order.

Model Inputs and Initiglization. Although the specific model inputs
depend on the particular model being tested, all three of the models
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Figure 1. Basic Model Structure
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share a number of input requirements in common; namely, item UPC
number, unit cost of the item, review period, mean daily demand,

standard deviation of daily demand, and leadtime. Any special input

y requirements of a certain model are cited below during the discussion of
that particular model.

At the beginning of each simulation run, the SLAM Il processor calls
subroutine INTLC in order to read these relevant characteristics of all 90
items in the sample from a data input file. Subroutine INTLC also sets
the initial conditions of the simulation. Since a simulation cannot get
underway without some initial provision of stock at the beginning of o
run, initial values (denoted by a zero subscript) of inventory position,

stock control level, and on hand inventory are set as follows:

Inventory Position, = Stock Control Level, = On Hand Inventory,

= Average Daily Demand * (Review Period + Leadtime)  (3.1)

(As will be pointed out in Chapter 1V--Methodology, the statistical
registers are cleared after 360 days of simulated store operation in an
effort to reduce the bias induced by these initial starting conditions.)
Daily Transactions. Following initialization, subroutine DAILY
performs the daily sales transactions associated with inventory control.
As long as an item is in stock (that is, on hand inventory is positive),
customer demand is satisfied and inventory position and on hand
inventory are reduced accordingly while cumulative number sold is
incremented. However, once on hand inventory goes to zero, customer

demand is assumed to be Jost until the next replenishment arrives since
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no backordering of demand is possible. Consequently, any customer
demand during an item stockout represents a lost sale, not a delayed one,
and thus cumulative lost sales are incremented for each such occurrence.

The daily demand pattern for each of the 30 items is generated
according to the procedure specified in the DMDMAKE subroutine.
Subroutine DMDMAKE assumes that the randomness of daily demand for
each UPC fits a Normal distribution with a mean and variance as
specified for each UPC during model initialization. The Bytronic report
cites theoretical and empirical evidence that supports this assumption
(7:84). From a more practical standpoint, deily demand for all UPCs is
restricted to the positive real numbers since negative demand is
undefined.

Review Period Calculatigns. The heart of each of the three
inventory simulation models is contained within the subroutine
RYWCALCS. The status of an item is reviewed whenever "time” is equal
to an integral multiple of the review period of the item. For instance, o
product with a review period of 7 days is subjected to review whenever
time equals 7, 14, 28, 35, 42, and so on until the end of the simulation
period. If areview of the item is necessary, stock control level and the
reorder point are calculated according to the characteristics of the item
being reviewed as well as the decision rules of the particular inventory
control system in use . Next, subroutine RYWCALCS determines if a
replenishment is required during this particular review period by
checking if the inventory position is below the reorder point. If so, an
order is called for, and subroutine RVWCALCS calculates the order

quentity necessary to raise the inventory position up to the stock control
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level of that UPC. when a replenishment order is actually placed, this
subroutine resets the inventory position of that item equal to its stock
control level. The scheduling of a replenishment order arrival is

' accomplished by subroutine SCHDLORD which places an order arrival on
the event calendar at TNOW (the current simulated time) plus the
leadtime of that product. Finally, RYWCALCS increments on hand

~ inventory by the size of the order once the replenishment arrives.

3 Model Qutput. In order to accurately assess the performance of the
. three control systems, criteria by which to judge the relevant merits of
\ each must be developed. As the final step in the simulation, the SLAM i
processor calls the subroutine OTPUT. Subroutine OTPUT is used to
generate the average values of the following performance measures on
both an individual item and aggregete (that is, averaged across all 90

- items) level:

1. Average Inventory Position (IP) The average inventory position of
a system is the average value of the following relation:

IP = (Stock On Hand) + (Stock On Order) - (Backorders) (3.2)

) For the commissary environment, since no backorders are ailowed,
. inventory position can never become negative.

2. Average On Hand Inventory (OH). The average on hand inventory of a
system is the average value of the amount of stock that is
physically present either on the shelf or in the warehouse.
Consequently, on hand inventory can never be negative.

FPeLe!

3. Average Reorder Quantity (QTY). The average reorder quantity is
the average size of the replenishment quantity that is ordered at
each review period R.

LAWY
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4. Average Buffer Stock (B). The average buffer stock is the average

6.

7

level of the on hand inventory just before a replenishment arrives.
As the name implies, buffer, or safety stock, provides @ hedge
against stockouts caused by unususlly large demand during either
the review period or the leadtime.

Inventory-to-Sales Ratio (1:S). The inventory-to-sales ratio is the
proportion of the dollar value of the average inventory position
during & period to the dollar value of the number of units sold
within that same period:

(Unit Cost) * (Average Inventory Position)

|IS: (33)
(Unit Cost) ® (Number of Units Sold)

Since the unit cost of the item appears in both the numerator and
the denominator, it can be deleted without altering the expression.
The inventory-to-sales ratio is now a dimensionless quantity.

Stock Turns {TURNS). The number of stock turns is the inverse of
the inventory-to-sales; it is similar in use to the payback period
in investment analysis.

Not-in-Stock Ratio (NIS). The not-in-stock ratio is the proportion
of the number of lost sales (number of units of unsatisfied
demand) to total demand (both satisfied and unsatisfied) during
the same period.

The cumulative number of items sold (SOLD) and lost sales (LOST) are
also reported on an individual item and aggregated average basis. (n
addition, the UPC (UPC*), unit cost (UNIT COST), review period (RVWw),
leadtime (L), average daily demand OMD), standard deviation of daily
demand (SD(DAY)), stock control level (SCL), and reorder point (RPT) of
each item in the sample are given in the Performance Summary Report of

all three models.
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Unigue Aspects of Each Model In spite of these numerous structurel
similarities, each of the approaches to inventory management within the

Commissary Service obviously employs different decision rules to
control inventory®. These unique decision rules for each model are
contained in the subroutine RYWCALCS and either one or two auxiliary
subroutines which support its operation. For all three models,
subroutine RYWCALCS is called during the review cycle for & particular
UPC and is only executed if the inventory position of that product has
dropped below its reorder point.

Current Model. A block diagram of the "Current” model is given in
Figure 2. As can be seen in this figure, this particular model has a
subroutine labelled TREND in addition to the standard components of the
besic model. Due to the inclusion of this subroutine which calculates o
demand trend factor for each item, the inventory control procedure
currently used by the Commissary Service is technically classified as a
“pro-active” system. As defined in the Bytronic Technologies report,
"pro-active procedures are based on forecasting the demand for the
upcoming period” (7:78). Subroutine TREND is executed every 30 days. It
calculates the value of the trend factor to be used by the subroutine

RYWCALCS during the next 30 day period when determining the stock

*Although the derivations or theoretical foundations of the decision
rules of the two proposed inventory control systems were presented in
the literature review of this study, these rules are also briefly
presented here 1o support the discussion and for ease of reference
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DATA INPUT FILE
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RYW
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SD(DAY)
SDAYS
SUBROUTINE
SUBROUTINE TREND
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NTLC CALCULATES
READS DATA TREND
INPUT FILE FACTOR
1P=SCL=0H=
DMD*(R+L)
SUBROUTINE
RYWCALCS
SUBROUTINE
DAILY PERFORMS SUBROUTINE
REVIEW SCHOLORD
SUBROUTINE PERFORMS CAL?URU:PIONS RESETS
OMDMAKE. DAILY
CALCULATIONS Of OH=0H+QTY
ITEM DEMAND™ of sCL
N(DMD SD(DAY)) P RPT
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Figure 2. Current Model Structure
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control level and the suggested replenishment quantity. A seperste trend
factor is calculated for each UPC. Each trend factor is computed using

the following procedure:

1. Once at least twelve months of monthiy demand history for each
UPC has been recorded, Total Yearly Demand for a given UPC is
determined by simply summing Monthly Demand over the twelve
previous months:

12
Total Yearly Demand = Z,,_; Monthly Demand(m) (3.4)

In the event that fewer than 12 months of demand history are
available for a particular UPC, monthiy demand is estimated for
any missing month(s) by multiplying the average daily demand for
that item by 30 days.

2. Trend Total is now set equal to Total Yearly Demand.

3. Next, the Trend Average for a given UPC is calculated by dividing
the Trend Total (Total Yearly Demand) by 12:

Trend Average = Trend Total/ 12 (35)

4. Trend Percent for any given month is calculated by dividing the
monthiy demand for that month by the Trend Average of that UPC.

Trend Percent(m) = Monthly Demand(m)/Trend Average (3.6)
S. Percent Total is calculated using 8 weighted sum of the Trend
Percents of the four most recent months. As an example, the

percent total for UPC 00287 for the month of July would be
computed as follows:

3 * (Trend Percent for May) +
2 * (Trend Percent for April) +
1 * (Trend Percent for March)
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6. Finally, the actual Trend for any given month is computed by
dividing the percent total for that month by 10.

Trend(m) = Percent Totai(m)/10 (3.8)

After subroutine TREND determines the appropriate trend value,
subroutine RVWCALCS computes the stock control level as follows
(7:81):

Stock Control Level = (Review Period + Leadtime + Safety Days)

* [Average Daily Demand + (Trend -1)]  (3.9)

where the number of safety days for each UPC is identified as a model
input parameter. The reorder point of a product for the current system is
simply equal to its stock control level minus one which virtually
guarantees a reorder during each review. Whenever the current inventory
position is found to be less than the reorder point during the review of an
item, subroutine RYWCALCS computes the suggested order quantity as

follows:

Order Quantity = (Review Period + Leadtime +Safety Days)  (3.10)
* [Average Daily Demand + (Trend - 1)] - Stock Available

Since stock available is defined as inventory on-hand plus on-order, it i1s
equivalent to inventory position and thus the order quantity can aiso be

determined using the following equivalent formuls:

Order Quantity = Stock Control Level - Inventory Position  (3.11)
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As with the other two inventory control procedures, subroutine
RVWCALCS resets the inventory position equai to the value of the stock
control level specified once the replenishment order 1s placed. fFinally,
on hand inventory s incremented by the size of the replenishment once
the order actually arrives.

Bytronic Technologies Model A block diagram of the Bytromc
model is given in Figure 3. In contrast to the current procedure, the
Bytronic Technologies mode! 1s strictly reactive 1n nature and does not
incorporate any sort of forecast or trend calculation. In addition, unhike
the current system, the subroutine RYWCALCS for this approsch produces
a dynamic safety stock level. As pointed out in the Bytronic
Technologies report, “such dynamic behavior will allow the system to

adjust the stock buffer as item movement veriability changes over time”

; (7:8S). Furthermore, since this procedure makes use of an ABC

L4

y pertitioning scheme, the actual required safety stock is also & function

L of the classification of the item which in turn is based on its vanability
of demand and/or its varisbility in leadtime from the vendor. More
specifically, if demand uncertainty has caused the item to be classified
as a Type A, then subroutine RVWCALCS computes the safety stock using
the following formula:

\;

a B = 2.25 * Standard Deviation of Daily Demand * (312)

(Review Period + Leadtime)'/2
On the other hand, for items that have been classified as Type A as 8

4 result of relatively high vendor leadtime variabiltty, subroutine
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RVYWCALCS computes the required safety stock as follows:

B,o = Average Daily Demand * (3.13)

(Reasonable worst Leadtime - Leadtime)

The objective of this calculation is to provide a safety stock equel to
“"the worst performence of the vendor except for extreme outliers” (7.85).
in contrast to Type A items, Type B items, by definition, require no

sophisticated safety stock calculations. As a result, a simple 20%
buffer is recommended by Bytronic Technologies as a reasonable starting

point. Type B buffer stock is thus computed by subroutine RVWCALCS as
follows:

Bg = (0.20) * Average Daily Demand * (Review Period + Leadtime) (3.14)

Likewise, Type C items can be treated in 8 similar fashion but with a

smaller initial buffering factor such as 10%:

B = (0.10) * Average Daily Demand * (Review Period + Leadtime) (3.15)

The classification of a particular item is identified as a model 1nput
parameter during model init1alization. For items classified as Type A

due to relatively high variability in vendor leadtime, the “reasonabie

worst cese leadtime L, 15 also 1dentified during model imtielization
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Once the appropriate buffer has been determined, the stock control

level 1s calculated using the following formula:

Stock Control Level = (316)

[Average Daily Demand * (Review Period + Leadtime)] + Bufier

Like the current system, the reorder point of a product for the Bytronic
system is simply equal to 1ts stock control level minus one Whenever
the current inventory position is found to be less than the reorder point
during the review of an item, subroutine RYWCALCS computes the

suggested order quantity as follows:

Order Quantity = (317)
{lAverage Daily Demand * (Review Period + Leadtime)] + Buffer}

- inventory Position

or simply,

Order Quantity = Stock Control Level - Inventory Position (3 18)

As with the other two inventory control procedures, subroutine
RVWCALCS resets the inventory position to the value of the stock control
level specified once the replenishiient order 1s placed Finally, on hand
inventory 1s incremented by the size of the repienishment once the order

actually arrives.
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Tijms ond Groenevelt Procedure. As can be seen in Figure 4, the

Ti)ms and Groenevelt model incorporates the use of a forecasting
subroutine. The first task of subroutine RVWCALCS for the Tijms and
Groenevelt procedure is call the subroutine FCASTR. Subroutine FCASTR

estimates the following parameters:
X(R): expected demand during the review period
X(R+L): expected demand during the review period plus the leadtime

SD(R): standard deviation of errors of forecasts of total demand
over the review period

SD(R+L): standard deviation of errors of forecasts of total demand
over the review period plus the leadtime

Once these four values have been estimated by the subroutine FCASTR,
the decision rules of the Tijms and Groenevelt procedure call for

selecting k so as to satisfy the following equation:

2% [(1-P2)/P3] * K(R) * ((S-3) + {[SD(R)Z + X(R)2}/2 * X(R)})
JylK) = (3.19)
SD(R+L)2

where X(R), X(R+L), SD(R), SD(R+L) are as defined above, the quantity

(S-s) is assumed predetermined (for example by EOQ), Jy(k) is a special

function of the unit normal distribution, and finally, P, is the specified

fraction of demand to be satisfied routinely from the "shelf” (that is,

neither 10st nor backordered) Since subroutine KFiND contains a table of

Ju(k) versus k values, finding the appropriate solution to this equation
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Figure 4 Tijms and Groenevelt Mode! Structure
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poses no problem. In acuition, determining the reorder point and the
stock control level is easily accomplished by subroutine RVWCALCS

using the following two equations:

Reorder Point = X(R+L) + [k * SD(R+L)] (3.20)

and

Stock Control Level = Reorder Point + (S-s) (3.21)

Finally, whenever the current inventory position is found to be less
than the reorder point during the review of an item, subroutine

RVWCALCS computes the suggested order quantity as follows:

Order Quantity = [Reorder Point + (S-S)] - Inventory Pasition  (3.22)

or simply,

Order Quantity = Stock Control Level - Inventory Position (3.23)

As with the other two inventory control procedures, subroutine
RVWCALCS resets the inventory position to the value of the stock control
level specified once the replenishment order is placed. Finally, on hand

inventory is incremented by the size of the replenishment once the order

actusliy arrives.
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Verification of the inventory Simulation Models

Simulation model verification is establishing that the simulation
code performs as intended in order to enhance the credibility of the

model. Banks and Carson provide a more formal definition:

Verification refers to the comparison of the conceptual model to the

computer code that implements that conception. It asks the question:
Are the input parameters and logical structure of the model correctiy
represented in the code?

Although verification may be considered one of the most important
aspects of a simulation study, Banks and Malave’ point out that very
little has been written about the subject as it applies to inventory
control systems in general since the verification process tends to be so
model-dependent.

The process of verification is usually done by manually checking
calculations. Consequently, although a1l three of the inventory control
models presented in this study assume that item demand is stochastic,
products with deterministic demand are typically used for the purposes
of model verification. Meking the computer code as self-documenting as
possible and having the computer code checked by someone other than the
original programmer are two additional aspects of the verification
process incorporated into this study.

As previously mentioned, subroutine OTPUT is called at the end of
each simulation run and is used for end-of -run processing and printing a
summary of the simulated performance of each inventory control system.
Since the Performance Summary Report is the means by which the

performance of a system is evaluated, a logical approach to model
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verification is to manually check the accuracy of each field of this

report. The Performance Summary Reports of all three models contain

many of the same fields of output information. in fact, the manner in

which the following fields are calculated is entirely independent of the

inventory control system being simulated:

10.

1.

12.

13.

14,

. UPC#*: universal product code

UNIT COST: (self-explanatory)

RVW: review period {days)

L: replenishment leadtime

DMD: average daily demand

SD(DAY): standerd deviation of daily demand

SD(R+L): standard deviation of daily demand adjusted for the
period during which the system is exposed to uncertainty; in
this case, this period of uncertainty is equal to the review
period plus the leadtime

IP: average inventory position

OH: average on hand inventory

QTY: average replenishment quantity size

B: buffer size

I:S: average inventory-to-sales ratio (over 30 day period)

TURNS: average number of stock turns (over 30 day period)

NIS: not-in-stock ratio

..................................

.................

...............
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15. SOLD: cumulative number of satisfied demands

16. LOST: cumulative number of 1ost sales

Consequently, only the verification of these sixteen values for the
mode] currently used by AFCOMS is presented here; calculations
demonstrating the accuracy of these fields for both the Bytronic and the
Tijms and Groenevelt procedures are identical and are deferred to
Appendices E and F, respectively. The determination of the remaining
fields of the Performance Summary Report for each model is, however, a
function of the particular inventory control system being evaluated and,
consequently, must be verified individually.

In addition to being reported at the individual item level, the
aggregated average values of stock control level, reorder point, as well
as fields 8 through 16 above are also presented on the summary report of
each model. Similar to the 16 fields defined above, the caiculation of all
of these fields is entirely independent of the mode! under evaluation.
Moregver, since all of these fields represent simple mathematical
averages of their respective quantities, their calculation and

verification are tedious, but trivial, and thus are not presented here.

Current model. A Performance Summary Report produced by the
simulation model incorporating the reorder algorithm currently used by
the Commissary Service is shown in Figure 5 for two items. The first
item, UPC .00001, possesses deterministic demand (that is, its standard
deviation of daily demand, SD(DAY), equals zero) and thus is used for the

verification of the majority of output fields produced by the current
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PERFORMANCE SUMMARY REPORT FOR CURRENT INU CONTROL SYSTEM

UPCs UNIT COST RW L OMD SDCDRY) SDC(R+L)> TRND S-DAYS

0.00001 199 7. 5. 10.00 0.00 000 100 S
-——--— AVERAGE UALUE RS OF DAY 60.00000  -----——-
SCL RPT 1P OH QY B 1:S TURNS NIS  SOLD LOST

170. 169, 124, 73. 7. S0. 04 2.2 0.097 342. -58.
UPCe UNIT COST RUW L DO SDCDAY) SD(A+L> TRAND S-DRYS

0.00002 199 7. S. 10.00 1.00 34 100 S
———— AUERAGE UALUE AS OF DAY  60.00000  --—-----
SCL RPT IP OH QY B 1:S TURNS NIS  SOLD LOST

1?70. 169. 124. 3. . S0 0.46 2.2 0 097 539 -S8

Figure 5. Partial Performance Summary Report for Current Model

algorithm. The second item, UPC .00002 is only used for the verification
of the SD(R+L) field of the current model since it has a standard
deviation of daily demand other than zero.

For both items, the accuracy of the first six fields of this
report--UPC# (UPC number), UNIT COST, RVW (review period in days), L
(leadtime in days), DMD (average daily demand), and SD(DAY) (standard
deviation of dailg‘demend)--is easily confirmed since these values are
taken directly from the deta input file. However, the next field, SD(R+L),
does require some mathematical manipulation. SD(R+L) represents the
stendard deviation of daily demand adjusted for the period during which
the system is exposed to uncertainty; in this case, this period of
uncertainty is equal to the review period plus the leadtime. The reported

value of 3.46 for the SD(R+L) of the second product is easily verified by

making the appropriate substitutions into the following formule:




...........

b

: SD(R+L) = SD(DAY) * (RvW + L) /2 (3 24)
)

o SD(R+L) gop0p = 1.00 * (7+5)1/2 =345 (325)
-,

f- The next field, TRND (trend factor), is generated according to the
_3:- procedure specified in subroutine TREND. fFor the case of stationary
" demand data (that is, a fixed mean and variance of demand for each

:3_ product over time) the correct value of the trend factor is 1.00. Since
A 2 UPC numbers .00001 and .00002 assume such stationary demand

NI_ patterns, the accuracy of their reported TRND fields (that is, 1.00 for

_i_ff both items) is readily verified.

*: The final field in the first row of the summary report, SDAYS (safety
- days) is also taken directly from the data input file without any
mathematical manipulation and thus its verification poses no difficulty.
?: With respect to the first field of information of the second row of the
*' output summary, SCL (stock control level), the reported value of 170 can
: be confirmed by making the appropriate substitutions into the following
formula:
o
L SCL = (RVW +L + SDAYS) * {DMD * (TRND -1)} (326)
3
b SCL 90001 = (7+5+5)*{100+(1.00-1)}=170 (3.27)
o

% |

> The reorder point of a product for the current system 1s simply equal
\ to its stock control 1evel minus one. Consequently, the next field in the
2 second row of the output report, RPT (reorder point) for the first itemis

Ccx
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correctly reported to be 169. The same is true for UPC 00002:

The next three fields, IP (inventory position), OH (on hand inventory),
and QTY (replenishment quantity) represent averages of their respective
quantities and thus can only be verified by manually tracking the values
of these quantities on a daily basis over a finite period. The fields SOLD
(cumulative number soid) and LOST (cumulative number of lost sales) can
also be verified using this procedure. In turn, the accuracy of the NIS
(not-in-stock), I:S (inventory to sales ratio), and TURNS (stock turns)
fields can be established once the accuracy of the foregoing fields have
been confirmed.

The “"trace report” of 1P, OH, and QTY--tracked on a daily basis for a
simulation period of 60 days--is presented in Appendix D and confirms
the accuracy of the values reported for each of these three quantities as
well as the accuracy of the SOLD and LOST fields.* Subsequently, the
field NIS can be easily checked since it is simply the number of lost

sales divided by total demand during the same period:

LOST LOST
NIS = = (3.29)
Total Demand LOST + SOLD
58
58 + 542
79
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Next, the accuracy of the IS (inventory-to-saies ratio) and TURNS
(stock turns) fields can be manually checked:

iP

|ZS = (3.31)
30 * (SOLD/Simulation Duration)

124

30 * (542/60)

while

TURNS = 1/(1:5) (3.33)

Finally, for the current model, the field B (safety stock, or buffer) is
simply equal to the number of safety days muitiplied by the average daily
demand. As aresult, the stated value of SO for the buffer of UPC .00001

* |n order to demonstrate the accounting accuracy of the LOST (lost
sales) field, the model waes initialized with artificially low values of
inventory position and on hand inventory so that a "last sale” condition
would occur.

.......
................................
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is easily confirmed as follows:

B = (SDAYS) * (DMD)

B 0000 1= (5) * (10.00) = 50.0

(3.35)

(3.36)

Butronic Model. A Performance Summary Report produced by the

simulation model incorporating the reorder aigorithm proposed by

Bytronic Technologies is shown in Figure 6 for four items. Only the first

of the four items has a nonzero standard deviation of daily demend; the

remaining three items possess deterministic demand with a standard

deviation of daily demand equai to zero. However, the CAT (category)

field nf each item is umaue in order to ensure that the model 1<

PERFORMANCE SUMMARY REPORT FOR BYTROMIC INU CONTROL SYSTEM

UPCe UNITCOST AW L DMD SDCDRY)> SDC(R+L)> CAT LM

0.00000 1.99 7. 5. 10 1.00 3.46 0. 0.
-—~-=  AVERAGE UVALUE RS OF DAY 60.00000 ————————
SCL RPT IP OH ary B 1:5 TURNS NIS

128. 127. 8s. 7. 72. 8. 0.31 3.2 0.091
UPCs UNIT COST PRW L DMD SODCDRY) SDCR+L)> CAT LM

0.00001  1.99 7. 5 0. 000 000 1 1S
-——--—- AVERAGE URLUE AS OF DAY 60.00000  ---~----
SCL RPT 1P OH QIY B |:5 TURNS NIS

220, 219, 100. 114, 83. 100. 0.62 1.6 0.09?
UPCe UNIT COST AW L DMD SDCDAY> SD(R+L)> CAT LM

0.00002 1.9 7. S 10. 000 000 2 O
-——----  AVERAGE UALUE AS OF DAY 60.00000  --------
SCL RPT 1P OH QY B (:S TURMS NIS

144, 143, i00. 92. 73. 24. 0.37? 2.7 0.09?
UPCs UNITCOST RW L DMD SDCDAY) SDCR4L) CAT LKW

0.00003  1.99 7. 5. 0. 000 000 3 O
——-----  AUERAGE UALUE AS OF DRY 60.00000 ---——- -
SCL APT 1P OH QY B |:S TURNS NIS

132. 131. 90. 42. 72. 12. 0.33 3.0 0.09?

S0LD LOST
S42. -38.

SOLD LOST
S542. -58.

SOLD LOsT
542, -S8.
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functioning properly for all categories of items. The four possible

categories are coded as follows:

1. CAT O: Type Ay--items which possess relatively high variability
of daily demand.

2. CAT 1: Type A,--items which possess relatively high variability
of vendor leadtime

3. CAT 2: Type B--items which require a8 20% buffer

4. CAT 3: Type C--items which require a 108 buffer

A value for the field LW (reasonable worst leadtime) is specified for UPC

00001 (Type A, or CAT 1) item since this value is required to determine

the appropriate safety stock for this category of item. Since the values
of both the CAT and the L, fields are taken directly from the data input
file without any manipulation, their accuracy is self-evident.

with respect to field B (buffer, or safety stock), the reported values

for each of the four items must be confirmed independently since

different formulae are used for the calculation of each buffer The first

UPC is 8 Type Ay (CAT 0) item with a safety stock computed as follows:

By = 225 * SD(DAY) * (Rvw + L) 1/2 (337)
B 00000 = 225 * 100 * (7+5)1/2 2 8 (3.38)
82
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The next item, UPC 00001, is & Type A, (CAT 1) 1tem and thus has a
S
safety stock computed as follows:

+

»

Bap = OMD * (L, - L) (2.39)
p B gogo1= 1000 * (15 - 5) = 100 (3 40)
The value of 24 reported for field B of the third item is readily

& confirmed since the safety stock for a Type B (CAT 2) product is

- determined as follows:

Bg =(0.20) * (DMD) * (RVW + L) (3.41)
;

B 00002 = (0.20) * (10.00) * (7 + 5) = 24 (3 42)
M Finally, the last item is a Type C (CAT 3). As aresult, its buffer

n stock is computed as follows:

; B = (0.10) * (DMD) * (Rvw + L) (3.43)
7 B 00003 = (0.10) * (1000) * (7+5) = 12 (3 44)
L)

:n

;' Once the accuracy of the buffer for a particular item has been

: established, the SCL (stock control level) reported for that item can be
-

-

Cal
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verified by making the appropriate substitutions into the following

formula specified by the Bytronic procedure:

SCL= [DMD * (RVW + L)] + B (3.45)

SCL 90001 = [10.00 * (7 +5)] + 100 = 220 (3.46)

Similar to the current system, the reorder point of a product for the
Bytronic system is simply equal to its stock control level minus one.
Consequently, the next field in the second row of the output report, RPT
(reorder point) for UPC 00001 is correctly reported to be 219 (that is,
220 -1). The same is true for items .00000, 00002, and .00003:

143 (3.48)

Tijms and Groeneveit Model A Performance Summary Report produced

by the simulation model incorporating the reorder algorithm proposed by
Tijms and Groenevelt is shown in Figure 7 for two items. The first of the
two items possess deterministic demand with a standard deviation of

daily demand equal to zero, while the second has a nonzero standard

deviation of daily demand.




PERFORMANCE SUMMARY REPORT FOR TIJMS INU CONTROL SYSTEM

UPCe UNIT COST AW L DMD  SDCDAY)> SD(R)> SDC(R+L) MK K S-s
0.00001 1.99 ?. 15, 1000 0.00 0.00 0.00  *sxxx (00 105.
------ AVERAGE VUALUE AS OF DRY  60.00000 ————mme—
SCL RPT IP OoH ary B 1:S TURNS NIS SOLD  LOST
325. 220, 249. 10?. 198. 0. 1.13 0.9 0.263 442. -158.

upPCs UNIT COST RUH L OMD  SOCDARY) SOCR) SOC(R+L) JK K §-s
0.00002 1.99 ?. 15. 10,00 7?00 18.52 32.83 0.378 0.18 105.
----=-=  AUVERAGE VALUE AS OF DAY 60.00000  -~--~---
SCL APT P OH ary B |:S TURNS NIS SOLD  LOST
331, 226, 25°. 104 179 6. 108 10 0O 189 475. -109.

Figure 7. Partial Performance Summary Report
for Tijms and Groenevelt Model*

In addition to the SD(DAY) and SD(R+L) fields present on the
Performance Summary Reports of the other two models, the Tijms and
Groenevelt report contains an additional field related to standard
deviation of daily demand; specifically, the field SD(R) which represents
the standerd deviation of daily demand adjusted for the review period of
the item. The reported value of 18.52 for the SD(R) field of the second

product is easily verified by making the appropriate substitutions into

*Although products with deterministic demand cannot narmatly be used
in the Tijms and Groenevelt model since such products would cause
division by zero during the determination of J,(k), the code has been

temporarily modified to allow such products to be used for verificatior
purposes
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the following formula:

SD(R)= SD(DAY) * (Rvw) /2 (3.50)

SD(R) 90002 = (7.00) * (N172 <1852 (351)

The last three fields of the first row of the summary report, JUK (J,,(k)),

k, and S-s, are required for the determination of the RPT (reorder point)

and SCL (stock control level) fields. Ju(k) is defined, and thus confirmed

by using the following function:

2% [(1-P2)/Po] * X(R) * ((S-9) + {[SD(R)Z + X(R}Z]/2 * X(R)})
Jy (k)= (3.52)
SD(R+L)2

Setting P, equal to .98 and making the appropriate substitutions for the

remaining variables of UPC .00002 yields:
Ju K 9002 = 378 (3.53)

In turn, the field K is the solution of the following equation for a given

value of J, (k) as determined by Equation 3.52 above:

Jytk) = {1+ K2) * [p200) - [k * £,,(K)) (354)
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As a result, Equation 3.52 usually requires a trial-and-error type

solution. However, since subroutine KFIND contains a table of J, (k)

versus k values, finding the appropriate solution to this equation poses

no problem. A table of Ju(k) versus k values is given in Appendix G in

order to confirm the accuracy of the vaiue .18 reported for the field k on
the summary report for the Tijms and Groenevelt inventory control
system for the second product. Finally, the field (S-s) is assumed to be
predetermined (for example by EOQ). For purposes of this study, this
field is set equal one and a half times the average demand during the
review period in order to meet one of the fundamental assumptions of
this procedure. The value stated for the field S-s of the second product

is easily confirmed using the following equation:

(S-s) = 1.5 * (DMD) * (RVW) (3.55)

(S‘S)'00002 =1.95%(10.00) *(7) = 105 (3.56)

In addition, confirming the accuracy of the values stated for the RPT
(reorder point) and SCL (stock control level) fields is easily
accomplished by using the following two equations and making the

appropriate substitutions:

RPT = X(R+L) + [k * SD(R+L)] (3.57)
87
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. SCL = RPT + (S-s) (3.59)
i‘a

LY

;

W Finally, for the Tijms and Groenevelt procedure, the fieid B (safety

b stock, or buffer) is simply equal to the value of k multiplied by the field
i: SD(R+L). As aresult, the stated value of 6 for the buffer of UPC 00002
‘l

K is easily confirmed as follows:

I

o B= (k) * SD(R+L) (361)
f

b B oopo2 = (-18) * (3283) =6 (3.62)
v

W

N

L/

K valigation of the Inventory Simulation Models

;" Validation is the process of ensuring that a model is an accurate

{ portrayal of the real system it is intended to simulate. Naylor and Finger
. have developed a three-step model validation procedure that has been

¢ widely implemented:

i

1

X 1. Build a model that has high face validity.

"y 2. Validate the model assumptions.

I

L

' 3. Compare the mode! input-output transformations to corresponding
' input-output transformations of the resl system {22:92-101].

g

)

A\

"
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Face Validity. Conceptual models typically involve a rather
significant degree of abstraction and/or simplification of the actual
system under evaluation; fortunately, all three of the models presented
in this study tend to be very isomorphic in nature and inherently possess
a rather high degree of "face validity". Consequently, instead of
representing some sort of mystical "black box,” in essence, each of the
models is nothing more than a sophisticated accounting procedure whose
functioning is tedious but routine. As a result, once the computational
accuracy of the model has been established through model verification,
the only component of the model that remains subject to some degree of
skepticism is the distribution of demand assumed for each product
within the sample. However, both the Bytronic Technologies report and
the Tijms and Groenevelt article recommend assuming Normally
distributed demand subject to the condition that the coefficients of
variation of all items are less than 0.5,

The consistency of the results produced by each model can be checked
as an additional phase of the validation process. For instance, average
inventory position and average inventory on hand are positively
correlated with the review period and the leadtime of & particular UPC
and thus, these quantities should become increasingly large as review
period and leadtime are lengthened. (Consistency checks of this nature
are performed throughout the entire output analysis process performed
in Chapter V--Results and Findings.)

Yolidation of Model Assymptions. Although & number of simplifying
assumptions are made during the model development stage, the demand

deta used in this study is actual deily demand data collected from the

89
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wright-Patterson commissary store. As aresult, the effects of most of
the considerations that were not explicitly incorporated into the model
structures are reflected in this data.

Yalidating_input-Qutput Transformations. As Banks and Carson note:

The ultimate test of a model, and in fact the oniy objective test of
the model as a whole, is the model's ability to predict the future
behavior of the real system when the model input data match the reai
inputs and when a policy implemented in the model is implemented at
some point in the [real] system. [3:386]

Insteed of validating the input-output transformaetions of the model
by predicting the future, Banks and Carson note the modeler may use
historical data produced by the actual system being simulated (3:387).

In effect, "accurate prediction of the past” can be substituted for
accurate “prediction of the future” for the purpose of model validation.
Unfortunately, however, within the practical constraints of this study,
neither of these two courses of action is feasible. More specifically,
with respect to the former approach--predicting future performance of
the system, the time and effort required to actually implement the
decisions recommended by the inventory control models of this study
system simply exceed the scope of this research. The second approach to
mode] validation--accurately predicting the past--is not possible either.
Although one of the models supposedly incorporates the reorder
algorithm currently used by the Commissary Service, interviews with
personnel of the WPAFB store reveal that inventory contro)
recommendations provided by ACOS ere routinely overridden. As 8 result

of these rather marked deviations from the suggested policies of the

90
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"current reorder algorithm™ and the fact that neither the Bytronic nor the
Tijms and Groenevelt procedures have ever been actually implemented by

the Air Force Commissary Service, historical data is simply not

T -

available for any of the three models.
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IV. Methodolagy

General Approach

The unique nature of AFCOMS with regard to the four categories of
cost (replenishment, holding, shortage, and system control) that are
typically relevant to inventory management was discussed earlier in the
review of the literature. in view of this discussion, the general approach
taken in this study to compare the performences of the three asiternative
inventory control systems was also somewhat unique. Rather than
imposing an artificial cost structure on inventory control within the
Commissary Service, the method of comparing the models was to see
which yields the best performance subject to keeping not-in-stock ratio
(NIS) at some prescribed level.

The stated objective of AFCOMS is to minimize inventory-to-sales
ratio (I:S) subject to limiting NIS to a value of .02 or less. Although a
store manager is granted some leeway with respect to I'S, the latter
requirement is assumed to be fixed according to HQ AFCOMS policy.
Consequently, although inventory-to-sales ratios were treated as a
response variable and were thus allowed to very, any proposed system
which resuited in a NIS ratio in excess of the stated objective of .02 or
less was judged to be unacceptable. Although I:S and NIS were the two
output measures of primary interest, 8 number of other performance
measures were tracked, analyzed, and reported in order to supplement

the comparison and to provide a more complete "profile” of the

respective inventories produced by each system.




2,8 0.0 9 A D88 4 - NN EN LN K] 6.8 Sag val “af.'at 2t tab.tad. sl et cabab 0 e a0 a0 a0 o, “ata Abadle Ala Rbs e @b

" lection

In order to accomplish the objectives of this study, data was
collected to support the simulation models. More specifically, daily item
movement had to be tracked in order to determine average daily demand
and standard deviation of daily demand for each product within the

sample. In addition, this level of data was required to determine if a

Py o -

suitable predictive model could be fitted to the pattern of daily demand

; with which to estimate Xg, Xg,, SDg, SDg, for the Tijms and

Groenevelt procedure. The day of the week and the occurrence of paydays

‘ were believed to be the two effects which have the greatest impact on

' item demand.

| 3 As a8 result of the sheer number of items which comprise the

I inventory “population” of the WPAFB store (approximately 10,000), data

A was collected for a much smaller sample of items. Although ACOS

digests, manages, and summarizes an impressive amount of data and thus

represents a rather substential asset for decision-making within the

commissary store environment, the micro-level of data required for this

study tended to exceed the resolution capability of ACOS. For instance,

sales deta is typically aggregated over a month or over several individual

UPCs rather than recorded on either a daily or individual item basis.

" Consequently, the data required for this investigation was not readily
available in any canvenient form within ACOS. Interviews with

;:: computer support personnel at HQ AFCOMS revealed that the only feasible

method to track individual item movement, was to print an ACOS report

known as the “Vendor File Listing” for each day of the period under study.
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A Yendor File Listing is availab’2 for every vendor or distributor that
services a commissary. Currently, there are over 600 vendors that
actively supply the WPAFB store. Of these 600, however, the top ten
vendors account for a rather substantial percentage of the 10,000 items
stocked by the commissary in somewhat of a Pareto-type distribution.

Although the Vendor File Listing contains a great deal of extraneous
information from the viewpoint of this research, it did contain one
essential field--MOVEMENT --by which daily demand could be assessed.
Ideally, obtaining a Vendor File Listing for several different suppliers
was desirable from the standpoint of making the sample of items to be
analyzed as representative as possible of the population from which it

was drawn. However, due to a number of practicel operating

considerations with which the WPAFB store must contend (primarily, the

limited amount of printer time that could be spared for research
purposes and secondly, manpower constraints), the data collection plan
had to be tempered somewhat. As a compromise, the commissery
manager agreed to print a complete Vendor File Listing for the single
largest vendor, Proctor and Gamble Corporation, for approximately 30
doys of actuel store operation.

In view of the 1arge number (roughly 200) and diverse nature of items
supplied by Proctor and Gamble, this appeared to be a satisfactory
sampling plan from which an adequate sample could be extracted. In
addition, 30 deys of data for each UPC was felt to be an adequate length
of time in which to cepture both the day-of-the-week and payday
phenomena in order to build a predictive model for the Tijms and

Groenevelt procedure. Finally, to ensure that a reasonable sample size
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for detailed analysis would be obtained, 105 items were tracked on a
daily basis initially to allow for any item attrition (due to excessive
stockouts, discontinued items, et cetera) that might occur during the
course of the data collection period.

input Dotg Preparation. Due to the store being closed on Mondays,
occasional computer difficulties, and the occurrence of a national
holiday, the data collection period had to be extended from 30 days to 47
days of store operation. Doing so resulted in the collection of 32 deys of
usable data. In addition, of the 105 items originally tracked, 15 UPCs
hed to be dropped from further consideration since these items were
inadvertently deleted from the Proctor and Gamble Vendor File Listing
midway through the data collection period; this action resulted in a
sample size of 90 items. Appendix H gives & description of the items
included in the sample.

Once the data collection was completed, three sets of daily demand
deta were constructed according to the input requirements of each of the
three models. The first two sets of data, constructed for use in the
Current and Bytronic inventory simulation models, were very similar
with one exception. For both sets of data, the average daily demand and
the standard deviation of deily demand for each product were calculated.
However, although no further processing was necessary for preparing the
data set for use in the Current model, the items had to be categorized
according to the procedure specified in the Bytronic Technologies report
before being used as input in the Bytronic model.

The Bytronic procedure calls for ranking the items according to their

inherent variability of demend. (Although this classification scheme
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also includes a category of items based on high variability of vendor
leadtime, this category of items was not used since the other two
inventory control systems used in this study assume that leadtime is
deterministic.) Accordingly, the coefficient of variation (CV) for each

item was computed using the following formula:

CV(RsL) = 1SDO) * (R + 1)/ 2)/[DMD * (R + L)] (4.0

where the numerator represents the standard deviation of daily demand
corrected for the period during which the system is exposed to
uncertainty (that is, the review period plus the leadtime), while the
denominator represents the average demand during the review period and
the leadtime. Next, the 90 UPCs were ranked in ascending order by their
coefficients of variation (See Table 2 below).

Although the Bytronic report suggests a 208-308-50% partitioning of
an inventory into categories A, B, and C respectively, in general, the
overall values of the coefficients of variation of the 90 sample products
were lower than originally anticipated. In fact, the highest CV observed
was only .163. Consequently, the 208-308-50% classification scheme
tended to provide excessive safety stocks. Some limited
experimentation revealed that a 02-50&-50% partitioning scheme
provided NIS rates comparable to those generated by the Current and
Tijms and Groenevelt models. As a result, the last 45 items listed in
Table 2 were classified as Type B while the first 45 were assigned a

Type C category. Incidentally, the surprisingly low CV values for all 90

. . .
.............
..............
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[ Table 2. Ranking of Sample Items by Coefficient of Variation

)
. RANK UPC MO SDCDAY » (V) RANK LPr: oM S0CORY) cu
W 1 0.003%4 9.39 2.49  0.0%2 46 0.00408 34.47 13.94 0.0
2 0.00901 17.32 5.03 0.057 47 0.00415 19.19 2.70 0.07%9
3 0.60712 66.09 20.31 0.060 48 0.00988 15.87 6.42 0.079
o 4 0.91200 20.72 6.3 0.060 49  0.40060 15.32 6.20 0.079
:;‘. S 0.00391 40.32 12.70 0.062 SO 0.60511 48.% 19.60 0.079
b 6 0.00426 9.55 3.00 0.062 S1  0.62712 40.90 16.71  0.080
| 7 0.00046 21.93 2.16  0.064 S2 0.00824 15.91 6.5  0.081
, 8 0.00394 13.92 4.61 0.065 53  0.00405  22.31 9.3¢ 0.082
¢ 9 0.91240 27.62 g.15 0.065 54 0.00427 12.07 5.02 0.082
10 0.00309 25.06 8.39  0.066 S5  0.36030 22.56 9.40 0.082
e 11 0.00321 23.50 7.88  0.066 56 0.00718  16.41 6.99 0.084
~ 12 0.35510 3590 12.15 0.066 $?  0.42027 15.13 6.49 0.084
w 13 0.912%0 14.32 4.83 0.000 S8  0.42110 22.00 9.46 0.084
N 14 0.00287 16.2% 5.52 0.067 SO 0.62792 44.00 18.93  0.084
. 15  0.00404 17.81% 6.17 0.068 60 0.65881 22.68 9.87 0.08%
16 0.44425 11.06 3.88 0.008 61 0.00407 28.27 12.48 0.08?
17  0.60571 24.29 8.43  0.068 62 0.66151  16.03 2.08 0.087
- 18 0.40010 41.59 14.5  0.069 63 0.67312 28.60 13.09 0.089
- 19 0.44014 37.69 13.30 0.069 64 0.61612 42.19 19.30 0.090
- 20 0.00345 19.78 7.2¢  0.07% 65 0.62312 32.97 15.32  0.091
y 21 0.00%1 32.5%9 11.73  0.071 66 0.62172 ©65.66 30.78 0.002
& 22  0.35000 18.44 6.64 0.071 6? 0.00775 29.59 14.01 0.093
23 0.44018  20.34 7.37 0.07¢ 68 0.00844  13.33 6.3¢ 0.093
% 24 0.60841 86.5 31.20 0.071 69 0.00580 ©68.09 32.78 0.004
- 25 0.97330 16.19 5.83 0.071 720 0.61222 84.79 41.18 0.095
» 26 0.00622 10.50 3.85  0.072 ?1 0.61652 33.54 16.33  0.095
- 27  0.0073% 8.52 3.18 0.073 72 0.00863 23.60 11.54  0.096
o 26  0.00823 37.41 13.98 0.073 73 0.00942 10.72 5.28 0.097
29  0.44212  13.7% 5.10 0.073 74 0.00712 26.30 13.12 0.098
” 30 0.44511 21.22 7.89 0.073 75 0.90240 13.04 6.62 0.100
v 31 0.00883 32.16 12.12 0.074 7% 0.48534 22.81 11.88 0.102
i~ 32 0.35300 35.96 13.53 0.07%4 7? 0.00864 2000 10.80 0.106
N 33 0.66251 16.70 6.26 0.074 78 0.00523 123.61 67.60 0.107
34 0.00555 35.03 13.44 0.075 79 0.00618 25.13 14.3¢  0.112
s 35  0.62372  45.81 17.47  0.075 80 0.00413 23.17 13.36 0.113
33 0.91740 12.35 4.72 0.075 81 0.00884  12.36 2.48  0.119
- 37 0.00439  14.71 .75  0.077 82 0.00805 31.00 19.02 0.120
v 38 0.00482 16.23 6.37 0.077 83 0.41040 29.10 18.20 0.123
39 0.00411  11.03 4.38 0.078 84 0.40020 15.42 9.73 0.124
W 40 0.00412 34.84 13.79 0.078 85 0.62351 75.44 48.31 0.120
A 41 0.00717 63.88 25.36 0.078 86 0.63031 S8.00 39.15 0.132
42 0.38020 30.28 12.08 0.078 87 0.41000 186.58  11.30  0.134
7 43 0.44180  10.56 4.22 0.078 88 0.63011 58.23 42.24 0.142
e 44 0.62112 488 19.39 0.078 89 0.41100 18.33 13.87 0.148
} 45 0.00312 14.81 505 0.079 90 0.00592 S0.83 42.21 0.163
)
¢
o
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) sample items reaffirmed the velidity of using the assumption of

normatly distributed demand since the professional literature

recommends doing so as long as CV(p,j ¢ .5 (28:353).

Building the second set of data was somewhat more involved. Similar
to the first set, the average daily demand for each product was
calculated for each UPC. Next, however, instead of merely calculating the
standard deviation of daily demand for each, a general linear model was
fitted for each item using daily demand as the response variable and
using coded values of the day of the week and the occurrence of paydays
as regressor variables. The mean square error of each resulting model
was now used in place of the standard deviation of daily demand since
the Tijms and Groenevelt procedure incorporates the use of a forecast in
an effort to account for some of the variability of daily consumer
demand. Although at the aggregete level a model could be built that
achieved reasonably good fit with a relatively high coefficient of
determination (R = .85), at the individual item level, the explanatory
power of the resuiting models was substantially lower with a meen of
447, a low of .166, and a high value of .780. Even though the majority of
the R?2 values were not particularly high, the Tijms and Groenevelt
procedure attempts to provide superior performance by capturing some
of the variability of item demand by using a forecast. Plots of the
residuals versus the fitted values did not reveal anything troublesome to

preclude the use of the root MSE as an estimate of SD(DAY) for each UPC

in the Tijms and Groenevelt model.
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Statistical Considerations for Analysis of Simulation Results

A simulation model was constructed for each of the three inventory
control systems under consideration in order to provide results that
simulate the outputs of the real systems. Once these simulation models
had been sufficiently verified for computational accuracy and subjected
to at least the initial stages of validation, these three models were used
to estimate certain characteristics of each system in order to assess
the performance of each.

As Welch points out, simulation models usually have a "random input
thet consists of a set of sequences of random variables whose
distributions are specified” (32:268). In turn, the output resulting from
a simulation model is also typically a "set of sequences of random
variables” that represent various performance measures of the system
under study. In the case of this study, the input random variabies are the
daily demand for each of the 90 items in the sample, while average
inventory position and average inventory on hand are examples of two
performance measures represented by sequences of output random
variables.

Independent Replications. As a result of the random nature of the
output measures, statistical techniques were used to estimate certain
characteristics of their distributions. The performance measures of
interest in this study are steady-state characteristics; that is, their
associated distributions converge to what are known as “limiting” or
“steady-state” distributions. The procedure used in this study was the
use of independent replications--the simplest procedure for estimating

characteristics of steady-state distributions. The general strategy of
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this procedure was to first estimate the duration of the transient period
and then to estimate the mean and variance of the steady-state
distribution of interest.

Estimation of the Transient Phase. in many simulations, the models
must be “warmed-up” in order to arrive at a steady-state condition.
During the warm-up phase, some distributions pass through a transient
phase during which the random sequences are a function of the initial
conditions of the model prior to actually converging to their limiting
distributions.

In order to accurately estimate the steady-state characteristics of a
simulation, it is usually desirable to discard the observations of the
sequence produced during the transient or warm-up phase since their
distributions do not accurately refiect the steady-state distribution
(32:289). Although there is generally no a priori method to estimate the
duration of the transient phase, one simple procedure is to plot the
variable(s) of interest against current time in the simulation at
specified intervals across a range of time sufficient to observe the
convergence of the measure of interest.

For the purposes of this study, 'S was the most relevant performance
measure to be plotted against time in order to estimate the duration of
the transient phase. At the aggregate level, this measure represented an
average over the 90 items contained in the sample; therefore, neither
"smoothing” nor “averaging” across replications was used duiing the pilot
runs that were made to determine the extent of the transient phase.

Furthermore, since this procedure represented only & rough

approximation of the extent of the transient phase, this technique
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appeared to be adequate. Plots of |:S versus time for the Current,

) Bytronic, and Tijms models are given in Figure 8 below. Although the

" Tijms and Groenevelt procedure took nearly & year to wearm up, the other
two models achieved steady-state more quickly. However, in order to
ease the comparison of the three, a time of 360 deys was chosen as the
ﬂ end of the transient phase for all three models. Accordingly, all
statistical registers of the simulations were cleared at this time to

minimize the biasing effect of the initial conditions.

f W NP as oW

1:S
: | T T T T T
1.00 + T T T
- I
Fd
1 | T
% I T T
|
| T
0.05 + LEGEND: C=CURRENT
! I Be=BYTRONIC
3 / TeTidMS
‘ /
Ry | |
0.75 +
-: l
y I
r‘ }
o | c c c c c c c c
0.70 + c c c
; | € B B 8
o | B B B B B B
ﬁ I B B B
" |
0.65 +
, |
o 60 120 180 240 300 360 420 480 S40 600 660 720
W TNOM |
N Figure 8. Plot of I'S versus time for Current, Bytronic, and Tijms Models
S)
W 101
N
B R N Y D B s e 0 R Y e T AR ATA D0 M T R T SRR 5




-

L8

)5

oSNNS NS

h g b X )

A I DA R R, i A Vo
3 - D ) L]

Estimation of the Steady-State Porameters. In essence, 8 simulation
run is simply an experiment or realization of an output sequence (that is,

the simulated performance) of the system under a certain set of
prescribed conditions. As aresult, to perform the estimation of the
parameters of the output distribution, first, a specific combination of
model settings is used to generate “a particuler realization of the set of
input sequences” (32:269). Each unique set of model settings is
equivalent to what is typicelly referred to as a "treatment” in the field
of design of experiments, while the individual settings altered during the
course of the study are analogous to independent variables or "factors.”
Next, repeated simulations are run with this reeslization as input in order
to generate repested realizations of the set of output sequences and
achieve o specified level of stetistical precision (32:269). Finelly, o
confidence intervel for each of the performance measures can be
calculated using standard stetistical techniques.

Achieving Desired Accuracy. As Welch points out, there is no e
priori method to determine "what quantity of data (that is, what number
of sequences of dota of what length) produces what confidence interval
width" (32:321). However, a pilot experiment is often useful in

approximating this relationship:

[The) pilot experiment provides o rough estimate of the magnitude of
the quentity of interest and a rough estimate of the relationship
between the confidence interval width and the quantity of dets
processed. With these estimates a main experiment that will yield
confidence intervals of approximetely the desired width cen be
planned. [32:321]

-----------
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From & purely practical standpoint, a change in inventory-to-sales
ratio of 0.05 or more was believed to be significant. Consequently, @
pilot experiment was conducted to determine the quantity of dete (that
is, the required run length and number of replications) necessary to
detect a change in I:S of this magnitude. In view of the general
desirability of fewer, longer runs as opposed to several, shorter runs,
the number of replications of each of the three models was set equal to
five. Review period and leadtime were set at values of 14 and 12 days,
respectively, while run length was set equal to two years (once the
model had achieved steady-state). The pilot experiment revealed that

0.002 was a good estimate of the standard deviation of I:S.

For the purposes of this study, "Dg” was used to denote the minimum

detectable difference between two mean velues of |:S produced by any

two levels of & given factor F. Assuming an alpha level of .01, DSgstem

was calculated to be .0027. As a result, the ability to detect a change in
I:S of .05 or more (due to a change in the inventory control system used)
was virtually guaranteed using estimates of |:S produced by five

replications and a run length of two years. Similar calculations to

determine DF values for the reviey period and leadtime factors produced

DRaview = 0027 and DLeadtime =.0018. Consequently, as with the

inventory control system factor, the ability to detect a change in I:S of
.05 or more produced by either of these factors was virtually guaranteed
using estimates of ;S resulting from five replications and 8 run length

of two yeers. The calculation of these factors are given in Appendix |.
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Experimentql Design

The experimental design specifies the necessary combination of
parameter settings (that is, treatment levels) to test the hypothesis of
interest; namely, whether or not there are significant differences among
the inventory-to-sales ratios produced by the inventory control
procedures, the review periods, and the leadtimes. For a simulation-type
study such as this one, the experimental design elso stetes the necessery
run length and number of replications to calculate confidence intervals
for the performance measures of interest with a specified level of
accuracy; namely a change in |:S of + .05.

A three-factor factorial design was used in this study to assess and
compare the simulated performance of each of the three inventory
control systems. The three factors used, as well as the allowable levels

of each, were defined as follows:

1. Inventory control system: 3 levels--the system currently used by
AFCOMS (Current), the reorder strategy advocated by Bytronic
Technologies Corporation (Bytronic), and finally, the Tijms and
Groenevelt procedure (Tijms).

2. Review Period: 3 levels--7, 14, and 21 day review cycles
3. Leadtime: 2 levels--8 and 12 day replenishment leadtimes
The treatment combinetions used are shown in Figure 9 below. Based

upon the statistical accuracy considerations cited above, five

replications, each two years in duration, were conducted at each of these

18 design points for a total of 90 observations.
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Figure 9. Treatment Combinations for Three-Factor Factorial Design




V. Resuits and Findings

Stotistical Analusis of the Simulation Resul

A full three-factor factorial design with the treatment combinations

given in Table 3 below.

Table 3. Analysis of Variance Table

DEPENDENT URRIABLE: |NVENTORY=-TO-SALES RATIO

SYS*RULL

OF

3N

as specified previously in Figure 9 was used to measure the effect of the
inventory control system, the review period, and leadtime on the
inventory-to-sales ratio at the aggregate level. All possible two and
three-factor interactions were also incorporated into the model. Five
replications of this design were conducted. The analysis of variance is

SUM OF SQUARES  MEAN SQUARE  F UALUE
5.54073761 0.3259257¢  §3585.81
0.0002004 | 0.00000389 PR > F
S.54101802 0.0

ROOT MSE ISR MEAN
0.00197348 0.79830341
TYPE | SS F VALUE PR > F
2.02331286 99999.99 0.0
2.47662537 99999.99 0.0
0.43925688 99999.99 0.0
0.59061287 38489.67 0.0
0.00192281  246.85 0.0001
00000006 1 0.08 09242
0.00000639 0.41 0.8006

The effect of the three factors clearly exceeded the 5% critical level.
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In addition, there were two highly significant two-factor interactions;
the first was between the control system factor and review period,

while the second was between the control system and the leadtime.

..........



Based upon estimates of the model parameters, the fitted model can

be written as follows:

St

Yy = 1.420 + (-0.524)INDy ; + (-0.519)IND, , + (~0.685)INDy 3
+ (-0.346)INDy 4 + (~0.133)INDy 5 + (0.453)INDy g + (0.229)INDy 7

+ (0.385)INDyg + (0.195)INDyg + (0.020)INDy (¢ + errory  (5.1)

where the effect of a particular treatment is proportional to its

parameter estimate and the INDU are defined as follows:

IND“ = 1 if SYSTEM = Current; O otherwise

INDyo, =1 if SYSTEM = Bytronic; O otherwise

'N°t3 = 1 if REVIEW = 7 days; 0 otherwise

INDy4 =1 1f REVIEW = 14 days; 0 otherwise

INDyg = 1if LEADTIME = 8 deys; O otherwise

INDyg = 11f SYSTEM = | end REVIEW = 7 days; O otherwise

INDy7 =111 SYSTEM = 1 and REVIEW = 14 days; O otherwise

INDyg = 1 if SYSTEM = 2 and REVIEW = 7 days; 0 otherwise

INDyg =111 SYSTEM = 2 and REVIEW = 14 days; O otherwise .
INDy o = 1 if SYSTEM = 2 and LEADTIME = 8 days; O otherwise 3

Figures 10 and 11 below give 8 graphical representation of the effect
of the first two factors (inventory control system and review period) on
the inventory-to-sales ratio with the third factor (1eadtime) fixed at its

two allowable values of eight and twelve days, respectively.
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Based upon estimetes of the model pareameters, the fitted model can

be written as follows:

Yy = 1.420 + (-0.524)INDy | + (-0.519)IND,, + (-0.685)INDy 3
+(-0.3d6)IND 4 + (-0.133)IND, g + (0.453)IND, ¢ + (0.229)IND,

+(0.385)INDyg + (0.195)INDyg + (0.020)IND; 4 + error,  (5.1)

where the effect of a particular treatment is proportional to its

parameter estimate and the IND“ are defined as follows:

INDyy =11f SYSTEM = Current; O otherwise
INDy, = 1if SYSTEM = Bytronic; O otherwise
INDyz = 1if REVIEW = 7 days; O otherwise

INDy4 =111 REVIEW = 14 days; O otherwise
INDys = 1if LEADTIME = 8 deys; O otherwise
INDyg =111 SYSTEM = 1 and REVIEW = 7 days; O otherwise

INDy7 =111 SYSTEM = 1 and REVIEW = 14 deys; 0 otherwise
INDyg = 1if SYSTEM = 2 and REVIEW = 7 days; O otherwise

INDyg =11 SYSTEM = 2 and REVIEW = 14 deys; 0 otherwise
INDy 1o = | if SYSTEM = 2 end LEADTIME = 6 days; O otherwise

Figures 10 and 11 below give & graphical representation of the effect
of the first two factors (inventory control system and review period) on
the inventory-to-sales ratio with the third factor (1eadtime) fixed ot its

two allowable values of eight and twelve days, respectively.
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Across the range of factor combinations tested, none of the inventory
control systems produced NIS ratios in excess of the criticel value of
{ 02. As aresult, all three of the systems produced results that were g
"acceptable” in a very rudimentary sense. However, the values of the
inventory-to-sales ratios (1:S) varied widely as a function of the model
| specified and the values of the review period and the lead time used. The
values of the other performance measures also varied widely in a similar
fashion according to the combination of these three factors used. The
performance of each of the three models at the aggregate level with

respect to these measures are presented in Tables 4 through 6. Each of

v ar Ao o g m e o
-

these tabies is broken down into subsets based on review period and

| leadtime. In addition, 95% confidence intervals are provided for all of

the random veriables that exhibited any veriability. »

In general, the results demonstrate the superiority of the Bytronic

- - o - -

inventory control strategy over both the Current and the Tijms and

Groenevelt procedures for the sample of products studied. Although the )
gap between the performances of the Bytronic and the Tijms and |
Groenevelt models was rather sizable at all six trestment levels, the

difference in performance between the Bytronic and the Current models ’
was much less pronounced--especiaily at the largest value of review

! period used. However, it is likely that the performance of the Bytronic

procedure could be improved somewhat by further refinements of the

multi-item classification scheme used to pertition the 90 items in the

sample. In other words, smaller buffers could be carried for some of the

items while keeping NIS rates ot acceptable levels. This possibility is '

explored further in 8 following section of this chapter.
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Table 4. Summary of Performance Measures
for the Current Model at the Aggregate Level

RYW L P oH QTY 3] LS NIS
7 8 470.0%  233.6:0.68 207.4+068 147.0% S53* 0.00*
12 587.2:056 234.0+152 207.4+058 147.0* 66* 0.00*%
14 B8 57182056 337.0+1.24 4146+068 147.0% 65* 0.00%
12 689.2:056 337.6+2.08 4144+068 147.0% 768*% 0.00%
21 B8 6750088 43962208 6216+1.11 147.0% 76*% 0.00%
12 793.0:0.88 440.2+3.09 621.4+0.668 147.0% 90* 0.00*%
Table 5. Summary of Performance Measures
for the Bytronic Model at the Aggregete Level
RvW | iP OH Ty B IS NIS
7 8 393.0:056 1600+1.52 2056+0.68 69.0% 44% 001*
12 529.0%  177.0+2.03 206.% 88.0* 60% 0.01%
14 8 527.0:056 293.2+104 413.0+0.86 107.0% 59% 0.00*%
12 662.8+056 3118:203 4136+068 120.0% 74*% 0.00*%
2! B8 6622£1.04 426.0£208 621.0+1.24 134.0% 74% 0.00*
12 798.0:0.88 445.0+3.09 621.6+1.11 1520*% 89*% 0.00*
Table 6. Summary of Performance Measures for the
Tijms and Groenevelt Model at the Aggregate Level
RYW L |P QH QTY B LS__ NIS
7 B 52902056 2944+0.68 410.4+0.68 0.0* 60* 0.00*%
12 6468.0% 295.6+068 409.4+0.68 1.0  73% 0.00*%
14 B8 833.2£1.04 5974+208 830.8+2.04 00* 94% 0.00*
12 95062068 598.4+2.08 B830.6+242 0.0* 1.07* 0.00*
21 B8 1140.0:439 B899.2+387 1248.6+435 0.0% 1.29* 0.00*
12 1258.0:439 896.2+2.83 1248.6+4.35 0.0% 1.42*% 0.00%

*denotes values that did not exhibit eny veriability across replications
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Muitiple Comparisons. The anaiysis of variance indicated thet ail three |
of the main effects were significant. Consequently, Duncan's Multiple
Range Test was useful in making comparisons among these three factors
to discover specific differences. In spite of the two significant
interactions present, Table 7 below clearly demonstrates that the mean

values of |:S were significantly different across the three main effects.

Table 7. Duncan’s Multiple Range Test

MEANS WITH THE SAME LETTER ARE NOT SIGNIFICANTLY DIFFERENT

ALPHA=0.05 DF=72 MSE=3.9E-06

NUMBER OF MEANS 2 3
CRITICAL RANGE .00101671 .00106909 \
DUNCAN  GROUP ING MEAN N SYs
A 1.0091794 30 3
B 0.7121104 30 1
> 0.6736204 30 2
ALPHA=0.05 DF=72 MSE=3.9E-06
NUMBER OF MEANS 2 3 '
CRITICAL RANGE .00101671 .00106909 '
DUNCAN  GROUP ING MEAN N RUM .
A 1.0020668 30 21 -
B 0.7971066 30 14
c 0.5957368 0 7

ALPHA=0 .05 DF=?2 MSE=3.9E-06

»

1

NUMBER OF MEANS 2 1

CRITICAL RANGE .00083014 ]

DUNCAN  GROUPING MEAN N L i
A 0.8681649 45 12 ]

B 0.7284419 45 8 »q

)
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Diagnostic Checking of Model Adequacy

Before the conclusions from the anealysis of verience cen be adopted,
the adequacy of the underlying model must be checked. The normal
probability plot of the residuais is given in Figure 12 below and does not
reveal anything particulerly troublesome.
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Figure 12. Normel Probability Plot of Residuals
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Figure 13 below plots the residuals versus the fitted velues of the
inventory-to-sales ratio. This plot indicetes a mild tendency for the
variance of the residuals to increase as the inventory~to-sales ratio

increases. However, since the absolute magnitudes of the residuals were

fA A
0.004 ¢ A
| fA
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i A
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| fA
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so0 small across the entire range of 90 observations, this problem was not

judged severe enough to have 8 significant impact on the adequacy of the
model or the assumptions upon which it is based.

Detailed Analysis of Bytronic Model

In view of the demonstrated superior performance of the Bytronic

L AL

inventory control strategy across the entire spectrum of performence
criteria for the products studied, this procedure was reviewed in greater
detail.

PII)

The two basic goals of the Commissary Service with respect to
o inventory management are to provide 8 given level of customer service

and to maintain the smallest inventory levels possible. Striking a delicate

K2 2 FSe

balance between these two conflicting objectives can be simplified if the
relationships among inventory levels, customer service, and inventory
"performance” are explicitly known.

Figures 14, 15, and 16 beloy give graphical representations of the
trade-offs implicit in these relationships. in Figure 14, relative buffer
"size” (stated as a percentage of the average demand during the review
period plus the leadtime) is used as a measure of the inventory levels
carried, while NIS rate is used as the measure of customer service. In
Figure 15, relative buffer size is used in a similar fashion, but is plotted
A against I:S which is used as the measure of inventory performance.

Finally, Figure 16 gives the trade-off between NIS and |:S directly.

2% %

Since the performance of the Bytronic inventory control system is also
a function of the variability of demand of the items under its control,

: plots of buffer size versus NIS, buffer size versus IS, and NIS

g
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Figure 14. Plot of Buffer Size versus NIS
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versus |:S are also given in Figures 14,15, and 16 for a second sample of
90 items which possessed exactly twice the standard deviation of daily
demand as the original sample. All other properties of the items in this
new sample were identical to those of the corresponding products in the
original sample. From Figures 14 and 16 it is clear that for the sample
with twice the variance of the original to attain the stated objective of an
NIS of .02 or less, larger buffers would be required. In turn, these larger
buffers would correspond to higher I:S ratios in Figure 15. As a final note,
the consistency of the results presented in these three figures further
establishes the validity of the simulation models used in this study.
Performance of Bytronic Model at Individual Item Leve]. Although
aggregate results are more appropriate for managerial review, the
performance of the Bytronic system at the individual item level is of
interest to the store manager. For the purposes of this study, however,
since attempting to assess the performance of the Bytronic model across
all possible combinations of review period and leadtime at the individual
item level is prohibitively awkward, only one combination of these two
parameters is used here; namely, a review period of 14 days anda
leadtime of 12 days. A Performance Summary Report from an actuel
replication of the Bytronic model is presented in Appendix J. Across the
entire range of sample products, the I:S ratios ranged from 0.68 to 0.83,
while NIS rotes ranged from o low of 0.00 to 8 high of 0.014. Although
none of the NIS rates of the 90 sample items exceeded the .02 threshold, in
general, the Performance Summary Report is helpful in determining the

accuracy of the categories assigned to the items. For instance, any UPC

that exhibits an excessive NIS rate can be moved into a category which




- - - -

. - -

------------------------------

will provide an increased safety stock. On the other hand, if & particular
UPC never incurs a stockout, the item could be moved into a category that
will provide & reduced safety stock while still keeping NIS ot an
acceptable level.

As can be seen from Appendix J, the Performance Summary Report also
provides a wealth of information regarding the inventory “profile” for each
product produced by e particular combination of inventory control
strategy, review period, and leadtime. Among some of the statistics
presented are the average values of inventory position, on hand inventory,
ond replenishment quantity for any particular item. Furthermore, the
Performance Summary Report is helpful in assessing the impact of any
proposed changes (for example, review period, leadtime, or item

classification) at the individual item level.
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V!. Limitations, Implications, and Conclusions

imitations of the Stugy

In order to accomplish the objectives of the study and to produce sn
analysis that was tractable, a number of s1implitying assumptions
regarding the commissary environment had to be made Admittedly, the
task of incorporating only the most salient factors of the commissary
store operating environment while simultaneously triying to preserve the
simplicity of the inventory control procedure was not an easy task.
Obviously, such a procedure 1gnored & number of other relevant factors.
Although these factors were not explicitly teken into account, however,
many of their effects were present in the actual sales data used and thus

these factors were dealt with implhicitly by each of the three models

a sample size of 90 1tems, this sample s12e repre<ented 1e<s than ong

:ﬁ Consequently, some of the simplifying assumptions (such as assuming
, stationarity of demand and no backorders) made during the probiem

g formuiation were reslly not as hhmiting as they might have appeared
mtiatiy
\-. without 8 doubt, the most hmiting constraint of this <tudy was the

| time-consuming and error-prone manner in which the daily demand data
f had to be collected As aresult of this constraint, the study was
';’ restricted to a relatively small sample of 1tems when compared with the
: totsl inventory population of more than 10,000 1tems In fact, even with
3

percent of the total population Compounding thig constraint was the

lrmited time horzon of this study which prevented the acusithion of

N long-term saies data which might possibly contain seasinal effects for




some items. In spite of these limitations of the data collection

A procedure, from a statistical viewpoint, the sample size, simulation run
X length, and number of replications used in this study were all very
conservative and thus the inferences based on them are well-founded in a

statistical sense.

Conclusions and Practical Implications

The specific purpose of th1s study was to compare the performances

of two alternative inventory control procedures selected from the

"o of oS

literature with that of the strategy currently used by the Air Force

Commissary Service in an attempt to answer the question: what 1s the

caadN

most appropriate inventory control strategy to efficiently manage and
control the inventory of se/ected items in the wPAFB commissary?
Extensive comparisons of the simulated performances of the three
models were conducted at both the aggregate and individual item level
with a sample of 90 1tems Of the three procedures, the inventory
control system proposed by Bytronic Technologies Corporation appears to
be the most promising. Based an this pre/iminsry investigation, it
appesrs as though inventory levels can be substantially reduced from
- current levels while at the same time maintaining, and 1n some Cases,
even improving customer service as a result of adopting the Bytromec
procedure. In view of the volume of business conducted by the Air Force

Commissary Service, even a ten percent reduction ininventory levels

CARE A R

across the board would be prodigious. However, before the conclusions
of this study ore adopted for implementation, further exploration of the

performance yielded by the Bytronic procedure 1< clearly required
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In addition to demonstrating exceptional performance for the sample

i{ of items tested, the Bytronic model also possesses a significant degree

:., of intuitive appeal which transiates into greater user acceptance. The

e inherently simpler nature of the Bytronic model which is reactive in

" nature (in contrast with the Current and the Tijms and Groenevelt
procedures that both incorporate the use of forecasts) 1s therefore &

e substantial benefit to the Commissary Service.

_\'j Beyond simply identifying the Bytronic strategy as the most

i'::: promising procedure and quantifying the interrelationships among

inventory levels, customer service, and inventory performance, this

'-3 study has laid the foundation for future research in this area. In

2 particular, the three models that were developed to simulate the

. performances of the Current, the Bytronic, and the Tijms and Groenevelt

-; procedures have already been subjected to extensive verification and

.‘:}' validation; consequently, these models represent valuable analytical

i tools for the Commissary Service.

A rather significant advantage of using the simulation models 1< that
f they aliow the performances of the proposed systems to be studied in

' f detail in a totally nonobtrusive manner prior to actually being

N implemented. As aresult, current gperations remain intact until the new

X ¢ alternative has been thoroughly tested and evaluated in g "realistic”

: operating environment. Ancther advantage of using the models in this

! fashion 15 that "optimal” system parameter settings can be estirnated in

; advance 30 a 1ot of time 1s not spent trying to determing these once the

*_ new strategy has been mplemented. Finally, since the performance of 3

i -E: Jiven inventory control strategy s typically a function of seversl

-
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parameters, using these simulation models provides & degree of

,;' sensitivity analysis that 1s indeed impressive when cantrasted with

93 either the computational burden of trying to do so analytically or the

2 obvious Timitations associated with attempting to do so with the actual
-: Inventory system. As 8 resylt, the impact of any proposed changes can be
assessed 1n detail and 1n advance.

‘

‘

o Recommendations for Future Study

2 In view of the awkward manner in which the data for this study had to
e be collected, a prerequisite for future research is the automation of the
: data collection procedure. Once this procedure has been automated, an

obvious area for further study 1s using the three models to control a

; sample of items suspected of pussessing a high variability of demand
Assuming that the Bytronic strategy continued to demonstrate superior
':' performance, a more detailed sensitivity analysis of the Bytronic model
b with respect to changes in review period, 1eadtime, and variability of

3 1tem demand should be performed.

; Although the Performance Summary Report produced by the Bytronic

y model 1s helpful 1n determining the accuracy of the categories assigned

, 1o 1tems, such 8 procedure 18 strictly tral-and-errar 1n nature and thus
3 potentially very time-consuming Thus, the development of an a pran
1 classification procedure 1s yet another area of possible future studu.

Figure 14 1ndicates that the relationship between buffer size and

| not-in-stock Can be appro}amated Dy a I'near function  Assurning that @

sufficiently linear relationstp between not-in-stock and coefficient of

variation could also be estabhished 2 surface such as the gne (Nustrated |

\\\.
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in Figure 17 below could be generated. This surface could be used to
determine the required buffer size to obtain & prescribed stockage
objective (stated in terms of not-in-stock rate) for a product with a
known variability of demand (stated in terms of coefficient of variation).
As a result, such a procedure couid be used to determine the appropriate
buffer size for a product in advance. In addition, since this procedure
treats buffer size as a continuous variable as opposed to using only a
limited number of discrete categories, a more exact match between the
variability of demand of an item and the safety stock carried for that
item could be achieved. Finally, by fitting an equation to the surface
presented in Figure 17, determination of the required buffer size could

be easily incorporated into a computerized inventory control system.

Not-in-Stock

030+

025+

P
L R R R R el T e T N I N

020+

0151

Coefficient
of
variation

010+

00S

0 S 10 1S 20 30

Buffer Size (3)

Figure 17. Hypothetical Surface Used for Buffer Size Determination
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Appendix A. Computer Code for Current Model

Network Model Code: 126
Subroutine Code: 127-134

...............
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GEN, STARK, INVENTORY CURRENT, 10/30/87,5,N,N,¥/N,N,N,?2;

LINITS, 1,2,200;

STAT, 1,%00287 NV POS;
STAT, 2, 800287 ON HAND;
STAT, 3, #00287 BUFFER;
STAT, 4,%00287 ORD QTY;
STAT, 'S, 800287 REORDR PT;
STAT, 6, 00309 INV POS;
STAT,7,%00300 ON HAND;
STAT, 8, %00309 BUFFER;
STAT,9, *00309 ORD QTY;
STAT, 10,%00300 REORDR PT;

STAT,441,991740 I POS;
STAT,442,%01740 ON HAND;
STAT, 443, #91740 BUFFER;
STAT, 444,9G1740 ORD QTY;
STAT, 445,%01740 REOROR PT;
STAT, 446,%97330 INV POS;
STAT,447,%97330 ON HAND;
STAT, 448, 997330 BUFFER;
STAT, 449,%97330 ORD QTY;
STAT, 450, #97330 REOROR PT;

CREBTE 14,14,, ., 1;
RSSIGN XX(I)-M;
E\ENT,!,1;

TERM;

CREATE, 21,21,,,1;
ASSIGN, XX(1)=21;
EVENT, 1,1,

TERM;

CRERTE, 28,28, ,,1;
ASSIGN, XX(1)=28;
EVENT, 1, 1;

TERM;

END,

INVT,O, 1080;
MONTR, CLERR, 360;
FIN;

o ™

..........

weeeDRILY SALES TRANSACT | ONSHeton

*ekPERFORN TREND CARLCULAT I ONS#**

*44k0NE WEEK REVIEW CYCLE®##kkioh

HokkTRHO WEEK REVIEW CYCLEwksbk

*ekTHREE WEEK REVIEW CYCLEsotokk

waekkFQUR WEEK REVIEW CYCLE®#whuw
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PROGRAM MAIN
_ DIMENSION NSET(10000)
- INCLUDE ‘PRRAM. INC'
COMMON/SCOM 1 /RTRIBC 100, DDC 100, DDL ¢ 100, DTNOM, | |, MFR, MSTOP, NCLNR

0 1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , SS¢ 100>, SSL¢ 100, TNEXT, TNOW, XX( 100
COMMON QSET( 10000
' COMMON /UCOM 1 /UPCC 100,25, DMD( 100 ), STQ( 100, 20, 2)
EQU IUALENCECNSET( 1), QSET( 1))
NNSET= 10000
N NCROR=S
K4 NPRNT=0
- NTAPE=?
@ NPLOT=2
OPENC 10, F ILE=" (MSTARK . SIMICUPC . DAT ", STATUS="0LD" )
OPENC11,FILE=" [MSTRARK .SIMICUPC.OUT' , STATUS="NEW" )
OPEN( 12,F ILE=" [MSTRRK .S IMIMRSTERC. OUT ' , STRTUS= ' NEW" )
8 STOP
END
CoisaateaieaiesgeaesieieaienfesfesioapssiesieaoofsiesiesieailengofegioRateiookolofolofoopaieloaleofgs jeiassiefefegopeoioialetafoliojeioofejesisolitog
- c SPECIFIES EVENT CALLS RS FOLLOWS:
c
- c DAILY: PERFORMS DRILY ON HAND, INV POSITION, LOST SALES,
~ c TOTAL SOLD, CUMULATIVE LOST SALES, AND TOTAL
- c MONTHLY DEMAND CALCULATIONS
c RUNCALCS: PERFORMS CALCULATIONS REQUIRED DURING ERCH REVIEW
. c SCHOLORD: PLACES AN ORDER ON THE CALENDAR AT TNOW+LEAD TIME
o c TREND: DETERMINES TREND FOR USE IN PRO-ACTIVE MODEL
- c
A SUBROUT INE EVENT(|)
' COMMON /SCOM 1 /ATR1B( 100>, 0D¢ 100, 00L ¢ 100>, DTNOK, | |, MFA, MSTOP , NCLMNR
1,NCROR, NPRNT , NNRUN, NINSET , NTAPE, S5 100 ), SSL.C 100 ), TNEXT , TNOM, XX ¢ 100)
_ COMMON /UCOM 1 /UPCC 100, 25, DMD< 100, STQC 100, 20,2)
: 60 TO ¢1,2,3,4) |
X 1 CALL RUMCALCS
P RETURN
¢ 2 CALL SCHOLORD
< RETURN
3 CALL DAILY
‘ RETURN
- 4 CALL TREND
- RETURN
N END
'1: WWWWWW*#
N
:: cumnw&wmmmmmnwm&m
- c LEGEND FOR UPC ARRAY UARIABLES
c WHERE: UPCCI, 1) : REVIEW PERIOD (DAYS)
: c UPCCI,2) : N/
X
e
.
N 127
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UPC(1,3) :
UPC(1,4)
uPCC1,S) :
UPCCL,0)
UPCCI,?)
UPC(1,8)>
UPC(lI, ‘9)
LPC(I,iO):
UPC(l, 11):
UPC(I, 12):
UPC(I, 13):
I.PC(I,M):
UPCCI, 15):
UPC(I, 16):
UPCCI, 17):
I.PC(I,lB):

UNIT COST OF |ITEM

MEAN DAILY DEMAND

STOD DEV OF DAILY DEMAND

MERN LEAD TIME

STD DEV OF DAILY DEMAND RDJUSTED FOR (R+L)
N/R

INVENTORY POSITION

TARGET INVENTORY LEVEL
REORDER POINT

REPLEN | SHMENT QUANTITY

TOTAL MONTHLY DEMAND

SAFETY STOCK

LOST SALES (NUMBER)

INV ON HAND

SRFETY DAYS

UPC NUMBER

TOTAL SOLD

CUMULATIVE LOST SALES (NUMBER>

& WMM*#MW*WW*&M“W*MW

] S Cresskbsaietssieatroieaisaeaiestooliapsapsaioalioieofeols s aieiealeoltaaieiealeisaleaisaieaisaionl tafeoitajesissitotenftale el opaleofeaisaioieairaialeofoieoieaielt ook ol il sl

. c PERFORMS DAILY SALES TRANSACT!ONS
c

-

SUBROUT INE DRILY
COMMON/SCOM1 /ATRIBC 100, DDC 100, DOLC 100, DTNOM, | |, MFA, HSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE, SSC 100 ), SSL< 100 ), THEXT , TNOW, XX< 100
COMMON /UCOM 1 UPC( 100, 25 ), DMDC 100, STQC 100, 20, 2)
INTEGER |
CALL DMDMAKE
DO 10 f=1,90
C**DETERMINE TOTAL MONTHLY DEMAND--SATISFIED AND UNSRTISFIED
UPCC1, 13)mUPCC |, 13 +DMDC | )
C**MILE UPC ON HAND, DECRERSE ON HAND AND NV POS BY DMOCI)
IF (UPCCI,16) .GT. 0.0) THEN
UPCCI, 168 )=UPCC 1, 16-DMOC 1 )
UPCC I, 9)=UPCC],9)-DMDC I )
C*+SET LOST SALES=ON HAND (ONLY USED IF ON HAND GOES MNEGATIVE)
UPCC1, 15)=UPCC 1, 16)
C** |NCREMENT TOTAL SOLD
UPCCI, 19)=UPCC I, 19)+DMDC | )
C**RESET LOST SALES=0 IF ON HAND NOT EXHAUSTED
IF CUPCCI, 15> .GT. 0.0> THEN
UPCC1, 15)=0.0
ENDIF
C**ONCE ON HAND DEPLETED, CORRECT INU POS & TOTAL SOLD & SET ON HAND=0
IF CUPCCI, 16).LE.0.0) THEN
UPCC I, 9)mUPCC I, 9)-UPCC 1, 16)
UPCC I, 19mUPCC |, 19>+PCC I, 16)
UPCCI, 16)=0.0
ENOIF
C**RESET INU POS=0 IF IT BECOMES NEGATIVE SINCE MO BACKORDERS ALLOWED
IF (UPCCI,9).LE.0.0) THEN
UPCC1,9)=0.0
ENDIF
C*# |NCREMENT CUMULATIVE LOST SALES
UPCC 1, 20 )=UPCC |, 20 +UPCC 1, 15)

P
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ELSE
C**|NCREMENT CUMULATIVE LOST SALES SINCE ON HAND LESS THAN O
UPCC 1, 20)=UPCC |, 20)-DMDC 1 )
ENDIF
C**COLLECT 0BS STATS ON INV POS AND INV ON HAND
CALL COLCTCUPCCI,9),5%C1-1>+1)
CALL COLCTCUPCCI, 16),5%C1-1)42)
C**CLEAR SOLD AND LOST AT TNOW=360
IF (TNOW.EQ.360) THEN
UPCCI, 19)=0.0
UPCCI,20)=0.0
ENDIF
10 CONTINUE
RETURN

END
Crstsaiaisheniesiainieadssijeiofolajeapaojoorielaisafeapsisis sk agsobog gl sioojkoistegeotsaisalegeofeopeok ol siapsalsagok et sieofsleaisaloi skl bl e

c CALLED BY SUBROUTINE DAILY TO CREATE ! DAY OF DEMAND FOR ERCH UPC
c

SUBROUT INE DMOMAKE
COMMON/SCOM 1 /ATRIBC 100, DDC 100, DOL.C 100, DTNOW, | |, MFA, MSTOP, NCLNR
1, NCROR, NPRNT , NNRUN, NNSET , NTAPE,, SS( 100, SSLC 100 ), TNEXT , TNOW, XX¢ 100
COMMON /UCONM 1 /UPC( 100, 25>, DMD( 100, STQC 100, 20, 2)
INTEGER |
00 10 I=1,90

DMDC | >=ANORMCUPC( |, 4),UPCC |, S), 1)

IF CDMDCI) .LT. 0.0 THEN

DHDC | )=0.0
ENOIF
10 CONTINUE

RETURN

END
Crmimmisiok kiR

(e e e
c PERFORMS REVIEW CYCLE CALCULATIONS

c

SUBROUT INE RUNCALCS
COMMON /SCOM 1 /ATRIBC 100, 00< 100, DOLC 1002, DTNOM, | |, MFA, HSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , SS¢ 100, SSL. 100, TNEXT,, TNOW, XX¢ 100)
COMMON /UCOM 1 /UPC( 100, 25, DMDC 100, STQC 100, 20, 2)
INTEGER |
00 10 I=1,90
IF CUPCCI, 1) .EQ. XXC1)) THEN
C**SET REORDER POINT=SCL-1
UPCCI, 11)aUPCC [, 10)-1
C*™ONCE |NV POS GOES BELOW REORDER POINT
IF CUPCCI,9) .LE. UPCCI, 11)) THEN
C**DETERMINE NEN SCL
UPCCI, 10=CUPCC L, 1)+UPCCL, 6 )+UPCCL, 129
1 C(UPCC 1, 4>+(STQCT, 17, 1)=15)
C**COLLECT 0B8S STATS ON AUG SCL
CALL COLCTCUPCCI, 10),5%C1=1)+8)
C**DETERMINE NEN REPLENISHMENT QUANTITY
UPCCI, 12)=CUPCC I, 1)+UPCCT, 8 )4UPCC I, 17))%
1 CUPCC I, 4)+¢STQCT, 17, 1)=12)-UPCC1,9)
C**COLLECT 0BS STATS ON AUG REPLENISHMENT QUANTITY
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CALL COLCTCUPCC), 12),5%C1~1)>+4)
C*RESET INV POS=SCL ONCE ORDER PLACED
UPC(1,9)=UPCCI, 10)
C+*SCHEDULE ORDER ARRIVAL AND INCREASE ON HAND ONCE ORDER REC'D
ATRIB( 13|
ATRIBC2>=UPC( 1, 12)
ORDARVL=UPC(1,6)
CALL SCHOL(2,0RDARVL,ATRIB)
ENOIF
ENOIF
10 CONT I NUE
RETURN
END
oL L L L P S S e R
c CALLED BY RUNCALCS TO SCHEDULE ORDER ARRIVAL AT TNOW+LERD TIME
c AND INCREMENTS INU ON HAND

c
SUBROUT INE SCHOL.ORD
COMMON /SCOM 1 /RTRIBC 100, D0< 100, DOLC 100 Y, DTNOK, | |, MFA, MSTOP, NCLMNR
1,NCROR, NPRANT , NNRUN, NNSET , NTAPE, SSC 100 ), SSLC 100 ), THEXT , TNOW, XX¢ 100
COMMON /UCOM 1 UPCC 100, 25>, DMD( 100, STQC 100, 20,2)
UPCCATRIBC 1), 16=UPCCATRIB( 1), 16 +ATRIB(2)

r

s aiesei ool

CALLED BY RUWICALCS TO PERFORM TREND FACTOR CALCULATIONS
FOR ERCH UPC

LEGEND FOR STQ ARRAY URRIABLES
WHERE: M: MONTH

STQC!, 1, 1) THRU STQCH, 12, 1>: MONTHLY DEMAND
STQC!, 1,2) THRU STQC1, 12,2 TREND PERCENT
STQC1, 13, 1): TOTAL YERALY DEMAND
STQC1, 14, 1): TREND TOTAL
STQC|, 15, 1): TREND AVERAGE
STQC1, 16, 1>: TREND PERCENT
STQC1, 17, 1: TREND

SUBROUT INE TREND
COMMON/SCOM1/ATRIBC 100, 00C 100, DDL( 100, 0TNOW, | 1, HFA, MSTOP, NCLMNR
1,MCROR, NPANT , MNRUN, NNSET, NTAPE , SS¢ 100 ), SSL( 100 ), TNEXT, TNOW, XX< 100 )
COMMON /UCOM 1 /UPC( 100, 25>, DMDC 1003, STQC 100, 20,2, M
INTEGER 1, M
Mt 1
C**RESET MONTH TO 1 C(JANUARY) AT END OF VERR
IF (M.GT.12) THEN
=1
ENOIF
0O 10 I=1,90
C**REPLACE ESTIMATED MONTHLY DMD WITH RCTUAL ONCE DMD ESTREL|SHED
IF ¢M.GE.2> THEN
STQC1, M, 1)=UPCCH, 13)
ENDIF
C**=DETERMINE TOTAL YERALY CONSUMPTION FOR EACH UPC
STQC1, 13, 1)88TQCH, 1, 12+STQCI, 2, 15+8TQCI, 3, 1)+STQC 1, 4, 1>+

OOOOO0OODDOO0OO0O0

1 STQCI,S, 1)+8TQCI,6, 1+STQC1, 7, 1>+STQCH, 8, 1>+
1 STQCI,9, 1)4STQCH, 10, 1)>+STQC, 11, 1)+8TQC L, 12, 1)
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C*+SET TREND TOTAL=TOTAL YEARLY CONSUMPT ION
STQCI, 14, 1>=STQC 1, 13, 1)
C**DETERMINE TREMD AVERAGE
STQCI, 15, 1)=STQC!, 14, 13712
C+*DETERMINE TREND PERCENT
DO 20 M=1, 12
STQC!,M,2)=STQC! , N, 1)/STQCI, 15, 1)
20 CONT | NUE
C**DETERMINE PERCENT TOTAL
IF (M.EQ. 1) THEN
STQCH, 16, 1)m4%(STQC |, 12,2)3+3%CSTQCI, 11,2+
1 2%¢STAC |, 10,2+ 1#¢STACH,9,2))
ELSE IF (M.EQ.2) THEN
STQCI, 16, 1)e4%¢STQC1, 1,2))+3%¢STQCI , 12,2))+
1 2%(STQC!, 11,22+ 1%¢STQC1, 10,2))
ELSE IF (M.EQ.3) THEN
STQCI, 16, 1 m4%(STQC1,2,2)>+3%(STQC I, 1,2+
1 2%(STQC 1, 12,2))+1%¢STQC1, 11,2))
ELSE IF (M.EQ.4) THEN
STQC!, 16, 1)m4%(STQC |,3,2)+3%(¢STAC 1, 2,2))+

1 2%(STQACI, 1,2))+1%¢STQC I, 12,2))
ELSE
STQCI, 16, 1)=4%¢STQC !, M=1,2) +3I*(STAC |, H-2,2) 4+
1 2%(STQC 1, M=3,2) )+ 1#(STQC | , -4, 2))
ENDIF

C**DETERMINE TREND
STQCI, 17, 1)=8TQCI, 16, 15/10
C**COLLECT TREND STATS
CALL COLCT(STQCH, 17, 1), 5% 1-1)+3)
C**RESET CUM MONTHLY DEMAND=0
UPC(1, 13)20.0
10 CONTINUE
RETURN
END
Csnisaiearafespesienfealeapaieapeaiealiealesfesfeaiesisaisafaitafeaiesieisialesfsafssis il ajegsien feoiesiesieasioo sfeaiofeogoieaofa ik i ke

Carauinieagsisaisapaaioiateoiaiaafesieoioolaisaieoeofeoiolofololoftiols kol s iion ]

c INITIALIZES UARIABLES WITH STARTING UALUES AND CONDITIONS
c

SUBROUT INE INTLC
COMMON/SCOM 1 /ATRIBC 100, DDC 1005, DDLC 100, 0TNOW, | |, MFA, MSTOP, NCLMNR
1,NCROR, NPRNT , NNRUN , NNSET , NTAPE , SSC 100, SSL¢ 100, TNEXT , TNOW, XX ¢ 100)
COMMON/UCOM 1 /UPC( 100, 25 ), DMDC 100, STQC 100, 20,2), M
INTEGER |
DO 10 I=1,90
C**INITIALIZES THESE URLUES OF UPCC100,25) WITH CUPC.DAT
RERD (10,%) UPCCI, 18),UPC(1, 1), UPCC!, 35, UPCCI, 4),
1 UPCC1,%),UPCC1,6),UPCCI, 17>
C**DETERMINE STARTING INV POS
UPCC |, 9)mUPCC |, 4 MCUPCC I, 1 2+UPCC1,6))
C**SET INITIAL SCL=INV POS
UPCCI, 10)mUPCCi,9)
C*+DETERMINE STATIC BUFFER BRSED ON SAFETY DAVS
UPCC |, 14 =UPCC |, 4 UPCC |, 17)
C*+SET INITIAL ON HAND=I1NV POS
UPCCI, 165=UPCC|,9)
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Tat,®

C**INITIALIZE THE FOLLOWING WITH ZERO
UPCC1,2)= 0.0
UPCCI,?>= 0.0
UPC(1,8)= 0.0
UPCCI, 11)=0.0
UPCC |, 12)=0.0
UPCCI, 135=0.0
UPCC!, 15)m0.0
UPCC1, 19=0.0
UPCC|,20)=0.0
UPC(),21)%0.0
UPCC1,22)=0.0
UPCC(1,23)=0.0
UPCC|,24)=0.0
C**SET MONTHLY DEMAND FOR FIRST MONTH=AVERAGE DEMAND FOR 30 DAYS
00 20 M=1, 12
STQCI, M, 1>30%PCC |, 4)
20 CONT | NUE

C oefasponle

C  CRERTES PERFORMANCE REPORT

c

C  LEGEND FOR UPC ARRAY AND CCAUG SUMMARY STATISTICS

c WHERE: UPCCI,21): AVERAGE INV:SALES RATIO FOR 30 DAY PERIOD

c UPCCI,22): AVERAGE REORDER POINT

c UPCCI1,23): AVERAGE STOCK TURNS FOR 30 DAY PERIOD

c UPCC|,24>: AVERAGE NIS

c CCAVG(S*(1-1>+1): AVERAGE INVENTORY POSITION

c CCAVG(S*(1-1>+2): AVERAGE ON HAND INVENTORY

c CCAUB(S*C1-1>43): AVERAGE TREND UALUE

c CCAUGCS*C | ~1)+4): AVERAGE REPLENISHMENT QUANTITY

c CCAVG(S*(1-1)+5): AVERAGE STOCK CONTROL LEVEL

c
SUBROUT INE OTPUT
COMMON /SCOM 1 /ATR1B¢ 100, DD¢ 100, DOL ¢ 100, DTNOW, | 1, MFR, MSTOP, NCLNR
1,NCROR, NPRANT , NNRUN, NNSET , NTRPE, SS¢ 100 ), SSLC 100, TNEXT , THOW, XX( 100
COMMON /UCON 1 UPC € 100, 25 >, OMDC 100, STQC 100, 20,2)
{NTEGER |

C**CREATE INDIVIDUAL UPC PERFORMANCE REPORT HERDER

HAITEC1T,*)
! ‘'  PERFORMANCE SUMMARY REPORT FOR CURRENT INV CONTROL SVSTEM'
WRITECT,*)
1 *
' [
D0 10 I=1,90
C**DETERMINE STD DEV ADJUSTED FOR (R+L)
UPCC), 7 =UPCC ], S*(SQRTCUPCC |, 1+UPCCI,6)))
C*+DETERMINE AVERAGE REORDER PO INT
UPCC |, 22 )=CCAVG(S#( | = 1745 )= 1
C**DETERMINE AVERAGE INV POS:SALES
- UPCC1, 21 )eCCAUGCS*( 1= 1)+ 1)/(30%CUPCC |, 19)/CTNOW=360)))
: C**DETERMINE AVERAGE INU TURNS
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> C=iNITIALIZE TOTALS TO 2ERO

Y TSCL=0.0

o TRPT=0.0

L TIP=0.0

_ TOH=0.0

NS TQTY=0.0

4 T8=0.0

) TISR=0.0

! TOSR=0.0

" TTURNS=0.0

TNIS=0.0
TSOLD=0.0

. TLOST=0.0

N 3 IF (J .LT. 91)THEN

R C*+DETERMINE PERFORMANCE MEASURES TOTALS
B TSCL=TSCL+CCAUB(S#*(J-1)+5)
p TRPTaTRPT+UPC(J, 22)

. TIPsT IP+CCAUG(SH(J-1)+1)
> TOH=TOH+CCAUG( S*(J=1)42)
o TQTY=TQTY+CCRUG(S*(J-1)+4)
s TB=TB+UPC(J, 14)
s TISR=TISR+UPC(J,21)
&

>

>

.
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UPCCI,23)=1/UPCCI,21)
C**DETERMINE AVERAGE NIS

UPC(1, 24 )m-CUPCC I, 20)/CUPCC |, 19-UPCC1,20)))
IF CUPCC1,24)> .GT. 1.0 THEN
UPCCI,24)s1.0
ENDIF
C*MRITE INDIVIDUAL UPC PERFORMANCE REPORT TO CUPC.OUT
WRITEC11,%)
1 'UPC® UNITCOST RW L DMD SDCDAY) SDCRHL) TRND
1 SDAYS
MRITEC11, 100> UPCC1, 185,UPCCI,3),UPCCI, 1),UPCCI,6),
1 UPCC|,4),UPCC1,S),UPCCI,?), CCAUGCS*(1-1)+3),
1 UPC(l, 17)
100 FORMRT(' ' ,F?.5,3X,F5.2,3X,F4.0, 1X,F4.0, 1X,F6.2,2X,F5.2,5X,F6.2,
1 4X,F4.2,3X,F4.0)
WRITEC11,*)
1 ~-—————  AVERAGE UALUE AS OF DAY', TNOW, ' —=-——n-
WRITEC11,*) SCL  RPT P OH QY B IS
1 TURNS  NIS SoLD  LOST'

HRITEC11,200) CCRUB(S*(|-1)+5),UPCCI,22),
CCAUG(S*C | =1>+1), CCRUGCS*C |- 1)42),
CCAVG(S*C |- 1)+4),UPCC I, 14),
UPCC1,21),UPCC1,23),UPCC I, 24),

UPC(1, 19),UPCC1,20)
200 FORMAT(' *,8X,FS5.0,2X,F5.0,2X,F5.0,2X,FS.0, 1X,F5.0, 1X,F4.0, 1X,

P R

1 FS.2, 1X,F4.1,3X,FS.3,2X,F?.0, 1X,F5.0, /)
10  CONTINUE
% C**CREATE AGOREGATE HEADER
> WRITEC11,%)
‘ 1 AUG AGG UALUE RS OF DAY', TNOMW, '=w=-———"
2 HRITECTT,*)

1 SCL RPT IP OH ary B 1:S TURNS NIS
1 SOLD LOsT®
C**CALCULATE AGGREGATE AVERAGES AND WRITE TO MASTERC.OUT

N
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TOSR=TOSR+UPC(J,22)
TTURNS=TTURNS+UPC(J, 23>
) TNISaTNIS+UPC(J, 24)
TSOLO=TSOLD+UPC(J, 19)
- TLOST=TLOST+UPCCJ, 20)
, JuJ i
GOTO 30
y C*=ONCE ALL 90 INDIVIDUAL UALUES ADDED, DETERMINE AVERARGES
_ ELSE
* ASCL=TSCL /90
> ARPT=TRPT /90
) AIP=TIP/90
AOH=TOH /90
AQTY=TQTY /90
|‘ *mm
AISR=T SR /90
AOSA=TOSRA /90
. ATURNS=2TTURNS /90
X ANISaTNIS /00
ASOLD=TSOLD /90
ALOST=TLOST /00
ENDIF
MODEL =1
HRITEC11,300) ASCL,ARPT,AIP,AOH,RQTY, AB,AISR, ATURNS, ANIS,
w 1 RSOLD, ALOST
. 300 FORMATC' *,8X,FS.0,2X,FS.0,2X,F5.0,2X,FS.0, 1X,FS5.0, 1X,F4 .0,
1 1X,FS.2, 1X,F4.1,3X,FS5.3,2X,F6.0, 1X,FS5.0)
HRITEC12,400) MODEL,UPCC1, 1),UPCC1,6), TNOW,RSCL, ARPT, AP, AOH,
1 AQTY,AB,ARISR,ANIS,ASOLD,ALOST
400 FORMATC' ', 12,1X,F3.0,1X,F3.0, 1X,F3.0, 1X,F5.0, 1X,F5.0, 1X,F5.0, 1X,
1 FS.0, 1X,F3.0, 1X,FS.0, 1X,FS.2, 1X,FS.2, iX,F? 0, 1X,F6.0)
RETURAN
END
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Appendix B. Computer Code for Bytronic Mode}

Network Model Code: 136
Subroutine Code: 137-143
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GEN, STRRK, INVENTORY BYTRONIC, 10/30/87,5,N,N,Y/N,N,N, 72; p
LINITS, 1,2,200; ’
STAT, 1,%00287 NV POS;

STAT, 2, 800287 ON HAND:

r STAT, 3, 900287 BUFFER;
STAT, 4, 900287 ORD QTV;
STAT, 'S, 800287 REORDR PT;

3
§
338

STAT,9,*00309 ORD QTY;
STAT, 10, %00309 REORDR PT; i

STAT,441,991740 INV POS; ,
STAT,442,%91740 ON HAND: .
STAT, 443, 991740 BUFFER;
STAT, 444, %91740 ORD QTV;
STAT, 445, 91740 REORDR PT;

STAT, 446, 997330 INV POS; :
) STAT, 447, 97330 ON HAND; A
| STAT, 448, 97330 BUFFER;

STAT, 449,%97330 ORD QTY;
STAT, 450, *97330 REORDR PT;
NETWORK ;
CREATE, 1,1,,,1; kDALY SALES TRANSACT | ONSwwiak
EVENT, 3, 1;
TERM;

1; *haeONE WEEK REVIEW CYCLE®##doknnk

*44THO WEEK REVIEW CYCLE®##%iis

m
3
z

TERN, '
CREATE,21,21,,,1; wokTHREE WEEK REVIEW CYCLE®#wowk
ASSIGN, XX¢ 1)=21;
E EVENT, 1, 1;
TERM; y
CREATE, 28,28, ,, 1; #iiokEOUR HEEK REVIEW CYCLEikonion »
ASSIGM, XX(1)=28; ]
EVENT, 1,1,
TERM,

END;
INIT,0, 1080; ]
MONTR, CLEAR, 360; >
FiN;
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PROGRAM MAIN
: DIMENSION NSET( 10000 )
. INCLUDE * [MSTARK .S IMIPARAM. INC'
» COMMON /SCOM 1 /ATR1B¢ 100, 00¢ 100, DOLC 100, DTNOW, | |, MFA, HSTOP, NCLNR

1, NCROR, NPRNT , NNRUN, NNSET ,NTAPE , SS¢ 100, SSL< 100>, TNEXT, TNOW, XX (100>
COMMON QSET( 10000)
v COMMON /UCOH 1 /UPCC 100, 23>, DHD< 100)
_ EQUIVALENCEC(NSET(1),QSET( 1)) b
' NNSET= 10000 \
) NCRDR=3
K NPRNT=8
D NTRPEs=?
\ NPLOT=2
OPENC10,FILE=" [MSTARK.S1M)BUPC .DAT ' ,STATUS="0LD"' > h
OPENC11,FILE=" [(MSTARK.SIMIBUPC.OUT ' ,STATUS="NEW"' ) i
OPENC12,FILE="[MSTARK.SIMIMRSTERB . OUT ', STATUS="NEW" )
CALL SLAM
STOP
END

Cotsesmreateaiospesespraleapealesiooteapeafeaeatesienfsaeofesieofcaeofsieags ol s ofealsoi oot skatsaleiolofaiolok g deiok

. c SPECIFIES EVENT CALLS AS FOLLOMS:
- c
c OAILY: PERFORMS DAILY ON HAND, INV POSITION, LOST SALES,
c TOTAL SOLD, AND CUMLATIVE LOST SALES CALCULATIONS !
c RUMCALCS: PERFORMS CALCULATIONS REQUIRED DURING EACH REVIEW
s c SCHOLORD: PLACES AN ORDER ON THE CALENDRR AT TNOW+LERD TIME
] C

4 SUBROUT INE EVENTC| )
/ COMMON/SCOM 1 /ATRIBC 100, DDC 1005, DOLC 100, OTHOW, | |, HFA, HSTOP, NCLMR .
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , SS¢ 100 ), SSLC 1003, TNEXT,, TNOW, XX< 100 '
' COMMON/UCOM 1 /UPCC 100, 255, DMDC 100

G0 T0 ¢1,2,3) |
1 CALL RUWICALCS
RETURN
2 CALL SCHDLORD
RETURN
3 CALL DRILY
RETURN )
: END ‘
| wmmtmmmmm L 2 ]
j Cex 0 . *
A c LEGEND FOR UPC ARRAY URRIABLES ‘
c WHERE: UPCC!, 1) : REVIEW PERIOD (DRYS) U
c UPCC1.2) : CATEGORY !
c UPCC1.3) - UNIT COST OF ITEM ;
< c UPCCI,4) : MEAM DAILY DEMAND
¥ c UPCC1,S> : STD DEV OF DAILY DEMAND )
c UPCCI,B) : MEAN LERD TIME ‘
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UPCCI,?) : STD DEV OF DAILY DEMAND ADJUSTED FOR (R+L)

UPCC1.8) : EXPECTED WORST LEAD TIME

UPCCI,9) :  INVENTORY POSITION

UPCCI, 10): TARGET INVENTORY LEVEL

UPCCI, 11): REORDER POINT

UPCCI, 12): REPLENISHMENT QUANTITY
. N/A

UPCC1, 14); SAFETY STOCK

UPCCI, 15):  LOST SALES

UPCCI, 16): ON HAND INV

UPCCI,17): N/

UPCC1, 18):  UPC NUMBER

UPCCI, 19): TOTAL SOLD

UPC(1,20): CUMULATIVE LOST SALES (NUMBER)
o L L e e R e

000000000000 00
;g
@
~

CmotiaiiokiciaoRoio ik dok koo HeoloRaeR ok RkR oKk
c PERFORMS DARILY SALES TRANSACT |ONS
c

SUBROUT INE DAILY
COMMON/SCOM 1 /ATRIBC 106, DDC 100>, DDLC 100>, DTNOW, | 1, WFA, MSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE,, SSC 100, SSL.C 100 ), THEXT , THOW, XX¢ 100
COMMON /UCON 1 UPC 100, 25 >, DHDC 100 )
INTEGER |
CALL OMOMAKE
00 10 121,90
C*HILE UPC ON HAND, DECRERSE ON HAND AND INV POS BY DMDCI)
IF (UPCCI,18) .GT. 0.0) THEN
UPCC I, 16)aUPCC 1, 16)-DMDC 1)
UPCC 1, 9)=UPCC1,9)-0MDC 1 )
C**SET LOST SALES=ON HAND (ONLY USED IF ON HAND GOES MEGATIUE)
UPCC1, 15)=UPCC |, 16)
C** INCREMENT TOTAL SOLD
UPCC I, 195=UPCC I, 19)+DMDC | )
C**RESET LOST SALES=0 IF ON HAND NOT EXHAUSTED
IF CUPCCI,15) .GT. 0.0) THEN
UPCCI, 15)=0.0
ENDIF
C**ONCE ON HAND DEPLETED, CORRECT INV POS & TOTAL SOLD & SET ON HAND=0
IF CUPCCI,16).LE.0.0) THEN
UPCC1,9)=UPC(],9)-UPCCI, 16)
UPCC I, 19)=UPCC 1, 19)4UPCCI, 16
UPCC1, 16)=0.0
ENOIF
C**RESET INV POS=0 IF IT BECOMES NEGRTIVE SINCE NO BACKORDERS ALLOWED
IF CUPCCI,9).LE.0.0) THEN
UPCC!,9)=0.0
ENDIF
C**INCREMENT CUMULATIVE LOST SALES SINCE INU POS IS NOW=0
UPCC1, 20 mUPCC |, 20 +UPCC I, 15)
ELSE
C*+ |NCREMENT CUMULAT IVE LOST SALES SINCE ON HAND LESS THAN O
UPCC 1, 20 )=UPCC | , 20 >-DMOC |
ENDIF
C**COLLECT 0BS STATS ON INU POS AND ON HAND INU
CALL COLCTCUPCCI,9),5%C1=1>+1)
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CALL COLCTCUPCCI, 16),5%C1=1>+2)
C**CLEAR SOLD AND LOST AT TNOW=380
IF (TNOW.EQ.360) THEN
UPC(I1, 19)=0.0
UPC(1,20)=0.0
ENDIF
10 CONTINUE
RETURN
END
(Coetesiestirterkerieakenks Ao afeiesfespropoaesieriealeoias
c CALLED BY SUBROUTINE DAILY TO CRERTE 1 DAY OF DEMAND FOR EACH UPC
c

SUBROUT INE DMDMAKE
COMMON /SCOM§ /1751 BC 100, DDC 100, DOLC 100, DTNOW, 1 1, MFR, MSTOP, NCLMR
1,NCROR, NPR:{7, NiSUN, NNSET , NTRPE , 5S¢ 100, SSL.€ 100, TNEXT , TNOW, XX< 100
COMMON ZUCO: 1 . UPCC 100, 25 ), DMDC 100
INTEGER |
DO 10 I=1,80

OMDC | Y=RNORNCUPC( 1, 4),UPCCI,5), 1)

IF (OMDCL) .LT. 0.0) THEN

DMOC | =0.0
ENDIF
10 CONTINUE

RETURN

END
Cwokaesapusgesieaooiaiesioafoopsioksidssiojeoioko e seaffeaeafssictooogeskokapolofogeoof ek sk peaioiogok iofoteom s ioajeol i ek ko fefojeokok sk ik

L L
c PERFORMS REVIEN CYCLE CALCULATIONS

c
SUBROUT INE RUMCALCS
COMMON /SCOM 1 /RTRIBC 100, 00< 100, DOLC 1005, DTNOW, | |, MFA, MSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET, NTAPE, 5S¢ 100, SSL¢ 100 ), TNEXT, TNOW, XX< 100
COMMON 7UCOM 1 /UPC( 100, 25 ), DMDC 100 )
INTEGER |
00 10 i=1,90
C#*DETERMINE IF UPC SHOULD BE REVIEMWED
IF CUPCCI, 1) .EQ. XXC1)) THEN
C**SET REORDER POINT=SCL-1
UPCCI, 11)=UPCCI, 1071
C*ONCE INV POS GOES BELOW REORDER POINT,DETERMINE BUFFER
IF CUPCCI,9) .LE. UPCCI,11>) THEN
C**DETERMINE APPROPRIATE BUFFER BASED ON CATEGORY
C*FOR TYPE A1 USE:
IF CUPCCI,2) .EQ. 0.0) THEN
UPCCI, 14)=(2. 25 UPCC |, S (SQRTCUPCC I, 1)+UPCC(,6)))
C**COLLECT 0BS STATS ON BUFFER SIZE
CALL COLCTCUPCCI, 149, 5%C 1= 143)
C**FOR TYPE A2 USE:
ELSE IF (UPC(1,2) .EQ. 1.0) THEN
UPCC1, 14)=UPCC |, 4 %CUPCC I, 8)-UPCCI,8))
C**COLLECT 0BS STATS ON BUFFER SIZE
CALL COLCTCURCCI, 14),5%¢C [~ 1)43)
C**FOR TYPE B USE:
ELSE IF (UPCC!,2) .EQ. 2.0) THEN
UPCC1, 14)=  2%PCC 1, 4 %CUPCC1, 1>4UPCC), 85
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C*+COLLECT 0BS STATS ON BUFFER SiZE
CALL COLCTCUPCCI, 14),5%(1-1)+3)
C**FOR TYPE C USE:
ELSE
UPCCI, 14)=. 1™UPCC 1,4 % (UPCCI, 1)+UPCC1,6))
C**COLLECT OBS STATS ON BUFFER SIZE
CALL COLCTCUPCCI, 14),5%C1=1)+3)
ENDIF
C**DETERMINE NEW SCL
UPCC I, 1058UPCC |, 4 Y CUPCCL, 1+UPCC |, 6))4UPCC1 , 14)
C**COLLECT 08S STATS ON AUG SCL
CALL COLCTCUPCCI, 10),5%C1-1)+5)
C**DETERMINE NEW REPLENISHMENT QUANTITY
UPCC 1, 12=UPCC |, 10)~UPCC1,9)
C**COLLECT 0BS STATS ON AUG REPLENISHMENT QUANTITY
CALL COLCTCUPCCI, 12, 5%C1=1244)
C**RESET I|NV POS=SCL ONCE ORDER PLACED
UPCCI1,9)=UPC( 1, 10)
C**SCHEDULE ORDER ARRIVAL AND INCREASE ON HAND ONCE ORDER REC'D
ATRIBC 1)=|
ATRIB(2)=UPC( 1, 12)
ORDAAVL=UPC( | ,6)
CALL SCHOL(2,0RDARVL, ATRIB)
ENDIF
ENDIF
10 CONTINUE
RETURN
END
(Cotesiestsaiuaieaterpepeaieasafeafeafeajeapeaieakafeojents sfeajeoeaftafeoieofssjeolealesfentsafeiealeakofe s sl olodraeaieofesissieieofeafoojeieiesbspaeaoiaiaraioi oo sl sk skl s
C  CALLED BY RUMCALCS TO SCHEDULE ORDER ARRIVAL AT TNOW+LERD TIME
c AND INCREMENTS INU ON HAND
c

ANV

SUBROUT INE SCHOLORD

COMMON/SCOM1/ATRIBC 100),00¢ 100>, DDL ¢ 100, DTNOW, | 1 ,MFA, MSTOP, NCLNR
1, NCROR, NPRNT , NNRUN, NNSET , NTRPE, SS¢ 100 ), SSLC 100, TNEXT, TNOW, XX ¢ 100)
COMMON /UCOM 1 /UPC( 100, 25>, DMDC 100>

UPCCATRIBC( 1), 16)=UPCCATRIB( 1), 16 +ATRIB(2)

RETURN

END
Cohekoteke

Coestnieseatespspeotenpuriealenfuoiesieafiofesiengespeiengese

c INITIALIZES VRRIABLES WITH STARTING UALUES AND COND!TIONS
c

SUBROUT INE INTLC
COMMON/SCOM 1 /ATR B¢ 100),00¢ 100, D0L ¢ 1007, 0TNOK, | |, MFR, MSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET, NTRPE , SSC 100 ), SSL.¢ 100, TNEXT , TNOM, XX ¢ 100
COMMON/UCOM { /UPC (100, 25, DMDC 100
INTEGER |
DO 10 I=1,90
C**INITIALIZE THESE UALUES OF UPC(100,25) WITH BUPC.DAT
READ (10,*) UPCCI, 18),UPCC1, 1),UPC(I,3),UPCCI,4),
1 UPCCI,5),UPCCI,6),UPCCI,2), UPCCI,B)
C**DETERMINE STARTING NV POS
UPC1,9)=UPCC 1, 4 CUPCCI, 1)4UPCCI,6))
C*+SET INITIAL SCL=INV POS
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UPCC L, 10>=UPCC 1, 9)
CH*SET (NITIAL ON HAND={NV POS

UPCC 1, 163=UPCC 1, 9)
C**INITIALIZE THE FOLLOWING WITH ZERO

UPC(I,7)= 0.0

UPC(1, 11)=0.0

UPC(1, 12)=0.0

UPC(I1, 13)=0.0

UPCC 1, 14)=0.0

UPC(1, 15)=0.0

UPCCI, 17)=0.0

UPCC 1, 19)=0.0

UPC(1,20)=0.0

UPC(1,21>=0.0

UPC(1,22)=0.0

UPC(1,23)=0.0

UPCC1,24)=0.0
10  CONTINUE

RETURN

END
CettietoiebopiciololoRoR Rt ok ook AR R ook

Cresieaoofeauanirsieafeaguleofoiofssieotofafopolapolsgfolok oo sofolopokaolaopologokojolojokogkk

C  CREATES PERFORMANCE REPORT
c
C  LEGEND FOR K, UPC RRRAY, AND CCAUG SUMMARY STATISTICS
c WHERE: UPCCI,21): AVERAGE INV:SALES RATIO FOR 30 DAY PERIOD ,
c UPC(1,22): AVERAGE REORDER POINT ‘.
c UPCCI,23): AVERAGE STOCK TURNS FOR 30 DAY PERIOD :
c UPCC1,24): AVERAGE NIS
c CCAUGCS*Ci-1)+1): AUERAGE INVENTORY POSITION
- c CCAVG(S*(1~-1>+2): AVERAGE ON HAND |NVENTORY !
. c COAUG(S*(|-1)+3): AVERAGE BUFFER SIZE '
: c CCAUG(S*(I-1)>+4): AVERAGE REPLENISHMENT QUANTITY t
; g CCAUGCS*(|-1)+5): AVERAGE STOCK CONTROL LEVEL
SUBROUT INE OTPUT
COMMON/SCOM 1 /RTR1BC 100, 00¢ 100, DDL (100, DTNOW, | |, MFA, MSTOP, NCLNR :
1,NCRDR, NPRNT , NNRUN, NNSET , NTRPE , SSC 1005, SSL( 1005, TNEXT , TNOW, XX¢ 100
COMMON /UCOM 1 /UPC( 100, 25>, DMD( 100
INTEGER |
REAL K
C*+CREATE INDIVIDUAL UPC PERFORMANCE REPORT HEADER
HRITECT1,*) .
‘ 1 ' PERFORMANCE SUMMARY REPORT FOR BYTRONIC INU CONTROL SYSTEM' .
N WRITECTT, ™) :
y
N | '
1 00 10 I=1,90

C+DETERMINE STD DEV RDJUSTED FOR (R+L>
UPCCI, 7)=UPCC], 5)*(SQRTCUPCC I, 1)+UPCC1,6)))
- C*+DETERMINE AVERAGE REORDER POINT
UPCC(1,22)mCCAVG(S* (] =1)+5)-1
C*DETERMINE AVERAGE INV POS:SALES
UPCC1,21)=CCAUGCS*C1=1)+1)/(30%CUPCC I, 19)/(TNOW-360)>)
N C*+DETERMINE AVERAGE INV TURNS
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UPCC 1, 23)=1/UPCCI,21)
& C**DETERMINE AVERAGE NIS
< UPCC 1, 24 Ym=CUPCC |, 205 /CUPCC I, 19)~UPCC1,20)))
5 IF (UPCCI,24) .GT. 1.0) THEN
) UPCCI,24)=1.0
ENDIF
C*RITE INDIVIDUAL UPC PERFORMANCE REPORT TO BUPC.OUT
MRITEC11,%)
N 1 'UPC® UNITCOST RUM L DMD SDCDAY) SDCR+L) CAT
; 1w
HRITEC11, 100> UPCCI, 18),UPCCI, 3, UPCCI, 1), UPCCI,6),
1 UPCCI,4),UPCCI,S),UPCCI,7),UPCCH,2),UPCC L, 8)
100  FORMATC(' *,F7.5,3X,FS5.2,4X,F4.0, 1X,F4.0, 1X,F4.0,3X,F6.2,4X,F6.2,
1 X,F2.0,2X,F4.0)

P>

I AUERAGE UALUE AS OF DAY', TNOW, '-======= '
WRITECTT,*) SCL  RPT P OH Qv B I:S
1 TURNS NIS SOLD  LOST
HRITEC11,200) CCAUG(S*CI~1)+5),UPC(I,22),
CCAUGCS*C 1= 1)+1), CCRUBCS*C |- 1)+2),
CCAUGCS*( 1~ 1)+4), CCAUGCS*C | = 1)+3),
UPCC1,21),UPCCI, 23),UPCC1,24),
UPCC I, 19),UPCC |, 20)
I 200  FORMATC' *,8X,F5.0,2X,F5.0,2X,F5.0,2X,F5.0, 1X,FS.0, 1X,F4.0, 1X,
y 1 F5.2, 1X,F4.1,3X,F5.3,2X,F?.0, 1X,F5.0, /)
10 CONTINUE
C**CREATE AGGREGATE HEADER
WRITEC1,*)
1 ——————~  AUG AGG UALUE AS OF DAY', TNOMW, '-——-=-— :
HRITECT1, )
1 ScL  RPT IP OH QY B 1:S TURNS NIS
1 SOLD  LOST'
C**CALCULATE AGGREGATE AVERAGES AMD WRITE TO MASTERB.OUT
Ja1
C**INITIALIZE TOTALS TO ZERO
TSCL=0.0
TRPT=0.0
TiP=0.0
TOH=0.0
TQT¥=0.0
78=0.0
TISR=0.0
TTURNS=0.0
TNIS=0.0
TSOLD=0.0
3 TLOST=0.0
. 30 IF (J .LT. 91) THEN
: C**DETERMINE PERFORMANCE MERSURES TOTALS
TSCL=TSCL+CCAUGCS#(J= 1 45)
S TRPT=TRPT+UPC(J, 22)
TIP=T IP+CCAVGCS*(J=1)+1)
2 TOH=TOH+CCAVG(S%(J=142)
A TQTY=TQTY+CCAVGCS* (U= 144 )
TBaTB+CCAUGCSH(J-1)43)
TISR=TISR+UPCCJ, 21)
R TTURNS=TTURNS+UPC(J, 23)
TNIS=TNISHIPCCJ, 24)
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TSOLD=TSOLD+UPC(J, 19
TLOST=TLOST+UPC(J, 20>
Jad+ i
GOTO 30
C*+ONCE ALL 90 INDIVIDUAL UALUES RDDED, DETERMINE AVERAGES
ELSE
ASCL=TSCL /90
ARPT=TRPT /90
AiP=TIP/90
AOH=TOH /90
AQTY=TQTY /90
AB=TB/90
AISR=TISR/90
" ATURNSsTTURNS /90
ANIS=TNIS/90
ASOLD=TSOLD /90
ALOST=TLOST /90
ENDIF
MODEL =2
WRITEC11,300) ASCL,RARPT,AIP,AOH,AQTY,AB, AISR, ATURNS ,ANIS,
1 RSL'I.D FI.OST
300 FORMATC' *,8X,FS.0,2X,F5.0,2X,F5.0,2X,F5.0, 1X,F5.0, 1X,F4.0,
1 1XF521XF413XF532):F70|XF50)
WRITEC 12,400 MODEL,UPCC1, 1),UPCC1,6), TNOW, ASCL, ARPT, AIP, AOH,
1 AQTY,AB,AISA, ANIS, RSOLD, ALOST
400 FORMRTC' *,12, 1XF30 1XF30 1XF50 1X,FS.0, 1X,F5.0, 1X,F5.0, X,
1 F501XF501XF501XF521XF421XF701XF60)
RETURN
END
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Appendix C. Computer Code for Tijms and
Groenevelt Model

> Y

Network Mode! Code: 145 -
Subroutine Code: 146-153
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)
b GEN, STARK, INVENTORY T&G, 10/30/87,5,N,N,¥Y/N,N,N,72;
A LINITS, 1,2,200;
STAT, 1,%00287 INV POS;
. STAT,2,%00287 ON HAND;
’ STAT,3,%002687 BUFFER;
¥ STAT,4,%00287 ORD QTY;
? STAT,S,#00287 REORDR PT;
) STAT,6,%00300 INV POS;
' STAT,?,%00309 ON HAND;
- STAT,8,%00309 BUFFER;
STAT,9,%00309 ORD QTY;
STAT, 10,%00309 REORDR PT;
; .
STAT,441,991740 INV POS;
, STAT,442,%91740 ON HAND;
. STAT, 443,99 1740 BUFFER;
y STAT,444,%91740 ORD QTV;
N STAT,445,%01740 REORDR PT;
' STAT, 446, 997330 NV POS;
; STAT, 447,%97330 ON HAND;
STAT,448,%97330 BUFFER;
N STAT, 449,%97330 ORD QTV;
N STAT,450,%97330 REOROR PT;
o NETHORK ;
R CRERTE, 1,1,,,1; werDR LY SALES TRANSACT | ONG#*an®
% EUENT,3, 1;
TERM;
CRERTE,30,1,,,1; ##RePERFORM TREND CRLCULAT | ONS**
g EVENT, 4, 1;
' TERNM;
- CRERTE,?,7,,,1; *ekONE WEEK REVIEM CYCLE##uoton
' RSSIGN, XX( 1)a7?;
EVENT, 1, 1;
TERN,
CRERTE, 14, 14, ,, 1; #aeaTHO WEEK REVIEW CYCLE®*wsasn
: RSS IGN, XXC 1)=14;
o EVENT, 1,1;
. TERM;
) CREATE,21,21,,,1; #*4#THREE WEEK REVIEN CYCLE##hus
RSSIGN, XX( 1)821;
: EVENT, 1, 1;
_ TERNM;
CREATE, 28,28, ,, 1; vkt OUR WEEK REVIEN CYCLE®wwwnw
- RSSIGN, XX( 1)=28;
1 EVENT, 1, 1;
TERN,;
END;
N INIT,0, 1080;
A MONTR, CLEAR, 360;
A FiN,
n
¢
"
S
N
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N PROGRAN MAIN
" DIMENSION NSET( 10000)
INCLUDE ‘PARAM. INC'
7 COMMON/SCOM 1 /ATRIBC 100, 0DC 100, DOLC 100, DTNOW, | 1, MFA, MSTOP, NCLNR
)2 1,NCROR, NPRNT , NNRUN, NNSET, NTRPE, SS¢ 100, SSL¢ 100, TNEXT, TNOW, XXC 100
COMMON QSET¢ 10000
i COMMON/UCOM 1 /UPC € 100, 25, DMDC 100, TRBLE(405S, 3), FCAST( 100,5), PTHO
', EQUIVALENCEC(NSET( 15, QSET( 1))
. NNSET= 10000
y NCROR=5
& NPRNT=6
o NTAPE=?
: NPLOT=2
. OPENC 10, FILE=" [MSTARK . SIMITUPC .DAT" ,STRTUS="'0LD" )
OPENC 11,F ILE=" [MSTARK. SINITUPC.OUT*, STATUS="NEW' >
OPENC12,FILE=" [MSTARK.SIMIK.DAT ', STATUS="0LD" )
OPENC13,FILE=* [MSTARK . SIMIMASTERT.OUT, STATUS='NEN" )
- CALL SLAM
- STOP
x END
JI
) [
/ c SPECIFIES EVENT CALLS RS FOLLOMS:
-"‘ c
> c DAILY: PERFORMS DAILY ON HAND, INV POSITION, LOST SALES,
N c TOTAL SOLD, AND CUMULATIVE LOST SALES CALCULATIONS
c RUNCALCS: PERFORMS CALCULATIONS REQUIRED DURING EACH REVIEMW
. c SCHOLORD: PLACES AN ORDER ON THE CALENDAR AT TNOW+LERD TIME
\ c

- SUBROUT INE EVENT( )

- COMMON/SCOM 1 /ATR B¢ 100, DD¢ 100),00L< 100), DTNOW, | 1, MFA, MSTOP, NCLNR

1,NCROR, NPRNT , NNRUN, NNSET, NTAPE, 5S¢ 100, SSL< 100, TNEXT , TNOW, XX< 100

o COMMON /UCOM 1 /UPCC 100, 25>, DND( 100, TRBLE (405, 3), FCRST( 100,5 ), PTWO
G0 TO (1,2,3) |

1 CALL RUMCALCS

¢ RETURN
i : 2 CALL SCHDLORD
Iy RETURN

A 3 CALL DAILY

X RETURN

END

; )] C eateriengesieafeiesiertesicseateafeoiesteatsolenicate e sbeofesie sk afeape sk ofe afesbeade e sieagenieskesfesleeagesiestenfeie koo sfesfesfeabe skt alealesfe e e ofe oot sl afe e gl eoge
3
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A c LEGEND FOR UPC amw VAR IABLES

c WHERE: UPC(I, 1) REVIEW PERIOD (DAYS)

WP c UPC(i 2) : STO DEV OF DAILY DEMAND ADJUSTED FOR (R)>
) c LPC(I,S) : UNIT COST OF ITEM
N c UPC(l,4> : MERAN DAILY DEMAND
: c UPCCE,S)> :  STD DEV OF DARILY DEMAND
]
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c UPCCI,6) : MEAN LEAD TIME

c UPCCI.?) : STD DEV OF DRILY DEMAND ADJUSTED FOR (R+L)
c UPCCI,8) : K UALUE FOR SCL AND REORDER POINT CALCULATIONS
c UPCCI,9) :  INVENTORY POSITION

c UPCCI,10): TARGET INVENTORY LEVEL

c UPCCI, 11>: REORDER POINT

c UPCCI, 12): REPLENISHMENT QUANTITY

c UPCCI, 13):  JUCK)

c UPCCI, 14): SAFETY STOCK

c UPCCI, 15): LOST SALES (NUMBER)

c UPCCI,16): ON HAND INV

c UPCCI,1?): PREDETERMINED REPLENISHMENT QUANTITY

c UPCCI, 18): UPC NUMBER

c UPCCI, 19): TOTAL SOLD

c UPCCI,20): CUMULATIVE LOST SALES (NUMBER)

C ajesjeafesieaieaieaieafeoie e s agesks _ e
(Comaaatesieoaje e sieaeofesls

c PERFORMS DRILY SALES TRANSACT IONS

c

SUBROUT INE DRILY
COMMON /SCOM 1 /ATRIBC 100 ), 00¢ 100, DULC 100, DTNGW, | |, MFA, HSTOP, NCLMR
1,NCRDR, NPRNT , NNRUN, NNSET , NTAPE , 5S¢ 1003, SSL. 100>, THEXT , TNOW, XX{ 100
COMMON/UCOM 1 /UPC( 100, 25 ), DMDC 100>, TRBLE (405, 3, FCRST( 100,S ), PTHO
INTEGER |
CALL DMOMAKE
00 10 I=1,90
C**ILE UPC ON HAND, DECREASE ON HAND AND INV POS BY DMOCI)
IF (UPCCI,16) .GT. 0.0) THEN
UPCCI, 16)=UPCC I, 16)~DMDC |
UPCCI,8)=UPC(1,9)-DMDC |
C*+SET LOST SALES=ON HAND CONLY USED IF ON HAND GOES NEGATIVE)
UPC(1, 15)=UPC(L, 16)
C**|NCREMENT TOTAL SOLD
UPCCI, 19=UPCC |, 19)+DMDC 1)
C**RESET LOST SALES=0 IF ON HAND NOT EXHAUSTED
IF CUPC(I, 15> .GT. 0.0) THEN
UPCC(1, 15)=0.0
ENDIF
C**ONCE ON HAND DEPLETED, CORRECT INV POS & TOTAL SOLD & SET ON HAND=0
IF CUPCCI, 16.LE.0.0) THEN
UPCCI,9)=UPCC 1, 9)-UPC(I, 16)
UPCC I, 19)=UPCC 1, 19)+UPCCI, 16
UPCC1, 16)=0.0
ENOIF
C**RESET INV POS=0 IF |T BECOMES NEGATIVE SINCE MO BACKORDERS ALLOWED
IF (UPCC1,9).LE.0.0) THEN
UPCCI,9)=0.0
ENOIF
C** |NCREMENT CUMULATIVE LOST SALES
UPCC 1, 202UPCC | , 20 )+UPCC | , 15)
ELSE
C** INCREMENT CUMULATIVE LOST SALES SINCE ON HAND LESS THAN 0
UPCC1,20)=UPCC |, 20)-DMDC | )
ENDIF
C**COLLECT 0BS STATS ON INU POS AND ON HAND INV
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CALL COLCTC(UPC(1,9),5%C1-1)+1)
CALL COLCTCUPCCL, 16),5%C1=1)42)
C**CLEAR SOLD AND LOST AT TNOW=360
IF CTNOW.EQ.360) THEN
UPCC1, 19)=0.0
UPCC 1, 20)=0.0
ENDIF
10 CONTINUE
RETURN
END
Crsstrimpacapuaieaaisafesisaopageaicieaig oo ot fopa skl = L
c CALLED BY SUBROUTINE DAILY TO CREATE 1 DAY OF DEMAMD FOR EACH UPC
c

SUBROUT INE DMOMAKE
COMMON/SCOM 1 /ATRIBC 100, D0C 100, DOL.< 1005, 0TNOW, | |, MFR, MSTOP, NCLNR
1,NCRDR, NPRNT , NNRUN, NNSET, NTAPE, SSC 1005, SSL.¢ 100 ), TNEXT , THOW, XX ¢ 100
COMMON /UCOM 1 /UPC( 100, 25, DMD( 100 ), TRBLEC40S, 3, FCRST( 100,5 ), PTHO
INTEGER |
D0 10 I=1,90

DMOC [ Y=RNORMCUPCC | ,4),UPCC1,S), 1)

IF <OMDCI)> .LT. 0.0) THEN

DMDC | >=0.0
ENDIF
10 CONTINUE

RETURN
END

(i L
c PERFORMS REVIEW CYCLE CALCULRTIONS
c

SUBROUT INE AUMCALCS
COMMON/SCOM 1 /ATRIB( 100>, 0DC 1007, DDL ¢ 100 ), OTNOW, | |, MFA, MSTOP, NCLMR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE, SSC 100 ), SSL ¢ 100, TNEXT , TNOW, XX< 100
COMMON/UCOM 1 UPC( 100, 25>, DMD( 100, TRBLE (405, 3), FCRST( 100, ), PTHO
INTEGER |
CALL FCASTR
DO 10 1=1,90
C**DETERMINE IF UPC SHOULD BE REV|EMED
IF CUPCCL, 1> .EQ. XXC1)) THEN
C**DETERMINE JUCK)
UPCC 1, 13)=( (2% 1-PTHO MFCAST (1, 1))/CFCRSTC |, 4 y4%2) )*
1 CUPCCI, 17)+CCCFCRST(1, 32 )+CFCASTC |, 1 )%42)) /¢ 2%FCRSTC 1, 1))))
C**CALL SUBROUTINE KFIND TO FIND K UALUE BRSED ON JUCK)
CALL KFINDCI)
C**DETERMINE THE REORDER POINT
UPCC!, 11)=FCRSTC I, 2)+CUPCC |, 8 FCASTC), 4))
C**COLLECT 0BS STATS ON REORDER POINT
CALL COLCTCUPCCI, 11),5%C1-1)+5)
C**DETERMINE THE SCL
UPCC1, 10)=UPCCI, 114UPCCI, 17)
C**ONCE INV POS GOES BELOW REORDER POINT, DETERMINE BUFFER
IF CUPCCI,9) .LE. UPCCI,11)) THEN
C**DETERMINE APPROPRIATE BUFFER
UPCC I, 14 )=UPCC |, 8 FCAST(|,4)
C**COLLECT 0BS STATS ON BUFFER SIZE
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CALL COLCTCUPCCI, 14),5%( ) =1)+3)
C**DETERMINE NEW ORDER QTV

UPCC I, 12)=UPCC |, 10)-UPCC1,9)
C**COLLECT 0BS STATS ON REPLENISHMENT QUANTITY

CALL COLCTC(UPCCI, 12),5%C1-1)+4)
C**RESET INV POS=SCL ONCE ORDER PLACED

UPCC1,9)=UPC(L, 10)
C**SCHEDULE ORDER ARRIUAL AND INCRERSE ON HAND ONCE ORDER REC'D

ATRIBC 1 )= |

ATRIB(2)>=UPC( 1, 12)

ORDARUL=UPC( | ,6)

CALL SCHOL(2,0RDARUL,ATRIB)

ENDIF

ENDIF
10 CONT INUE

RETURN

END
Commacion ok
c CALLED BY RVICALCS TO SCHEDULE ORDER ARRIVAL AT TNOW+LERD TIME
c AMD INCREMENTS OH

c
SUBROUT |NE SCHOLORD
COMMON /SCOM 1 /ATR1BC 100, DDC 100>, DOL( 1005, DTNOW, | |, MFA, HSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , SSC 100 ), SSL ¢ 100, TNEXT, TNOW, XX¢ 100
COMMON /UCOM 1 /UPC( 100, 25, DMDC 100, TRBLE (405, 3, FCRST( 100,5), PTHO
UPCCRTRIBC 1), 16 Y=UPCCATRIBC 1), 16)+ATRIB(2)
RETURAN
END
Coesaatosieaieriesiesiaiaiofeaepoabefeaafensafefesioafifoofeafofsieek ot ikl ook
C CALLED BY SUBROUTINE RUNCALCS TO PREDICT UALUES FOR XCR),X(R+L),
c SCR), S(R+L)
c

SUBROUT INE FCRSTR
COMMON/SCOM t /RTR1B< 100 7, 00< 100 ), 00L 1007, DTNOW, { I, MFA, MSTOP, NCLNR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , 5S¢ 100, SSL ¢ 100 ), TNEXT,, TNOW, XX¢ 100
COMMON /UCOM 1 /UPC € 100, 25 ), DMDC 100, TRBLE (405, 3), FCRST( 100, ), PTHO
INTEGER |
00 10 I=1,90
FCRSTCI, 1)UPCC I, 1)%UPCCL,4)
FCRSTC1,2)m(UPCCI, 1+UPCCI,6))*UPCC 1, 4)
FCRST(1,3>=UPCC I, S MSQRTCUPC(I, 1))
FCRSTCI,4)=UPCC |, S *(SQRTCUPCCI, 1+UPCC1,6)))

10 CONT INUE
RETURN
ENO
(L e L L 2

c CALLED BY SUBROUTINE RUNCALCS TO DETERMINE THE URLUE OF K BRSED
o ON JUK [UPC(I, 13))

>
SUBROUT INE KFINDC1)
COMMON /SCOM 1 /ATR1 B¢ 100>, DD¢ 100>, DOL< 100, DTNOM, 1 |, MFA, MSTOP, NCLMR
1,NCROR, NPRNT , NNRUN, NNSET , NTAPE , 5S¢ 100 ), SSL.¢ 100, THEXT , THOW, XX< 100
COMMON/UCOM 1 /UPC( 100, 25, DMDC 100, TRBLE (405, 3), FCRST( 100,5), PTHO
INTEGER |,J
D0 10 J=1,401

IF (UPCCI, 13).GE. TRBLE(J,3)) THEN
UPC(|,8)=TRBLECJ,2)
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ENDIF
10 CONT INUE
UPC( I, 13)= 1000
20 RETURN
END

(€N A TR M T 2 NI S0 208 30 20020 2O 290 200 O ST SR A T I I 20 M 222020200200 00 AR T IN

Cromcpbik R ARk
c INITIALIZES VARIABLES WITH STARTING UALUES AND CONDITIONS
c

SUBROUT INE INTLC
COMMON/SCOM 1 /ATRIBC 100, DDC 100, 00L ¢ 100>, DTNOW, | |, MFA, MSTOP, NCLNR
1,NCRDR, NPRNT , NNRUN, NNSET , NTAPE , 5S¢ 100, SSL( 100 ), TNEXT , THOW,, XX¢ 100)
COMMON /UCOM 1 /UPC( 100, 25, DMDC 100 ), TRBLE (405, 3), FCAST( 100, 5, PTWO
INTEGER |,J
00 10 I=1,90
C** INITIALIZE THESE UALUES OF UPC(100,25) WITH TUPC.DAT
READ €10,*> UPCCI, 18),UPCCI, 1), UPCC1,3), UPCCI,4),
UPCC1. %), UPCCI,6)
C"CETEMI?G STARTING INV POS
UPCC1,9)sUPCC 1,4 Y% CUPCC I, 1)+UPCCI,6))
C**SET INTIAL SCL=INV POS
UPC( 1, 10)=UPCC1,9)
C**SET INITIAL ON HAND=INU POS
UPCC1, 16)=UPC(1,9)
C**SET (S-s)=ONE AND A HALF TIMES AUG DEMAND DURING THE REVIEN PERIOD
UPCCI, 17)=1 S*UPCC |, 4)%UPCC I, 1)
UPC(1,2) =0.0
UPC(!,?) =0.0
UPC(1,8) =0.0
UPCC), 11>%0.0
UPC(1, 12)=0.0
UPC(I, 13)=0.0
UPC(1, 14)%0.0
UPC(I, 15)=0.0
UPCC1, 19>=0.0
UPC(1,20)=0.0
UPC(1,213=0.0
UPC(1,22)=0.0
UPC(1,23)=0.0
UPC(1,24)=0.0
10 CONTINUE
00 20 J=1,201
RERD (12,*) TABLE(J, 1), TABLE(J, 2>, TRBLECJ, 3)
20  CONTINUE
PTHO= .98
RETURN
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%%

WHERE: UPC(I,21)>: AVERAGE INV:SALES RATIO FOR 30 DAY PERIOD
UPC(1,22): RVERAGE STOCK CONTROL LEVEL
UPC(1,23)>: RVERAGE STOCK TURNS FOR 30 DAY PERIOD
UPCC(1,24)>: RUVERAGE NIS
CCAUG(S*(I-1)>+1): AVERAGE INVENTORY POSITION
CCRUG(S*(|-1)+2): AVERAGE ON HAND |NVENTORY
CCAUG(S*(I1-1)>+3): AVERAGE BUFFER SIZE
CCAUG(S*(1-1)+4): AVERAGE REPLEN|ISHMENT QUANTITY
CCAVG(S*(I-1)+5): AVERAGE REORDER POINT

OO0OOOOOOO0O0O

SUBROUT INE OTPUT
COMMON /SCOM 1 /ATRIBC 100, 00< 100, DOL ¢ 100, DTNOM, | |, HFA, MSTOP, NCLMR
1,NCROR, NPRNT  NNRUN, NNSET , NTRPE , SSC 100, SSL ¢ 100 ), TNEXT , THOW,, XX¢ 100)
COMMON/UCOM 1 /UPCC 100, 25>, DMDC 100, TRBLE (405, 3, FCRST( 100, ), PTHO
INTEGER |,J,L,MH
C**CREATE INDIVIDUAL UPC PERFORMANCE HERDER
HRITEC11,%)
1 ' PERFORMANCE SUMMARY REPORT FOR TIJMS INU CONTROL SYSTEM'
WRITEC1T,%)

1
1

DO 10 I=1,90
C**DETERMINE AVERAGE INV POS:SALES
UPCCI, 21)=CCAVGCSHC i - 1)41)/¢30*CUPCC 1, 19)/CTNOW=360) )
C*DETERMINE STD DEV OF DAILY DEMAND ADJUSTED FOR (R)
UPC(I,2)=UPCC], S Y*(SORTCUPCCI, 1)))
C**DETERMINE STD DEV OF DAILY DEMAND ADJUSTED FOR (R+L)
UPCC1, ?)=UPCC 1, S (SQRTCUPCC I, 1 M+UPCCI,6)))
C**DETERMINE AVERAGE SCL
UPC( 1, 22)=(CCAVG(SH( 1= 12+5) 2UPCC |, 17)
C**DETERMINE AVERAGE 1NV TURNS
UPCC1,23)=1/UPCC,21)
C**DETERMINE AVERAGE NIS
UPC(1,24)=-C(UPC(1,20)/CUPCC I, 19)-UPCC1,20)))
IF CUPC(1,24) .GT. 1.0) THEN
UPC(1,24)=1.0
ENDIF
C**4RITE INDIVIDUAL UPC PERFORMANCE REPORT TO TUPC.OUT
WRITEC11,%)
1 'UPC® UNITCOST RUW L DMD SDCDAY> SDCR) SDC(R+L)
WK K S-s'
HRITEC11, 100> UPCCI, 18),UPCCI,3),UPCCI, 1), UPCCI,6),UPCCI,4),

1 UPCC1, 5, UPCC1,2),UPCCI, 7>, UPCCI, 13),UPCCI,8),
1 UPCCI, 1?)
100 FORMATC' ' ,F7.5,3X,FS.2,3X,F4.0, 1X,F4.0, 1X,F6.2,2X,F6.2,2X,
1 F6.2,2X,F6.2,2X,F6.3, IX,F5.2,2X,F5.0)
MRITEC11,%)
I AVERAGE UALUE AS OF DAY', TNOMW, ' --—~==mv'
WAITECTT, ™) SCL  APT P O Qv B I:S

1 TURNS NIS SOLD  LOST'

WRITEC 11,2005 UPCCI,22), CCAUGCS*( | -1)+5),
CCAVB(S#( 1~ 1)+1), CCRUB(S*C =1 3+2),
CCAVGCS*( 1~ 1)+4), CCRUGCS*C | = 1)+3),
UPCC1,21),UPCC1,23),UPCCI,24),

UPCCI, 19),UPCC1,20)
200  FORMATC' *,8X,FS.0,2X,F5.0,2X,FS5.0,2X,FS.0, 1X,F5.0, 1X,F4.0, 1X,
1 FS5.2,1X,F4.1,3X,F5.3,2X,F?.0, 1X,F5.0, /)
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10 CONTINUE
C+*CREATE AGGREGATE HEADER
WRITEC11, %)
1 e AUG AGG UALUE AS OF DAY', TNOW, '-------- '

MAITEC11,%)
1 SCL  RPT P OH QTY B 1:6 TURNS NIS
1 SOLD  LOST"
C**CALCULATE AGGREGATE AVERAGES AND WRITE TG MASTERT.OUT
Jui
C**INITIALIZE TOTALS TO ZERO
TSCL=0.0
TRPT=0.0
TIP=0.0
TOH=0 .0
TQTY=0.0
8=0.0
TISR=0.0
TTURNS=0.0
TNIS=0.0
TSOLD=0.0
TLOST=0.0
40 IF (J .LT. 91) THEN
C™DETERMINE PERFORMANCE MEASURES TOTALS
TSCLaTSCL+UPC(J, 22)
TRPT=TRPT+CCAVG (5% (J-1)+5)
TIP=T IP+CCAUG(S*(J-1)+1)
TOH=TOH+CCRUGCS#(J-1)42)
TQTY=TQTY+CCAUG(S*(J-1)+4)
TB=TB+CCAUG(S*(J-1)+3)
TISR=TISR+UPC(J, 21)
TTURNS=TTURNS+UPC(J, 23)
TNIS=TNIS+UPC(J, 24)
TSOLD=TSOLD+UPC(J, 19)
TLOST=TLOST+UPCCJ, 20)
Jmdt |
GOTO 40
C*+ONCE ALL 90 INDIUIDUAL UALUES ADDED, DETERMINE AVERAGES
ELSE
ASCL=TSCL /90
ARPT=TRPT /90
AIP=TIP/90
AOH=TOH /90
AQTY=TQTY /90
AB=TB /90
AISR=T |SR/90
ATURNS=TTURNS /90
ANISaTNIS/90
ASOLD=TSOLD/90
ALOST=TLOST /90
ENDIF
MODEL =3
WRITEC11,300) RSCL,ARPT,AIP,ACH, AQTY,AB, AISR, ATURNS  ANIS,
1 ASOLD, ALOST
300 FORMATC(' °,8X,FS5.0,2X,FS5.0,2X,F5.0,2X,F5.0, 1X,FS.0, 1X,F4.0,
1 1X,F5.2, 1X,F4.1,3X,FS.3,2X,F7.0, 1X,F5.0)
WRITEC13,400) MODEL,UPCC1, 1),UPCC1,6), TNOW, ASCL, ARPT,AIP, AOH,
1 AQTY,AB,RISA, ANIS,ASOLD, ALOST
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400 FORMATC' *,12,1X,F3.0, 1X,F3.0, 1X,FS.0, 1X,F5.0, 1X,F5.0, 1X,F5.0, 1X

1 FS.0.1X,FS5.0, IX,F5.0, IX,FS.2, 1X,F5.2, 1X,F?.0, 1X.F6.0)
RETURN

END
kool
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Appendix D: Verification of Current Model

DATA INPUT FILE

(UPC* R COST OMD SDCDRY> L SDAYS)
.00001 .00 1.99 1000 000 S50 S5.0
00002 ?7.00 1.99 1000 100 50 5.0

PERFORMANCE SUMMARY REPORT

PERFORMANCE SUMMARY REPORT FOR CURRENT INVU CONTROL SYSTEM

uPCe UNIT COST AW L DD  SDCORY) SOCR+HL) TRND S-DAYS

0.00001 1.99 7. 5. 10.00 0.00 0.00 1.00 S
----——  AUERAGE UALUE RS OF DAY 60.00000  ------—v
SCL  RPT IP O QY B 1:S TUNS NIS  SOLD

170,  169. 124, 73. ", S50. 0.46 2.2 0.09? S542.

UpCs UNIT COST RW L DMD  SD(DAY)> SDC(R+L> TRND S-DAYS

0.00002 1.99 ?. 5. 10.00 1.00 3.46 1.00 3.
-----=-~  AVERAGE UALUE AS OF DAY  60.00000 ———————-
sCL RPT IP OH ary B 1:S TURNS NIS SOLD

170.  168. 124, 73. 7. S0. 0.46 2.2 0.09? 539.

--——-— AUG AGG UALUE RS OF DAY 60.00000  ------—-
SCL RPT IP O Qv B I:S TURNS NIS  SOLD

120, 169. 124, 3. 7. 50. 0.46 2.2 0.09? S541.
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Verification of Current Mode!

Appandix D:

(continued)
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(continued)
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Verification of Current Model
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(continued)

Appendix D:
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Verification of Current Mode!

Appandix D:

(continued)

Traoce Report

(continued)
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y fppendix D: Verification of Current Mode!
:: (eontinued)
G
y Uerification Calculations
j, for UPC 0.00001 uniless otherwise noted
o Cin order of appearonce on suamary report)
" UPC®: 0.00001 taken directly from data input file
: UNIT COST: $1.99 token directiy from data input file

RUW: ? token directly from data input filae
, L: S taken directly from data input fitle
A OMD: 10.00 taken directly from data input file

SDCDARY>: 0.00 taken directiy from data input file

' SDCRHL): SOC(R+L) = SDCDAY) * SQRT(RWI + L)
A (.00002> = (1.00) * SQRT(? + 3O
) = 3.46
: .
<
4 TRND: TRND = 1.00 (for stationary demand)
N SDRAYS: S token directly from data input file
SCL: SCL = (R + L + SDAVS) * [DMD * CTRND - 1))
>, = (?+35+5)* (10.0+ ¢1.00 - 1]
" = 120

APT: RPT = SCL - 1
'| = {70 - 1
i "%
7 IP: IP = SUM OF IP/MUMBER OF OBSERUATIONS
A = 7430/60
' = 124
: OH: OH = SUM OF OH/NUMBER OF OBSERUAT IONS
. = 4380/60
Ay =73
- qry: QT = SUM OF QTY/NUMBER OF OBSERVATIONS
y - = 610/8
- = ?6
N
\ B B = SDAVS * DHD
N =5 * 10.00
P = 30
~ I:8: 1:S = AVERAGE IP/¢30 * (TOTAL SOLD/SIMULATION))
. = 124/(30 * (3542/60))
5 = 46
N
+.
-
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Appendix D: Verification of Current Model
(continued)

Verification Calculations
(continued)

TURNS = 1/CIP)
= 1/(.48)
=22

NIS = LOST/TOTARL DEMAND
= LOST/(SOLD + LOST)
= 38/(342 + 38)
s 097

SOLD = SUM OF TOTRL SOLD <(from trace report)

= 600

LOST = SUM OF TOTAL LOST <(from trace report)
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Appendix E: Uerification of Bytronic Hodal

DATA INPUT FILE

(UPC* RW COST DMD SDCDARY> L CAT LW
.00000 ?.00 1.99 1000 100 500 O
.00001 7?7.00 1.99 1000 0.00 S0 1t 15
.00002 ?.00 199 1000 000 S50 2 O
00003 .00 199 1000 0.00 S50 3 O

PERFORMANCE SUMMARY REPORT

PERFORMANCE SUMMARY REPORT FOR BYTRONIC INV CONTROL SYSTEM

g b N 5,0 8 [N “ - “4.a' , () Y Y a2 'l a0 at'atd’ YR WU oga” ala? _¢ot v a4 et a0 Bal 8.0 0.0 2,080 2,010,082, ¢"9.8", N

UPCe UNIT COST AW L DMD SDCDARY) SDC(R+#L> CAT LM
0.00000 1.99 7. 5. 10, 1.00 3.46 0. 0.
---—~--=  AVERAGE VALUE RS OF DAY  ©60.00000 ————————
SCL RPT IP OH ary B 1:S TURNS NiIS
128. 127. 83. 37. 72. 8. 0.31 3.2 0.091

uPCs UNIT COST RW L DOMD SOC(DAY) SODCR+L)> CAT LU

0.00001 1.99 7. S, 10, 0.00 0.00 1. 15,
-———~==  AUVERAGE VALUE AS OF DAY ©60.00000 S
SCL RPT IP OH ary B 1:S TURNS NIS
220. 219. 169. 114, 83. 100. 0.62 1.6 0.097

uPCs UNIT COST AR L DMD SDCDRY> SDC(RHL) CAT LU
0.00002 1.99 7. 8. 0. 0.00 0.00 2. 0.
-----=- AVERAGE VALUE AS OF DAY ©60.00000  ---——---
SCL RPT IP OoH qQry B 1:5 TURNS NIS
144 143. 100. 52. 73. 24. 0.37 2.7 0.09?

uPCs UNIT COST RW L DMD SDCDAY> SDCR+L> CAT LK
0.00003 1.99 7. 5. 10 0.00 0.00 3. 0.
----~-— AVERAGE VALUE AS OF DAY  60.00000 ————————
ScL RPT P OH ary B 1:S TURNS NIS
132. 131. 90. 42. 72. 12. 0.33 3.0 0.09?

---=-=- UG AGG VALUE RS OF DAY 60.00000  --—--=---
SCL RPT IP OH qry B 1:S TURNS NIS
136. 135, (RN 61. 75. 36. 0.41 2.6 0.0086
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Verification of Bytronic Hodel

Appendix E:

{continued>

Trace Report
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UPCs
UNIT COST:

SDCDAY):
SDC(RHL):

(.00000)

Lu:

APT:

Appendix E: UVerification of Bytronic Model
(continued>

Varification Calculations

for UPC 0.00001 unless otherwise noted
(in order of appearance on summary report)

0.00001 token directly from data input file

$1.99 taken directly from data input file
? token directly from data input file
S taken directly from data input file
10.00 taken directly from data input file
0.00 taken directly from data input file

SOCR+L> = SD(DARY) * SORT(RW + L)
= (1.00) * SORT(? + S>

= 3.46
1 taken directiy from dato input file
15 taken directiy from data input file

SCL = (DMD * (RUWI + L)) + B
= [10.00 * ¢(? + 5)) + 100
= 220

RPT = SCL -
220 - 1
219

%
[

SUt OF IP/NUMBER OF OBSERUATIONS
6830/60
114

®

SUMt OF OH/NUMBER OF OBSERUATIONS
6830/60
114

3

SUM OF QTY/NUMBER OF OBSERUAT |ONS
660/8
83
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; Verification Calculations
(continued)
"
[ B: B = 2.25 * SD(DAY) * SQRTCRW + L)
A (.00000) =2.25% 1.00 * SORT(? + S)
X L3N]
B: B=0MD* (LW - L)
- (.00001) = 10.00 * (15 - S)
: a 100
B: B =¢0.20) *DMD * CRUM + L)
(.00002) = (0.200)* 1000 * (? + 5
) = 24
. B: B=(0.10) * DMD * (RUd + L)
L ¢ .00003) = (0.10) * 10.00 * (? + 5)
J' = {2
I:8: 1:S = AVERRGE IP/(30 * (TOTAL SOLD/SIMULATION))
A = 169/(30 * (542/60))
- . 62
" TURNS : TURNS = 1/CIP)
- = 1/¢.62)
: = 1.8
Ll
- NIS: NIS = LOST/TOTAL DEMAND
v = LOST/(SOLD + LOST)
’ = 58/(542 + %8)
¢ = U9?
) SOLD: SOLD = SUM OF TOTAL SOLD <(from trace report)
- » 542
. LOST: LOST = SUM OF TOTAL LOST (from trace repori)
‘. = =58
"
¥
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Appendix F: Verification of Tijms Mode!

DATR INPUT FILE
(UPC* RUN COST DMD SDCDAY> L

.00001 ?7.00 t.99 1000 000 15.0
.00002 7.00 1.99 10.00 ?.00 15.0

PERFORMANCE SUMMARY REPORT

PERFORMANCE SUMMARY REPORT FOR TIJMS INU CONTROL SYSTEM

UpCe UNIT COST RW L DMO SODCDAY) SDCR) SDCR+L)Y  JIK K S-s
0.00001 1.99 7. 15. 10,00 0.00 000 O0.00 *kx (000 10S.
—-———  AVERAGE VALUE AS OF DAY  60.00000 ———————
SCL RPT IP OH ary B 1:5 TURNS NIS SOLD  LOST
325, 220, 249 10?. 198. 0. 1.13 0.9 0.263 442 -138.

uPcs UNIT COST AU L OMD SOCDAY> SDC(R) SDCRHL)Y UK K S-s

0.00002 1.99 7. 15. 10.00 700 18.52 32.83 0.378 0.18 105,
——--——  AVERAGE UALUE AS OF DAY 60.00000  ---—- —

SCL APT IP OH qQry B 1:S TURNS NIS SOLD  LOST
331, 226, 237. 104. 1?5. 6. 1.08 1.0 0.181 475, -109.

------- AUG AGC UALUE RS OF DAY  60.00000  --=-=---

stL RPY P o4 QTy B 1:S TURNS Nis SOLD  LOST
326. 223, 233. 106. 187. 3. t.11 10 0225 439. -134.
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Troce Report
1.
1.0
2
2

D 3.0000
3
4.
4 . 00000
3.
S.
6.
6.
?.
?
?
8
8
9
9
1
1
!
1
1
1
2
2
2
2
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Verification of Tijms Model

(continued)

Appendix F:

Trace Report

{continued)
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Uerification of Tijms MHodel

fippendix F:
(continued>

Trace Report

(continued)
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N Appendix F: UVerification of Tijms Modal
[ (continuad)
"N
o
Y Verification Calculations
Y
;:'. for UPC 0.00002 unless otherwise noted
: (in order of appearance on susmory report)
\
¢ UPCs: 0.00002 taken directiy from data input file
’ UNIT COST: $1.99 token directly from data input file
) RM: 7 taken directly from data input file
L: S taken directly from data input file
K DMD: 10.00 taken directiy from data input file
SDCDAY>: 0.00 taken directly from data input file
o SD(R): SDCR) = SDCDAY) * SORTCRUN)
e = ¢7.00) * SQRT(?)
. = 18.52
. 4
f SD(R+L): SDCR+L) = SDCDAY) * SQRTCRUH + L)
. = (7.00) * SQRT(? + 135)
N = 32.83
- Julk):  Julk) = (2% {1-P2)/P2}*XC(R M [ (S-s >+ {(SD(R I**2+X (R I**2} /[2*X(R) 1} ) /SDCR+L 2
. = (2%{1-.98)/.98)}*?0% [ (105 )+ {18 52%#2+70%#2} / [2%?0]} ) /32 . 83I**2
s = 378
' k: .18 extracted from Appendix G
.
> (-3 (5-$> = 1.5 % DD * ?
~ = 1.5% 1000 *7
= 108
o SCL SCL = RPT + (S-s)
‘a a 220 + 105
- = 331
-"
- RPT: « X(R#L) + {k * SDCR+L)
= 220 + [(.18) * (32.83)]
- = 226
'-l
Z IP: IP = SUM OF IP/NUMBER OF OBSERVATIONS
v ¢.00001) = 14920/60
\ = 249
Lo,
D _ OH: OH = SUM OF OH/NUMBER OF OBSERUAT IONS
0. ¢.00001) = 6415/60
- = 106
-"
JI
"
?
%
b
\‘,
"U
~
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Appendix F. Uerification of Tijas Model
(continued)

Verification Calculations
(continued)

ary: QTyY = SUM OF QTY/NUMBER OF OBSERUVAT IONS
(.00001)> = 595/3

= 198

k * SOCRU+L)
€0.18) * (32.83)
6

|:8:

.0.)
L]

ARVERAGE IP/(30 * (TOTAL SOLD/SIMULATION)>
237/¢30 * <475/60)>
1.05

j
:

17<IPY
17€1.05)
= 1.0

NIS: NiS

LOST/TOTAL DEMAND
LOST/(SOLD + LOST)
= 38/(473 + 109)

= 187

:
?

SUM OF TOTAL SOLD (from trace report)
473

LOST: LOST

SUM OF TOTAL LOST <from trace report)
-109

171

""""" N ™ RIS e m L Ty T T

ASAVEN N T T TR T T

e e R e A e e e e e ‘.-_:.~_‘.r-_'.~;‘_.r"\'.r.'.-".
T, D I T D O e . e e T Y S L LR T . LA T "Sof D O



Appendix G. Table of J,(k) vs k
K JUCk ) K Juck) Kk JUCK ) K Juck )
0.00 0.500000 0.50 0.200639 1.00 0.075340 1.50 0.0228470
0.01 0.492071 0.51 0.203714 1.01 0.0730689 1.51 0.0222675
0.02 0.484241 0.52 0.2018%0 1.02 0.072070 1.52 0.021?7011
0.03 0.476510 0.53 0. 198046 1.03 0.07?0481 1.53 0.0211476
0.04 0.468876 0.54 0. 194302 1.04 0.068923 1.54 0.02060060
0.0 0.461339 0.55 0. 1906 16 1.08 0.067393 1.5% 0.0200781
0.06 0.453898 0.56 0. 186989 1.06 0.065896 1.56 0.0195616
0.07 0.446552 0.57 0.183420 1.0? 0.064426 1.57 0.0190570
0.08 0.439301 0.58 0. 179907 1.08 0.062984 1.58 0.0185640
0.09 0.432143 0.59 0. 176450 1.09 0.0615?1 1.59 0.018082%
0.10  0.42507¢ 0.80 0. 173049 1.10 0.060185 1.60 0.0176121%
0.11 0.418106 0.61 0. 169703 1.11 0.058826 1.61 0.01?71527
0.12 0.411224 0.62 0.166411 1.12 0.057494 1.62 0.016704 1
0.13 0.404433 0.63 0.163173 1.13 0.056188 1.63 0.0162660
! 0.14 0.397732 0.64 0. 159987 1.14 0.0%4908 1.04 0.0158381
9 0.15 0.391119 0.65 0. 156854 1.15 0.053653 1.65 0.0154204
. 0.16 0.384594 0.66 0. 153772 1.16 0.0%2423 1.66 0.0150126
N 0.1? 0.378157? 0.67 0. 150741 1.1? 0.051218 1.67 0.0146 145
b 0.18 0.371806 0.68 0.147761 1.18 0.050037 1.68 0.01422%8
&) 0.19 0.365541 0.69 0. 144830 1.19 0.048880 1.69 0.0138465
0.20 0.3%50381 0.70 0.141948 1.20 0.047747 1.70 0.0134762
-~ 0.21 0.353265 0.71 0.13911S 1.21 0.046636 .21 0.0131149
y 0.22 0.347253 0.72 0. 136329 1.22 0.045548 1.72 0.0127623
0.23 0.341323 0.73 0. 133590 1.23 0.044482 1.73 0.0124182
N 0.24 0.335475 0.74 0. 130898 1.24 0.043439 1.74 0.0120825
- 0.25 0.329707? 0.75 0.128252 1.2% 0.0424 16 1.73 0.0117550
- 0.26 0.324021 0.76 0. 125651 1.26 0.041415 1.76 0.01143%5
” 0.2? 0.318413 0.77  0.123095 1.2? 0.040435% 1.77 0.0111239
0.28 0.312885 0.78 0.120%83 1.28 0.039474 1.78 0.0108123
. 0.29 0.307434 0.7 0.118115 1.29 0.038534 1.79 0.0105234
0.30 0.302060 0.80 0. 115690 1.30 0.037614 1.80 0.0102343
. 0.31 0.296763 0.81 0.113307 1.31 0.036713 1.81 0.0099523
% 0.32 0.291542 0.82 0. 110965 1.32 0.035831 1.82 0.0096774
- 0.33 0.286395 0.83 0. 108665 1.33  0.034968 1.83  0.0094094
0.34 0.281323 0.84 0. 106406 1.34 0.034123 1.84 0.0001481
N 0.35 0.276323 0.85 0.10418? 1.3% 0.033296 1.85 0.0088933
3 0.36 0.2?1397 0.86 0. 102007 1.36 0.032487 1.86 0.0086450
: 0.37 0.268542 0.87 0.099866 1.37 0.031695 1.87 0.0084030
v, 0.38 0.261739 0.88 0.097704 1.38 0.030921 1.88 0.0081671
o~ 0.39 0.257046 0.89 0.095699 1.39 0.030163 1.89 0.0079373
! 0.40 0.252403 0.90 0.093672 1.40 0.029421 1.90 0.0077133
’, 0.41 0.247828 0.91 0.091682 1.41 0.028690 1.91 0.007495 1
o 0.42 0.243322 0.92 0.089728 1.42 0.027986 1.92 0.0072824
“ 0.43 0.238683 0.93 0.087810 1.43 0.027293 1.93 0.0070753
2 0.44 0.234511 0.94 0.08%926 1.44 0.020014 1.04 0.006873%
o 0.45 0.230205 0.95 0.084078 1.45 0.02%5950 1.95 0.0066770
- 0.46 0.225904 0.96 0.082264 1.46 0.025301 1.96 0.0064656
0.47 0.221788 0.9? 0.080484 1.47 0.024667 1.9? 0.006299 1
v 0.48 0.21767% 0.98 0.078737 1.48 0.024046 1.98 0.0061176
P 0.49 0 213826 099 0077022 1.49  0.02344C 199  0.00%39408
N
N-
aY
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¥
E} Appendix H. Description of UPCs
3 Partial
N UPC number  Item Description
1 00287 toothpaste, dispenser, gel, tartar control, 6.4 0z, Crest,
. 00309 toothpaste, gel, tartar control, mint, 6.4 0z, Crest
0 00312 toothpaste, gel, mint, 6.4 0z, Crest
% 00321 toothpaste, 6.4 0z, Crest
T 00345 toothpaste, mint, 6.4 oz, Crest
: 00354 mouthwash, mint, 40 0z, Scope
N 00391 toothpaste, dispenser, tartar control, 6.4 0z, Crest
o 00394 toothpaste, dispenser, 6.4 02, Crest
> 00404 0il, 48 oz, Crisco
e 00405 0il, 128 o0z, Crisco
", 00407 peanut butter, creamy, 18 oz, Jiff
o 00408 peanut butter, creamy, 28 oz, Jiff
- 00411 peanut butter, crunchy, 18 oz, Jiff
> 00412 peanut butter, creamy, 40 oz, Jiff
-~ 00413 peanut butter, crunchy, 40 oz, Jiff
_ 00415 o0il, 32 0z, Crisco
N 00426 oil, 32 0z, Puritan
¢ 00427 0il, 48 02, Puritan
/) 00439 frosting mix, chocolate, 16.5 oz, Duncan-Hines
. 00482 o0il, 64 0z, Crisco
o 00501 soap, bar, 4 pack, 14 0z, fvory
7. 00523 soap, bar, 5 0z, Zest
7 00555 soap, bar, white, 5 0z, Safequard
00580 soap, bar, gold, 5 0z, Safeguard
¥ 00592 cleanser, 21 0z, Comet
:j 00618 cleanser, with phosphorous, lemon, 17 0z, Comet.
;3,:’ 00622 cleaner, liquid, 28 0z, Mr. Clean
2l 00712 soap, bar, 5 0z, Coast
00717 soap, bar, 7 0z, Coast
o 00718 soap, ber, 5 0z, Coast Sun-Spray
o 00735 cleaner, liquid, 28 0z, Top Job
bt 00775 soap, bar, 4.75 0z, Camay
00805 dishwasher detergent, 65 oz, Cascade
o 00823 dish detergent, liquid, 32 oz, Dawn
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:: Appendix H. Description of UPCs
- (continued)
o Partial
W UPC number item Description
¢ 00824 dish detergent, liquid, 48 0z, Dawn
00844 detergent, liquid, 128 oz, Era
. 00863 dish detergent, liquid, 22 oz, Ivory
J 00864 dish detergent, liquid, 48 oz, Ivory
\ 008823 dish detergent, liquid, 22 oz, Joy
00884 dish detergent, liquid, 48 oz, Joy
- .00901 dishwasher detergent, lemon, 50 0z, Cascade
00942 detergent, liquid, 64 0z, Cheer
! 00946 detergent, liquid, 128 oz, Tide
‘] .00988 dishwasher detergent, 85 oz, Cascade
35000 bleach, 45 0z, Biz
A 35500 fabric softener, 96 0z, Downy
> 35510 fabric softener, 64 0z, Downy
o 36020 fabric softener, 40 ct, Bounce
36030 fabric softener, 60 ct, Bounce
N 40010 shortening, 3 1b, Crisco
- 40020 shortening, 6 1b, Crisco
- 40060 shortening, butter flavor, 3 1b, Crisco
41000 cake mix, 18.25 o0z, Duncan-Hines White
. 41040 cake mix, 18.25 0z, Duncan-Hines Devil's Food
: 41100 cake mix, 18.25 oz, Duncan-Hines Lemon Supreme
N 42027 muffin mix, 19.1 0z, Duncan-Hines Cinnamon Swirl
g 42110 brownie mix, 23.6 0z, Duncan-Hines
> 44014 potato chips, 7.5 02, Pringle’s Original
44018 potato chips, 6.5 oz, Pringle’s Light BBQ
N 44180 potato chips, 7.0 0z, Pringle’'s Rippled
v 44212 potato chips, 7.0 0z, Pringle’s Cheez Ums
44425 potato chips, 7.5 0z, Pringle’s Butter n’ Herbs
. 44511 potato chips, 7.0 0z, Pringle’s Sour Cream n’ Onign
48534 cookies, chocolate chip, 16 0z, Duncan-Hines
X 60511 toilet paper, unscented, 24-4, Charmin Free
' 60571 toilet paper, yellow/blue, 24-4, Charmin
4 60641 toilet paper, white/yellow, 16-6, Charmin
£, 60712 toilet paper, white/yellow, 3-12, Charmin
;A \
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Partial
UPC number
61222
61612
61652
62112
62172
62312
62351
62372
62712
62792
63011
63031
65811
66151
66251
67312
80240
91240
91250
91290
91740
87330
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Appendix H. Description of UPCs
(continued)

[tem Description

toilet paper, white/beige, 16-6, white Cloud
toilet paper, white/beige, 24-4, white Cloud
toilet paper, yellow/blue, 24-4, white Cloud
facial tissue, white, 250 ct, Puffs

facial tissue, assorted, 250 ct, Puffs

facial tissue, white, 175 ct, Puffs

facial tissue, unscented, 130 ct, Puffs
facial tissue, assorted, 175 ct, Puffs

facial tissue, unscented, 100 ct, Puffs
facial tissue, floral, 100 ct, Puffs

paper towels, Bounty

paper towels, microwave, Bounty

diapers, 1arge, 64 ct, Ultra Pampers
sanitary napkins, Always Super Thin
sanitary napkins, Always Plus

toilet tissue, 9 roll, Banner

detergent, family, 151 oz, Cheer

detergent, family, 151 oz, Tide

detergent, regular, 400 oz, Tide

detergent, giant, 42 o0z, Tide

detergent, unscented, family, 151 oz, Tide
detergent, liquid, 1emon, 64 0z, Dash
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Appendix |. Power Calculations

For the purposes of this study, "Dg” was used to denote the miinimum

detectable difference between two mean values of I:S produced by any

two levels of a given factor F. Dp was caiculated as follows:
Dp = [(2 * & * 542 * g2 )/(n * b)}!/2 (0

where a represents the number of lavels of the factor of interest whilsg,
for the two-factor case, b represents the number of levels of the second
factor. For the three-factor case, the levels of the second and third
factors can be multiplied to determine the appropriate value of b to use
in Equation i.1 above. The number of replications is specified by n and
the variance of the variable of interast (in this case I:S) is given by sd2.
Finally, the square roct of the value g2 is determined using the

appropriate operating characteristic curve. In order to calculate a value

of DF, an alpha level has to be specified and the number of numerator and

denominator degrees of freedom have to be determined as follows:

numerator degrees of freedom = 8 - | (1.2)
denominator degrees of freedom=a*h*(n- 1) (1.3)
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For instence, & for the first factor (inventory control system) wes
determined as follows. Since there were three possible levels of this
factor, & was set equel to 3. Multiplying the number of possible levels of
the other two factors (review period and leadtime) produced b equal to 6.
Consequently, there were (a-1), or 2, numerator degrees of freedom, and
[ab(n-1)], or 72, denominator degrees of freedom. Assuming an alphe
level of .01, g was determined to be roughly 3.0, and thus 8290, Using
.002 as an estimate of sd and making the appropriate substitutions into

Equation I.1 yielded:
Dgyg = 1237 (002)? *32)/(5*6)'/2= 00268  (1.4)
Similarly, for the review period factor:
Dryw = 12 % 3% (002)2 #321/(5%6)}'/2= 00268  (15)

Finally, for the leadtime factor, sd2 and 82 remained unchanged

while a was now equal to 2 and b was equal to 9:

D = {[2*2%(002)2 *32)/(5%9)'/2 = 00179 (1.6)




Appendix J. Performance Summary Report for Bytronic Model

PERFORMANCE SUMMARY REPORT FOR BYTRONIC INU CONTROL SYSTEM

uPce UNIT COST RW L DMD SDCDAY> SDC(R+L)> CAT LW

0.00287  1.99 4. 12 16 ss2 2815 3. 0
------ AVERAGE UALUE AS OF DAY  1080.000  ———-—-—-
ScL RPT (P O4 QIYv B [:S TURNS NIS

465. 404. 343. 1S0. 226. 42. 0.71 1.4 0.002

UPCs UNIT COST RUW L OMD SDCDRY> SDC(R+L) CAT LW

0.00309 1.9 4. 12, 25 833 4278 3. O
------- AVERAGE UALUE RS OF DAY  1080.000  ------—-
SCL  RPT IP OH QTY B 1:5 TURNS NIS

217, 6. 530 232, 348. 65. 0.7t 1.4 0.001

upCs UNIT COST RW L DMD SDC(DRY> SDC(R+L)> CAT LW

000312 1.99 4. 12. 1S, 595 3034 3. O
----—--  AUERAGE UALUE AS OF DAY  1080.000  ---—----
SCL RPT IP O4 QY B 1:S TURMS NIS

424. 423, 314. 138. 205. 39. 0.7 1.4 0.002
upPCs UNITCOST RW L DMD SOCDAY) SDCR+L)> CAT LW

0.00321 1.99 4. 12. 24, 7.88 40.18 3. 0.
-——-—  AVERAGE VALUE RS OF DAY  1080.000 ——————
SCL RPT IP OH aQry B 1:S TURNS NIS

672. 671. 494 211 332. 61. 0.69 1.4 0.004
uece UNIT COST RW L DMD SDCDAY) SDCR+L>  CAT LH

0.00345  1.99 4. 12. 20. 721 3%.7% 3 O
- AVERAGE UALUE AS OF DAY  1080.000  -~—-----
SCL RPT 1P OH QY B 1:S TURNS NIS

566. 3565 419 186. 273. S1. 0.72 1.4 0.004
uPCs UNIT COST AW L DMD SDCDAY)> SD(R+L)> CAT LW

0.003%4 1.99  14. 12. 9 249 1270 3. 0.
-------  AVERAGE UALUE RS OF DAY  1080.000  --------
SCL RPT IP OH QY B 1:S TURNS NIS

269. 208. 198. 85. 131. 24. 0.70 1.4 0.000

upCs UNITCOST RUW L DMD sSDCDAY) SDCR+L) CAT LW

0.00391 1.99 14. 12. 40. 12.70 64.76 3. 0.
----- -~  AVERAGE UALUE AS OF DAY  1080.000 mm———————
SCL RPT P ON qry B I:S TURNS NIS
1153. 1152, 8%4. 377 $358. 105. 0.71 1.4 0.001

UrCe UNITCOST RUW L DMD SDCDAY) SD(R+L)> CAT LW

0.00394 1.99 4. 12. 14. 461 2351 3. O
------- AUERAGE URLUE RS OF DAY  1080.000  -=--==--
SSL RPT  IP OH QY B IS TURNS NIS

3¢8. 397. 295. 130. 193. 36. 0.71 1.4 0.001

........

- v .
............
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Appendix J.
(continued)

Per formance Summary Report for Bytronic Model

RUW L DMD SDCDRY) SDC(R+L) CAT LW

12. 18, 6.17 31.46 3.

o

AUERAGE UALUE RS OF DAY  1080.000  -=------

S09. 508.

IP OH ary B [:S TURNS NIS

37. 164. 248. 46. 0.7t 1.4 0.004 12746

RUW L OMD SD(DAY)> SDCR+L)> CRAT L

12. 22. 9.34 47 .62 2. 0.

AVERAGE UALUE RS OF DAY  1080.000  =-------

iP OH ary B [(:5 TURNS NIS

532. 271, 30S. 116. 0.81 1.2 0.000 15687.

RW L DMD SDCDAY> SDCR+L> CRAT LW

12. 28. 12.48 083.04 2. c.

AVERAGE VUALUE AS OF DAY 1080.000  ~~—-=---

SCL RPT

P OH ary B 1:S TURNS NIS

669. 330. 396. 147. 0.79 1.3 0.000 20414.

R L DHMD SDC(DRY> SO(R+L)> CAT Ll

12. 34. 13.94 ?1.08 3. 0.

AVERAGE UALUE RS OF DRY  1080.000  —~----—-

g8s. 98S.

P OH ary B 1:S TURNS NiS

729. 321, 476. Q90. 0.72 1.4 0.005 24439.

RM L OMD SOCDRY) SOCR+L)> (AT LW

12. 11, 4.38 22.33 3. 0.

AVERAGE UALUE AS OF DAY  108G.000  --------

SCL RPT

P OH ary B 1:$ TURNS NIS
232. 100. 154. 28. 0.70 t.4 0.009

RUW L DMD SDCDAY)> SDC(R+L> CAT LH

12. 35. 13.79 ?0.32 3. 0.

AVERAGE VALUE RS OF DAY  1080.000 ——————

IP OH qary B 1:$ TURNS NiS

996. 995 ?30. 306. 495. 91. 0.69 1.5 0.009 23478,

AUN L DMD SDC(DAY> SDCR+L> CAY LW

12. 23. 13.36 68.12 2. 0.

AVERAGE UALUE AS OF DAY  1080.000  ——--=-—-

P oH aQry B 1:3 TURNS NIS
544, 239. 333. 120. 0.76 1.3 0.006

RUM L DMD SDCDAY) SDCR+L>  CAT LH

4.

12. 19. ?7.70 39.26 3. 0.

AVERAGE UALUE AS OF DAY  1080.000  =---—---

P OH qQry B 1:S TURNS NIS
401. 166. 274 50. 0.68 1.5 0.008

.................
------------

..........

.......
................




fppendix J. Performance Summary Report for Bytronic Model

(continued’ A
[ )
uPCs UNIT COST RUM L OMD SDCDRY)> SDCR+L) CAT LW :
0.00426 1.99 4. 12. 10. 3.00 15.30 3. 0. »
-——-—  AUVERAGE UALUE AS OF DAY  1080.000 ————— “
SCL RPT P OH qQry B 1:S TURNS NIS SoLD  LOST ;
273. 272, 201V, 86. 135. 25. 0.70 1.4 (0.003 6895. -18. ‘
¥
uPcs UNIT COST RW L DOMD SDCDAY> SDCR+L> CAT LH
0.00427 1.99 4. 12. 12. 5.02 25.60 2. 0.
------- AVERAGE UALUE AS OF DAY  1080.000 ——————
SCL RPT IP OH qQry B i:S TURNS NIS soLD LOST :
377. 376. 282. 133. 174. 63. 0.76 1.3 0.000 8336. -2. ;
»
uPCs UNIT COST RUM L ODMD SDCDRY) SDC(R+L) CAT LK Y
0.00439 1.99 14, 12, 15, 5.75 29.32 3. 0. g
-—--———  AUERAGE UALLE AS OF DAY 1080.000  ~-——~—--
SCL RPT 1P OH qQry B 1:S TURNS NIS SOLD LOST
421. 420. 310. 133. 206. 38. 0.720 1.4 0.007 10859. -69.
uPCe UNIT COST RUM L DMD SDCDAY) SD(R+L> CAT LW ?
0.00482 1.99 14. 12. 16. 6.37 32.48 3. 0. .
-——-—  AVERAGE VALUE AS OF DAY  1080.000 ——————
SCL RPT P OH qQTy 8 |:S TURNS NIS SOLD  LOST
464 463. 338. 138. 233. 42. 0.68 1.5 0.014 11960. -173.
UPCs UNITCOST RUN L OMD SDCDAY> SDCR+L)> CAT L )
0.00501 1.99 14. 12. 33. 11.73 59.81 3. 0.
----- RUERAGE VALUE AS OF DAY  1080.000 ———————
SCL RPT P OH qQTY B 1:$ TURNS NMIS SoLD LOST
g32. 931. 691. 308. 446. 85. 0.72 1.4 0.003 22975 -65
UpCs UNIT COST RUU L oMD SDCDAY > SD(R+L ) CAT LU ’
0.00523 1.99 4. 12. 124, 67.60 344 69 2. 0.
-————--  AUERRGE URLUE RS OF DAY 1080.000  -~-==----
SCL APT IP OH QTyY B 1:5 TURNS NIS soLD  LOsT
3857. 23856. 2911, 1394. 1774, 643. 0.77 1.3 0.000 9159
upPCs UNIT COST ARUW L DMD SUCDAY)> SDCR+L> CAT LK
0.005355 1.99 4. 12. 35 13.44 68.53 3 0 .
------- AVERAGE UARLUE AS OF DAY 1080 . 000 ———————-
SCL RPT IP OH QTY B 1:S TURANS ™IS SR

1002. 1001. 741 323. 487. 91. 0.71 14 Q210 %

uPCe UMIT COST AW L OMO0 SDCDOAY> SD(R+L (AT .

0.00580  1.99 4. 12. 68 3278 167 1% R
--——---  AVERAGE URLUE AS OF DRY 1080 000 -
SCL RPT P OH QY B 1S "R -

2124, 2123. 1610. 795 952 354 I 76
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Appendix J. Performance Susmary Report for Bytronic Model
Ccontinued)

UPCs UNITCOST RW L DOMD SDC(DRY)> SDCRHL)> CAT LW
0.00592 1.99 4. 12, 351. 42.21 215.23 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 ————————
SCL RPT P OH qry B [1:S TURNS NIS SOLD

1566. 13635. 1190. 360. 738. 264. 0.75 1.3 0.008 38055. -300.

UPCs UNITCOST AW L DOMD SODCDRY> SDC(R+L)> CAT LU
0.00618 1.99 14, 12, 23. 14.34 ?3.12 2. 0.
~---==-= AVERAGE VALUE AS OF DAY  1080.000 -
sCL RPT IP OH qmy B [1:8 TURNS NIS S0LD
784, 783, 397. 296. 352, 131. 0.79 1.3 0.007 180%2.

uPcs UNITCOST AW L DMD SOCDAY) SDC(R+L) CART LK

0.00022 1.99 14, 12. 1. 3.83 19.63 3. 0.
AVERAGE VALUE AS OF DAY  1080.000 ———————
sCL RPT iP OH ary B 1:S TURNS NIS SOLD

300. 299. 222. 99. 145. 27. 0.71 1.4 0.001 7486 .

UPCs UNIT COST AU L DMD SDCDRY) SOC(RHL) CAT LW
0.00712 1.99 4. 12. 26. 13.12 66.90 2. 0.

: AVERAGE VALUE AS OF DAY  1060.000 ——————
SCL RPT IP OH qry B [:S TURNS NIS SOLD
821. 820. 626. 316. 363. 137. 0.80 1.2 0.000 18749.

uPce UNITCOST RW L OMD SDCDAY)> SDC(R+L> CAT LW
0.00717 1.99 14, 12. 04, 25.36 129.31 3. 0.
---———=  AVERAGE VALUE AS OF DAY  1080.000 ———————
sCL RPT IP OH ary B 1:S TURNS NIS SOLD
1827. 1826. 1351. 595. 885. 166. 0.?1 1.4 0.007 45501

UPCs UNITCOST RW L DMO SDCDAY> SDCR+#L> CAT LW

0.00718 1.99 4. 12. 16. 6.99 35.64 2. 0.
AVERAGE VALUE AS OF DAY  1080.000 ————————
sCL RPT IP OH qry B 1:8 TURNS NIS SOLD

512. S11. 390. 195. 228. 85. 0.80 1.3 0.000 11730.
UPCs UNIT COST AW L DMD SDCDRY> SDCRHL) CAT LW

0.00?738 1.99 4. 12. 9. 3.18 16.21 3. 0.
-----== RVERAGE VALUE AS OF DRY 1080.000 i
SCL APT IP OH qary B (:8 TURNS NIS SoLD

244. 243, 180, 77. 120, 22. 0.70 1.4 0.007 6141,

UPCe UNITCOST RW L DMD SDCDAY> SDCR+L)> CAT LH
0.00775 1.99 4. 12. 30. 14.01 71.44 2. 0.
AVERAGE VALUE AS OF DAY 1080.000  —--~-- -
SCL RPT IP OH qry B 1:S TURNS NIS SOLD
923. 922, 702. 344. 420. 154. 0.78 1.3 0.000 21601.
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Appendix J. Performance Suseary Report for Bytronic Model
(continued)

UPCs UNITCOST RW L DMD SDCDRY> SDC(R+L)> CAT LW
0.00805 1.99 4. 12. 3% 19.02 96.98 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 S
SCL RPT P OH ary B 1:5 TURNS NIS SoLD

967?. 966. 740. 378. 423. 161. 0.81 1.2 0.000 21823.

UPCs UNITCOST RUM L DMD SDCDRY> SDC(R+L) CAT o
0.00823 1.99 4. 12, 37. 13.98 71.28 3. 0.
- AVERAGE VALUE AS OF DAY  1080.000 ——————
SCL RPT IP OH qQry B 1:S TURNS NIS SoLD

1070. 1069. 796. 365. 3504. 97?. 0.74 1.4 0.002 25939.

uPCe UNITCOST AUM L OMD SDCDRY> SD(R+L> CAT Lo
0.00824 1.99 14, 12. 16. 6.58 33.33 3. 0.
--———-= AUVERAGE VALUE RS OF DAY  1080.000 ————————
SCL RPT IP OoH qary 8 1:S TURNS NIS SOLD
435. 454, 332, 138. 22?7. 41. 0.69 1.5 0.010 11636

UPCe UNITCOST RW L DMD SDCDAY) SOCR+L)> CAT LW
0.00844 1.99 14, 12, 13. 6.34 32.33 2. 0.
AVERAGE URLUE RS OF DAY  1080.000 ——————
SCL RPT P OH ary B 1:S TURNS NIS SOLD

LOST

LosT

. =114,

416. 415, 312. 148. 192. 69. 0.76 (.3 0.000 9839.

uPCe UNITCOST RW L DOMO SDCDRY> SD(R{L)> CAT L
0.00863 1.99 4. 12, 24. 11.54 58.84 2. 0.
-——--——  AVERAGE UALUE AS OF DAY  1080.000 ——
SCL RPT IP OH qQy B 1:S TURNS NIS SOLD

?36. 3. 55?7, 271, 333. 123. 0.7 1.3 0.002 17086.

UPCs UNITCOST RW L DMD SDCDAY> SOCR+#L)> CRAT LW
0.00664 1.99 4. 12, 20 10.80 55.07 2. 0.
AVERAGE VALUE RS OF DAY  1080.000 ———
SCL RPT IP OH qry B 1:3 TURNS NIS SOLD

624. 0623. 475. 238. 276. 104. 0.80 1.2 0.000 14192.

UPCe UNIT COST AW L DD SDCDAY> SDCR+L) CAT LW
0.00883 1.99 14. 12, 32. 12,12 61.80 3. 0.
AVERAGE UALUE AS OF DAY  1080.000 -
sCL RPT P OH qry B I:S TURNS NIS SOLD

920. 919. 682. 300. 447. 84. 0.71 1.4 0.003 22912.

UPCe UNITCOST AW L DMD SDCDAY)> SDC(R+L> CAT LW
.99 4. 12. 12 7.48 38. 14 2. 0.

AVERAGE VALUE AS OF DAY  1080.000
14 OH qry B 1:S TURNS NIS SOLD
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fpperdix J. Perforsance Susaary Report for Bytronic Model
(continued)

UPCs UNITCOST RW L DMD SD(DAY) SD(R+L> CAT LW
0.00901 1.99 4. 12, 1?7 S.03 25.65 3. 0.
----——- AVERAGE VALUE AS OF DAY  1080.000 -
SCL RPT IP OH qQry B 1:S TURNS NIS SOLD
495. 494. 366. 161. 239. 45. 0.71 1.4 0.004 12339.

urCs UNITCOST RU L DMD SDCDAY> SD(R+L) CAT LW
0.00942 1.99 14, 12. 1. 5.28 26.92 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 cm——————

sCL RPT P OH qry B 1:5 TURNS NiS S0LO

334. 333 232, 120. 154. 36. 0.76 1.3 0.003 7922.

uPCs UNITCOST RUW L DMD SDCDAY)> SDC(R+L)> CAT LW
.00946 1.99 14, 12. 22. 7.10 36.351 3. 0.
--——-——  AVERAGE VALUE AS OF DAY  1080.000 —————

SCL RPT P OH qry B 1:S TURNS NIS SOLD
627. 626. 463. 201. 305. S?. 0.71 1.4 0.000

UPCe UNITCOST RW L OMD SOCDAY> SDC(RH.> CAT LW
0.00988 1.99 4. 12. 16. 6.42 32.74 3. 0.
AVERAGE VALUE RS OF DAY  1080.000 ———

SCL RPT IP OoH qQry B 1:S TURNS NIS

434. 433, 334, 144, 222. 41. 0.0 t.4 0.003

uPCe UNIT COST RUW L OMD SD(DRY) SDCR+L) CAT LW
.33000 1.99 4. 12. 18. 6.64 33.80 3. 0.
AVERAGE VUALUE AS OF DAY  1080.000 -

SCL RPT 1P OH Qry B 1:S TURNS NIS

S2?. 526, 392. 174, 255. 48. 0.72 1.4 0.005

uPCs UNITCOST AW L OMD SDCDRY> SDC(R+L)> CAT (1)

0.3353500 1.99 4. 12, 36. 13.33 668.99 3. 0.
-—~---= AVERAGE VUALUE RS OF DAY  1080.000 ————————
sCL APT IP OH Qry B 1:S TURNS NIS
1028. 102?. 749. 312, Si1t. ¢3. 0.68 1.5 0.000

UPCe UNITCOST AWM L DMD SDCDRY)> SDC(RHL> CAT LW

0.35510 1.99 4. 12, 38. 12.13 61.93 3. 0.
--~--== AVERAGE VALUE AS OF DAY  1080.000 m——————
SCL APT P oM ary B 1:3 TURNS NIS
1027. 1026. 758. 332. 498. 93. 0.71 1.4 0.007

UPCe UNITCOST RW L DMD SDCDAY) SDCRHL) CAT LW
0.38020 1.99 4. 12, 30. 12.08 61.60 3. 0.
AVERAGE VALUE RS OF DAY  1080.000 -

SCL RPT P OH qQry B 1:S TURNS NIS

866. 863. 634. 268. 428. 9. 0.690 1.4 0.010
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Appendix J. Performance Summary Report for Bytronic Model
(continued)

uPCs UNITCOST AW L DMD SD(DAY> SD(R+L)> CAT LW
0.36030 1.99 4. 12, 23. 9.40 4?7.93 2. 0.
AVERAGE UALUE AS OF DAY  1080.000
SCL APT IP OH qry B 1:S TURNS NIS SOLD  LOST
704. 203, 336. 267. 314. 117. 0.80 1.3 0.000 16138. 0.

UPCe UNIT COST RUW L DMD SDCDAY) SDCR+L)> CAT LW
0.40010 1.99 4. 12. 42, 14.56 74.24 3. 0.
AVERAGE VALUE AS OF DAY  1080.000 S
SCL RPT P OH qQry B 1:S TURNS NIS SOLD LOST
1199. 1188. 878. 389. 373. 108. 0.72 1.4 0.002 29428. -66.

UPCs UNITCOST AW L DMD SDCDRY) SDCR+L)> CAT LW

0.40020 1.99 4. 12. 13 9.73 49.61 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 ——————
SCL RPT P OH qry B 1:S TURNS NIS SOLD  LOST

481. 480. 360. 168. 224. 80. 0.73 1.3 0.005 11336. -54.

uPce UNITCOST AW L OMD SDDAY> SDCR+L)> CAT LW
. 40060 1.99 14. 12. 15. 6.20 31.61 3. 0.
AVERACE VALUE RS OF DAY  1080.000
SCL RPT IP o4 qry B 1:S TURNS NIS SOLD LOST
438. 437, 324. 139. 216. 40. 0.70 1.4 0.001 11082. -1it.

o

uPcs UNITCOST RW L DMD SOCORY)> SD(R+L) CAT LN
0.41000 1.99 4. 12, 12, 11.30 57.62 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 ——————
SCL APT IP OH qry B 1:S TURNS NIS SOLD LOST
S17. S16. 392, 199. 226. 86. 0.78 1.3 0.008 12086. -97.

uPce UNITCOST AWM L DMD SD(DRY) SDCR+L)> CRAT L

0.41040 1.99 4. 12. 29. 18.20 92.80 2. 0.
-—---—- AVERAGE VALUE RS OF DAY 1080.000 . ——-———
sCL RPT iP OH qry B 1:S TURNS NIS SO0 LOST
908. 907. 689. 338. 410. 151. 0.78 1.3 0.000 21073. 0.

UPCe UNITCOST AWM L DMD SDCDRY> SDC(R+L)> CAT LH
0.41100 1.99 4. 12. 18. 13.87 70.?72 2. 0.
AVERAGE VALUE RS OF DAY  1080.000 —————
SCL P OH ary B 1:3 TURNS NIS SOLD LOST
S572. 425. 193, 272. ¢5. 0.73 1.4 0.009 13963. -120.

RPT
SN,
UPCe UNIT COST AWM L DD SDCDAY> SDC(RHL) CAT LW
0.42027 1.99 4. 12, 15, 6.49 33.09 2. 0.

AVERAGE VALUE RS OF DAY  1080.000 ———————

SCL RPT 4 OH qry B 1:S TURNS NIS SOLD  LOST
472. 471, 360. 180. 210. 9. 0.9 1.3 0.000 10873. 0.
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Appendix J. Performonce Summary Report for Bytronic Model
C(continued) h

UPC®* UNITCOST RUW L DMD SOCDAY) SDCR+L) CAT LM .

0.42110 1.99 14, 12. 22, 946 4824 2. O, 1
-———— AVERAGE UALUE RS OF DAY  1080.000 --———-- ;
SCL RPT IP OH QY B [:5 TURMS NIS  SOLD LOST

686. 685. 516, 242. 320. 114. 0.73 1.3 0.002 16469. -27.

UPCs UNITCOST RUH L OMD SDCDAY)> SDCR+L) CAT LW
0.44014 1.99 14. 12, 38, 13.30 67.62 3. 0.
AVERAGE UALUE AS OF DAY  1080.000 @ ----——---
SCL RPT P OH qQry B 1:8 TURNS NIS SOLD LOST
1078. 1077. 793. 334. 330. 98. 0.09 1.4 0.007 27334. ~189.

R LU

UPCs UNITCOST AW L ODMD SDCDRY) SDCR+L)> CAT LW

0.44018 1.99 14. 12, 20. 7.3 37.38 3. 0. )
AVERAGE VALUE AS OF DAY  1080.000 ————— k
SCL RPT IP OH qry B 1:S TURNS NIS SOLD  LOST .

582. S81. 429. 188. 281. S3. 0.71 1.4 0006 14513. -80.

UPCe UNITCOST RW L DMO SDCDARY) SD(RHL) CAT LW

0.44180 1.99 14, 12. 1. 4.2 2152 3. 0.
AUERAGE UALUE RS OF DAY  1080.000 - :
SL FAPT 1P OMH QY B 1:5 TURNS NIS  SOLD LOST :

302. 301. 223. 97. 147. 27. 0.71 1.4 0.010 5. -7,

urcs UNITCOST RW L DMDO SODRY> SD(R{L) CAT LN

0.44212 1.99 14, 12, 14, S.10 26.00 3. 0. '
~—-=--==  AVERACE VALUE AS OF DAY 1080.000 ———————— X
SCL RPT P OH qry B I1:S TURNS NIS SOLD LOST

292. 391, 288. 124. 192. 36. 0.70 1.4 0.004 9964. -41. :

UPC® UNITCOST RW L DMD SD(DRY) SODCR#LY CAT LM
0.44425 1.99 14. 12. 11. 386 1968 3. 0. ;
AVERAGE UALUE RS OF DAY  1080.000  —————v :
SCL RPT P OH QY B 1:S TURNS NIS  SOLD LOST X

316. 315, 232. 99. 156. 29. 0.70 1.4 0.002 8015. ~18.
UPCs UNITCOST RW L DOMD SDCDARY> SDCR+L)> CAT LW

0.44311 1.99 4. 12. 21. ?7.89 40.23 2. 0.
AVERAGE VALUE RS OF DAY  1080.000 ———————- .
SCL APT P OH qQry B 1:S TURNS NIS SOLD  LOST .
662. 0661, 3503. 246. 300. 110. 0.78 1.3 0.000 15418. 0. K
uPCe UNITCOST AU L DMD SD(DRY) SDC(R+L)> CAT LW y
0.48334 1.9 4. 12, 23. 11.88 60.38 2. 0.
-——--=— AVERAGE VUALUE RS OF DAY  1080.000 e N
SCL RPT P OH qry B 1:S TURNS NIS SOLD  LOST .
712, 11, 336, 256. 328. 119. 0.76 1.3 0.001 16979. -24.
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(continued) .,
UPC* UNITCOST RUW L DMD SDCDAY) SDCRHL) CAT LM Y
0.60511 1.99 14. 12. 49. 19.60 99.94 2. 0. R
AVERAGE VALUE RS OF DAY  1080.000  ~———-—— 3
SCL  RPT P OH QY B 1:S TURNS NIS SOLD  LOST ‘
1515. 1514, 1151. S66. 683. 253. 0.79 1.3 0.000 35102. 0. P
UPC® UNITCOST RUM L DMD SOCDRY) SOCR+L) CAT LMW R
0.60571 1.99 14. 12. 24. 8.43 42.98 3. 0. X
-————-—-  AVERAGE VUALUE AS OF DAY 1080.000  -——--——-
SCL  RPT P O QY B 1:S TURNS NIS SOLD LOST
695. ©604. S10. 221. 338. 63. 0.70 1.4 0.004 17413. =70.
[ )
UPC® UNITCOST RUNW L OMD SDCDAY) SDCR+L) CAT LM '
0.60041 1.99 14. 12. 87. 31.20 139.09 3. 0. -
~————  AVERAGE UALUE RS OF DAY 1080.000  ~-——-—- ‘
SCL  RPT P OM QY B {1:S TURNS NIS SOLD  LOST p
2476. 2475. 1831. 788. 1220. 22%. 0.70 1.4 0.003 62651. -173. )
UPC®* UNITCOST AUN L DMD SDCDAY) SDCR!L) CAT LW .
0.60712 1.99 4. 12. 66. 20.31 103.56 3. 0. :
AVERAGE UALUE RS OF DAY  1080.000  ===——-=—- N
SCL  RPT P O QY B 1:S TURNS NIS SOLD  LOST "
1800. 1889. 1402. 611. 926. 172. 0.71 1.4 0.000 47675. O. "
UPC®* UNITCOST RW L DOMD SDC(DAY) SDCR#L) CAT LM
0.61222 1.99 14. 12. 85. 41.18 209.98 2. 0. 4
AVERAGE UALUE RS OF DAY  1080.000  ————— .
SCL  RPT P OH QY B 1:S TURNS NIS SOLD  LOST 3
2045. 2044. 2005. 972. 1209. 441. 0.7? 1.3 0.000 62367. -24. 3
UPC® UNITCOST RW L DMO SDCDAY) SDCR#L) CAT LM °
0.61612  1.99 4. 12. 42. 19.30 98.41 2. 0. v
AVERAGE UALUE AS OF DAY  1080.000  ——=—~==-
SCL  RPT IP O QY B 1:S TURNS NIS SOLD  LOST
1316. 1315. 904. 479. 600. 219. 0.77 1.3 0.000 307?3. O.
UPC® UNITCOST RUN L DMD SDCDRY) SDCR+L) CAT LM
0.61652 1.99 4. 12. 34. 16.33 83.27 2. 0.
-——--- AVERAGE UALUE AS OF DAY 1080.000  —=-——=—-
SCL  RPT IP OH QTY B |:S TURNS NIS SOLD  LOST
1046. 1045. 795. 396. 466. 174. 0.80 1.3 0.000 239%3. O.
UPC® UMITCOST AU L DMD SDCDAY) SDCReL) CAT LMW '
0.62112  1.99 14. 12. 49, 19.39 98.87 2. 0. \
meeeew-  AUVERAGE URLUE RS OF DAY 1080.000  ======—v :
SCL  RPT P OH QY B [:S TURNS NIS SO0  tLosT :
1524. 1523. 1158. S6Q. 688. 2%4. 0.78 1.3 0.000 35406. O. .
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N Appeandix J. Performonce Susmary Report for Bytronic Model
4 (continued)

UPC* UNITCOST AW L OMD SOCDAY) SDCR+L) CAT LW

o 0.62172 1.9 4. 12. 66. 30.78 156.95 2. 0.

b, - AVERAGE VALUE RS OF DAY 1080.000 --

0 SCL  RPT IP OH QY B 1:S TURNS NIS SOLD  LOST
2049. 2048. 1554. 763. 923. 341. 0.78 1.3 0.001 47681. -66.

UPCs UNITCOST RW L ODMD SDC(DAY> SDCR+L> CAT LW
h 0.62312 1.99 4. 12, 33. 13.32 8. 12 2. 0.
3 --——--—- AVERAGE VALUE AS OF DAY  1080.000 ——————
v SCL RPY P OH qry B 1:5 TURNS NIS SOLD LOST
W 1029. 1028. 768. 400. 440. 171. 0.83 1.2 0.000 22913. 0.

) UPC® UNITCOST RUM L DOMD SDCDRY) SOCR+L) CAT LW
) 0.62331 1.99 .. 12. 7S, 48.31 246.33 2. 0.
: - AVERAGE UALUE RS OF DAY 1080.000  ——=———=—-
o SCL  RPT P O QY B I:S TURNS NIS SOLD LOST
A 2354. 2353. 1777. 855. 1081. 392. 0.77 1.3 0.005 55349. -294.
R UNITCOST RUM L DMD SDCDAY) SDC(ReL) CAT LM
o 0.62372 1.99 4. 12. 48. 1?2.47 89.08 2. 0.
~ AVERAGE UALUE RS OF DAY  1080.000 -
e SCL  FRPT P OH QY B 1:S TURNS NIS SOLD  LOST
e 1420. 1428. 1084. S30. 649. 238. 0.78 1.3 0.000 33410. O.
- UPC®  UNITCOST AW L OMD SOCDRY) SDCRWL) CAT LN
o 0.62712 1.99 14. 12. 41, 16.71 85.20 2. 0.
A AVERAGE UALUE AS OF DAY  1080.000 -
- SCL  RPT P OH QTY B 1:S TURNS NIS SOLD LOST
) 1276. 1275. 968. 479. S5?0. 213. 0.79 1.3 0.000 29249. 0.
.t
' UPC® UNITCOST RUJ L DMD SDCDAY) SDCR!L) CAT LM
v, 0.62792 1.99 4. 12. 44. 18.93 96.52 2. 0.
: AUERAGE UALUE AS OF DAY  1080.000  ==—=—-=-
T sCL  RPT P O4 QY B 1:S TURNS NIS SOLD LOST
o 1373. 1372. 1045. S1S. 622. 229. 0.78 1.3 0.002 31966. -S2.
e
* UPC®  UNITCOST AW L DMD SD(DAY) SDCR+L) CAT LN
: 0.63011 1.99 14. 12. 8. 42.24¢ 215.38 2. 0.
0 ————--- AVERAGE UALUE AS OF DAY 1080.000  ==—~~——--
g‘ scL  RPT IP Od QY B 1:S TURNS NIS SOLD  LOST
) 1817. 1816. 1375. 677. 812. 303. 0.7 1.3 0.004 41045, -175.
.I
5 UPC® UNITCOST RUM L OMD SDCDAY) SD(ReL) CAT LN

0.63031 1.99 14. 12. 8. 3918 199.63 2. 0.
2 AVERAGE UALUE RS OF DAY  1080.000  ——-~=-—-
&2 SCL RPT P OH4 QY B 1:S TURNS NIS SOLD  LOST
o 1810. 1800. 1350. 620. 851. 302. 0.74 1.4 0.012 44051. -S1S.
I".
it
]
[ ]
0
o
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fppendix J. Performance Summary Report for Bytronic Model
(continuad)

UPCs UNITCOST RW L OMD SD(DRY) SD(R+L) CAT LW
0.63881 1.99 4. 12, 23. 9.8? 30.33 2. 0.
AVERAGE VALUE AS OF DAY  1080.000 ———————
SCL RPT IP OH qry B 1:S TURNS NIS SOLD
8. 707, S536. 260. 323. 118. 0.78 1.3 0.001 16567.

UPCs UNITCOST RW L OHMD SDCDAY) SD(RHL)> CAT LW

0.66151 1.99 4. 12, 16. 7.08 36.10 2. 0.
AVERAGE UALUE AS OF DAY  1080.000 ——————
SCL RPT IP OH qry B 1:S TURNS NIS SOLD

300. 499. 37%9. 186. 226. 83. 0.7 1.3 0.001 11599,
uecs UNITCOST AU L DMD SDCDRY) SDCRHL) CAT LW
1.99

0.66251 14. 12, 17, 6.20 31.92 2. 0.
AVERAGE VALUE RS OF DAY  1080.000 ———————
SCL RPT IP OH qry B 1:S TURNS NIS SOLD

521. S520. 399. 203. 229. 87. 0.81 1.2 0.000 11783.

UPCe UNITCOST AWM L OMD SODAY) SOC(R#L) CAT LW

0.67312 1.99 4. 12. 29. 13.09 66.75 2. 0.
AVERAGE VALUE AS OF DAY  1080.000 —————

SCL RPT (P OH ary B 1:S TURNS NIS SOLD

803. 804. 675, 326. 408. 149. 0.77? 1.3 0.002 20896.

ITCOST AW L OMD SD(DAY) SD(RHL) CRT LK

1.99 4. 12, 13, 6.62 33.% 2. 0.
AVERAGE VALUE RS OF DAY  1080.000 ——————
SCL RPT iP OH ary B8 1:S TUANS NIS SOLD
407?. 406. 313. 161. 177. 68. 0.82 1.2 0.000 9110.

UPCs UNITCOST RW L DOMD SOCDAY) SO(RHL) CRT LH
0.91240 1.99 4. 12. 28. 9.13 46.66 3. 0.
AVERAGE VALUE RS OF DAY  1080.000 —————
SCL RPT 14 OH qry B 1:S TURNS NIS SOLD
790. 789. 9588, 261. 381. 72. 0.72 1.4 0.001 19529.

23
:
S

UPCs UNITCOST AW L DMD SDCDAY> SD(RHL) CAT LW
1.99 4. 12. 14, 4.83 24 .03 3. 0.

AVERAGE VALUE AS OF DAY  1080.000 ———————-
SCL RPT IP ON qary B 1:S TURNS NIS SOLD
410. 400. 304. 136, 198. 37. 0.72 1.4 0.000 10168.

UPCe UNIT COST AW L DMD SD(DAY> SDC(AHL) CAT LW
0.91290 1.99 4. 12, 21, 6.36 32.43 3. 0.
—-=--==  AVERAGE VUALUE RS OF DAY  1080.000 ——————
SCL APT P o4 Qry B 1:S TURNS NIS SOLD
363. 302, 437. 190. 289. S54. 0.70 1.4 0.00t 14905.

OO

LOST
-11.

LOST
-14,

LOST
-43.

LOST
-13.

LosT
0.

LOST
-9.
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i Appendix J. Performance Suamary Report for Bytronic Model
’ (continued)

" UPCs UNITCOST AW L DMD SDC(DRY) SDCR+L) CAT L
"y 0.91740 1.99 4. 12. 12, 4.72 24.07 2. 0.
w AVERAGE VALUE AS OF DAY  1080.000
" SCL RPT P OH qQry B 1:5 TURNS NIS SOLD  LOST

385. 384, 202. 144, 172. 64. 0.79 1.3 0.000 8870. 0.

} uPCs UNITCOST AW L DMD SDCDAY) SDC(R+L) CAT LW

N 0.97330 1.99 4. 12. 16, 5.83 29.73 3. 0.

X ------- AUVERAGE UALUE RS OF DAY  1080.000 m—————

W SCL RPT P OH qry B 1:S TURNS NIS SOLD  LOST
) 463. 402, 341. 140. 228. 42. 0.70 1.4 0.003 1173?. -30.

iy ——--—- VG RGG UALUE RS OF DAY  1080.000  -—---
) SCL  RPT IP O QIY B |1:S TURNS NIS  SOLD LOST
K 865. 684. 663. 309. 414. 120. 0.74 1.3 0.003 21280. -64.

)

e Mo e
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