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1. INTRODUCTION

Cross-lagged panel studies are statistical studies in which
) two or more variable are measured for a large number of subjects
at each of several waves or points in time. The variables divide
naturally into two sets and the primary purpose of analysis is to
estimate and test the strength of the relationship between the
sets. Such studies are found in the mainstream of social, behav-
ioral and business research (e.g. Crano, Kenny and Campbell
(1972), Greenberg, Kessler and Logan (1979), Eaton (1978),
Polachek and McCutheon (1983) and Frey (1984)). This paper con-
tributes to these studies by deveioping an& applying procedures
for detecting the presence of serial correlation in the error
structure of the regression models used in such studies.

Methods of analysis for cross-lagged panel studies have
evolved over the last twenty years (Kessler and Greenberg (1981)
provide an excellent review of this development). Early methods
used correlation statiscics and were motivated by the work of
Donald Campbell (1963), which, in turn, was motivated, by the
seminal work of Paul Lazarsfeld (1948) on the analysis of panel
studies involving discrete variables. The most significant
advancement in the methodology of éross-lagged panel amalysis has
been the development of a regression approach. This approach
treats the cross-effects as parameters in one or more regression

models and then applies standard regression procedures to estimate

and test these parameters (for example, see Peltz and Andrews
(1964), Duncan (1969), Heise (1970), Hannan and Young (1977), and
Rogosa (i980)). Although the cross-lagged panel study includes

observations over time, for the most part, this approach has
assumed that the errors of the model are independent across waves.
Mayer (1984a; 1984b) extends-’the regression approach by )
incorporating the cross-effects as parameters in a multivariate
regression model and develops procedures to estimate and test

these parameters. BHe considered both the model with independent
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" errors and the model with serially correlated errors. Im this
. /
paper we extend the applicability of this results by considering

the problem of detecting if the multivariate regression model

' requires the serially correlated error structure as opposed to the

independent "error structure. --

2. PRELIMINARY NOTIONS

To formalize the multivariate regression structure of the

cross-lagged panel model let z )' be the measure-

- ', '
1e " Gied Tie
X ments made on the k variables for the ith replication at the tth

"wave ({ =1, ..., 0; £ =0, ..., T) where Xie and Lie are sub-

vectors of p and q measurements, respectively. Let %c = (X ; YD)

e’ oAt
. be the n x k respounse matrix that has Z;, 38 the ith row. The
regression structure is
Z. "%,  B*E, t=1, ..., T 2.1)

where % is 3 k¥ x k matrix of unknown regression coefficients that

. does not depend omn t; and Ec is an unobserved random error matrix

with structure

Ee =B A+ E,  t=lye.ulT (2.2)

. where 4 1s a k x k unknown matrix of autoregressive parameters and
Ec is an unobserved random matrix with rows which are independent
Gaussian vectors with common mean Q and common covariance m{trix
Q that does not depend on t.

The rows of Ec are thus independent Gausslan vectors with

common mean 2 and common covariance matrix

{c = Q'tc-l g+ t=l,...,T. (2.3)

If we let Q; be the covariance matrix of %c'

then

Qt - E'Qt-L B i: - Q'Q:-L B Q'Ec-l R4 (2.4)
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To complete the specification, we describe the behavior of
the response matrix and error matrix at the initial wave. Since
the initial observations are generated by the same sampling scheme
as the other observations we assume the initial response matrix io
is random with rows that are independent Gaussian vectors with
common mean Q and common covariance matrix QO' Likewise, we let
the rows of the initial error matrix EO be independent Gaussian
vectors with common mean Q and common covariance matrix £0'

The primary goal in the research approach is to estimate the
regression parameter matrix E and to test the hypothesis of no
effects (Q =4A= g) and the hypothesis that the responses in §c-l
do not affect the responses in z:’ and conversely, the responses
in Xc-l do not affect the responses in §c - the hypothesis that
Q and 4 are block diagonal. The method of estimation and testing
depends heavily on whether serial correlation is present, i.e.,
whether 2= Q. For example, if serial correlation 1is present,
but ignored, the estimator of Q derived by applying maximum
likelihood (to the wrong model) is not consistent in the number
of replications (see Section 4).

Before presenting our tests we comment on the appropriateness
of existing procedures for detecting the presence of serial cor-
relation in regression models involving observations over time.
The most widely used procedure, the Durbin-Watson procedure, is
not appropriate for the cross-lagged panel study because it.is not
designed for use with models that contain only lagged endogenous
predictors and is designed for use with univariate regression
models (Malinvaud (1980), Johmnson (1972)). The most notable
extensions of this procedure are appropriate for models with
lagged endogenous predictors but, again, are not designed for

multivariate regression models (Durbin (1970), Judge, et. al.

(1980)). Finally, we know of one extension of these procedures to
a procedure that is appropriate for multivariate models (Guilkey

(1975)); but 1it, like all of these procedures, guarantees that the
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advertised alpha level is accurate asymptotically in the number of
waves. The relevant asymptotics for cross-lagged panel studies
are in the number of replications since the number of waves tends
to be very small.

Mayer (1984b) considered two informal procedures for detect-
ing the presence of serial correlation in the errors for the
multivariate version of the cross-lagged panel model. His first
method is to ignore the possibility of serial correlation, esti-
mate the matrix of regression coefficients by a pooled version of
least squares estimation, and then use the residuals to estimate
the autoregressive parameter matrix 4. This method gives a crude
estimate of Q but does not produce an estimator that is consistent
as the number of replications becomes large. His second method is
to partition the matrix R conformally with % and set the off-
diagonal blocks equal to Q. The diagonal blocks of J are estima-
ted by expressing each subresponse ve -or at wave t as a function
of both subresponse vector. at wave t-l1. The other subresponse is
considered an exogenous predictor and a multivariate version of a
standard method of econometrics is used to estimate the diagonal
block of R This method is crude in that ignoring the off-
diagonal blocks of Q may seriously bias the estimates of the ofi-
diagonal elements of RBs and these blocks are a major focus of the

regression approach.

3. TESTING FOR SERIAL CORRELATION i

We begin with a conditional approach to testing for the
presence of serial correlation in the error structure of the )
multivariate cross-lagged panel model, conditional in the sense
that it treats the first two waves as fixed. We then consider

an unconditional approach that captures the random nature of all

the waves. We complete the section by discussing the impacts of
serial correlation on the procedures used to estimate and test

i

the matrix of regression coefficients.
l
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advertised alpha level is accurate asymptotically in the number of
waves. The relevant asymptotics for cross-lagged panel studies
are in the number of replications since the number of waves tends
to be very small.

Mayer (1984b) considered two informal procedures for detect-
ing the presence of serial correlation in the errors for the
multivariate version of the cross-lagged panel model. His first
method is to ignore the possibility of serial correlation, esti-
mate the matrix of regression coefficients by a pooled versiom of
least squares estimation, and then use the residuals to estimate
the autoregressive parameter matrix R This method gives a crude
estimate of Q but does not produce an estimator that is comnsistent
as the number of replications becomes large. His second method is
to partition the matrix § conformally with Z and set the off-
diagonal blocks equal to Q. The diagonal blocks of § are estima-
ted by expressing each subresponse vector at wave t as a function
of both subresponse vectors at wave t-l. The other subresponse is
considered an exogenous predictor and a multivariate version of a
standard method of econometrics is used to estimate the diagonal
block of 4. This method is crude in that ignoring the off-
diagonal blocks of 2 may seriously bias the estimates of the off-
diagonal elements of B, and these blocks are a major focus of the

regression approach.

3. TESTING FOR SERIAL CORRELATION v

We begin with a conditional approach to testing for the
presence of serial correlation in the error structure of the
multivariate cross-lagged panel model, conditionmal in the seunse
that it treats the first two waves as fixed. We then consider
an unconditional approach that captures the random nature of all
the waves. We complete the section by discussing the impacts of
serial correlation on the procedures used to estimate and test

the matrix of regression coefficients.

.4
!
q
\
|




\J‘

3.1 Conditional Analysis

Combining equations (2.1) and (2.2) yields

ét = %c-l R+ Ec-l R+ Et t=1,...,T

Using the fact that Ec-l = ét—l - 4:—2 R

Be "R B - %, BA + E. t=2,...,T (3.1)

which expresses the cross-lagged panel model with first-order

autoregressive errors as a second-order vector-valued autoregres-
sive model with independent errors over waves and independent
replications at each wave, a model studied by Anderson (1978).

We suggest that the test for the presence of serial
correlation be preceded by a test for no effects or independence
of the response vector over time, the null hypothesis, Hl: B=2
= Q. The null hypothesis implies HY: B+4 =0 and B4 = Q 2
hypothesis about the models as expressed in (3.1). The model is

reexpressed as

R=k QK

v o n'
%T-l"“’z'l Z,_l
where 7 = [Z15...03251" 2 = | L@
ET-Z’...;Z'O z.-l
R+ 4 R,
= [Eé;""tél' and Q = =
- R R

We define the estimators

-~

' -1 '
Q=2 2,17 7.2

and
-~ -1 -~ -~
A=((T-DIT@G-2,0'G-2,9Q
5
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and the test statistic

e Ry QA
A proof quite similar to those in Anderson (1978) yields

Theorem l: Under the null hypothesis of no effects (Ht) and
given EO and %1, the test statistic tl is a Lawley-gotelling trace
statistic and has a chi-square distribution with 2k” degrees of

freedom as the number of replications becomes large.

If H{ is rejected two possibilities are considered. Either B

and & are both not zero or B alone is not zero. Because of the
nature of the model we dismiss the possibility of serially
correlated errors (4 o Q) in a model with no regression effects
(R = Q) and the hypothesis of "countering effects", (B = -4).

We differentiate between the two possibilities by testing the
hypothesis HZ: Q = Q which is equivalent to testing the hypothe-
sis HE: Ba=Q (since we concluded ] # Q as a result of the

first test). Let R = (Qi, Qé)' where Q is partitioned conformally

with Q.

L} l 1 2 L}
Lec %2, = [5(-1 ; él)

] and

Sy (2)',(2) (2)' (L) (D' (L)=1 (1)) (2),5 -1
Gy R R R R Gyl Ry AR IR -

We have

Theorem 2: Under the null hypothesis of no serial correla-

tion (HE) and given %0 and §1’ the test statistic t, is a Lawley-

Hotelling trace statistic and has a chi-square dis:iibution with
k= degrees of freedom, as the number of replications becomes
large.

The proof of this result is a direct application of a result
of Anderson (1978).

The calculation for this conditional analysis, can be done

by a standard statistical package such as SAS. Two limitations

W W
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of this conditional analysis are that it sacrifices the 2nk
degrees of freedom of the first two waves and that it provides

no direct estimate of the regression matrix Q.

3.2 Unconditional Analysis

Applying the same reasoning as used in the conditional
analysis, we begin the unconditional analysis by considering the
hypothesis of no effects HI: g =A- Q.

The likelihood function L(Q. A 8y io) generated by the
nk(T + 1) observations is

_ok(T + 1) _no(T-1) -1 _z
2 2 2 2

(2m)

Al 8 ka2 gl P emi-3

ler 2o 850 2 * tx(Z, -~ 2D ok * B Gy - BB ¢

T

zzw(Z L1 B A -2 z(’«/Q))A‘ %1 B
t.

Z._,(=Ba)) ']} (3.2)

which can be maximized numerically.

Under the null hypothesis Hl the likelihood function

L(Q. Q, A %0’ Q) is
_nk (T+1) _ aT _n
2 2 2 1 -1 _,°
(21m) 4] IQOI exp{— 5 [trZ, 9, Z) *
T
tr L (%c Q {' Y1} (3.3)
t=]
which is maximized by letting éo = n-l %6 %O and é = (:1’1?)“l
T
r z!' z.
re] M€ N

If we let Lu be the maximum of the likelihood in (3.2) and Lr
be the maximum of the likelihood in (3.3) and define
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Lr
t, = -2 log —
3 L

u
we have

Theorem 3: Under the hypothesis of no effect Hl: B=2=9

the test statistic t

3 has a chi-square distribution with (Sk2 +

k)/2 degrees of freedom as the number of replications becomes
large.

If we reject HI: B = & = we proceed to test the hypothesis
of no serial correlation in the error structure, HZ: £ =0 by
applying the likelihood ratio method.

function L(B, Q. A, 20, Q) 1is

Under Hz the likelihood

_mk (T+l) _al

(27) 2 a2 g,
T -1

er L(Z - R A (& - %c-xﬁ)']} (3.4)
t=l l

-2
2 1

%0

-

.1 -
expl— 3 [t:'zv0 9‘0

Applying a result of Anderson (1978) the likelihood function
is maximized by

n -1 T-1 -1 T

B o=@D) " [ L Z;2Z.: L oZi %
i=0 i~ {al 1i-1 %1

A _l .

%" &y R

and

=@t @ -z

Let L; be the maximum of the likelihood function (3.4) and define

L*
r
t, -2 log —

L
u

where Lu is given in the definition of t3; we have
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Theorem 4: Under the hypothesis of no serial correlation

(HZ: £ = Q) the test statiscic t, has a chi-square distribucion

with (Bkz + k)/2 degrees of freedom as the number of replications
becomes large.

The tests given in Theorem 3 and Theorem 4 are somewhat
difficult to apply in that both require maximization of the
likelihood function given im (3.1}, a calculation which requires
"srute force”" numerical optimization. With a little modificationm,
however, tests similar to those in Theorem } and Theorem 4, but
more easily computed, are provided,

Note that the paximizartion of the likeiihood func-ion given
in (3.2) yields maximum like.ihood estimators of B %Q, and
2R which are mathematically consistent. More explicitly, if
we let 51' QZ' and %3 be these estimators, then they satisfy

the constraint

B (B -3y = -3 (3.5)

v

If we relax this constraint then the parameZers 3, 3 + o, and
. QQ can be estimated independently. This relaxation can be
achieved bv replacing the model of the wave one response matrix in

(2.1) by the mode.l

2, "% 3% " E (3.6)

hS
where 30 i{s not restricted to be the same as 3. .

A standard max:mum likelihood routine, such as LISREL, can

be used to maximize the likelihood functiom for this relaxed

model. Let L(3, 3,, 3, e 20’ io) be the modified likelihood
- T % = 7 * *
funczion and L L(B*, %O’

.

ax, Ax, Q6. ;g Yits maximum.

. ]

The hypothesis of independence of the response vector .

N s '
» e I.ln «

over time for the relaxed model is ﬁl: %O =3 = Q = Q. We define

the test statistic for H, to be
'S

[
d
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c3 2 log r .

L*
u

]
L

P
)

,
A

O
oy

o

-
.

I3

.

e "0 .
P
- A

{'.l

e D GO, G IS N Cre e
ot T e T . b -~ -, - - - - - - - . ~
AN S RS A

e
R T D e S,
PRI O W W R S I O L, Oy <. S B S SO sl

. e
PP P R P W




L T AR d ¥ A

L L O R Ny}
WAt

\J ! 1'g ¥ LU N SR U * U » . . . x v . fl 0 . . . " g . . N Y

o

YNNG L

For the relaxed model the hypothesis of no serial correlation
A,
remains HZ: A= 9. We let Lt be the maximum of L(B, QO’ 2, 4 20'
Q) and define

A
L

tz =<2 1log " r.
L*
u
By the usual theory of likelihood ratio tests we have
Theorem 5: For the relaxed model as the number of replica-

tions becomes large under ﬁl the test statiscic tg has a chi-

square distribution with (7k2 + k)/2 degrees of freedom, and under
Hz ;he test statistic :z has a chi~-square distribution with
(3k™ + k)/2 degrees of freedom.

Note that under ﬁl the relaxed model and the unconditional
model are identical. We also remark that although the hypothesis
of no serial correlation is the same for the two models, it is not
obvious how the difference between the models is reflected in

hypothesis tests.

3.3 STATISTICAL INFERENCES WITH SERIAL CORRELATION

Before applying our tests to a panel model, we consider the
impact of serial correlation in the error structure omn the
estimates of the regression parameters and the tests of che
hypotheses of no effects and no cross-effects.

Mayer (1984b) has shown that ignoring serial correlation
leads to estimates of the regression parameters that do not'
converge to the true parameters as the number of replications
becomes large. Similarly the likelihood ratio tests for the test
of no effects and no cross-effects can be highly biased if serial
correlation is ignored.

Suppose the conditional analysis of the model is used and
serial correlation is detected. Then the parameter matrices
E + Q, QA are estimable but the regression parameter matrix g is
not. The hypotheses of no effects and no cross~-effects can be

tested by testing the corresponding hypothesis about R+A and R4
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If the unconditional analysis is used and the constraints
given in (3.5) are satisfied by the estimates of k and A then
expressions are given for B and 4. If the relaxed model 1is used -
the constraints are ignored - then the values of Q, Q + Q and QQ
can be used to solve for E in any of of three ways. The three

solutions are only asymptotically identical.

Whether the constraints are ignored or not the likelihood
ratio method can be applied to give tests for the hypotheses of no
effects and cross-effects.

Several other methods have been suggested to estimate the
regression parameters in the cross-lagged panel model when serial
correlation is present in the errors (e.g., Markus (1979), Kessler
and Greenberg (1980)). One method is to ignore the off-diagomnal
elements of Q and to express each response at time t as a linear
function of the responses at time t-l and t-2 plus an error term
which is independent over time. Then ordinary least squares is
applied to that equation and the diagonal elements of Q are
obtained from the estimated coefficients. This method resembles a
standard method in econometrics attributed to Durbin (Johnston
(1972), p. 263). A second method expresses each response at time
t as a function of the responses at time t-l and then applies the
instrumental variable method of econometrics.

Neither of these methods associates naturally with a test of
the hypothesis of no cross-effects. Furthermore, by ignoripng the
off~-diagonal elements of Q, the estimates of the off-diagonal
elements of B may be highly biased, and these are the coefficients
that are used to indicate cross-effects. Consequently, a test
based on the asymptotic distribution of these estimators may

seriously over estimate the degree of cross-effec:s.

4. ANALYSIS OF PANEL DATA

We illustrate our methods by applying them to a set of panel data

that are taken from a study of the relactionship between patients

opinion of the concept of Health Maincenance Organizactions (HMO)

11
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and their perception of the quality of care they are receiving
} from the Health Maintenance Organization in which they are
enrolled. For the purpose of demonstrating our results, the
critical issue is whether a cross-lagged panel model fit to these
data appears to have serial correlation in the error structure.
Secondary issues include the degree to which such correlation
affects the estimates of the regression parameters and the degree
to which the simpler conditional analysis produces results that
are similar to the results produced by the unconditional analysis.
These data were obtained form interviews of 20 patients of a
particular HMO. They were selected at random and interviewed
after having seen a primary-care physician at the EMO for the
first time. The same 20 patients are interviewed again, after

their second and third visits to the EMO. The two variables of

interest are each a compilation of several measurements that are
made at each interview. The original interviews were not provided
by the consulting firm that owns the data.

The first variable measures the degree to which the patient
supports the concept of an HMO as a provider of primary medical
care. Issues of secondary and emergency care were not addressed
in the study. The second variable measures the degree to which
the patient is satisfied with the treatment received at the HMO on
the particular visit just concluded. The variables are standard-
ized (over a larger sample) to have means of 10 and standard
deviations of 3. The panel model adopted is the simplest example

of the multivariate model since p = q = 1.

The conditional analysis was completed by the multivariate

regression routine in SAS and produced the results in Table 1.

Displayed are the the Lawley-Hotelling trace statistic for testing
the hypothesis of no effects, tl = 342, which is asymptotically
chi-square with 8 degrees of freedom and the Lawley-Hotelling
trace statistic for testing the hypothesis of no serial correla-
tion in the error structure, tz = 31.1, which is asymptotically
chi-square with 4 degrees of freedom. Combining these tests gives

12
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TABLE 1

CONDITIONAL ANALYSIS OF HMO PANEL DATA

Maximum Likelihood Estimates

. .715
Q -
1 l-L1a9
R .338
Q =
" |-.645

.061]

591

-
-.137

.548

estimates Q + Q

estimates Q Q

Maximum Likelihood Estimates of Standard Errors

. [.080
Q, :
o6l
X .089
Q -
2 |.154

Ratios of the

) 9.0
Q .

AR B A
) 3.8
% 4.2

.116]

.088

4

.129]

224

o

Estimates to Their Estimated Standard Errors

.35]

6.7

-1.06]

2.45

Lawley-Hotelling Test of H?: B+ A =0and Bpg =90

tl = 342

asymptotic chi-square 8df

Lawley-Hotelling Test of Hg: B =9

tz = 31,1

O L LT i e O A S

asyuptotic chi-square 4df
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evidence that there are temporal effects both in the observed
regression and in the error structure.

Also displayed in Table 1 are the maximum likelihood
estimates of the elements in B + 8 and R4, the corresponding
estimates of the standard errors of these elements, and the ratios
of the estimated coefficients to their estimated standard errors.
Examination of these coefficients and the standard errors
indicates responses at a givern wave are good predictors of the
same responses at the next wave. Also indicated is that the
patient's perception of the quality of care at wave t may have a
stronger affect on his or her opinion of the concept of an HMO at
wave t + 1 than does his opinion of the concept of an HMO at wave
t have on his perception of the quality of his care at wave t + l.

Note again that this conditional analysis provides no direct
estimate of the regression parameter matrix or autoregressive
parameter matrix.

Before turning to the unconditional analysis we examine Table
2 which displays the results that would have been obtained if the
conditional analysis were applied to the model without allowing
for serial correlation in the errors. Remembering that the model
being analyzed is incorrectly specified, we note that, the
Lawley-Hotelling trace statistic for testing the significance of
the regression parameters (22.9), which is "advertised" to be
asymptotically chi-~square with 4 degrees of freedom, is quite a
bit smaller than the test statistic t1 given in Table 1.
Examination of the estimated coefficients and the estimated
standard errors indicates far less temporal dependence than is
indicated by the results in Table 1. Furthermore, these results
appear to indicate that the patients opinion of the concept of an
HMO at wave t may have a stronger impact on his or her perception
of the quality of care received at wave t + 1 than does his or her
perception of the quality of care received at wave t has on his or
her opinion of the concept of HMO at wave t + l; this result is in
sharp contrast to the results of Table 1 and indicates that

14
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TABLE 2

CONDITIONAL ANALYSIS OF HMO PANEL DATA:
IGNORING SERIAL CORRELATION

Maximum Likelihood Estimates

- .529 -.313
E-

e 123 0360

Maximum Likelihood Estimates of Standard Errors
R .138 .153

.140 .155

Ratios of the Estimates to Their Estimated Standard Errors

"Lawley-Hotelling" test of Hz: B=29 (Assuming R =9l

t = 22,9 asymptotic chi-square 4df

ignoring the serial correlation in error structure would have led
to misleading conclusions.

The unconditional analysis of the relaxed model was completed
with the LISREL program associated with SPSS-X and produced the
statistics presented in Table 3. This table gives the approximate
likelihood ratio statistic for testing the fit of the model when
compared to the model of no effects, c; = 86.3]1, which is
asymptotically chi-square with 15 degrees of freedom and the
approximate likelihood ratioc statistics for testing for the
presence of serial correlation in the error structure, tz a
47.76, which {s asymptotically chi-square with 7 degrees of

freedom. The results of the tests are consistent with the results
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TABLE 3

[-.186 -.273
E(*) =
910  -.019
L )
.715 .061]
* = estimates +
U -.149 591 P4
338 -.137)
Q* - estimates Q Q
2 - 645 .548
d
;
7.66 2.91
% -
2.91 2.93
. 518 -.163]
'\* -
& -.163 1.10
Maximum Likeiihood Estimates of Standard
.28 .367 .08
BY: Qs
0 66 .58 "2 16
.08 110 .178
e A*:
L .06 .08 .187

-.67 =.75 4.07

25 g

2.05 =-.03 =4.47

UNCONDITIONAL ANALYSIS OF HMO PANEL DATA:
RELAXED MODEL

Maximum Likelihood Estimates (Relaxed Model):

.187

.378

Ratio of the Estimates to Their Estimated Standard Errors

-1.13

2.60
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TABLE 3

UNCONDITIONAL ANALYSIS OF HMO PANEL DATA:
RELAXED MODEL

(Continued)
9.54 .38 2.91 -.871
Q*: *:
L'oleze1 7.1 -.871 2.91

Likelihood Ratio Test of H Q Q Q

ts = 86.81 asymptotic chi-square 15df

Likelihood Ratio Test of H PR - R

:z = 47.76 asymptotic chi-square 7df

of the tests from the conditional analysis. We conclude that the

panel model has both regression effects and serial correlatiom in
the error structure.

- e s = ——

Also displayed in Table 3 are the maximum likelihood esti-
mates of the parameters, their estimated standard errors and the

ratio of the estimates to the estimatad standard error. These

————

statistics support conclusions almost identical to those obtained
from examination of the statistics obtained from the comnditional
analysis (Table 1). The estimates of § + Q and B4 are similar
although the estimates of the standard errors differ. We suggest
that given the ease of calculation and the similarity of results

the conditional analysis might be more attractive to the practi-

. VYTV

tioner. Table 4 displays the unconditional analysis of the model
with the serial correlation ignored. We note that these results,

like the results in Table 2, could be quite misleading. Ignoring

l the serial correlation in the error of a panel model appears to be

a serious error whether the model is treated conditionally or

unconditionally.
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TABLE 4

UNCONDITIONAL ANALYSIS OF HMO PANEL DATA:
IGNORING SERIAL CORRELATION

(Nominal) Maxigum Likelihood Estimates

o O N Y Y N OO A Y R A ST e T

.536 ~.298]

X =
2 -.106 401
p
5.57 -1.90

* =
£ -1.90 6.66
7.657  2.911]

% u

% 2.911 2.983

(Nominal) Maximum Likelihood Estimates of Standard Errors

19.72

- R A AN R T T T .'\.I‘."'"'-"-'I,d' '
I T T e T T I T N AC A AT e A 2 N S A G )

[, 147 161
o e
? - |.180  .197
. L
(1.350  1.093
b
1.093  1.615

3.6  -1.8
*x .
§ -.589 2.036
[ 4.123  -1.734
L
t fl'73‘ 4.123

=

Ratio of the Estimates to Their Estimated Standard Errors

Likelihood Test of HO: B = Q [Assuming A= Q]

asymptotic chi-square 4df
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S. DISCUSSION

We have developed and demonstrated tests for detecting the
presence of serial correlation in the error structure of a cross-
lagged panel study. Allowing the error structure to contain
serial correlation may extend the usefulness of the multivariate
regression model since observations made omn a single subject ac
two waves are rarely independent particularly if the waves are
close.

A second method of allowing dependence in the error structure
has been formulated by econometricians for the univariate coantinu-
ous variable panel model (eg, Balestra and Nerlove (1966), and Wallace
and Hussain (1969)). In this formulation the error for a given
observation can be decomposed into the sum of a pure error and
replication effect. The replication effect captures the tendency for
sampling units (subjects) that are above the regression line at the
first wave to stay above the regression line across waves. Our work
with business data has convinced us that this error structure is often
more realistic than the independent error structure and is a viable
competitor to the serial correlated structure.

Anderson and Tsiao (1981; 1982) have studied the problem of
estimating the parameters of the univariate panel model with this
decomposable error. We are currently extending their results to
the multivariate model and considering the problem of distinguish-
ing between errors that are serially correlated and errors that

are decomposable.

*The authors gratefully acknowledge discussions with
colleagues and students. Particular thanks go to T. W. Anderson
and D. R. Rogosa.
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