In this quarter, we conducted a performance evaluation of the proposed optical architecture SPARO (Symbolic Processing Architecture in Optics). Specifically, we examined the performance of the ring interconnection network of SPARO. An accurate performance model was developed for predicting the message throughout of bidirectional ring network. As suspected earlier, the ring network was the bottleneck in the performance. This led us to study other network topologies that are both feasible in optics and yield high throughput. The final choice of the optical interconnection network topology was deemed by the replicated perfect shuffle network.
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INTRODUCTION

The goal of this program is to develop a concept for an optical computer architecture for symbolic computing by defining a computation model of a high level language, examining the possible devices for the ultimate construction of a processor, and by defining required optical operations.

PROGRESS FOR THE PERIOD

In this quarter we conducted a performance evaluation of the proposed optical architecture SPARO (Symbolic Processing Architecture in Optics). Specifically, we examined the performance of the ring interconnection network of SPARO. An accurate performance model was developed for predicting the message throughput of bidirectional ring network. As suspected earlier, the ring network was the bottleneck in the performance. This led us to study other network topologies that are both feasible in optics and yield high throughput. The final choice of the optical interconnection network topology was deemed to be the replicated perfect shuffle network.

The following are the major accomplishments for this quarter:

Performance evaluation of the ring interconnection network

We derived an accurate analytical model of unidirectional and bidirectional ring interconnection networks for predicting the message throughput. The results obtained from the analytical model were later verified by simulation. Both sets of results showed remarkably close agreement. When messages exhibit no locality, the throughput for a 1K processor network is limited to 8. With local messages, the maximum throughput for the same network is 27.

Selection of alternate interconnection network topology

The analysis of the ring network revealed that although a register-based ring network may be easy to construct, its performance for highly parallel computing is unacceptable, especially when the number of processors are more than 100. Since we are proposing fine-grained processing in optics, the number of processors to be considered is 1K or more. The discovery of poor performance by large rings motivated us to examine alternate high-performance interconnection network topologies that can be implemented in optics. Among the possible alternatives, we examined directly connected networks such as hypercubes, multi-stage (indirect-connected) interconnection networks (MINs) such as delta networks, and the replicated single-stage shuffle-exchange network (SEN) where a number of parallel SENs are used to interconnect a large number of processors. The replicated SEN appears to be the most promising since it can be implemented in optics and yet not suffer from the blocking problems of the single-stage SEN.

Comparative evaluation of the replicated SEN
The perfect shuffle exchange network appears to be feasible in optics [3]. However, since it was not clear whether its performance was at par with other known networks, we conducted simulations of the different networks under various load conditions. Our results indicate that replicated SENs have performance close to or comparable to other networks such as MINs or hypercubes, and therefore are good candidates for parallel optical and optoelectronic computing.

EXPERIMENTAL OR SPECIAL EQUIPMENT PURCHASED OR CONSTRUCTED

None.

CHANGE IN KEY PERSONNEL

After the departure of Matt Derstine, Aloke Guha, the principal computer architect on the program, has assumed the role of the principal investigator.

INFORMATION DERIVED FROM MEETINGS, VISITS, BRIEFINGS, AND SCIENTIFIC PAPERS

In this quarter we have relied on a number of technical papers for information on the performance of interconnection networks, replicated shuffle-exchange networks, and feasibility of some of these networks in optics. The most relevant papers are listed below.


PROBLEMS NEEDING GOVERNMENT ASSISTANCE

None.

DEVIATIONS FROM THE PLANNED EFFORT

Work on the device portion has been postponed until the architecture of the network has been finalized.
<table>
<thead>
<tr>
<th>Description</th>
<th>a. Type: Cost Plus Fixed Fee</th>
<th>b. Contract Number: F49620-86-C-0082</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contract</td>
<td>c. Contract Value: $865,429</td>
<td></td>
</tr>
</tbody>
</table>

## 2. EXPENDITURES

<table>
<thead>
<tr>
<th>a. Costs</th>
<th>b. Fee</th>
</tr>
</thead>
<tbody>
<tr>
<td>$342,461</td>
<td>$0</td>
</tr>
</tbody>
</table>

## 3. COMMITMENTS

<table>
<thead>
<tr>
<th>a. Materials</th>
<th>b. Subcontracts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0</td>
<td>$116,634</td>
</tr>
</tbody>
</table>

## 4. Funding Limitation

$523,456

## 5. Estimated Date of Completion

MAY 30, 1988

## 6. Estimated Funds to Complete

$865,429