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ABSTRACT

'At present the US Army Strategic Defense Command
(USASDC) relies on subjective jJjudgments from key
management personnel to make projJect funding decisions.
In this thesis the Analytic Hierarchy Process (AHP) is
used to convert subjective pairwise comparisons of
thirty-five major TUSASDC projects, based on eleven key
factors, into ratio-scaled numerical weights. The AHP
coefficients are then used 1in a linear Goal Program
(GP)Y in order to optimize the funding level for each
project in Filscal Year 9%F¥% i988 at several different
USASDC total budget levels. An optimal priority list
of projects 1is also determined. The model results are
compared with the proposed funding 1levels and the
present priority 1list, and a detaliled examination of
the 1mpact of changes of the model parameters 1is

conducted.  This analysis of the model results and

model sensitivity stimulates six funding

recommendations for USASDC decision makers. (@J,plfu
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I. INTRODUCTION
3
; In 1983 President Ronald Reagan announced the
Q Strategic Defense Initiative (SDI), a program that
3; called for an intensive research and development effort
'ﬁ in space weapons technology. The primary objective of
o the 1nitiative 1s to produce a system of defensive
ﬂg weapons capable of defending the United States and 1its
‘iz allied countries from hostile ballistic missile
‘*: infiltration; to create an impenetrable shield composed
2 of high technology defensive weapons. President Reagan
X believed it was time to pursue such a program based on
‘Q his assumption that the United States had the
%E technological potential to bring his goal to reality.
't A. SDI LONG AND SHORT RANGE GOALS
‘;g The President’s initial SDI objective statement 1is
;f now recognized as the 1long range goal of the SDI
;iﬁ program [Ref. 1]. By conducting a vigorous research
L and development (R&D) program, 1t is hoped that the
3} threat posed by ballistic missiles will be eliminated,
f thereby deterring aggression and promoting security and
au stability throughout the world.
) The short range goal of the SDI has Dbeen
igﬁ established as well. Before proceeding with the full-
:§ scale production of the defensive system, an 1initial
h) period of 1intensive R&D must be conducted. A target
e date of 1995 has been established for the completion of
'Eﬁ this 1nitial phase to determine the physical and
;: economic feasibility of the proposed system. The
 % short range goal of the SDI is to provide the technical
~’: knowledge needed to support an 1Informed decision by
;ﬁ% 1995 on whether or not to deploy a strategic space
o
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ﬁ: defense against ballistic missiles. This decision 1is
:E called the Full Scale Engineering Decision (FSED).

;5 B. SDI ORGANIZATION AND PROJECT FUNDING METHODS

e The SDI proposal 1led to the creation of the
ii Strategic Defense Initiative Organization (SDIO) as the
:i . organization responsible for carrying out both
! objectives of the 1nitiative. An Army wunit was
Q' established to manage and direct Army activities 1in
E& support of the SDI. This wunit, the US Army Strategic
E‘ Defense Command (USASDC), 1s headquartered 1in
e Washington, DC, and commanded by LTG John Wall.
AN Additionally, the ©US Army Ballistic Missile Command in
'S Huntsville, Alabama, was reorganized_ under the USASDC,
N since this command was responsible for many of the
; technological developments that stimulated the SDI.

o As wi1ll be discussed in detail in the next chapter,
N the USASDC does not use a projJect funding model to
E: assist in determining the funding levels for the many
f“ projects they manage. The budgeting methods presently
¥ _ ’ used are almost entirely subjective, relying on expert
;z opinion and informal prioritization techniques to
b determine project funding levels each year, depending
. on the approved budget from Congress.

ﬁ: C. STUDY OBJECTIVE AND ORGANIZATION

o It 1is the primary objective of this study to
;3 develop an R&D project funding model of the presently
é funded major TUSASDC R&D projects. This model will
ﬂi determine optimum expenditure 1levels for each major
L project in FY 88, based on the long and short range
?1 goals of the SDI and the project development goals that
6 will be generated in Chapter II. The model used to
:ﬁ meet this obJective should preferably have a wide range
Ef of flexibility and apply to each possible budget
b .
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iﬁ strategy. Results from this model will be compared
i}i against presently forecasted FY 88 funding levels in
%; order to test the validity of the subjective methods
d presently employed.
. This paper 1s organized to logically discuss the
Yy modelling process and results. Chapter II 1s devoted
1&; to additional ©background information critical to the
. model selection and execution. The third chapter will
:; consist of a search for the most appropriate project
:é funding model amoug all such models currently used in
:: the operations research literature. Chapters IV and V
will examine the development and formulation of the
{J model ©being 1implemented, and Chapter VI will present
‘ﬁ the computer programs written to perform the model.
.i Additionally, ¢the sixth chapter will tender model
) results and output. Chapter VII will be reserved for a
M deliberation on the model sensitivity and validity.
oé The final chapter will present conclusions and
‘ff recommendations,
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b3 II. BACKGROUND
LAY
;?5 This chapter i1s intended to discuss in detail those
items of background information that are critical to
ﬁ% the development of an R&D project funding model of the
' 3 USASDC. This 1includes the SDI  program element
%., | structure, the present project development process, and
k? the specific project funding goals that have been
'Q% established by key management personnel of the SDIO and
150 USASDC.
b,
A. SDI PROGRAM ELEMENTS

ﬁ? Given the structure reviewed in the previous
;ﬁ chapter, a technical program has now been defined and
‘%& implemented. R&D efforts are structured 1into five

' program elements, each element examining equally
N important SDI technology. Many of these programs have
;i already been responsible for some outstanding
éi experimental results. The five program elements are:
{ . . (1) the Surveillance, Acquisition, Tracking and Kill
ng Assessment (SATKA) program; (2) the Directed Energy
E;g Weapons (DEW) program; (3) the Kinetic Energy Weapons
:fj (KEW) program; (4) the Systems Analysis and Battle
D) Management (SABM) program; and (5) the Survivability,
AN Lethality and Key Technologies (SLKT) program. A
JE: complete description of each program element can by
j;: found 1in Appendix A.
’: B. PROJECT DEVELOPMENT
l;j The USASDC has the responsibility of directing the
‘;fl research and develiopment process for all Army-related
:; SDI projects. Official funding for a particular
;}3 project does not begin until a research objective is
fi specified 1n a Work Package Directive (WPD). The WPD
AQ is a critical document that contains basic
el
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B administrative information and funding authority.
;éj There are presently over seventy WPDs belng managed by
b the USASDC; thirty-five can be categorized as major
<t WPDs, since they 1involve annual spending of over 85
@? million or are considered high priority (see Appendix B
yi for a description of each). The focal point for
::} project management at the USASDC headquarters 1s the
) Program Analysis and Evaluation (PAE) directorate.
V: The USASDC PAE shop 1s organized on program element
[~ lines: SATKA, SLKT, SABM, KEW, and DEW. Program
3\ element managers 1n these sections manage the WPDs, 1in
conjunction with the program managers and technical
;;' personnel located at research faclilities throughout the
o worldwide R&D community. PAE program element managers
%3 are highly educated and have broad technical and
°® managerial backgrounds. They must understand the
}Q intricacies of the R&D process 1n the field in order to
Eé make correct recommendations to decision makers. The
SO most difficult and important aspect of the program
{‘ element managers Job involves the allocation of funds
., to the projects 1in thelir respective program element
ﬁg areas.
’?i Presently there is no formal project and funding
;; model being wused by the USASDC. Rather, project
,ﬁi funding 1is based on a document [Ref. 2] that lists the
;*_ WPDs 1in priority order and forecasts funding levels
21 through 1994. The priority listing is put together by
‘3 project management personnel at both the TUSASDC
;ﬁ headquarters i1n Washington and Huntsville, and 1s based
::: on subjective guidance, recommendations, and
ﬁ' information from R&D personnel involved in SDI
;, development worldwide. A key feature of the priority
;ﬁ; list is that it changes according to four different
:ﬁ% budgeting strategies. USASDC planners realize that
1
o
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B
Ry
W overall funding for the SDI 1s subject to congressional
é& debate and approval, and it iIs difficult to predict the
mﬁ' approved funding 1level for politically controversial
'“Rv programs. Therefore, budget planners have identified
'ﬂ} ' the following funding strategies:
:f: 1. Core - the level required to provide a high
S risk FSED in the late 1990°’s.
) 2. Basic - the level required to provide a
o reliable FSED in the late 1990's.
;E 3. Enhanced - the level required to provide a
2 reliable FSED in 1995.
4. Extended - the level required to provide a
X reliable FSED in the early 1990’s.
*“§ Particularly noteworthy is the fact that the core
‘é} and basic funding levels are not sufficient to meet the
® short term goal of an FSED 1in 1995; the enhanced and
r:{ extended levels are the desired funding levels for the
;E USASDC. A consistent long term funding strategy 1is not
2* likely to be adopted by Congress in the near future, so
fd USASDC planners must be flexible.
1;; C. PROJECT FUNDING GOALS
‘ii : As stated earlier in this chapter, the long range
ey goal of the SDI 1s to ultimately develop a high
jix technology defensive shield against hostile ballistic
e missile attack. The short range goal is to reach the
:&ﬁ FSED not later than 1995. Projects selected for
{0l development, or continued development, must support
:5& these two goals. Specifically, projects should exhibit
l:t the following characteristics in order to contribute to
*13 the attainment of short range and long range goals:
;i; 1. Maximize military effectiveness
a5y 2 Minimize project development risk
?ﬁ; 3. Minimize project development time
@Iﬁ 4 Maximize project development balance
g
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The next four sections will discuss these desired
sub-goals and the factors that influence the attainment
of these goals.

1. Maximize military effectiveness

A project will not be selected for funding
unless it contributes to the achievement of the overall
military mission of the SDI. There are three ways 1in
which a project can make such a contribution. The
first is that the project can augment the achievement
of the 1long range goal of the SDI; the project can
assist 1in a defense against attacking ballistic

missiles. This defense must be designed to destroy so
many hostile missiles that an aggressor will Dbe
deterred from launching them. The degree to which a

project alds the survivabllity, destructibility,
supportability, and/or rellability of the SDI defensive
system 1s a <critical characteristic that must be
evaluated prior to funding decisions.

The second manner 1n which a project can
contribute to the military effectiveness of the SDI
program concerns the SDI short-range goal; the project
can support the achlievement of an FSED by 1995. An
informed FSED will require a great deal of technical
and tactical information. Many projects perform R&D
tasks that are designed to support the FSED, so a
project’s potential contribution in this area must be
considered.

The final constituent of military
effectiveness 1nvolves the potential generation of
military splnoff technology. Military spinoff

technology 1s a technological advance that benefits
military objectives other than those associated with
the SDI. For example, advances stimulated by an SDI
research project on space target hardening would

14
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wdd certainly be carried over to ground and sky target
:Eﬁ hardening projects not be related to SDI. The space
::, program of the 1960’s and 1970's led to a great many
' technological breakthroughs that benefitted many other
~§§ ' facets of the military world; one would expect the SDI
ii program to similarly induce useful spinoff technology.
;ﬁﬁ . The potential for generating additional military
“2 benefits 1s a projJect characteristic that must also be
f{{ considered prior to funding decisions.

:y? To summarize, the three components of the
}? military effectiveness goal are: (1) maximize the

potential contribution to the SDI long range goal of

;éﬁ building a missile defense system; (2) maximize the
;ﬁﬁ potential contribution to the SDI short range goal of
e reaching an FSED by 1995; and (3) maximize the
(& potential generation of military spinoff technology.
’Ng 2. Minimize project development risk

,Zg Each project 1n SDI has a degree of risk
Lbh assoclated with 1it; some projects are more likely to
;; achleve success than others. It 1s advantageous to any
e financial strategy to fund projects that involve the
VEi least amount of risk. There are two separate types of
«f' risk that are assoclated with each project that must be
,i considered during the funding process: technological
“ds risk and milestone risk.

e Many projects require the development of
fig radically unew technology, whereas others 1involve
o established and proven scientific ideas. Technological
:'::'o risk addresses the technical or scientiflic uncertainty
frw affiliated with each R&D project; the likelihood of
) failing to meet the wultimate technical objectives of
i the WPD. A venture that relies on the development of
L;;' unproven technology in order to achieve 1ts goal poses
ffi a risk to the SDI investment scheme. The technological
i
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§3Q risk must be considered prior to making a funding
§F§ decision regarding a project.
E&g Milestone risk involves the milestone schedule
‘ that 1is listed in each WPD. Projects are given target
;aﬁ dates 1in which to reach certain developmental plateaus.
b - Milestone risk is the likelihood of failing to meet the
.'5 target date schedule speciflied in the WPD; this risk 1is
;3' critical to the overall success of the SDI, since many
?E_ projects are interrelated.
:;ﬁ It 1is important to differentiate the two types
bm of risk involved with SDI. A project might have a very
low technological risk, but represent a high milestone
P risk if it depended on the performance of tasks that
%ﬂ: are technologically easy, but operationally difficult.
jﬂ; The two components, therefore, of the goal to minimize
22 risk are: (1) minimize technological risk; and (2)
%ﬁl minimize milestone risk.
ﬂ:, 3. Minimize project development time
ﬁﬁ: The third major desired characteristic of an
SDI project is that it should minimize project
;; development time. There are two constituents of
‘Exf project development time. The first concerns the time
%?’ required to achieve wultimate project success. SDI
J projects demand varying 1lengths of time in order to
$5$ accomplish the goals of the research. It 1is difficult
$}, to predict the time required for many projects,
;&? particularly those that involve new technology.
[ ] Nonetheless, the estimation and minimization of this
:ﬁi time. 1s 1important, since the missile threat posed by
;ﬁ Warsaw Pact countries is becoming 1ncreasingly
&g sophisticated. It does not make sense to spend money
-0 on a project that would require an excessive amount of
f*& time to properly research and develop.
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The second facet of project development time
that should be considered in project funding decisions
is the time required to achieve the project objectives
needed for an FSED. The desire to reach an informed
FSED by 1995 (the short range goal of the SDI) has
already been discussed. The FSED requires information
on the feasibility of each project. The time required
to conduct the research needed to provide this
information will vary. Many projects that involve
proven technology can be expected to achieve the
project objectives needed for an FSED very quickly,
whereas other projects will contribute to the FSED
slowly. Projects that need a short time to perform the
required FSED research should be encouraged.

The two sub-goals of the minimize development
time goal are as follows: (1) minimize ultimate project
success time, and (2) minimize FSED contribution time.

q. Maximize project development balance

A balanced research and development SDI
program is a theme that has been expressed repeatedly
in the TUSASDC 1986 Report to Congress [Ref. 1] and by
key leaders in the USASDC. The 1986 Budget Priorities
briefing [Ref. 8] lists four elements of the Balanced
Technology Program (BTP): technology base, concepts and
designs, data collection and signature measurements,
and function performance. It 1is desired that a proper
balance of funding to these research elements be
achieved and maintained.

Technology base sclientific work encompasses
work that {s Dboth basic and applied research. Some

technology base efforts involve relatively
straightforward extensions of existing technology; it
also includes high risk, high payoff efforts. The

technology base program is intended to foster the birth
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el of many innovative ideas. It 1s important that enough
LEE projects in this category are supported so that the SDI
bﬁﬂ program continues to develop new technology and does
- not stagnate. The work done in the technology base H
;& phases are refined in the concepts and designs research
ﬁ&t phase. Specific ideas regarding problem solutions and
7;@ equipment designs are formulated 1in writing and an
'73’ experimental procedure 1is postulated. Data collection
;F‘ and signature requirements involve proof-of-
ﬁﬁs feasibility experiments to support or refute the 1ideas
%f- stated 1n the concepts and design phase. Many projects
in this category are <critical to the goal of an
.H; informed FSED by 1995. The function performance phase
%ﬁ involves experiments that demonstrate the capabilities
i?ﬁ of the project. This 1s the last phase prior to full-
': scale development, and deals with technology that has
{?A already been demonstrated as feasible and must now be
:i: integrated with other system requirements. Function
f: performance experiments tend to be expensive and time
- consuming.
25 ’ The goal of promoting project development
f%% balance will be achieved by maximizing adherence to the
:_r guidelines shown in Table 1.
2 |
:~; TABLE 1
Eg BALANCED TECHNOLOGY PROGRAM
'y Category Guidance FY 87
J3$ Egﬁggg%gggngaggsigns 322 222
SN Data collection 10% 7%
;?: Function performance 50% 57%
o
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;f III. LITERATURE REVIEW

Cal
;\ The past twenty years has seen a great deal of
X .analytic activity in the area of project management,
N and the aspect of research and development project
ﬁﬁ funding has been modelled in a variety of ways. It is
" the 1ntent of thils chapter to provide a current
‘c assessment of the literature addressed to quantitative
%3 models of research and development project funding.
:%; The four general types of project funding models that
s will be discussed are subjective models, risk
ﬁ. assessment models, financial models, and mathematical
’f programming models.
br A. SUBJECTIVE MODELS

$ The simplest form of formal R&D project evaluation
ﬁf involves subjective models. The subjective models that
E{ are used the most frequently are checklist and scoring
N models. Liberatore and Titus [Ref. 4], in their 1985

. . study of 29 Fortune 500 firms, found that almost half
- of the 29 firms had used checklist and scoring models
(; to help manage the R&D project funding process.

2$ The checklist 1involves the completion of a profile
;9 chart for each project being considered  for funding.
Criteria are listed on the checklist which are believed

~
ib to be important factors in determining the eventual
oy success or failure of the R&D effort. Each candidate
‘QP project is rated according to a subjective scale such

Ej as yes/no or advantage/neutral/disadvantage. The
‘:: opinions of several in“ividuals can be summarized 1in a
o o
N checklist by averaging their opinions.
-@; Checklists are simple and easy to use while still
L) »
:% providing some structure to the decision making
Ea process. This methodology lends 1itself readlily to
- 19
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'53 types of information that are awkward or difficult to

gﬁ{ include 1in more formal model construction, such as

EQ social impacts and environmental concerns. Particular

' weaknesses of certain projects are identified quickly

§? by their poor ratings on certaln checklist criteria.

sz The checklist procedure 1s particularly useful in time-

ﬁg constrained decision situations.

‘) While the ease of the checkllst model is desirable,
ﬁa it can also be dangerous since critical problems may be
§?- overlooked. Complicated relationships are not easily
ﬁ% incorporated 1into such a model. Although many

j important factors may be 1included in the model, the

§é relevance or weight of each 1individual factor or
ﬂ&, project is not captured.
i&: The scoring model is an attempt remedy this problem
g* by assigning welghts to individual <criteria and
i{, summarizing the results 1in a single project score.
%%\ Decision makers are required to state their preferences
%h in order to obtain a set of criteria weights.
. Several methods have been developed for deriving
€ these welghts. These 1include simple rank-ordering of
3;; the criteria and various types of paired comparisons.
gg. Souder [Ref. 5] demonstrated that increasing the number
J of scoring 1intervals improves the accuracy of the
}ﬁ' model. However, psychometric testing has shown that
&': nine is the maximum number of intervals that should be
:‘-f"» used.

e In 1969, Moore and Baker [Ref. 6] conducted a study
i;& comparing scoring models with more sophisticated
:;ﬁ economic, risk analysis, and optimization models, and
:4: the scoring models fared well. Using standardized
‘," data, the scoring models they tested produced results
,ﬁ% that were 90 percent rank order consistent with
;iﬁ economic and optimization models. The analysis was
.ﬁ:
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limited to only five criteria, but i1t does suggest that
a scoring model can be a useful tool when the
complexity of more sophisticated approaches are not
Justified on the basis of time and cost.

Excellent examples of scoring model applications to
R&D project funding have been presented by Moore and
Baker [Ref. 6], Gargiulo and Hannoch [Ref. 7], Motley
and Newton [Ref. 8], and Dean and Nishry [Ref. 9].

The major disadvantage with the scoring model 1is
that it 1s dimensionless, thereby limiting its use to
rank order comparisons. Such comparisons provide
information on the ordinal scale, when often times R&D
managers desire data concerning projects on a ratio or
interval scale. Another problem is that there has been
little analytic activity and very few applications of
scoring models 1n recent years, indicative that other
models of project funding are now more preferable than
subjective models.

B. RISK ASSESSMENT MODELS

Many civilian firms have shown a proclivity towards
using risk assessment techniques to make project
funding decisions. Liberatore and Titus found that 35%
of the respondents 1n their study were familiar with
either decision tree models or Monte Carlo simulation
models, the two risk assessment methods that are the
most important and applicable.

Decision tree models attempt +to focus on the fact
that many R&D activities are actually a series of

interrelated projects. The beneflits that are gained
via the successful completion of one project will
affect the outcome of the other ventures. Decision

trees have been used extensively to help 1in the
characterization of project funding decisions.




The procedure 1s to establish decision points or

)

:;§ nodes graphically and to determine branches emanating
:3 to and from each node. Each branch or path has a
- certain outcome and risk associated with 1it. For
:; example, consider a project which might have two

\ﬁ different funding strategies. If given strong support,
?E the chances that the project might produce a highly
Fg successful outcome might be .8, and the chances of a
&U moderate success are .2. However, 1f the project 1is
'$: given only weak support, these respective probabilities
§§ of high and moderate success might change to .6 and .4

respectively. The decision tree model 1is built by
ﬁﬂ formalizing all such outcomes and probabilities. The
e optimum path 1s found by starting at the right-hand
ﬁg side, and by following an expected value algorithm,

g folding back to the starting point. At each node the
5,3 expected value 1s calculated for all the branches
{: leaving that point, and the path with the highest
-& expected value is selected. Projects are then
f' interrelated where appropriate and an entire network of
ﬁ§f decision trees are connected to model the complete
iﬁ project funding process.

f This method 1s analytically simple and can be
;) graphically represented, so the basic logic behind the
»<§ tree structure can be easily communicated to high-level
E:f managers. It has been demonstrated as very useful 1n
‘ﬁﬁ making decisions concerning projects when the number of
® projects being examined for funding are small and the
;f‘ interrelationships are not excessively complex [Ref.
&3 10].

}i Raiffa [Ref. 11] and Jackson [Ref. 12] have both
'6; demonstrated that the decision tree model <can be

5? successfully applied to R&D project funding
52 situations. The major drawback of this model concerns
o~
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the fact that outcomes at each node are represented by

}% a few points rather than a continuous distribution of
'$‘ possible outcomes. Adding more branches to the nodes
” provides better representation of the wunderlying
f\b probability distribution, but the complexity of the
',

-

; calculations involved increase rapidly. Any user of
g

nl this technique must be willing to accept the tradeoffs
) between accuracy and computational difficulty/expense.

Y The Monte Carlo simulation model is based on the
o decision tree model. Each of the nodes is replaced
'M{ with a probability distribution and this produces a

stochastic decision tree: This 1s analogous to adding
;ﬁ an arbitrarily 1large number of branches to each
N decision point.
153 The Monte Carlo technique generally provides a more

accurate description of the R&D decision process and
,ﬁ- offers a better basis for making project funding
jfﬁ decisions than other methods. The complexity of the
3:; projects are displayed 1n a concise manner and the
stochastic nature of the uncertain outcomes of R&D

'? projects are recognized. Hespos and Strassman [Ref.
35 13] are responsible for the most renowned application
y: of Monte Carlo to an R&D project selection and funding
J scenario.

;ﬁ The cost of the improvements bought by the Monte
*ﬁ Carlo model 1is that there 1s a dramatic increase in
Ja information requirements. The probability
!‘ distributions for each unknown research project outcome

1 4

must be estimated, and this 1s difficult and costly in
most instances.

]

. s

=
»h Perhaps the most important methodological
-:: shortcoming of the two risk assessment models presented
" here 1s that neither method deals with resource
:ﬁ constralints. These methods assess risk probabilities
o,
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but fail to allocate scarce resources among research
activities. A user of a risk assessment model would
most likely be someone more concerned with finding the
combination of projects that offer the highest chance
of ultimate R&D success, rather than optimizing the use
of funds or projJect resources.

C. FINANCIAL MODELS

The Liberatore and Titus study concluded that
financial models experience heavy use and have a high
perceived impact in the business world today, as 62% of
the firms they stgdied reported using financial project
funding techniques. The major filnancial modelling
technique wused 1in the project funding process are
Benefit Cost Ratio models (sometimes called Economic
Index models).

Costs and benefits assocliated with each project are
assessed in terms of dollars in the Benefit Cost Ratio
model. Costs are the total resource costs of
supporting the research project or group of projects,
and benefits are the net earnings to be reallzed from
the projJect once 1t 1s successful (or 1f 1t s
successful). These costs and benefits are expressed as
present values using an appropriate discount rate. 1If
the ratio of benefits over costs 1s less than or equal
to one, there 1s no reason to undertake the R&D
project.

The benefit to cost ratio can be easily expanded to
include probabilities of success of the projJect at
various stages of development. Olsen [Ref. 14] used
the following Beneflit Cost Ratlo calculation 1in a
project funding study:

Ve e e e e - (3-1)
total project cost
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-;ﬁ In equation 3-1, V represents the economic value of
TSE the project, s 1s the annuali sales volume derived from
;ﬁ the project 1f the project succeeds, and p 1s the
) ' profit per unit. The product’s expected 1life span is
;‘ represented by n, and r, d, and m are the probabilities
,EE of research, development, and marketing success,
g respectively.

" The ratio 1n equation 3-1 captures the risks
.;ﬁ involved, and could be augmented to include noneconomic
et conslderations. Social, environmental, and political
af, costs or beneflts can be added to either the numerator
] or denominator of the ratio, but they must be expressed
?ﬁ in dollar units, as are the other factors.
;?j Various project iterations can also be taken 1into
Zéi account with this model. For example, successful
f: completion of a project may result 1in a product which
t; will perform the same function as an already existing
1;& project or another one under development. In such a
iﬁt case, one would reduce the project benefits by the
(* expected loss 1in earnings from sales from the displaced

N product.

a, Benefilt <cost ratio models - desirable 1in many
ﬁz sltuations since they overcome the dimensionality
2 problems of scoring models and checklist models.
pé Decision makers are required to clearly quantify their
'Sj evaluation of a projJect. The favorable result 1is that
;i difficult issues cannot be avolded through the use of
g, arbitrary scales, as the benefit cost ratio has an
fii absolute interpretation. Thils allows project rejection
ii decisions that do not 1involve unnecessary comparisons
7 with other projects.
~:f Gearing and Adams [Ref. 15] and Souder [Ref. 16]
- explain how the benefit cost ratio model might be
:i applied to an R&D project funding model. Keefer [Ref.
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17] and Costello [Ref. i8] are more recent proponents
of the benefit cost model.

One problem with this type of financial model is
that the 1informatlion required 1s often times very
difficult to obtain. The probabilities and cost and
benefit estimations usually require a considerable
degree of experience on the part of the analyst and/or
historical precedent. It is also difficult to express
many noneconomic effects in dollar terms, especially in
military project funding efforts.

Another shortcoming with the benefit cost R&D
project selection and funding technique is that benefit
cost ratios are not useful when evaluating the
consequences of alternative funding 1levels. Each
element in the ratio must be reassessed if the funding
level 1s increased or reduced. As with risk assessment
models, benefit cost models do not recognize resource
constraints. There 1s no way of quantitatively

limiting a particular resource at a certain amount, or

forcing the model to perform to a specific level.

D. MATHEMATICAL PROGRAMMING MODELS

Mathematical programming models have been used
extensively during the 1last quarter of a century to
solve many allocation and capital budgeting problems.
Surprisingly, the Liberatore and Titus study found that
there was no usage of mathematical programming for R&D
project funding 1in the firms that they investigated.
However, that fact has not precluded many optimization
proponents researching new project selection and
funding models. The branches of math programming that
have seen the most activity in this area are linear
programming, nonlinear programming, integer
programming, and goal programming.
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The technique of linear programming is a well known
and useful one. Project funding models such as those
proposed by Asher [Ref. 19] and Hanssman [Ref. 20] are
formulated in the general form shown below:

maximize 3 cx (3-2)
subject to 2 AX <= B (3-3)
0 <= X <=1 (3-4)

X is an n-component vector representing the funding
levels of the projects, C 1s an n-component vector
representing the contribution of the various projects,
B 1s an m-component vector representing resource
levels, and A is an m x n matrix representing resource
usages of the projects.

The primary advantage of linear programming, and
all mathematical programming models for project
funding, is that modelled situations can be forced to
meet resource constraints as the program seeks to
maximize the obJective function.

The 1linear programming formulation shown above
allows the project to be funded at a maximum level when
X = 1, or any level down to X = 0, where the project is
not being funded. Of course, this model requires that
a linear assumption be made concerning the resource
constraints; the changes in X motivated by changes in B
are assumed to be constant.

In many situations projects are either selected for
development and full funding, or they are not selected
at all. Many authors have proposed integer programming
formulations in which the X’s can only take on values
of zero or one. Wiengartner [Ref. 21] was the first to
propose the following formulation of integer
programming project funding models:
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sﬁh Find X = Xy, X5, ...., X, so as to maximize

o 2Ry Xy (3-5)
%h7 subject to:

- 2A1y Xy <= By =1, .., m  (3-6)
cy where: th

‘:ﬁ Xy = 1 if the J program 1s selected

> J 0 is the j'B program 1s not selected

?f? Ry = return of program }

W%i A{y = budget consumed in year i by project }

gﬂ, By = amount of total budget available for year 1
Eﬂg The above formulation allows the decision maker to

’ select a subset of projects from among a given, finite
?fz set. The objective 1is to maximize +the return or
;ﬁi benefit from these programs while continuing to satisfy
;E; budget limitations or any other resource constraints.
s The end result in this instance 1s that the decision
riﬁ maker will be provided the list of projects that he can
lﬁ; support at the fully funded 1level, given the
;{6 constraints that have been placed in the program.
ke While many functional relationships in a
h@ mathematical model of the project funding process may
fﬁ be linear 1in nature, others are more realistically
3“; described by nonlinear relationships. Numerous
_j' researchers began work on a project funding model
_ﬁyi thinking that a constant change of one variable in
E&; response to another was appropriate, only to discover
¥$: that such an assumption was false.

] Nonlinear programming models are very similar in
fo structure to linear models; the only difference 1s that
v%& the constraint equations, objective function, or both
:Fﬁ are nonlinear. If the model builder has enough data to
™ support nonlinear equations then there 1s no reason to
o make the standard 1linear assumption that the vast

55 majority of project selection and funding models make.
0
,x‘ 28
&

P

n'g
2
e
.r‘_-*’

X)

R T LA S WU Y BT TN T
: D) Ot (O tAnNs, 1
At N T S ) J:'- WP

_ .. OO IO
J'1‘Ae.“ Yy .’g?"_ v’l’ln‘."g_“i’:‘l'_ p?‘

RN AR
NGOG OIS

il oy AR 0
RO O OO TR




¢ . N . oy b L aaaie b oy e —re o -1
.
It

ﬁ& An excellent example of a nonlinear approach was made
i& by Taylor, Moore, and Clayton [Ref. 22]. They
3& identified over twenty nonlinear relationships for
<': inclusion in their model. For instance, they were able
;ﬁﬁ to state that the  probability of success of a
%ﬁ particular project increased according to the amount of |
A money that was spent on it, but at a decreasing (rather
Jlr than a constant) rate. A perfectly acceptable
&{; methodology 1s to initially make the model linear and
Ehf make applicable nonlinear modifications as more
,ﬁh information becomes available.

~ Linear, 1integer, and nonlinear project funding
X models all have weaknesses. Linear models are too
e simplistic for some project selection situations.
§L Since resource utilization as well as the project
.?; funding level can be used as decision variables, a
fﬂf strictly 0-1 integer program can be overly restrictive.
:E: Nonlinear programs usually require considerably more
R information and research than linear models.

i! The most serious shortcoming of these mathematical
;:3 models 1s that they are restricted to the consideration
:*: of only a single objective function. 1In most real-
;i‘_ world situations, however, there are usually several
;{ objectives that are desirable to the decision maker.
fﬁs In 1961 Charnes and Cooper [Ref. 23] 1introduced the
;?' concept of goal programming as an attempt to rectify
“ this problenm.

?} Goal programming 1is a modification of 1linear
N

programming that allows multiple goals or objectives to
be optimized in the model. The decision maker 1is
required to rank 1in an ordinal manner the goals

-
EETE

JQ? established for the organization. In a linear program
,ig a single criterion 1s optimized directly, whereas in
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. :

;§ goal programming the deviations from the exact

?* satisfaction of the goals are minimized.

? The formulation can be expressed as follows:

)

" Minimize: Z:d' + at (3-7)

:§ Subject to: 2.GXx + d- - d* = g (3-8)

Kv: 2AX <= D (3-9)

R d-, d+, x >= 0 (3-10)

?‘ The variables shown 1n equation 3-7, d~ and dat,

‘g represent the negative and positive deviations from the

:ﬁ. goal constraints to be achieved (equation 3-8). These

f deviations are also referred to 1in goal programming

=é$ literature as underachievement and overachievement

‘Q variables. Equations 3-9 and 3-10 are typical linear

Ei programming constraints regarding resource avallability
and non-negativity. Note that equation 3-8 is not an

'f inequality constraint but, contrary to most

>, mathematical programming techniques, 1s an absolute

:? equality statement. This 1s 1intended to place the

deviations from the goal constraints into the deviation
) variables.

o The goal programming project funding model has
i' proven to be very flexible and popular. The basic
' methodology can be modified to include nonlinear and
eq integer constraints. Charnes and Stedry [Ref. 24]
:3 wrote a linear goal programming model that broke the
‘ﬁ project selection process into short run and long run
o funding strategies. Salvia and Ludwig [Ref. 25]
h modelled the project funding process at the Lord
}; Corporation wusing a goal program that optimized the
ok attainment of ten goals involving 25 projects. 1Ignizio
@ [Ref. 26] created an 1integer goal programming project
L funding model for the US Army Ballistic Missile Defense
3§ Agency, and a general integer model was written by
4
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o
jat
‘“5 Winkofsky, Baker, and Sweeney 1in 1981 [Ref. 27].
1%& Nonlinear programming was recently added to the 11ist of
hi' successful modifications to the general goal
‘ programming algorithm when Taylor, Moore, and Clayton
ﬁi published their integer nonlinear goal program project
z&: funding model [Ref 22].
:*; E. PREFERRED MODEL
ﬁ%. In this chapter the four major model types for
yﬁ project funding have been discussed: subjective
:$§ models, risk assessment models, financial models, and
st mathematical models. Though each model type s
ah important and useful 1in many situations, the goal
%?. programming model for project funding in the
;ﬁ mathematical model category is the most applicable to
St the project selection and funding scenario for the US
3 Army Strategic Defense Command. This 1s true for
”éﬁ several reasons. First, the goal programming algorithm
iﬁ allows the use of resource constraints, a very critical
s feature since the SDC 1s concerned with limited funding
\:{ - resources. Second, goal programming permits the
o decision maker to specify multiple objectives or
'§£ targets to be achleved; as discussed 1in the previous
f; chapter, there are several goals at issue here.
‘i Finally, in the last decade goal programming appears to
;ﬁd have been established as the preferred method of
$ﬁ. solving the project funding problen. Numerous
{;‘ applications of goal programming have been made to
'}j scenarios not too dissimilar to the one facing the SDC:
fé; the articles written by other goal programmers will
W

undoubtedly assist project selection efforts in this

ry endeavor.

For the reasons just stated, goal programming will

R be the principle tool used in the project funding model
" to be discussed in the remainder of this thesis.
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il
‘(é\ IV. MODEL DEVELOPMENT
e '
g

' The goal programming technique requires the
.. development of mathematical equations to represent
"S model goals and constraints. In the second chapter the
%‘g four major project funding goals for the USASDC were

\ introduced. These goals are reviewed below:
;ﬁ; 1. Maximize military effectiveness
%& 2. Minimize project development risk
1ﬂﬁ 3. Minimize project development time
i 4 Maximize project development balance
N It i{s the intent of this chapter to determine a
'53; methodology for converting subjective Judgments of
ﬁ;{ individual project contributions to the major SDI
X project goals 1nto coefficient weights. These weights
.LX will represent the performance of each project
gﬁ regarding each goal or constraint equation 1in the GP
So model formulation.
. A. TRADITIONAL METHODS OF QUANTIFYING SUBJECTIVE
o JUDGMENTS
%iﬁ A key problem 1in the project funding modelling
;5? process 1nvolves the quantification of subjective terms
i{ such as effectiveness, risk, time, and balance. The
”:f USASDC does not have a table or document that lists
if& values of funded projects in such broad terms. The WPD
ey, for each project 1ists funding authorizations and
'&1 milestone objectives, but 1t does not 1include a score
a&, for effectiveness, risk, time or ©balance. Project
ﬁﬂ‘ selection and funding decisions are 1largely based on
) the subjective opinions of key personnel involved with
.:: each project, especially the program element managers
;f assigned to the USASDC headquarters. Operations
'iﬁ research literature contains several traditional
i 32
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:& methods for quantifying intangibles, a task that must

;ﬂ% be performed so that coefficient weights for the GP

T:ﬁ model can %2 determined.

. 1. Numerical Rating Method

o A  very simple method for quantifying

;iﬁ subjective judgments 1s the numerical rating method

}Eﬁ (sometimes called the magnitude estimation method).

;? This method was first proposed by Stevens [Ref. 28] as

;E; a method of eliciting comparative rankings 1in

'Q; psychophysical experiments. Judges are given two

e reference points and asked to associate the rated items

, with these points. This can be done elther by using

ij numbers, or by plotting points on a continuous number

E; line. When using two reference points, one can imply a

Wy constant 1nterval scale. for example, 1n a project

- funding scenario, a program element manager might be

}i asked to rate the potential technological payoff of two

:: projects. The manager could perform this task by

o indicating where these projects fall on a continuous

{‘_ line, referenced by a prepositioned project with low

:2 payoff and another with high payoff, as demonstrated

;3 below in Figure 1.

7

J

o

S B X-m-mmmmmooo X-m-mmmmmmmoe- X------oe- X---

,:2 low payoff proj 1 high payoff proj 2

9 project

o

“}_ Figure 1 - Numerical Rating Continuous Line

2o

Lo

N The researcher could then use these intervals

;g; to determine the scale relationship of these four

Qf projects. Since this results in 1interval scale data,

.ﬁ: the points can then be linearly transformed to any
3 33
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other scale desired; a common scale would be the 0-100
scale.

The primary advantage of this method 1is

computational simplicity. Basic statistical work can
be performed on the results, and one can easily test
for significant differences. Unfortunately, problems

often arise when determining the reference points;
there 1s no natural origin and Judges frequently
disagree with the reference point positioning. Many
researchers also have difficulty with the 1lack of
bounds on the interval scale.
2. Categorical Judgement Method

A commonly used means of obtalning numerical
results from subJective ratings 1s the categorical
Judgement method, wherein Judges assign instances to
ranked categories. For example, pollsters often ask
people to rate political candidates as poor, falir,
average, good, or outstanding. Program managers could
similarly be asked to rate project milestone risk
according to a scale of very low, low, average, high,
or very high. Dyer, Mathews, Wright, and Yudowitch
[Ref. 29] recommend that five categories be used for
this technique.

The procedure begins by rating the items in
question and then arranging the cumulative frequency
data 1n a matrix of n row 1instances and m column

categories. The elements of this matrix are treated as
areas under a standard normal curve and are converted
to the corresponding Z values. These values are then

recorded in a Zij matrix consisting of n rows and m-1
columns, since the 1last column may be omitted for
computational purposes. The row and col inn averages
are computed, and called Ry and CJ respectively, and
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the grand mean, G, is calculated. A row sum-of-squares
term is computed as shown below:

ssC = 24 (cy - G)2 (4-1)

For each row, the following is computed:

SSRy = 24 (Zyy - Ry)2 (4-2)

The scale values of the 1instances, Sy, are

found by solving the following equation for each row:
S{ = G - Zy * SQRT (SSC/SSRy) (4-3)

In equation 4-3, S represents the interval
scale value, G is the grand mean of the Z matrix, SQRT
represents the square root mathematical operation, and
SSC and SSR are the column and row sum-of-squares.

The categorical Judgment method succeeds 1n
obtaining an interval scale value that can be linearly
transformed to any other scale. It 1s more
sophisticated than the numerical rating method, but
still —computationally easy. Questionnaires employing
this technique are straightforward and uncomplicated.
The major drawback with the categorical method concerns
the five-category 1limitation; this 1s not accurate
enough - for most serious efforts to quantify subjective
evaluations.

3. Least Squares Method

A frequent procedure for eliciting expert
opinion 1is that of asking Judges to do some form of
ordinal ranking of various 1instances of a designated

property. The Least Squares Method was first proposed
by Guilford [Ref. 30] as a means of obtaining scaled
interval data from ordinal Judgments. The procedure

has proven very useful and relatively simple.
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- The method 1s 1nitiated by soliciting the
Pl

N ordinal responses of the judges comparing several items
15

;Q on the basls of a particular factor or quality. For
"'( example, Judges might be asked to rate several
'3} television shows as excellent, good, fair, or poor.
gg; Suppose that a Jjudge feels program B is better than
Qﬂﬁ program C, which 1s better than program A. Tallies in
fﬁ the fy4 matrix would be made as shown in Table 2.

_—

i

o

5ﬁ, TABLE 2

LEAST SQUARES METHOD SCORING PROCEDURE

e

EN Fag A _____ B ____C

% % 1 1

0N C 1

b

s

‘.

agé Since B 1s the preferred show, one goes to the
"xf B column and makes entries 1in the columns that were
I rated inferior to B, which in this case were columns A
fi{ and C. Likewise, an entry 1s make in the C column and
aﬁﬁ A row. The responses from all the Judges are tallled
.‘-\..
%:' in this manner and collected in a fij frequency matrix
53 like the one shown in Table 3.
i ,f:..-:
b
'r::.f'

” TABLE 3

.

LEAST SQUARES METHOD FREQUENCY MATRIX

--'~. c

o Fag VA . B _ __.C.

T A 28 46
My B 72 65

g C 54 35
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Note that the cross-diagonal elements each sum
to the total number of Judges; for this example there
were 100. The next step 1s to convert the fj4 matrix
to a probability matrix, Pij- This 1is
to the equation shown below.

done according

P1j = fiJ / (fij + fji) (4-4)

To continue
matrix in Table 4 was

with the example,
obtalned.

the probability

TABLE 4

LEAST SQUARES METHOD PROBABILITY MATRIX

It is
constituents of

important to note that the diagonal

this matrix are set equal to .5 and
values in each column are added to obtain column sums.
Probability matrix .98 and less
than .02 numerical bilas.
The pyjy

entries greater than
are omitted in order to avoid
matrix is then converted
normal values.
in Table 5.

The sought-after scale values are equal to the
column sums of the zj4 matrix. As
Judgment method,

transformable.

to a zij matrix of

standard In our example, the z;y matrix

is shown

in the categorical

these values

scale are 1linearly

has the
level of

The

requiring a
ordinal assessments, SO

least square procedure

advantage of relatively 1low
data collection surveys are

simple. Judges are not asked to make lengthy pairwise
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TABLE 5
LEAST SQUARE METHOD STANDARD NORMAL MATRIX

21y LA B - C__

A 0 -.583 -.100

B .583 0 . 385

C .100 .385 0

Sums | .683 -.198  .285
comrarisons; rather, they simply list the instances in
what they belleve is the correct order of importance
regarding the compared factor. This method 1is not
appropriate for use 1in the project funding model being
developed here, however, because it requires a large
number of Judges. Many expert oplinions must be

collected gathered 1in order to make a probability
matrix as described above. In the USASDC there are at
most three experts in each program element management
shop, and this 1is not sufficient to employ this method
effectively.
4, Constant Sum Method

The Constant Sum Method i1s a technique
developed by Comrey in 1950 [Ref. 31] that quantifies
subjective ratings based on palrwise comparisons.
Judges are asked to consider each possible pair of
instances, and within each pair, split 100 points.
Thus, for each judge with n 1instances +to be scaled,
n(n-1)/2 pairs must be considered and 100 points
divided between each. The largest number is given to
the member of the pair having the greatest amount of
the property being considered. The computational
procedure begins by creating a comparison matrix, with
the cross diagonal elements summing to 100 points.

This matrix 1s tken averaged, depending on the number

38
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'g of Judges, and a W matrix is obtained by dividing each
? element by 1its respective cross-diagonal element. The
M
- column products are multiplied by the nth root, where n

N is the number of compared items. These values equal

"?

o the desired scale quantities.

-i An example sheds further light on this method.
"

N Consider two Judges evaluating three cheeses on the
! basis of taste. Their respective comparison matrices

.-

N are shown 1in Table 6.
| TABLE 6

EZ CONSTANT SUM METHOD COMPARISON MATRICES

.f:‘ .

' Judge 1 Judge 2
;* agy | A B C ajy | A B C
5 A 50 20 40 A 50 10 30
- B 80 50 60 B 90 50 70
’ C 60 40 50 C 70 30 50

( . In both 1Instances above, the judges indicate

,Q that each prefers cheese A to B, cheese A to C, and
o

508 cheese C to B, but strength of these endorsements are

. N

b different. The next step is to combine both matrices

by averaging the aq 4 values as shown in Table 7.

i

e

o

o TABLE 7

,Qq CONSTANT SUM METHOD AVERAGE COMPARISON MATRIX

o

% Qg LA B . ¢

}: A 50 15 35 .

N B 85 50 65

f‘_ C 65 35 50

v
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&@
E§§ The Wij matrix is then computed using equation
?% 4-5 shown below:
1)
"::': wij - ajj / aji (4-5)
{E; The Wiy matrix for this example 1s shown 1in
W Table 8.
24
i
5 |
oY TABLE 8
2&2 CONSTANT SUM METHOD W MATRIX
Lo
B3 Wil | A B C
” "A | 1.00 .72 .Ba
gty B 5.67 1.00 1.86
g C .86 .54 1.00
:"’g
:";ﬁ:
~ The scale values can be solved for now by
2f: taking each column product to 1its respective-nth root.
fg? In our example, n, the number of cheeses Dbeing
i%{ compared, is 3. The calculation 1s demonstrated in
2 Table 9.
e
o
e TABLE 9
}I,'i 3
D) CONSTANT SUM METHOD SCALE VALUE COMPUTATION
;E: Sy = [(1)(5.67)(1.86)11/3 = 2.19
W So = [(.72)(1)(.54)]11/8 = .73
e S3 =~ [(.54)(1.86)(1)]11/3 = 1.00
%ig
s& A great advantage of this method over Epe
{3& others that have been discussed is that i1t provides
@9 quantitative values that are all on a similar ratio
’5? scale, rather than the 1interval scale. Ratio scales
;i% allow not only linear transformations, but all
&
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?ﬂ. arithmetic operations. For example, one can conclude

:.' that an instance with a value of 1.0 has twice the

E&J compared property of an 1nstance with a .5 value. A

i problem with this method 1involves consistency; Judges
;3 often contradict themselves (unintentionally),
iﬁ especially when the number of comparisons 1s large.

) % Many Judges find categorical comparisons much easier to
g}‘ make than numerical ones.

f?% The traditional methods of quantifying

;Jﬁ subjJective evaluations are not adequate for a project

§$; funding model. A method 1s needed that does not suffer
_ from any of the major disadvantages prevalent in the
!:: procedures Jjust discussed. In 1978 Saaty [Ref. 32]
#% developed a method of quantifying subjJective

;? intangibles that 1is far superior to any of the

q traditional methods Just described. He called this

o procedure the Analytic Hierarchy Process, and 1t will
%ﬁ be the subject of the remainder of this chapter.

:ﬁ B. THE ANALYTIC HIERARCHY PROCESS (AHP)

;}h ' In less than a decade, the AHP has found its way
?; into many 1important decision-making models. Our
‘ﬁj investigation of the AHP will begin with a detailed
e discussion of the four-step AHP procedure that has been

- popularized by Saaty. These four critical steps in

‘ﬁﬁ converting subjective judgments into numerical results

,ﬁg are shown 1in Figure 2.

U, Step 1 1involves hierarchic decomposition. The
T researcher must develop a logical representation of the
% factors and levels involved 1in problem scenarlo. For
fﬁ example, conslider a person desiring to purchase a new

';; automobile. 7The obJective of buying a car 1is placed at

075 the top of the hierarchy. Factors that influence the
“23 decision, such as price, comfort, and status are placed
'.'.

i

3 41

Ca

%

04

_.:

AN

y 9.0} \--.1\'\. ‘-‘- ------ ‘_-
Patt %‘F’Vt i l‘.‘l WX ’,O "l'... Q.. 1 Y o ™

(L 2N ML s [ o W PN

S p‘ \“'h;,'»-.' }' ‘.' "t 3 J ph.\ o v‘i ﬁf
e o 5m W, s
W He¥, { et ki . 3 .



-

i

¥

ot

' J

;s

"y

.

;\

A‘

= R

‘ 'oteo 1 Bveak d90151on 1nto b

. | hle“a“" ‘cal euels R
e Co le palrulse

o conpar ison data :

N aolve for matrix

M eigenuector
i_ ! BT, .bwdum “""éll-“. £ e v
R yfwumﬁiat £ 4: fgaregat e w919w |
= %‘:@‘@W%ﬁ" h leuel
o sl at, each leve

o X

> e mﬂ? A«AvA ‘Qw , v..';:n“-'w oA t W' i R \wewd-" AR 'tlh'
"\) zw s:ns:kmsz,a&;‘ o . am“ffgwgﬁwﬁmrw‘m», «%;t“
:\

S

o

2
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15 in the next hierarchy 1level, and the various car
%: alternatives are listed at level 38 of Figure 3.
‘: In step 2, Judges are asked to make pairwise
2 comparisons of the factors at each level using the
>

f
»
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é&f Figure 3 - Car Buying Hierarchical Scheme

:é& palrwise comparison scale shown 1in Table 10. This
Eg table 1s the result of extensivg psychological
Yo measurement studies. Saaty concluded that human
;iJ sensory perception 1is capable of distinguishing only
;:ﬁ nine distinct subjective performance levels. As in the
b, constant sum method, N(N-1)/2 pairwise comparisons must
tﬁ be made, and the results are placed in a comparison
o< matrix. In the car buying example, a matrix like
P theone shown in Table 11 could be obtained.

”i% In step 3, the eigenvalue solution technique 1is
f‘: employed. As shown by Saaty and Vargas [Ref. 45], the

B procedure involves solving for the largest eigenvalue,
", Lambda Max. In the example we are concerned with,
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0 TABLE 10
cﬂ'f‘
s AHP PAIRWISE COMPARISON SCALE
e Intensity
sl of Importance Definition
, ———————————————————————
;”@ 1 Equal contribution by both
%‘ﬁ factors/alternatives to the property
é 3 One factor contributes slightly more
) to the property than the other -
Fﬁ 5 One factor is strongly favored over
o the other
:&A 7 One factor 1is very strongly favored
*4 over the other
" 9 The evidence favoring one factor over
the other 1s of the highest possible
order of affirmation
2,4,6,8 Intermediate values
Reciprocals If activity 1 has one of the above
N numbers assigned to it when compared
¢ to activity J, then J has the
o : reciprocal value wheh compared to 1
R
.
3
R,
i
Y. TABLE 11
$ ! AHP EXAMPLE COMPARISON MATRIX
i
! Comfort Ford Chevy BMW
KR ] e -— ———— | emm—— -
) Ford 1 1/2 1/4
P Chevy 2 1 1/2
! ﬁ BMW 4 2 1
Lo
e
... Lambda Max was found to be 3.0. The normalized
WQ eigenvector 1s then computed and is as shown in Table
0 \ 12.
ﬁ% The AHP interprets the eigenvector as clear
et/ .
%ﬁ' evidence that the BMW will contribute the most to your
L
x comfort whlle operating a car, since the BMW comfort
’%& factor 1s twice the size of the Chevy comfort factor,
.*ﬁ and three times as large as the Ford value.
4
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A .
9 TABLE 12
a AHP EXAMPLE EIGENVECTOR
P Comfort Ford Chevy BMW
S it ———— eme——-—- .
e Ford 1 1/2 1/4
o Chevy 2 1 1/2
) BMW 4 2 1
3 EIGENVECTOR: .143 .286 .571
N Ford comfort value: .143
N Chevy comfort value: .286
oy BMW comfort value: .b71
i
N
. In the simple example Just described, 1t was
ﬁ apparent that the responses of the Judges were not
‘ﬂ contradictory or conflicting. However, 1in many
‘
’ instances the number and complexity of subjective
a5 judgments involved in the AHP make 1t necessary to
\ compute a consistency ratio (CR). It 1s fortunate that
B
A the AHP provides a method for computing the CR, for
R this affords the user the opportunity to evaluate the
K ) quality of the data that has been ' input in the
%; comparison matrices. Respondents, despite their best
i :

efforts to the contrary, are often 1inconsistent and
intransitive in making pairwise comparisons.

*i The calculation of a consistency ratio (CR) can be
.i demonstrating by continuing with our car Dbuying
,& example. Suppose a Judge felt the Ford was more
:;‘ comfortable than the Chevy, and the Chevy more
o comfortable than the BMW. The Judge would be
25 inconsistent 1f he rated the BMW more comfortable than
N the Ford; such a response would stimulate a high CR.
f: The CR is found by first finding the consistency index
.; (Cc1). The consistency 1index (CI) is determined using
AV

;g equation 4-3, where N 1s the number of 1tems being
:5 compared.
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Lambda Max - N
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The CI 1s compared to the corresponding random

consistency index (RI) shown in Table 13. The RI are
average conslistency indices for matrices whose
reciprocal entries were drawn at random from the values
i/9, 1/8, ..., 1, 2, ...,8 , 9,
TABLE 13
RANDOM CONSISTENCY INDEX
N i 2 3 4 5 6 7 8 9 10
"RI] 0 0 .58 .9 1.12 1.24 1.32 1.41 1.45 1.49

The consistency ratio can then be found, since CR
is equal to the ratio CI/RI. The value of CR should be
10 percent or less. If it is more thanm 10 percent, the
Judgments are conslidered 1inconsistent; the problem
should be studied again and the comparison matrix
revised.

Step 4 aggregates relative weights of various
levels obtalined from the third step in order to produce
a vector of composite weights. This vector constitutes
the scaled rankings of the various alternatives with
respect to the factor being studied. The procedure is
to start at the highest level hierarchy and determine
the weights of the factors at that 1level. These
welights are then multiplied by the eigenvector at the
next level, and new vectors are obtained. Thils process
continues until the last level.

To continue with our car example, in this step the
eligenvectors of price, comfort, and status would be
combined. Suppose the buyer felt price was the most
important factor, followed by status and then comfort.
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ﬁ? This would then be placed in a comparison matrix and an
§$ elgenvector determined. The procedure involved in step
ﬂ} 4 is demonstrated in Table 14.
X
=) TABLE 14
h} CAR BUYING EXAMPLE STEP 4 DEMONSTRATION
) :
-, Level 2 elgeunvalues: Price =-.5
o Comfort =.2
2 Status =.3
B Level 3 elgenvalues:
) .
‘ Factor | Ford Chevy BMW
v, Price .4 .4 .2
) Comfort .2 .3 .5
AT Status .2 .1 .7
\
a Ford welght = (.5)(.4)+(.2)(.2)+(.3)(.2) = .30
h Chevy welight = (.5)(.4)+(.2)(.3)+(.3)(.1) = .29
F BMW weigh = (.5)(.2)+(.2)(.5)+(.3)(.7) = .41
e
N Step 4 1informs us that on the basis of the data 1in
k; this example concerning the buyers vehicle preferences
regarding price, comfort, and status, the BMW should be

. purchased. The Ford and Chevy are rated too closely to
distinguish between them.

A The AHP affords several advantages over the
ta traditional methods discussed earlier 1in this chapter.
EE Use of the AHP allows the researcher to quantify
e weights at more than Just one hierarchy level. The AHP
L; gives scaled values that are on a ratio scale, and the
'. AHP is the only method that provides a mechanism for
ét; checking on the consistency of the input data. The AHP
;:5 is more accurate than the traditional methods, since 1t
t; " has 1ts roots in psychological testing and human
‘.’ sensory perception capablilities. The only disadvantage
,:: of this method is that 1t is considerably more complex.
:t& However, the benefits gained from using the AHP far
bo?
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exceed thls drawback, since a computer program can be
written to overcome computational difficulty.

The cholice of AHP to quantify subjective
evaluations has become quite common during the last
five years. The areas 1in which the AHP has been
applied are diverse and numerous. In a 1984 book
review, Gray [Ref. 33] noted that "...you have to
actually try the method 1in some simple situations to
understand 1ts remarkable power". Zahedl recently
[Ref. 34] surveyed the AHP and over fifty published
applications of AHP in twenty-seven topic areas. These
instances included the project funding model developed
by Johnston and Hihn [Ref. 35], and the budget
allocation models of Sinuany-Stern [Ref. 36] and Arbel
[Ref. 37].

The AHP is superior to the traditional methods of
quantifying subjective evaluations discussed 1n this
chapter, and 1t has been successfully applied to
similar projects. These two facts 1lead to the
conclusion that the AHP 1s the preferred technique to
use in deriving the coefficient weights for the linear
equations in the GP model being developed.
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B V. GOAL PROGRAM FORMULATION

In this chapter, mathematical expressions of the

'ﬁ goals and constraints for the GP model will Dbe
::ﬁ developed. Discussions of model constituents such as
:2§ the decision variables, system constraints, goal
?*5 constraints, and the achievement function, will be
$ included in order to formulate the GP model.

E".:: A. DECISION VARIABLES

Rr The first step in the construction of a
mathematical decision model 1s the determination of the

Fﬁ decision variables. Decision variables are parameters

Ey that may be controlled and are sometimes referred to as

Eﬁ‘ "control" variables. These variables represent the

_ items that will be optimized when solving the model.

;14 The USASDC presently manages thirty-five WPDs that

Eg were categorized as "major projects" 1in Chapter II.
:ﬁ‘ These are projects that in FY 86 were funded at

v . levels exceeding $5 million or are deemed important
V: enough to warrant special attention. The major

: projects will be the focus of the model and are listed
2 in Table 15. Funding for the major projects constitute

:)' 89.8% of the total USASDC core budget level, a clear
%: indication of the prominence of these projects in the
Qi overall SDI program.

;J; The decision variables in the formulated model are
Q; the costs assoclated with each major project 1in FY 88.
E% XJ is the notation wused to indicate the funding level
< in dollars of the jth project. The ultimate purpose of
}i the model development 1s to determine the optimal
:z values of these decision variables.
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TABLE 15
MAJOR USASDC PROJECTS

WPD # WPD Title
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Ballistic Range Expt

AFOCAL Technology
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DEW Concegt Development Defn
NPB Test Facility

xoatmospheric Interceptor Expt
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C._Missile Electronics
eker/Windows/Avionics
opulsion Integration
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Technology
Imaging Radar Expt
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B. SYSTEM CONSTRAINTS
There are two types of constraints present in most

GP formulations, system constraints and goal
constraints. System constraints are "absolute"
constraints; they define the feasible solution space
that must be adhered to Dbefore an optimal or
satisfactory solution can be considered. Goal
50
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constraints are "nonabsolute" in that the program seeks
to satisfy such equations to the highest 1level
possible; goal programming attempts to minimize the
deviation from a prespecified 1level, rather than

Py

-

f; attempt to satisfy any level completely. This section
:& is <concerned with the system constraints involving
2{ USASDC budget 1levels, minimum and maximum project
‘ funding levels, and non-negativity requirements.

f 1. Budget Levels

f The first system constraint 1s concerned with
,5 the total amount of money available for all of the
. thirty-five major programs {n FY 88. As discussed in
:; Chapter II, four different funding strategies exist,
- each one motivated by a different FSED completion date.
-i Since the funding strategy for FY 88 has not been
L, decided, each of the possible appropriation levels will
N be run on separate iterations of the model. Table 16
ft shows the funds that have been tentatively appropriated
ﬁ: to the sum total of all major WPDs for each funding
{ I strategy.

- ‘

- TABLE 16

L MAJOR PROJECTS FY 88 TOTAL BUDGET LEVELS

é. Funding Strategy Budget ($M)

N core 882.6

b Enhanced 19833

o Extended 1383.4

;? An equation representing the budget constraint
f% will be 1ncluded in each iteration of the model. The
": equation mathematically states that the sum of the
;ﬁ project funding levels must be less than or equal to
;ﬁ the total budget, and are as follows:

~
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-y Iteration 1: X1 + X2 + X3 + . . . + X35 <= 992.6
??5 Iteration 2: X1 + X2 + X3 + + X35 <= 1029.1
A Iteration 3: X1 + X2 + X3 + . . . + X35 <= 1255.4
a Iteration 4: X1 + X2 + X3 + . . . + X35 <= 1383.4
%ﬁ: 2. Minimum Funding Levels

4&;2 There 1s a minimum amount of money that must
el be spent on each projJect and, for many of the major
.)' projects Dbeing modelled, this amount is substantial.
~€§ Spending on any project cannot simply cease; at least
ES some money must be spent 1n each project, if only to
N

oS shut the program down. Most programs are committed to
minimal funding 1levels in order to cover a variety of

'ﬁ; prior obligations such as equipment purchases, facility
‘Eﬁ rentals, and labor contracts.

?ﬁ Equations for the minimum funding levels will
a;“- be entered in the model as shown below:

‘jﬁA X1 >= Minimum Funding Level for Project 1

;l%f X2 »>= Minimum Funding Level for Project

WA .

:7€ X35 >= Minimum Funding Level for Project 35

! " 3. Maximum Funding Levels A

;ﬁi Similarly, there is a maximum amount of money
:ﬁ: that can be spent on each project. Upper bounds on
LA spending exist because USASDC program element managers
A realize that there is a practical 1imit to the amount

of money that can be devoted to single project; at a
certain point additional funds could not be reasonably
.f- or effectively spent on the project in question.

The maximum funding 1level equations are as

20N follows:

-'t X1 <= Maximum Funding Level for Project 1

}:; X2 <= Maximum Funding Level for Project 2
E X35 <= Maximum Funding Level for Project 35
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,ﬁs 4. Non-negativity
b7 A goal program model requires that all
i& decision variables be greater than or equal to zero.
) The positive and negative deviation variables and all
Q? other variables used in the goal constraints must be
*22 non-negative. This requirement adds the following
N relations:
. X1i,.., X35, PPOS, PNEG, RPOS, RNEG, TPOS, TNEG,
%ﬁ BPOS, BNEG, WTPNEG, WTRPOS, WTTPOS, WTBNEG »>= 0
G
:} C. GOAL CONSTRAINTS
A Goal constraints are mathematical equations that
EN represent the objectives of the scenario being
&ﬁ modelled. In a model of the thirty-five major projects
'f: of the TUSASDC, the goal constraints will parallel the
' four major project goals. The performance of each
ig& project with respect to each of these goals will be
o determined using the AHP as discussed 1in the previous
:ﬁt chapter. Goal constraint equations do not have
;J ' inequalitles as do system constraints. Rather, the
& left hand side (LHS) of the equation is set equal to
?;i the right hand side (RHS), thereby forcing residual
fﬁ values into either the positive or negative deviation
v variable.
L{ 1. Maximize Military Payoff
‘tf Military payoff 1is based on individual project
:i contributions to the following: (1) the SDI long range
.E' goal of building a missile defense; (2) the short range
'ﬂ goal of reaching an FSED by 1995; and (3) the potential
:3 generation of military .spinoff technology. The AHP
%f will determine a military payoff score for each project
%ﬁ (P1 through P35), and this score will be multiplied by
N its respective decision variable (X1 through X35). The
;3 sum of these products 1s compared to the RHS of the
é; goal constraint by using positive and negative
. 53
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?5; deviation variables (PPOS and PNEG). The RHS 1is

a;& intended to provide an wunobtainable objective for the

Qgg LHS of the equation; the sum of the products of the

“'\ military payoff scores and the maximum funding level

Ao for each project (MAX1 through MAX35) provides such an

,éﬂ: objective. The goal constraint attempts to get the LHS

sf?? as close to this unobtainable 1level on the RHS as

?S. possible by minimizing the negative deviation variable.

K7s Since the RHS level cannot be reached, the positive
ﬁ% deviation variable will be zero. The final goal

;&y constraint equation representing the maximization of
] military payoff 1s as stated in equation 5-1:

(P1 * X1) + . . . + (P35 * X35) - PPOS + PNEG

b = (PL * MAX1) + . . . + (P35 % MAX35) (5-1)

&

s 4 2. Minimize Project Development Risk

vl The second nonabsolute constraint that will be
ﬁg formulated concerns project development risk. There
.f% are two types of risk to be modelled. As discussed in

¢ Chapter II, the first 1s technological risk, which

T refers to the 1likelihood of failing to meet the
s;; ultimate technical objectives of the WPD. The second,
N milestone risk, accounts for the possibility that the

Y target milestones in the WPD may be violated. The AHP

}?ﬂ will be once agaln used to assimilate these two risks

:@j into a single goal constraint. The equation will be

555 very simiiar to the other goal constraints. The LHS is

res a summation of the risk score from the AHP (R1 through

5?? R35) multiplied - by the amount of money to be spent on
Zﬁ; each program (X1 through X35); the RHS 1is this same

j;i risk value multiplied by the minimum funding level

f:ﬁ (MIN1 through MIN35). Since the RHS represents an

‘DY unobtainable goal, the residual will driven into RPOS,
e

3
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the positive deviation variable of the formulated risk
equation shown in equation 5-2:

(RL *» X1) + . . . + (R35 * X35) - RPOS + RNEG
= (R1 * MIN1) + . . . + (R35 * MIN35) (5-2)
3. Minimize Project Development Time
The minimization of project development time
1s the third goal to be modelled by the GP. The two

constituents of project development time are the time
required to achieve ultimate projJect success and the
time needed to meet the FSED requirements. The AHP
program will be used to develop a time factor for each
project (T1 through T35). This value is multiplied by
the decision varlables and these products summed so
that they may be compared to the unachieveable
objective. Since the desire is to minimize, the RHS
should be an artificially 1low value derived from the
multiplication of the time values and the minimum
funding levels. The deviation from the goal will be
driven into TPOS and the end result 1is a time goal
equation as shown below:

(TL *» X1) + . . . + (T35 * X35) - TPOS + TNEG
= (T1 » MIN1) + + (T35 * MIN35) (5-3)

4. Maximize project development balance

The fourth goal to be modelled is to maximize
project development balance. The AHP will assist 1in
modelling this objective by combining the following
four elements of project balance 1into one number
between 0 and 1: technology base, concepts and designs,
data collection, and signature measurements. Contrary
to the other goal constraints, the second level AHP
hierarchical values will not be equal. Rather, the
elgenvalues calculated for each balance sub-factor will
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be multiplied by the BTP guidance values shown in Table

_% 1. This will ensure that each element of balance 1is
'i given priority according to the goals expressed by the
(‘ 1986 Budget Priorities briefing [Ref. 3]. This will
-ﬁ generate balance values (B1 through B35) that can then
L? be used as shown above 1n the other goal constraints.
e The RHS side number will be the same unobtainable
. maximum value that was used in the other maximizing
#ﬁ goal constraint, payoff. The value of BPOS will be
‘ﬁ zero, and the deviation from the goal will be captured
{? by BNEG. The final goal constraint for the model
. formulation 1s as displayed in equation 5-4:

4
ﬁg (B1L * X1) + . . . + (B35 * X35) - BPOS + BNEG
i - (BL * MAX1) + . . . + (B35 » MAX35) (5-4)
P,

D. ACHIEVEMENT FUNCTION
LE The final step in the model development is the
ﬂj establishment of the achievement function. Given that
;{ﬁ there i1s some solution to the multiple objective model
i, as represented by the goal formulations described
Ny above, the critical task of finding the optimal
3; solution still remains. The achievement function 1is
fﬁ designed to perform such a task by minimizing the goal
D) deviation variables.
&{ There are eight deviation variables that are
iﬁv included 1in the GP model, a positive and negative
,i deviation variable for each of the four goal
,‘ constraints. Goals one and four are maximizing goals,
o so varlables PNEG and BNEG will retain the goal
‘?2 deviations that are to be minimized. Likewise, goals
two and three are minimization equations, so RPOS and

":f TPOS are included in the achievement function.
i:{ If the four goals were considered equal in rank or
;Ej importance, the LHS of the achievement function would
-~ f
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consist of a summation of the four deviations.
However, the goal constraints for this model of the
thirty-five major SDI projJects are not equal 1in
priority. Maximizing payoff 1s the most important
goal, and maximizing balance 1is the lowest priority
objective. The AHP will determine the magnitude of the
differences between the four goal constraints; this
magnitude will be reflected 1in weight values for each
goal equation between 0 and i. The LHS consists of the
sum of the product of each weight value (WTPNEG,
WTRPOS, WTTPOS, WTBNEG) multiplied by its respective
deviation variable. The LHS 1s set equal to a sBingle
variable, DEVIATION, and minimization of the RHS value
will determine the optimal solution. The achievement
function i1s as displayed in equation 5-5.

(WTPNEG * PNEG) + (WTRPOS * RPOS) +
(WTTPOS * TPOS) + (WTBNEG * BNEG) = DEVIATION (5-5)

E. THE GOAL PROGRAM FORMULATION

The final formulated GP model encompasses all of
the equations described above and is as shown on the
next page in Figure 4.

F. MODEL ASSUMPTIONS

There are several assumptions that are being made
for this model, situations that are assumed to be true
in order to simplify the model and make 1t solvable.
The negation of any of these assumptions invalidates
the model developed above.

The first model assumption is that all equations in
the GP model are 1linear. This 1s the most important
assumption, since 1t allows a great simplification of
the data collection process and model formulation.

Linearity 1s assumed because there 1s not enough
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;? Achievement Function

) Minimize:

o (WTPNEG * PNEG) + (WTRPOS * RPOS) +

QS (WTTPOS * TPOS) + (WTBNEG * BNEG) = DEVIATION
{3 Goal Constraints

FR Subject to:

%§ ' (P1 * X1) + . . . + (P35 * X35) - PPOS + PNEG
st - (P1 *» MAX1) + . . . + (P35 * MAX35)
?& (R1 * X1) + . . . + (R35 * X35) - RPOS + RNEG
_ = (R1 * MIN1) + . . . + (R35 * MIN35

o (T1L *» X1) + . . . + (T35 * X35) - TPOS + TNEG
§§ - (T1L *» MIN1) + . . . + (T35 * MIN35)
*&’ (BL * X1) + . . . + (B35 * X35) - BPOS + BNEG
D - (B1 * MAX1) + . . . + (B35 * MAX35)
J& System Constraints

g& X1 + . . . + X35 <= BUDGET
K X1 >= MIN 1
}3_ X2 >= MIN 2

e, . .

2 X35 ~ >= MiIN 35

o X1 <= MAX1

) X2 <= MAX2
5% . .
ey X35 <= MAX35

g‘ﬁ X1,.., X35, PPOS, PNEG, RPOS, RNEG, TPOS, TNEG,
1:? BPOS, BNEG, WTPNEG, WTRPOS, WTTPOS, WTBNEG >= 0
o
3;3 Figure 4 - Goal Program Formulation
:;
‘:ﬁ information to postulate any other functional form. One

A
A

can be quite certalin that none of the equations above
in reality are exactly 1linear, but in the absence of
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;g data to the contrary, 1linearity 1is assumed to be a
o close approximation to the actual curves. This is
;, especlally true since the solution space 1is being

. bounded by upper and lower funding levels, which should
constrain the model to the region where the linear
assumption 1s particularly accurate.

K The second assumption 1s that all variables in the
"~ mathematical model are continuous. This 1s a common
'J assumption in models such as the one presented here.
The capability of doing 1integer or noncontinuous
programming exists and could be implemented, but this
would only add needless complexity to the solution

% process. Assuming that all variables are continuous
13 poses no major practical obstacles.

}: In Chapter II, the four project goals regarding

payoff, risk, time, and balance were developed. Each

5; of 'these goals had various components that made up
3 these goals, and the AHP will determine an overall
ib payoff, risk, time and balance weiglt factor based on
;W these sub-goals. The third major model assumptionﬂis
" that these sub-goals are equal 1in priority. For
’g example, under the risk goal, milestone risk and
ﬁ; technological risk are assumed to be the same in
ﬁ{ importance. The AHP has the capability of handling a
Do situation in which this assumption was not true, but
’? there is not sufficient information concerning the sub-
:i goals to conclude or assume differently.

Q Another key assumption is that the program element
%ﬁ managers are the best individuals to respond to the AHP
oy survey. JMuch has already been said about the vast
. expertise that they possess, and it was the
;.: overwhelming consensus of the chalin of command at the
;; USASDC that program element managers were best suited
;ﬁ to make the subjective jJjudgments upon which the AHP
.’
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;fﬁ model, and the subsequent GP model, is based. If this
o).
'i& assumption was not true, than the model developed in

this chapter would not be valid.

The final major assumption to be discussed 1is that
the total funding level for the major USASDC projects
in FY 88 1is not known, and that the four funding
strategies (core, basic, enhanced, and extended) are
the only alternatives. The model could be easily
changed to handle any funding strategy, but 1t will be
assumed that only the four strategies mentioned in the
USASDC Budget Priorities Briefing [Ref. 3] are of
concern. This assumption is most 1important 1in
simplifying the data analysis of Chapter VI.
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'5; VI. SOFTWARE SUPPORT AND MODEL RESULTS
N
K o As stated in Chapter 1II, the primary obJective of
why this study 1s to develop a research and development
’E projJect funding model of the maJor USASDC projects, and
ziﬁ to use this model to determine optimum expenditure
?§ levels for each project in FY 88. Such a model has now
"o been completely developed, and this chapter 1s Intended
f; to present both the computer programs written to solve
Eé the model and the model results. Specifically, this
entalls a discussion of the data collection and
55 software development process, the numerical output
'E; acquired from the various model 1iterations, and the
) consequences of the data produced.
],
‘f' A. DATA COLLECTION AND SOFTWARE DEVELOPMENT
N3 The process of collecting data and designing
22 software to support the GP model formulation 1s an
?i essential step 1in determining the optimum expenditure
i levels for each major project in FY 88. As discussed
1ﬁf earlier, the GP model requires that the coefficlent
:§§ welghts for the goal and system constralints be
b determined by the AHP, 1n addition to the achlevement
;) function weights. Program element managers were
¥§ selected to respond to a pairwise comparison survey
,:: that was designed to subJectively evaluate the major
:j{ projects being studied on the basis of the eleven key
a; factors discussed earllier. A detailed description of
ﬁﬁ this data collection effort and a copy of the actual
%& surveys that were written can be found in Appendix C.
gﬂ Computer software was written that would perform
"z: the necessary AHP calculations and determine the
;f coefficient welghts for the GP model. APL [Ref. 38]
ig was the computer 1language chosen to perform the AHP
3T
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calculations, since APL is particularly powerful when
performing array computations. An APL workspace called
"AHP", consisting of nine APL functions, was written on
an IBM PC using "APL Plus 5..", an APL program compller
produced by STSC. The workspace was intended to be
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::}: easy to use and have a broad range of applicability.
Fﬁt All programs were generalized, so that the AHP can be
‘% used on any subjective data array, not just the USASDC
]%j data set presented here. The programs were also
;?% designed to be interactive, so that a user 1is prompted
i&; for the information needed as the program progresses, a
feature that helps avoid confusion. Appendix D
G contains the complete program listings of all nine APL
isﬁ functions, as well as detailed information on how to
o use the workspace.
o 3 The Generalized Algebraic Modelling System (GAMS)
;jg [Ref. 41] was selected to solve the GP model. GAMS is
;ﬁ: significant because it is the first optimizing program
;ﬁﬁ that uses the special notation called the Backus-Nauer .
;'U. Form (BNF). This notation enables the user to write
;;ﬁ constraint equations 1in precise mathematical form,
WA greatly enhancing the flexibility and simplicity of the
k?ﬁ program code. A GAMS program was written for each of
' the four possible funding strategies based on the GP
:&g model of the major projects of the USASDC. Appendix E
-;ﬁ‘ contains the complete listing of the GAMS program for
5&5 the core funding strategy, and it also includes a more
® detalled discussion of how the program was constructed.
X
o B. MODEL RESULTS
;éﬁ The output from the AHP procedure and the GP model
2l will be surveyed in this section. This evaluation will
;; include an analysis of the optimal funding levels for
\fﬁ each major project and the optimal funding priorities
:3; at each budget strategy (core, basic, enhanced,
o
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extended). The optimal funding levels and priority
lists obtained by the model will be compared with those
that have been proposed for FY 88.
1. AHP RESULTS

The AHP surveys were collected and the
palrwise comparison data from these surveys was entered
into the APL "AHP" workspace. A complete iteration of
the AHP program 1involves 55 matrices, derived from
comparisons of projects within each program element.
As stated in the second chapter, these comparisons are
based on eleven components. Each component contributes
to either the payoff, risk, time, or balance factor.
The initial run of the AHP program was not successful,
since several of the 55 compared matrices were
determined to be 1nconsistent, 1e, the consistency
ratio for these matrices was above 10%. Respondents
liable for the survey completion were contacted,
informed of the problem, and asked to make corrections
in their responses that would reduce  the CR for each
inconsistent matrix to an acceptable level. The second
iteration of the AHP was successful in resolving this
issue, as is demonstrated in Table 17 below. A

TABLE 17
AHP CONSISTENCY RATIO RESULTS

FACTOR
PAYOFF RISK TIME BALANCE TOTAL
# MTXS 15 10 10 20 55
AN .048 .047 .045 .004 .031
STD DEV .029 .028 .033 .007 .031
RANGE .097 .082 .089 .021 .097

Each of the factors had an average CR value
well under 10%, and not one of the 55 matrices was
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> the output from the AHP workspace can be found in
o Appendix F. The payoff factor eigenvector and the 15
y matrices that contributed to its calculation 1is
) included in this appendix.
W The determination of the four factor weights in
’ the achlievement function was also found via the AHP
3 workspace. These weights are extremely important, as
" they represent the relative priorities of the payoff,
? risk, time, and balance goal constraints in the GP
b model. The comparison matrix, consistency information,
)
N and welght eigenvector regarding the achievement
) function is shown in Table 19.
N
& TABLE 19
Y ACHIEVEMENT FUNCTION AHP RESULTS
S Comparison Matrix
e Uy U MO SU S S
Y
o Payoff Risk Time Balance
o Payoff } 2 5 7
: Risk 1/2 } 3 5
¥ Time 1/5 1/3 } 2
o Balance 1/7 1/5 1/2 1
k. Lambda: _4.020
Consistency Index: .007
Consistency Ratio: .007
Payoff weight: .527
" Risk weight: .301
o Time weight: .110
z Balance weight: .063
A
K
¢ 2. GP Results - Optimal Funding Levels
. The coefficient welghts for the goal
; constraints and the achievement function determined
X above were 1incorporated 1in the GAMS program. The
;, optimal funding 1levels for each project are displayed
2 in Table 20.
i
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b%
) TABLE 20
. OPTIMAL PROJECT FUNDING LEVELS ($M)
ﬂk Funding Strategy
? Project Core Basic Enhanced Extendecd
. B122 6 6 6 6
* B142 15 15 15 15
: B412 9 9 9 9
o, B532 95 95 95 95
>, B612 2 2 2 2
L008 5 5 5 30
" L212 2 2 2 12
% L503 5 5 5 24
: L721 2 2 2 12
s L723 2 2 2 10
D044 15 15 15 15
N D076 260 260 260 260
b, D080 5 5 5 5
0 D047 15 15 55 55
- D112 1 1 1 1
¥y D114 6 6 6 6
D083 12 12 80 80
A K222 187 187 187 187
e K623 5 5 5 5
‘ K624 10 10 10 10
. K225 6 6 20 20
o K323 3 3 10.7 50
. K325 4 4 25 25
Q) K524 4 4 4 4
- K321 108.6 204 204 204
, S271 25 76.1 105 105
v S051 15 15 15 15 -
S011 3 3 3 3
» S052 15 15 15 15
. S053 3 3 19.2 19.2
- S243 15 15 15 15
e, S402 3 3 3 3
K. S091 5 5 35.5 35.5
S102 2 2 2 18.7
- S281 12 12 12 12
?
at
" Table 20 shows AHP results from each model
iteration. The only change between runs was that the
) budget 1level system constraint RHS was increased for
% each successive repetition. For example, the core
% iteration used a budget figure of $882.6 million; this
f. was altered to $1029.1 million for the Dbasic run.
.ﬁ Appendix G contains the solution summary and several
K
L additional reports from each of the four budget
ﬁ: strategy model repetitions.
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J:Q A significant observation 1s that almost all
‘4& projects, regardless of the funding strategy, are
;3; funded at a 1level equal to either the minimum or
1‘ maximum bound of that project. The GP optimizer
o selects projects that contribute the most to the
lﬁﬁ achievement function for funding above the minimum
fgﬁ level. Once an "efficilent" project such as this is
. ldentified, the optimizer adds to the decision variable
ﬁgﬁ until the project reaches 1ts upper bound, or the
E? budget is exhausted.
cf% Only projects that provide the most payoff
. and/or balance while costing little in risk and/or time
f; are deemed efficlent, and these projects can be
_ii identified by observing the marginal values. The
'a& marginal values for the 1individual projects at each
- model run (see Appendix G) indicate the rate at which
- the objective function value 1improves as the RHS
}13 increases a small amount. Since the GP model attempts
3 to minimize the deviation variable in the achievement
& A function, only the projects with a negative marginal
}f value are funded above the minimum bound.
6;; The budget increases 56.7% from the core to
:ﬁ: the extended strategy, so 1t was expected that many
~) projects would demonstrate a dramatic 1ncrease 1n
' ﬁ funding. The number of projects funded at the minimum
;a level In the core strategy was 28, a filgure that
;ﬁ dropped to 14 at the extended budget strategy level.
S The optimization program does not increment each
’fﬁ program a sSmall amount when given additional budget
'vi: money. Rather, it finds additional projects that
V?ﬁ enhance the achlievement function and then uses these
'!f projects to the fullest extent possible.
E; Another critical aspect of the GP model
;;Z results concerns the difference between the optimal
o
67
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funding levels, as determined by the model, and the

proposed funding 1levels. The FY 88 proposed levels
were discussed 1In Chapter II and can be found in
Appendix B. The optimal and the proposed funding

levels for each of the four budget strategies are
plotted against each other 1in Figures 5 through 8 on
the following pages. The funding 1levels for the
various projects are on the y-axis and the projects
(represented in order and numbered 1 through 35) are
displayed on the x-axis. In viewing these graphs, the
optimal and proposed funding 1levels appear closely
related. The y-axis scale accentuates the difference
between the two levels, but one cannot be certain that
this difference 1is substantial. A statistical test is
needed to make this important determination.

The nonparametric Kolmogorov-Smirnov two-
sample goodness of fit (K-S) test was used to decide if
the proposed and optimal distribution functions are
identical. The K-S test calculates the maximum
distance between the cumulative. distribution functions
of the two samples. If the deviation is large enough,
the null hypothesis that the distributions are the same
is rejected. A deviation figure, DN, 1s calculated and
compared against the critical deviation figure found in
a K-S test table, a number based on the sample size and
significance level. The PC statistical graphics
program "Statgraphics", published by STSC [Ref. 44],
was used to determined DN and an assoclated P-value.
Small DN and large P-values support the null hypothesis
that the two distributions are the same. With a .06
level of significance, the null hypothesls cannot be
rejected 1if the P-value is greater than .05 [Ref. 43].

The K-S procedure 1s generally more efficient
that the Chi-square test for goodness of fit, and is
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highly sensitive to population differences with respect
to location, dispersion, or skewness. The K-S test was
performed on the optimal and proposed funding levels
for each budget strategy, and the results are
summarized below in Table 21.

TABLE 21
OPTIMAL AND PROPOSED FUNDING LEVELS
Kolmogorov-Smirnov Two Sample Test Results

Strategy DN Sig Level
Core .3142 .0630
Basic .3714 .0160
Enhanced .2857 .1148
Extended .2000 .4858

A review of these results leads to the
deduction that the optimal and proposed funding levels
are very similar. The null hypothesls can be rejected
at only the basic funding strategy, and the assoclation
between the two is _particular strong at the enhanced
and extended levels. These results support the
intuitive 1inference of Figures 5-8; they show
satisfactory correlation between the two distributions,
particularly at the upper spending stages. However, 1t
is clear that several projects at each strategy level
exhibit substantial differences that demand attention.

3. GP Results -~ Optimal Priority List

The marginal values from the GP model output
that were mentioned above provide 1information that
makes possible a determination of project priority at
each budget strategy. Appendix B contains the priority
list of projects presently used by the TUSASDC. A
comparison of the present USASDC priority list with the
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optimal one derived from the GP model would provide
additional insight.

The marginal values 1indicate the order 1in
which the projects are selected for funding above the

minimum bound. Projects that have the smallest
marginal values are those that are valued by the
optimizer the most. For example, a project with a

marginal value of -.025 was given additional funds by
the optimizing program prior to a project with a
marginal value of -.005.

TABLE 22
OPTIMAL PRIORITY LIST OF MAJOR PROJECTS
Number Project Marg Number Project Marg
1 K222 -.0313 19 L721 -.0034
2 D044 -.0294 20 L723 -.0037
3 D076 -.0285 21 S102 -.0038
4 S243 -.0242 22 S402 -.0010
5 B142 -.0232 23 S052 -.0013
6 B532 -.0221 24 S281 -.0002
7 K321 -.0204 25 K624 -1.6E-3
8 S271 -.0178 26 D080 -1.3E-3
9 S091 -.0150 27 D412 -0.4E-3
10 D047 -.0141 28 S051 .0023
11 S053 -.0120 29 B122 .0061
12 D083 -.0129 30 B612 .0090
13 K325 -.0082 31 Kb24 0172
14 K225 -.0083 32 D112 .0233
15 K323 -.0083 33 K623 .0235
16 L212 -.0064 34 D114 .0264
17 L503 -.0051 35 S011 .0297
: 18 Loo08 -.0057
l
|

The priority 1ist shown 1n Table 22 was
determined by simply rank ordering the various project
marginal marginal values. A noteworthy observation is
that the priority list does not change for any of the
budget strategy model iterations, or any other budget
level selected. The marginal values change, but the
rank ordering does not, so the optimal priority list of
preferred projects can be determined at any budget
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] level 1n the feas:ble region of the model solution.
Table 22 displays the priority list and marginal values
derived at a budget level of $1615.1 million.

The $1615.1 million funding level is
N significant because at this 1level the achievement
function reaches 1ts lowest value. At funding levels
greater than $1615.1 million the objective value does
not decrease, desplte the infusion of additional funds
into the model. This demonstrates that the bottom
) elght projects on the priority list of Table 22 will
not contribute to the achievement function at any
budget 1level, since the marginal values are always
positive. The $1615.1 million funding level identifies
those projects that do not contribute to the goals'of
the USASDC, no matter how much research and development

P

ey

ataox)

money is available. In these unfortunate instances the
N payoff and/or balance benefits are exceeded by the risk
t and/or time drawbacks and money spent on them,
2- according to the model, is wasted. '
N - Similarly, the top seven projects are
‘Z identified by the priority 1list. These are all

. projects that have highly favorable marginal values,
) ie, less than -.20. It should also be noted that each
. of these projects 1is optimally funded at their

¢ respective maximum levels at even the lowest budget
! levels. These top seven projects contribute the most
2 to minimizing the goal constraint equations and
“ optimizing the achievement function.

; A comparison between the proposed and the
X optimal priority 1lists was made graphically in Figure

9. The plot of the difference vector makes i1t obvious
; that there is little similarity between the two

; priority lists. This supposition was verified by using
Kendall’s test for rank correlation, a nonparametric
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N procedure for determining a correlation coefficlient,
g~ called Kendall’s Tau, based on rank. A Kendall’s Tau
%;’ coefficient close to 1.0 demonstrates a high degree of
' agreement between the two vectors. In this case, the
paX tau statistic was computed using Statgraphics and found
{k: to be .1193. This low correlation coefficient supports
the hypothesis that the two priority lists are
) significantly different.
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o3 VII. SENSITIVITY ANALYSIS

"
:V In previous chapters, a model was developed based
N on several key elements of data that were obtained from
'€ surveys regarding the major projects presently being
;S funded by the USASDC. It 1s obvious, however, that
i responses to these surveys may not be perfect; the data
}ﬁ used may be subject to error, and resource
ﬁ: availabilities and subjJective evaluations can change
3 with time. It 1s the purpose of this chapter to
'ﬁ analyze the 1impact of changes 1In the goal programming

model. Specifically, this entails determining the

ﬁ sensitivity of the model to changes of the following:
a. (1) total USASDC budget; (2) minimum and maximum
i project funding levels; (3) goal constraint
0 coefficients; and (4) achievement function
3 coefficients.

Ay

af A. CHANGES IN TOTAL USASDC BUDGET

{ The model was designed to handle changes in the
- total USASDC budget with ease, and five different
,ff budget 1levels 1terations were discussed in the last
iﬂb chapter. The possible budget levels that can be run on
7 the model are 1infinitely many, as 1long as the budget
‘: figure 1s within the bounds established by summing the
)

L various project minimum and maximum funding levels,
W $348 million and $1788.9 million respectively.
L However, possible as it 1s to run model iterations with
;E a budget figure of $1788.9 million, 1t really 1s not
:E practical to exceed $1615.1 million. This was the
Jﬁ budget level identified in the Chapter VI as the point
ft where the achlievement function 1is minimized; budget 1
3; levels above this do not enhance model performance.

.}E
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Each total budget will yileld different funding
levels for each project. However, the optimal priority
list, as discussed in Chapter VI, does not fluctuate
with budget variations. This fact enables the use of
the optimal priority 1list as a predictive tool that
greatly enhances the validity of the model. For
example, consider budget variations in the vicinity of
the core strategy level, $882.9 million. At this level
the first seven projects on the priority 1ist were
funded at the maximum 1level and the eighth project,
S271, was optimized at a level higher than its minimum,
but less than its maximum. If additional R&D funds are
somehow made available, the priority 1list indicates
that the model will initially spend this money on S271
until 1t reaches its maximum level. If still more
funds are accessible, the model will allocate the money
to the ninth project on the priority list. Likewise,
if the budget i1s reduced from the basic strategy, the
model will reduce the funds devoted to S271 before it
takes money away from the number seven project. By
increasing the flexibility and applicability of the
model regarding changes in the total USASDC budget, the
determination of a priority list in Chapter VI can now
be seen as an important contribution to the sensitivity
of the model.

B. CHANGES IN MINIMUM AND MAXIMUM PROJECT BOUNDS

Program element managers provided estimates for the
minimum and maximum funding levels for each project, as
discussed in Chapter IV, and it 1is possible that some
of these approximations may change. Deviations in the
upper and/or lower bounds can have a profound bearing
on the optimal funding levels computed by the GP model,
but once again the optimal priority list can be used to
help predict the 1impact.
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The minimum funding levels must first be satisfied
before the model begins allocating money to other
projects. Consider a project that, at a given budget
level, is being funded at its maximum level. A change
in the minimum funding level of this project will have
absolutely no effect on the model results. Likewise, a
change 1in the upper bound of a project being funded
below that level will not alter model output. However,
any other situation will vary the model results. If a
project funded at the minimum has 1its 1lower bound
reduced, then the additional money will be directed to
the next avalilable project on the optimal priority list
that has not yet been maximized. The same result will
occur 1f a project funded at its maximum level
experlences a reduction 1n this upper bound.

In a similar manner the GP model will take money
away from projects according to the priority 1list.
This will occur 1f projects not belng maximized have
their lower bounds 1increased, or maximized projects
have thelr upper bounds 1increased. Of course, the
number of projects that will be affected by the changes
in the Dbounds depends on the number and size of these
modifications. Nonetheless, the 1impact of even large
changes can be anticipated by using the optimal
priority list, a feature that ensures that the GP model
is sufficiently responsive to changes in the minimum
and maximum funding levels of individual projects.

C. CHANGES IN GOAL CONSTRAINT COEFFICIENTS
Survey results were converted, using the AHP, into

135 goal constraint coefficients. The surveys were
based on subjJective judgments that can possibly vary
for a number of reasons. In thils section an analysis

of the impact of changes in the subjective evaluations
will be conducted.
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3

.Q: The first situation to investigate 1s the impact of
|S§ a mistake in completing a survey or transcribing data
,;: from a survey. One of the advantages in using the AHP
.f_ procedure to generate welghts from subjective
:ﬁ: evaluations 1s that 1t has a bullt-in mechanism to
:Ef detect errors of this type. This feature 1is
;& 1llustrated in Table 23, a table that displays an
¢ actual matrix taken from the AHP output in Appendix F
ﬁﬂ and a "flawed" matrix that contains an input error.

kv

L

‘ TABLE 23

e COMPARISON OF ACCURATE MATRIX WITH FLAWED MATRIX

A

Accurate Matrix Flaved Matrix

:“5 2 1 5 2 1

(] 1}2 1/2 % i 2 1}2 1}2 ? 2
R 175 1/5 1/5s 1/5 3 175 175 1/5 3
e CONSISTENCY RATIO: .017 CONSISTENCY RATIO: .117
Lo |

o The only change that was made in the flawed matrix
i{ is that the upper right-hand number was changed from 5
?f: to 1, representative of a common typographical error.
ig The consistency ratio (CR) computation turns this
NN simple mistake 1into a glaring error by raising the CR
if& to above 10%. Since a CR this high 1s unacceptable,
:i the matrix data input would have to be examined and the
5%“ error corrected. This example demonstrates the
Eﬁg sensitivity of the GP model 1n responding to minor
;ﬁa lapses, a feature that makes the model results more
L credible.

:;; The GP model might also be subJected to a change of
3ﬁ opinion. A respondent to a survey could decide that a
1}{: prolJect was Judged inappropriately. Once again 1t 1s
‘éﬁ illuminating to look at an example of such a situation.
e 81

.

-.:.'-.

yeN

o4

“w R e ‘J!" D ™)
.. e "\‘ .r& ,_. N .-4- NN .._.{ \\._.,.-,_ 3

I i W e 00 M BN D N o o Moo N Mo N Moo N 2

B e e ey N e : R
- "‘.'z".-.-.-.r Y 'r.r NN
""‘-." "- "'\"'-."-."-.-. e, A AT ".\4- TRty




3
)

Pl
I

-".}u{o..

..c’ v

P A
Sl% AR R NS

X

h

. e [ ] PPN
|,‘(\\.\‘l P A5

NN \
\sx\\\‘?\.‘"._\‘

Consider the comparison matrix of KEW projects
according to mllestone risk shown in Table 24.

TABLE 24
KEW/MILESTONE RISK - ORIGINAL COMPARISON MATRIX

K222 K623 K624 K225 K323 K325 K524 K321

—— - —— - —— - —— - - ——

K222 1 1/5 1 1 1 1 1/5 1
K623 5 } 5 5 5 5 1 5
K624 1 1/5 } 2 2 2 } 2
K225 1 1/5 1/2 1 1 1 1/5 1
K323 1 1/5 1/2 1 1 1 1/5 1
K325 1 1/5 1/2 1 1 1 1/9 1
K524 5 5 5 9 9
K321 1 1/5 1/2 1 1 1 1/9 1

Consistency Ratio: .031
Eigenvector: .062 .308 .116 .055 .055 .051 .302 .051

Suppose the KEW program element manager receives
information implying that he overestimated the
milestone risk of K623. The program element manager

might then change the original comparison matrix to one
as shown in Table 25.

TABLE 25
KEW COMPARISON MATRIX WITH MINOR CEANGES

i K222 K623 K624 K225 K323 K325 K524 K321

———— ——— -—— - _—— e — -—— - - —— - - -—————

K222 1 1/2 1 1 1 1 1/2 1
K623 2 } 2 2 2 2 1 2
K624 1 1/2 } 2 2 2 } 2
K225 1 1/2 1/2 1 1 1 1/5 1
K323 1 1/2 1/2 1 1 1 1/5 1
K325 1 1/2 1/2 1 1 1 1/9 1
K524 5 5 5 9 9
K321 1 1/2 1/2 1 1 1 1/9 1

Consistency Ratio: .042
Eigenvector: .089 .178 .140 .069 .069 .066 .321 .066
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?ﬁd The only numbers changed in the this new matrix are
) N those 1in the second row and second column, values
%f: corresponding to project K623. The numbers 1in the
:=i original matrix were 1larger, signifying that Ké24
\ﬁ; involves a high degree of milestone risk. The lower
3&1 numbers 1in the new matrix denote that the milestone
A risk for K623 is not as substantial as the first matrix
FD claimed. This 1s also reflected by the coefficient
f;g elgenvector. The largest coefficient change occurred
SZ&E in the K623 value, which dropped from .308 to .178, but
QS" the other project coefficient weights 1increased only
A slightly. A K-S test was performed comparing the two
faﬁ different eigenvectors. The computed P-value was .27,
Eﬁ- a high value signifying that the minor changes in the
é?: comparison matrix did not significantly alter the
... matrix output.

LS

2
o TABLE 26
;fq KEW COMPARISON MATRIX WITH MAJOR CHANGES
oot ' K222 K623 K624 K225 K323 K325 K524 K321
- K232 8 M5 uds afs s oafs M7 u)s
'J K338 1 5 172 i 1 1 175 1

d K323 1 5 1/2 1 1 1 1/5 1

o K554 5 S S T S
:{: K321 1 3 1,2 1 1 1 1/,9 i

.“ﬁ Consistency Ratlo: .031

.f Eigenvector: .091 .022 .167 .081 .081 .077 .406 .077
2

':{ To continue with the KEW example, Table 26 displays
2&‘ the results of a major change 1in the program element
\Q: manager’s opinion of K623. Now the knowledge available
:SEE is such that the manager feels K624 has the least
:’2 amount of milestone risk of any of the KEW projects.
B )
(3T
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The second column and second row feature very small
numbers, changes that have a big effect on the
elgenvector of coefficlent weights. Not only has the
K623 coefficient has decreased considerably from .308
to .022, but the other coefficients have all increased

approximately 50%. The K-S test statistic when this
latest eigenvector 1s compared with the original one is
.038, 1indicative that the two elgenvectors are

considerably different.

The example above demonstrates the sensitivity of
the model to major subjective changes 1n the responses
to the AHP surveys. Despite the fact that the KEW
milestone risk eigenvector has been altered by the
changes, 1t remains to be determined if this will have
an impact on the overall risk elgenvector. As
discussed in Chapters II and IV, each of the four major
factors (payoff, risk, time, and balance) are comprised
of several sub-factors. In the case of risk, the sub-
factors are technological risk and milestone risk.

The complete AHP program was run with the modified
matrix and a new risk eigenvector was computed. This
eligenvector was compared with the original by means of
the K-S test. The K-S P-value was computed as .4858,
so 1t s evident that much of the deviation that had
been stimulated by rthe major changes 1in the KEW
milestone risk matrix has been suppressed at this
higher level In the model.

The new risk eigenvector was substituted into the
GP model. The GAMS model was run at the core strategy
level and the results proved notable. Only two
projects were affected by the new eigenvector, so the
calculated P-value of .9830 comparing the new with the
original optimal funding 1levels was not surprising.
However, the fact that the funding level for K623 was
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;; not altered by the changes was surprising. The model
Rﬁ took $13 million from B142 and gave it to K321. The
&f new optimal priority 1list was computed, and it shows a

drop of several places 1in rank order of B142. K321
retains its place on the list and since it is the next
o project that 1s not funded to 1ts maximum level, the
KD funds taken from B142 are given to K321.

: The discussion above should point out the inability
\ of the model to predict the impact of major changes in
> subjJective evaluations. What began as a change 1n the
N opinion of a program element manager regarding project
K623 ended up affecting the funding levels of two other

_@ projects. This result demonstrates the complex
:& interrelationships of the goal coefficients and the
E{ difficulty in anticipating the repercussions of major
’ opinion alterations. The model responds very well to
. simple errors and minor changes 1involving the

subjective evaluations, but major changes unfortunately
demand a complete reiteration of the model.

t

§t ' D. CHANGES IN ACHIEVEMENT FUNCTION COEFFICIENTS

fj , The most 1mportant comparison matrix used in the
;% model 1is the one that determines the achievement
R function coefficient weights, and a matrix that was
'E displayed and discussed at length 1n the last chapter.
o This section is concerned with the impact of changes to
;3 the achlevement function coefficilents.

'; The original weights for the achievement function
e were based on the perception that maximizing payoff was
2 the most 1important goal of the GP program, and
53 minimizing risk was a close second priority.
6 Minimizing time was important, but not as critical as
2 the goals 1involving payoff and risk. Maximizing
}J balance was considered the least important objective in
;“ the achievement function, but a goal nonetheless. In
W 85
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ity mathematical notation, this sltuation can be

?: represented as shown below in equation 7-1.

ﬁt:;

o Original Ach Fn: Payoff > Risk > Time > Balance (7-1)

{j It is recognized that the original goal priorities

5

gﬁ used 1n the model might change someday, since

ﬁg organizational priorities often change. Keeping such a
o possibility in mind, the following four achievement

%g function situations were envisioned:

)

gl

@& Situation 1: Payoff = Risk > Time > Balance (7-2)
N

e Situation 2: Risk > Payoff > Time > Balance (7-3)

o Situation 3: Time » Payoff > Risk > Balance (7-4)

!\. )

~f: Situation 4: Payoff = Risk = Time = Balance (7-5)

A

y, There are many possible priority relationships, but

these were selected as 1likely scenarios that could

it satisfactorily demonstrate the 1mpact of achievement
. function changes on the model results. The four
f situations were converted into AHP comparison matrices
according to the procedure discussed in Chapters IV and

}
ﬁ& VI, and the complete results of these AHP iteration can
ﬁ? ’ be found 1n Appendix H. The welght elgenvalues
W
“QE obtalned from the AHP workspace depicting each
D achlevement function situation are shown in Table 27.
‘.i |‘ .
e
iy
! TABLE 27
“:‘ ACHIEVEMENT FUNCTION EIGENVALUES - SITUATIONS 1-4
%{ Situation Payoff Risk Time Balance
A Original .527 .301 110 .063

1 .425 .425 .093 .056

w 2 .330 .b42 .079 .048
Y 3 .250 .152 .557 .041
e 4 .250 .250 .250 .250
95
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ﬁ ) The achievement function coefficients from Table 27
WY were each programmed into the GAMS GP model in the same

Herd
Q%: way that the original weights were. The four different
“w situations were run on the GP model at each funding
\J
w : strategy budget level. The output from this endeavor
e is contained in Appendix I. Listed in Table 28 are the
&L results of numerous tests comparing the funding vectors
12 and optimal priority 1lists derived from the original
iﬁﬁ and supplemental model iterations.
{ "f,).:-
e
-t TABLE 28
e GP RESULTS - SITUATIONS 1-4 COMPARED W/ ORIGINAL
o
;;3 Sit 1 Sit 2 Sit 3 Sit 4
K Core Budget
o b K-S Deviation: .0000 .0000 .2286 .0000
4 P-value: 1.0000 1.0000 .3199 1.0000
‘t}. Basic Budget
S K-S Deviation: .0000 .2286 .2286 .2286
S8 ' P-value: 1.0000 .3199 .3199 .3199
o
ey Enhanced Budget '
K-S Deviation: .0000 .2876 .3143 .2876
vy P-value: 1.0000 .1242 .0630 1242
:.u::' Extended Budget
K K-S Deviation: 1677 .3143 .4285 3143
B P-value: .5632 .0630 .0032 .0630
s Priority List
) Kendall’s Tau: .6336 .5462 -.0017 .2539
e
gy
;{' The data contained 1in Table 28 demonstrates the
W)

! extremely wide range of validity that the GP model

':. possesses. Situation 1 involves slight changes in the
o
.?‘ coefficient welights, and the optimal funding levels
.::‘, selected at the three lowest Dbudget levels are
&9: identical with those of the original model. The P-
.fﬁ value at the extended 1level 1indicates that there is
:if only slight deviation from the original extended
_*5; funding levels, and the optimal priority 1list
o A
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correlation 1is high. In Situation 2, risk has been
established as a higher priority than payoff, but only
at the extended funding level do the model results from
this 1teration differ significantly from the original
model output. The Kendell Tau figure is still quite
high and is testimony to the similarity between the
& original and Situation 2's optimal priority 1list.
Situation 4 represents a substantial departure from the
goal priorities established for the original model, yet
the Table 28 data shows that only at the extended
budget level can one reject the hypothesis that the two
funding levels are the same. However, the Situation 4
I, optimal priority 1list does differ notably from the
original. Situation 3 1nvolves a radical digression
from the original in that the payoff coefficient has
been decreased to .152 from .527 and the time
coefficient raised from .11 to .557. Nevertheless, the
funding levels at the core and basic budget strategies
are not statistically different, further confirmation
i of the excellent flexibility and applicability of the
GP model that has been developed.
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VIII. CONCLUSIONS AND RECOMMENDATIONS

This final chapter 1s 1intended to briefly discuss
the conclusions that can be drawn from the results and
analysis of the GP model, as well as state the
recommendations that this study has motivated.

A. CONCLUSIONS
1. Presently proposed project funding levels are
valid; model funding levels are optimal.
The proposed funding levels for the 35 major
USASDC projects do not vary significantly from the
optimal levels determined by the model for three of the
budget strategy levels. However, there is substantial
variation from optimality at the basic strategy budget
level. The similarity between the optimal and proposed

levels are acceptable for the core and enhanced
strategy, but theilr respective significance levels are
low enough to cause some concern. The best course of

action 1s to make the minor funding corrections needed
to convert the proposed levels to the optimal ones
suggested by the model.

2. The present priority list in use is not valid;

the model priority list is optimal.

The proJect priority list presently in use by
the USASDC differs significantly from the optimal
priority 1list. An accurate priority list has been
demonstrated in Chapter VII as an excellent predictive
device, enabling managers to speculate appropriate
responses to changes 1Iin budget 1level and individual
project bounds. The optimal project priority list
calculated from the model should replace the present
priority list so that an accurate and effective tool 1is
at the disposal of key management personnel.
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o) 3. The bottom eight projects on the priority list
o are not productive.

In Chapter VI 1t was discovered that the last
elight projects on the optimal projJect priority 1list had

~: non-negative marginal values at every funding 1level 1in
o% the feasible region. This 1ndicates that these
gﬁ projects do not make any positive contributions to the
p model goals. In these unfavorable 1instances the
;Q advantages afforded by spending money on the projects
2 are exceeded by the disadvantages they accrue, so
f; funding for these projects should be terminated as soon
as possible. If these projects are reduced from their
{1 present level of funding to their respective minimum
g funding levels, a savings of $63.1 million dollars will
,& be realized.
9 4. The top seven projects on the priority list
‘ﬁ are particularly productive.
‘Z The top seven projects 1in the priority list
'? demonstrated highly productive characteristics, as was
& explained 1in Chapter VI. At the $1615.1 million -
: funding level, each of these projects had a marginal
:: value under -.20, and each project was optimized at its
.? respective maximum funding 1level for every model
iteration. Funding priority should be given to these
% very favorable projects.
:: 5. A total USASDC budget for the major project
K of over $1615.1 million is not productive.
® The $1615.1 million funding level for the 35
:: major projJects 'was determined as the point where the
;ﬁ achlevement function was minimized. Money spent 1n
{' excess of this amount does not decrease the objective
& value any further, since these additional funds can
'E only be spent on the ten unproductive projects; at
g $1615.1 million all projects that make favorable
)
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9y contributions to the model are at their respective

W', maximum funding 1levels. Total budget endowments
33 greater than $1615.1 million should be diverted to
1 more productive research and development endeavors.

fi 6. The GP _model developed is flexible and has a
E% wide range of validity.

§§ The GP model developed has been successful in
. meeting all the objectives of this study. The AHP has
$ been used to convert previously vague subjective
$ evaluations into the precise mathematical coefficlents
% needed for a reliable solution. The GP model has been
- analyzed as very adaptable to changes in the model
b parameters and the R&D environment. Simple and
é versatile personal computer software has been written
‘ﬁ to support all computational aspects of the model. A
53 user with a properly organized data base can perform a
;: completely new iteration of the model 1in less than an
i hour. These characteristics help describe a model
.? ‘'worthy of wide dissemination and use.

i} B. RECOMMENDATIONS

0 1. R&D funds in FY 88 should be provided to each

5 major projJect as shown in Table 20 of Chapter VI
b according to the budget strategy that is approved
e for the USASDC.

:? 2. The optimal project priority list displayed in

*: Table 22 of Chapter VI should immediately replace
2 the present priority list used at the USASDC.

;3 3. Steps should be taken save $63.1 million by

. eliminating the following eight projects as soon
_;; as possible (listed in order of elimination

73 priority):

- a. S011 - Cobra Judy

4; b. D114 - DEW Concept Development Defn

3 c. K623 - Invite, Show, and Test Forum
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N d. D112 - Interactive Discrimination
;; e. Kb24 - SDI Targets
e f. B612 - National Test Bed
i g. B122 - Theater Missile Def Architecture
[\
.x h. S051 - Optical Airborne Measurement Pgm
-d 4. Steps should to taken to ensure the following
;4 seven projects receive maximum priority and
> funding support:
s a. K222 -~ Exoatmospheric Interceptor Expt
o b. D044 - AFOCAL Technology
' L]
e c. D076 - Free Electron Laser Demonstration
d. S243 -~ LWIR Probe

)
3- e. Bl142 - Architecture Support Analysis
#* f. B532 - Battle Mgmt/C3 Experimental Sys
] g. K321 - Endoatmospheric Interceptor Expt

5. Total funding for the major USASDC projJects should
‘A
N not be allowed to exceed $1615.1 million. Excess
2: funds should be diverted to more promising R&D
f: efforts.
i 6. The GP model developed 1In this paper, and the
S:j associated software designed to support it, should
;:E be Implemented as soon as possible as a management
0y and planning tool in the USASDC Program Analysis
M{ and Evaluation Directorate.
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APPENDIX A
PROGRAM ELEMENT DESCRIPTIONS

USASDC technical efforts are structured into five
program elements, each element examining important SDI
technology. Program element managers are assigned to
each program element, and they monitor and coordinate
the funding and conduct of the research efforts in each
area. Many of these projects 1in the program elements
have already been responsible for some outstanding
experimental results. A discussion of the focus of
each of these program elements follows.

A. SURVEILLANCE, ACQUISITION, TRACKING AND KILL

ASSESSMENT (SATKA) PROGRAM

The SATKA program provides sensor research efforts
involved 1in performing surveillance, acquisition,
tracking, discrimination and kill assessment of hostlle
ballistic missiles. The SATKA program 1{s critical to
the overall success of the SDI, since a target must be
identified and tracked before 1t can be destroyed.
There are three basic sensor types involved 1n the
accomplishment of this important mission:

1. Rocket launch detection sensors - used to detect
the the initiation of an attack.

2. Midcourse sensors - employed to track
atmospheric reentry vehicles and decoys in
midcourse.

3. Terminal phase sensors - utilized to track
attacking warheads in the last seconds prior to
impact.

Key components of the SATKA program are technology
development experiments and data collection efforts.
This program element has the largest number of R&D
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projects being managed by the USASDC and accounts for
over 35% of the Fiscal Year 1987 budget. Research
efforts are being concentrated in the following areas:
radars, laser radars, infra-red sensors, interactive
discrimination, and signal processing.

B. DIRECTED ENERGY WEAPONS (DEW) PROGRAM

The DEW program identifies and validates the
technology supporting directed energy systems; 1t is
hoped that these systems will be able to discriminate
decoys from warheads, and then destroy large numbers of
enemy vehicles in split seconds. This discrimination
and intercept mission 1s key to achieving high levels
of ballistic missile defense effectiveness.

To achlieve the DEW goal, research has been
directed towards technologies that perform the
functions of (1) generating a high energy destruction
beam; (2) conditioning the beam and delivering it for
propagation toward the target; (3) focusing the beam at
the target along a prescribed path; and (4) hitting the
target and reinitiating the sequence quickly 1in order
to engage a new target. Thus, the DEW program includes
work on laser devices at various wavelengths; laser
beam control and optics; particle beam technology:
nointing and fire control: and nuclear directed energy
weapons.

The DEW program has funded R&D 1in two major new
technologies, the Ground Based Free Electron Laser
(GBL) and the Neutral Particle Beam (NPB). Several DEW
projects involve GBL and NPB proof-of-feasibility and
data collection experiments.

c. KINETIC ENERGY WEAPONS (KEW) PROGRAM
R&D efforts in the KEW program support all options
involved in kinetic energy guided projectiles. As a
94
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relatively mature set of technologies, these endeavors
are expected to provide the 1intercept and kill
functions for 1initially deployed ballistic missile
defenses. KEW weapons are also very useful 1in the
defense of space platforms.

Kinetic energy projectiles rely on nonnuclear kill
mechanisms. They are accelerated by chemically
propelled boosters or hypervelocity electromagnets.
Chemical rockets are in a more advanced technological
state, but hyperveloclty weapons are consldered
preferable 1in engagements that 1involve very large
numbers of engagements 1n short periods of time.
Hypervelocity guns are also attractive because of their
ability to achileve rapid target Kills with minimal
system welght impact.

The KEW program 1s developing technology in four
major R&D areas. These 1nclude: (1) space-based
Kinetic kill vehicles; (2) ground-launched
interceptors:; (3) advanced hypervelocity rail guns; and
i4) fire control support items.

D. SYSTEM ANALYSIS AND BATTLE MANAGEMENT (SABM)
PROGLRAM
The SABM program is concerned with the management
U activity on two diverse, but related fronts.
Systems analysis etforts define the performance
requirements of systems that will constitute the
strategic defense. Battle management research will

define the operational environment of decisious and
rules Iinvolved In the collective deployment of manvy
individual systems.
Specific tasks within the systems analvs:-
framework 1include the following:
1. Architecture - defining system organizattion,
concepts, and parametric trade-offs that a. -u
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;} assessment of key technologies and system

g? functions.

gy 2. Threat analysis - projection of possible threat
structures and scenarios that will help define

_%ﬁ appropriate US responses.

{ﬁ 3. Logistic integration - addresses logistic

3& supportability issues across the entire SDI

program.

K Key elements of battle management research are
Ay listed below:

ﬁ& 1. Situation assessment - concerned with a wide

o variety of algorithms that perform damage

?ﬁ assessment, defensive firing strategles, and

:ﬁ network management.

% 2. Command, control, and communication - involves

; projects investigating the rapid passing of

;r critical battlefield information and directives.

&% 3. Battle management software - addresses the

j@ development of some of the most complex computer

:u programming ever attempted; software that can make

;ﬁ instant and appropriate battlefield decisions

a! according to programmed instructions.

m’ E. SURVIVABILITY, LETHALITY AND KEY TECHNOLOGIES

@ﬁ (SLXT) PROGRAM

w Critical factors in the development of a strategic

i: defense include effectiveness, affordability and

e survivability. The SLKT program performs research in

K. the key technologies involving these factors.

&j Specifically, the SLKT program manages Tresearch

K intended to:

'2 1. Develop tactics to enhance the survivability of

5- defensive components in hostlile environments. ]
:ﬁ 2. Reduce uncertainties that exist in the US

:& capability to predict enemy target vulnerability; )
Ny
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3. Coordinate and stimulate the development of energy

generation, conversion, and power conditioning
subsystems. :

4. Develop technologies to improve space
transportation, repair, and resupply.

5. Identify and manage research into the development
of high technology materials and structures.

6. Develop tactical and technical countermeasures in
order to negate the effectiveness of defensive
strategles.

The SLKT program is organized into the following
five projects: (1) System SurvivabiIity; (2) Lethality
and Target Hardening; (3) Space Power and Power
Conditioning; (4) Space Transportation and Support: (5)
Materials and Structures Development; and (6)
Countermeasures.
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3%- APPENDIX B
R PROPOSED PROJECT FUNDING LEVELS AND PRIORITY LIST
e, The funding 1levels shown 1n the table below
ﬂgg represent the presently forecasted funding levels for
ifi each of the 35 major USASDC projects in FY 88. The
Ve major projects are listed 1in rank order corresponding
QQ¥ to priority. The data for this table was collected
%: from the USASDC-Huntsville Resource Management Office
%f' priority listing, dated 3 Dec 1986.

PROPOSED FUNDING LEVELS AND PRIORITY LIST

i@ Budget Strategy
24 Rank  Project  Core  Baslc Emhanced Extended
mk 1 S271 82.3 95.0 95.0 95.0
= 2 B142 6.2 6.2 7.7 7.7
LN 3 K222 150.0 150.0 177.0 177.0

. 4 B532 30.0 38.5 51.1 59.9
R 5 B122 20.0 20.0 24.5 27.1
i 6 K623 24.0 24.0 24.0 24.0
éﬁ 7 S051 16.4 16.4 16.4 18.9
'Q 8 So011 10.7 10.7 10.7 12.3
')' 9 K624 38.0 38.0 38.0 38.0
,t; 10 D076 158.0 170.6 186.5 211.9
}: 11 D044 5.0 5.0 8.0 8.0
yﬁ 12 S052 22.2 22.2 22.2 25.6
‘:t 13 L721 4.8 5.1 5.6 6.0
¢ 14 S053 7.8 7.3 8.8 10.2
1%& 15 S243 9.8 9.8 12.0 13.8
ﬁ%. 16 S402 15.4 15.4 15.4 15.4
*ﬁ 17 L723 4.0 4.3 4.8 5.2
;f% 18 S091 13.1 15.3 18.6 21.5
g 19 D112 3.0 7.0 7.0 7.0
Yl 20 D083 55.0 61.0 61.0 61.0
w3
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Rank

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

Project

D047
S081
S102
K225
K323
K325
K524
L0G8
B412
K321
S281
B612
L503
D114
L212

Core

34.4
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Enhanced Extended

37.4
5.0
16.4
16.6
43.0
18.4
20.0
19.8
12.4
194.0
112.7
15.1
10.6
12.0
4.5
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APPENDIX C
AHP MAJOR PROJECT SURVEYS

The process of collecting data in support of the
GP model developed in Chapter V 1s an essential step in
determining the optimum expenditure 1levels for each
major project. This appendix is 1ntended to provide
information on the AHP surveys that were designed and
implemented to achieve this end.

The GP model requires that the following data be
collected regarding each of the thirty-five major
projects being modelled:

1) Military payoff weight factor
2) Development risk weight factor
3) Development time weight factor
4) Development balance weight factor
: 5) Minimum funding level
6) Maximum funding level .

The data colleetion effort 1s complicated by the
fact that each of the first four items are motivated by
several subjective evaluations. As discussed 1n
Chapter III, the AHP has been determined as the most
accurate method of converting subjective evaluations
into the numerical weights required for the model.

The personnel seiected to respond to the AHP
project survey were the program element managers for
each of the five program elements: SATKA, DEW, KEW,
SABM, and SLKT. These 1individuals have the most
project management experience and are assumed to be
best suited to make reliable pairwise comparisons of
the projects, as discussed in the 1last chapter. They
continually report on and monitor the progress of all
projects in thelr respective program elements, giving
them a sufficiently broad perspective. Program element

-
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managers are not likely to be prejudiced towards one
particular project, as a project manager or research
sclentist might. They also have extensive technical
backgrounds in their particular fields, giving them the
expertise to make precise comparative Judgments.

The project survey requested the program element
managers to estimate the minimum and maximum funding
levels for each major project. Additionally, the
questionnaire required respondents to make subjJective
comparisons between each program element project
regarding each of the following factors:

1) Potential contribution to SDI long range goal
2) Potential contribution to SDI short range goal
3) Potential generation of spinoff technology

4) Technological risk

5) Milestone risk

6) Ultimate project success time

7) FSED contribution time

8) Concepts and designs balance

9) Signature requirements/data collection balance
10)Function performance balance

11 )Technological base balance

The survey was designed according to the
principles of AHP discussed in Chapter IV. The program
managers compared each major program with all the other
programs in that same program element on the basis of
the factors shown above. Respondents were briefed in
person and in writing on the AHP comparison scale, and
a definition of each comparison factor was provided.

The program element managers were given over two months

(18 Dec 86 - 28 Feb 87) to work on and complete the
survey.
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‘é }_ MAJOR PROJECT SURVEY
W‘

A

k WPD: POC:

)

‘*E This survey 1s designed to obtain pailrwise

.i  comparison data on all of the WPDs in your program
v ) element. The projects will be compared on the basis of
i eleven key 1ssues. You have already been briefed on

the purpose of this survey and it’s theoretical
ﬂ{ foundations.

Please use the following numerical scale to help

%ﬁ' describe the relationships of the WPDs on the following
o pages:
e
! % - same/equal
ot 3 - moderate
DA 4 2, 4, 6, 8 - Intermediate
. 2 - strong values
o g - very strong
. 9 - extremely strong
- . ".:
Eﬁ Please also ensure that you circle either
~oe
.:ﬁ "advantage" or "disadvantage" when each comparison is
o made. Questions made be directed to MAJ Donnellon,
N USASDC Program Analysis and Evaluation Directorate, or
N CPT Anderson, Naval Postgraduate School.
it
e
L
o
‘iﬁ
‘ >
dad
~
'::"'
Ny
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1 Comparison 1: Potential contribution to long range goal

,ﬁf Definition: Potential for_ benefiting the_ overall
q technological goals of the SDI or strategic defensive
I systemn.

In regards to the above comparison,

h".'
ﬁﬁ glves a advantage/disadvantage over .
;; gives a advantage/disadvantage over .
%n glves a advantage/disadvantage over .
};l gives a advantage/disadvantage over .
;:3 gives a advantage/disadvantage over .
SN _— —_— ——
ﬁﬁ gives a advantage/disadvantage over .
:ﬁ- - __glves a ___ advantage/disadvantage over_ .
R

¢Q Comparison 2: Potential contribution to FSED decision
v
,*} Definition: Potential for helping to achieve an FSED
e decision not later than 1995.

’ In regards to the above comparison,
ﬁj’ gives a advantage/disadvantage over .
K ‘ gives a advantage/disadvantage over .
'f5l gives a advantage/disadvantage over .
Y gives a advantage/disadvantage over .
{&I glves a advantage/disadvantage over .
j% gives a advantage/disadvantage over .
jf' gives a advantage/disadvantage over .
2
ﬁ?

¢
ﬁp Comgarison 3: Potential generation of military spinoff
,zi NO1OFY
A Definition: Potential benefit to the _generation of
o mili tarY tech nolo§¥ assistance to the military in ways
o external to the S R&D program.
~3} In regards to the above comparison,
‘%)
‘%j glves a advantage/disadvantage over .
uﬂ: gives a advantage/disadvantage over .
;94 glives a advantage/disadvantage over .
:;QJ gives a advantage/disadvantage over
:t& gives a advantage/disadvantage over .
o
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glves a advantage/disadvantage over .
glves a advantage/disadvantage over .

Comparison 4: Technological risk

Definition: Likelihood of failing to _meet the ult
technical objectives_of the program/WPD; probabili
not achleving technological success.

imate
ty of

In regards to the above comparison,

gives a ___ advantage/disadvantage over .
gives a ___ advantage/disadvantage over
gives a __ advantage/disadvantage over .
gives a ___ advantage/disadvantage over .
gives a __ advantage/disadvantage over
glves a ___ advantage/disadvantage over
gives a __ advantage/disadvantage over

Comparison 5: Milestone risk

Definition: Likelihood of failing to meet the
milestone schedule needed for an FSED decision in 1995;
robabllity of not achieving the milestones specifie&

y the WPD
In regards to the above comparison,

glves a ___ advantage/disadvantage over .
gives a __ advantage/disadvantage over .
gives a ___ advantage/disadvantage over .
gives a _ advantage/disadvantage over
gives a advantage/disadvantage over
glves a ___ advantage/disadvantage over .
gives a ___ advantage/disadvantage over .
%g% %%%%ﬁ?cz?iprvgé%% required to achlieve ultimate
‘Eut%éss
Definition: Time needed to _achieve the ultimate

technical objectives of +the WPD, provided that all
res?%rg?s needed money, faclilities, etc.? are made
avalilable.
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In regards to

the above comparison,

TN R YW wTEWEswRETEYEW

gives a __ advantage/disadvantage over .
gives a ___ advantage/disadvantage over .
glves a __ advantage/disadvantage over .
glves a ___ advantage/disadvantage over
gives a __ advantage/disadvantage over
glves a ___ advantage/disadvantage over
glves a ____ advantage/disadvantage over .
%%%Earisgn 73 Time _required to achieve objective
ired”for FSED decisi imw 19957
Definition: Time needed to achieve only those
objJectives neede in order to make an informed FSED
decision by 1995.
In regards to the above comparison,
gives a ___ advantage/disadvantage over
gives a ____ advantage/disadvantage over .
gives a ___ advantage/disadvantage over .
glves a ___ advantage/disadvantage over
gives a ___ advantage/disadvantage over .
gives a ____ advantage/disadvantage over .
gives a __ advantage/disadvantage over
Comparison 8: Concepts and designs balance
Definition: Propensity of the project +to be 1in the
concepts and designs developmental phase.
In regards to the above comparison,
glves a ___ advantage/disadvantage over .
gives a _ advantage/disadvantage over
gives a __ advantage/disadvantage over
glves a __ advantage/disadvantage over .
gives a __ advantage/disadvantage over .
gives a _ advantage/disadvantage over
gives a __ advantage/disadvantage over

,,,,,,
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o Comparison 9: Signature requirements/data collection
e baldance.
[
' Definition: Propensity of the Eroject to be 1in the
g sﬁgggture requirements/data collection developmental
s Aty p .
I3
i* In regards to the above comparison,
o
,&* glves a advantage/disadvantage over
:) gives a advantage/disadvantage over
\ﬁﬁ glves a advantage/disadvantage over
iﬁ gives a advantage/disadvantage over
o gives a advantage/disadvantage over
. gives a advantage/disadvantage over
g -
:1 gives a advantage/disadvantage over
E..
B
v
i
s Comparison 10: Function performance balance
iﬁ Definition: Propensity of the project to be 1in the
G function performance developmental phase.
PR
SO In regards to the above comparison,
R glves a advantage/disadvantage over
S?} gives a advantage/disadvantage over
¢2{ gives a advantage/disadvantage over .
'E gives a advantage/disadvantage over
i gives a advantage/disadvantage over
-*3 gives a advantage/disadvantage over
.;M gives a advantage/disadvantage over
B
Y
e
'fﬁ Comparison 11: Technological base balance
ufﬁ Definition: Propensity of the project to be in the
M technological base developmental phase.
SR
,x; In regards to the above comparison,
f!? gives a advantage/disadvantage over
$3 gives a advantage/disadvantage over
ﬂ: gives a advantage/disadvantage over
"
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gives a
gives a
gives a
glves a

This completes the survey.

Please return

Monterey,
NPS phone:

AN I U )

3

S,
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-

o,

fgdn iy én.n.ﬁ..fnﬂun\o R

'\-'\.

advantage/disadvantage
advantage/disadvantage
advantage/disadvantage
advantage/disadvantage

sin% he pre-addressed
has been provided 0"

CPT Steven M. An
1242 Spruance Rg

derson
ad
940
AV 78-2786
Cco 408-646-2786
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Thank you for your time.
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APPENDIX D
AHP SOFTWARE SUPPORT

This appendix 1s intended to provide information on
the software that was written in order to support the
GP Model and perform the AHP process, a tedlious
procedure 1f performed by hand.

Once the project surveys had been collected, the
next step was to utilize +the AHP to determine the
required coefficient weights for the GP model. The
calculations required to implement the AHP are numerous
and difficult. APL [Ref. 38] was the computer language
chosen to perform the AHP calculations, since APL is
particularly powerful when performing 1linear algebra
computations; APL has the capability to directly
manipulate aggregates of data in the form of arrays or
matrices.

An APL workspace called "AHP" was written,
consisting of nine APL functions that perform the AHP
mathematical procedure outlined 1in Chapter IV. The
workspace was written on an IBM Personal Computer using
APL Plus Version 5.0, Statistical Graphics Corporation.
The workspace was intended to be easy to use and have a
broad range of applicability, and is printed out in its
entirety at the end of this appendix. All programs
were generalized, so that the AHP can be used on any
subjective data array, not Just the USASDC data set
presented here. The programs were also designed to be
interactive, so that a user 1s prompted for the
information needed at the appropriate time, a feature
that helps avold confusion and needless repetition.
The programs are also relatively fast, so that changes
in the data can be made and analyzed quickly, a needed
characteristic for sensitivity analyses. Additionally,
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" the function DESCRIBE gives the utilizer an overview of

%} the workspace and the functions contained within, and
e INPUTHOW 1is a function created to demonstrate the
" proper method for entering pairwise comparison data
*;$ into the other routines.

‘§¥ The workspace has several key subroutines that
-, serve as bulilding blocks for the other routines. The
jl main function AHP utilizes four APL functions. MATRIX
»iﬁ takes given pairwise comparison data and manipulates it
IQﬁ into the matrix needed by the other workspace
e functions. Additionally, this matrix is printed on the
. terminal screen so that the user can verify that the
‘ﬁ% correct data was entered into the routine. EIGENVECTOR
F:ﬂ performs the linear algebra calculations 1in order to
3;? produce an eigenvector of ratio scale coefficient
! weights. Consistency Index (CI) and Consistency Ratio
ff (CR) values are also calculated and displayed by the
:?: EIGENVECTOR program. AHPBASE collects all the
'iﬁ eligenvectors calculated from comparison matrices at
: each particular hierarchical level and for each factor.
'jé AHPSTAND determines the overall standardized
;:E eigenvector for the main factor (lie, payoff, risk,
:jz time, or balance) being analyzed based on the AHPBASE
J eligenvectors at each hierarchical level. For example,
:ﬁ AHPSTAND made one overall standardized eigenvector for
f%; risk from the milestone risk and technological risk
2y arrays. The main workspace function, AHP, serves
e principally to call up these subroutines the correct
,%4 number of times and formats the output.

" Two additional functions are included 1in the
" workspace that are noteworthy. SINGLE 1s a function
‘:f designed to perform the AHP procedure when only one
iﬁ comparison matrix is being studiled. AHPCHECK allows
;E the wuser to ensure that the AHP 1is functioning
o
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correctly. It is identical to the AHP function, except
that 1t prints the computations made at each step,
enabling the user can check for accuracy and logic.

A summary of the functions contained 1in this
workspace 1s shown below:

1. INPUTHOW - Recommended reading for the first time
user; demonstrates how to enter matrix data.

2. AHP - Determines a weight eigenvector for several
factors at various hierarchical levels.

3. AHPCHECK - A checking function to ensure that AHP
is calculating eigenvalues and CRs properly.

4, AHPSTAND (subroutine) - Determines standardized
weight eigenvector for elements in comparison
matrix.

5. AHPBASE (subroutine) - Collects basic comparison
matrix data for AHPSTAND subroutine.

6. SINGLE - Computes a weight eigenvector for
elements in a single comparison matrix.

7. EIGENVECTOR (subroutine) - Ascertains matrix
eigenvector and calculatés consistency ratio data.

8. MATRIX (subroutine) -~ Creates matrix from input
values for use by eigenvector.

The completed surveys were converted into data
arrays and entered into the AHP function as input. The
AHP program was used four times, once for each factor.
The comparison matrices, thelir respective CIs and CRs,
as well as the 1intermediate and final eigenvector for
each factor was printed in an output file (see Appendix
F). This concluded the procedure for determining
welght values for each project in regards to payoff,
risk, time, and balance.

110

Y

TR T

TV A et Wy Aty T R T gl A =X
OOV R R W R AT AT AR IR, Dl S IR A R A L

A e\
“abrth ,_ll.‘i, 4 B




(]
b

T‘*m‘l‘

Ry

‘e“fe'!‘:’ .

2JALA1+23 AL
0+2dAL
OdAHN04+T+234HN0A
0-2344Nn04
OQINIAHHLA T>IANIAHHL
0+JAANAFUH L
OTAOMIAL>I440M T
0+23A0M.L
J2JAGNO+T+I3AANO
0>2343N0
QIAITE+Y+I2dAOIE
o+bm>MHm
>
STHAAAT TVOTHOHVHAIH SIHLI LV HOA
1 SHOLIOFANTOIZ AIVINOTVO OL HSIM NOX mmo&bw& 40 YA4HAN 3HI mm&mmmmmwww%w
SAHJOYISOdV NI ASOTIONA) AIAZXTVNY ONIHE.
+TIAZT TYOIHOUVHAIH SHL A0 NQ IL/AWYN FHE ONTHAINA X9 NIOAg dASVATId
. s "HIHIYNA INVY ONIONIZINOO dHOAd MOHININI NOIZONNd AHL JAS ASVATd.
&QMOQQN d45 OINI VIVA XIYLVKW ONIYFINA 40 XUM YAdOYd AHL HIIM HVITIWVI.
WION JHY NOX AL = °*SIITYLIVH NOSIHVIWOD NI AAdNO¥I YIvad SYH ANV dHV:
'JHI HIIM YVITIWVA SI HASN HHL LYHL AAWNSSY SI LI TAAAT TVIOTHOHUVHIIH
1 AWYS JHL IV SINAWATE dAHVIWOI INVH ANV SHOLOVA TVHAAZS NO SSHI0HUd
+XHOYVHATIH OIZXTVNY AHL WI0AHAd TTIM NOIZIONNA SIHL °‘dHVY OL JW0OTAM

MENMEMEAMERNEE RN RN RN R NR XN AR RRR RN RN R RN RN RN RN RN RN NN RN RR R R XY

"WYy204d AHL OINI ININI ONIAL VIvd 4Q XZITVND

JHL IONINHAONOOD SNOISNTIONOD MVYA OZ ¥ASN AHI HATdVNA HOIHM
OSTV d4Y SNOIZVINOTIVI XIONAISISNOD LVHI AION OJ INVIHOJWI OSTV SI JII
*HOJOAANIIIA ATINIS ¥ X4 AAINAGALAH SI VIVA AANOIINAW-FAOGY AHI
addLATdN0D SI dHY AHI NIHM

U2 35 20 0 2u mu au me Sn Su Sn an gn gm mm on an an am an an aa g g an me ne e s sn sl Ras ae s
YT T T TIO HANM FNO O PO FHNM T NONONO=HANM T NEONOANO HNM T
TN FNON O DN et e vt vt vt et = H e N NN NN NNNNNMOOOOOOOOOMMI T T TS

el A A A A AN RS SRR ANARANARS NN RR bbbl Rdcl) | i)
111
B it i ; BN B BN i ., '; 2 B ad i A0 e "7".'t‘ﬁ\‘g‘,t‘a‘.l\«:‘}i“':"‘«

L86T NVL ST 32Va NOSHIANVY °*W NIAIIS ‘YHIWWVHOOHd
dHY 33OVdSHUOM dHY :NOIIONNd

EMEMENMNMMRNRNEN RN RN RN RN R KRR KRR RN NN RN AN MM NN RN RN RN RN RN MR RN NN NN R R NN

i
0
(2]
-
=
<o}
=
=
=
5]
N
P~
-
=
<
=)
&N
(2]
~
W
(9]
[=a]
&}
(o)
x
Ry
\2]
~
2]
B
fxy
(o)
cgaacaaCcraqgacaoaaaaTacaaca

g - . .o o - - e -
SRR RO OGRS RSN, B e M M) RISTAL A GO o xRS SO @B b 5 5 5o @ V22 7 LA TN £ L4




Mdei an Ao ) A

((2FAZ/+)2 h 9)°y = WS
"adﬂlqwaGM|mqmomwlWNzMSQQMIMQNumNING|SﬂWlu|Mumwu
(0894It ¢ S

LY Y

"wuamsmum-uqm-uamuauwmzmuum|qunummwmawuw
(X2 0 Z)*: :SYOZOVA A0 YIAGWNN

(FTIIIOI4) " 3TAAST TVOIHOHVHAIH

'
CHRMMMNKERN NN NN NN KR X KR XN XM R KRR RN XK MR MK K MM M K MR XN
PHERRNNMMEMN NI NN N NI N NN OR KON NN O XK MK A K XX NOR MK K K OR MO XK K K XK X

AW,

L i e B e o o au]

FOORNVPOEHNNIWNONOANOHANMFTNONOMm

™ wmswmeeWe o eew

WY va dHY TVNTIT A i

‘ '
PXNNNNI MM KNI KNKNOMN NG K KRR ORI AR M XROR IR KOO KKK RN

i L P S vV

[] [}
1 s s hT
QFAHNOA+OFNFAHAIL+ITNOML+IIAINO+ITAL
X#(23491842)2»23A80n04
X4(OAA2I8YZ)YYITAAIAHHT
QAN Iq42>234014d
x*wcmacﬂm+n +0dAOMT
m>u~m+n+bm>0Hmen
'S
DQANTTYHI+OTNOMI+ITATNO>ITAL
X+(0dAD1942)>OAATTHHL
x¢mom>oum+w *DHAAOMT
AADIG+Z»> m;cwmm«n
Al
QTAAOMI+I2TAINO*ITAL
x*Aum>on+Nw+bm>ca&
¢/ muxw+
mw\ h=X) <
X+(03A0I8+Z)>23A3NO
X+(0FA014 W+N
+

s 3
g
z.
»
2
-,
-,
%
b
2
“
i
A *
s
>
=7
-4
A
e
=~
o
>4
I
4
o
.h
<
B ii
L
"
-
‘n.
o
..
£
5
=]
e
N
5

(OO WO IS IS B I B IS IS B I 1 00 00 00 00 00 G0 00 00 €0 00
112

LA BB AR R BN AR B AR A S | B R A

A
0’ S

o

3&»': b

T
AN

l‘gknhc!i

»
»

W)
NOEO)

LA L L . L S A A0 J0E JU0 B B Jun Bun un un Sun pu SR BNR Sun aum Bum e guw

WO NN I NONODNO=NM
IO N YW OOV

i A A_A A A 8 A R N A A K B A R N N




00
:' ‘.:"'\'.'Q

L]
DO R

TS T ’
)
]

.rWM

ZT/(E=X)+ [9E] =

X+(23491 Swwomumzo mmm. e

X+(0342189)+Z [hE] 4

YI/(X>W)« [EE] B

ANVYISdHY {2€E] P

T+¥>¥:17 [1€] 2

0+7  L[OE] 28

DFAZ+Y+23AL  [6T]

0+2dAL ([8C] o

DANFAYHIAL+ITATAHHL  [L¢T =

0+234434H] [9] =

OHAONIAT>IFA0ML  [5¢ =

0+2340ML [he] =

OAAANO+T+2343N0  [EC] o

0+0d4aN0 [ZZ] St

OFNIIG4T+I449Id  [TC] o

0+034918 [o0T] 24

0+X [671] =

)2 TAATT TYOIROHVHAIH SIHI IV H04: [81 ™ %

1SHOLDOHANTOIZ ALIVINOTVD O HSIM NOX SYOIDYA 40 HAGWAN FHI xm&mmm.wm wm mww [ m m ] n 2
V2T3ART TYOTHONVHATH SIRL IV SHOIJVA AINTAW0) AHI A0 ATIII FHI ONTL VIS [ST] —
18 NIO38 ASVATd “NOIIONN dHY NIVW 3HI NI AIATOANI SNOTZVINIHoD . ChT ] =

12ISYE FHL NIAH) 0L AIANIINI SI Wv4504d SIAZ ~ *HIFHIAHY OL FWOSTIM t [ET1] e
*iit*tti*%tk!i*{x«ti**l*i***it**t%{tii**i*t*i*iii**iii*%{*iif&*i%*{{{itic .Nﬂ. .
v 1] A

. "SNOIZVINJINYW v (0 T -

HOIOIA ANV SNOIIVINIWOO OISVE YOAHD OF HAWWVHOONT 4HI Z4 o -LE ] S5

assn 29 NvO _HOIHM INdINO TYNOILIAAY IATAOHI ANY dHY WYHOOHT NIVW  © 8] B

dHL SV SASVI AWYS FHI WHOAY3d GHANZINI SI WYHO0Md SIHI  :350d8md y .T =

L8BT NVP ST :3ZVd NOSHAANY "W NIAAIS :HIWWVHOONd Y m“ W M

dHY  tHIYdSHHOM . HOFAHOIHY NOIIONNA y m“ _ M
i%ii*iii**ii#****!&**i*iiiii***ii&i%*il*iiﬁiil*¢¢i¥i¢i¢***!iii*i**&**li*ﬁ ﬁu - ‘.uiﬂ

o> £6 3

‘= S

MUXNAEXEEXEXRXAXNANRNRMRNEX XXX WVHOOHd 40 AN *XX¥RERXRRRNNRRRRN KRR XR N K Y Z6 yw

.a«x«;a«««««cxx«*««*«*a*ri{i*i«««i«««x*g*¢¢«**axitc*«x{fgxgxitciaxg*h««“ wm ,m

2

T 2 - K, > \ N ] AR . D ¢ LR p n-».wlto‘" TP “ 55 % ill.‘.l.a. h.”
SSIRE  TROT R IS JOART ST RO Ly RO | Ry



Al aie i

N N o W W R o ey

el

WAt

"

.Iﬂ‘\\. 5.4‘- "Iif‘ .“ v?i

wwwre s ]
1
|

ML AL L AL L SR Sn NN BND NN NN BNN BEn Sun Sun SEn NN SND BND SN Sun SN Sun Sun SN Suh S aee sun gan smn gun saw g |

BNOPOANMINONONOHNMNTVONONOHANMNTNONODOHNMITNONONO

0«2ET7

((2FAZ/+)2 S L)* WNS D3AL,

23AL

. 1 QAL

((2FNFAYAI/+)® S L)' tHNS JDAATAHHI

1 QANIAHHL

((DFAOMI/+)® S L) KNS DTAOMI,
oTAy

[} ]

((OFATNO/+)% S L) tHNS DFATNO,
J3AJNO

1 JAAANO
OTATIYHI+OANONIL+ITAINO>ITAL
X4(03491842)+23A334HL

. WMAum>o~m¢vaom>o=&
((23A918/+)% S L)* :HON KNS 234914,
234914

WMAN DAADIA

QJAOIGAZ+23A014

((03491d/+)2 S L)'\ SHAS 231918,
234918

1dOYA FHOIAA 2349184
e e € H0d dOOT =~=w-m-==cccmccccccmmeea o2 mmuq
‘-

((D3AL/+)2 S L)' :HAS 23AI.
2t

) ]

((OHAOMI/+)2 G L) * KNS DHAOMI,
J23A0MZ

. 1 2d34T

((OFA3NO/+)® S L)' HNS 23A3NO,
il

] ]

((034918/+)2 S L)* KNS 234914,
234914

1 JAAOIA,
ittt tdtdtttttt it T HOJ dOOT 4444444444444+ 44444444444 444+

= OV

OSSNl

RSN

"

™ 1 ;‘L—' ¥

FTIIIITITITTIOOOOONOVNNOGOOOOOOOONNNNNSNND
114

Aot A _A A N A A A A S A S A RANAS S A S A 8 8 A A AR N L A A A A A A R B n

OFAOHL+ITAINO>ITAL
X+( DAADIA+Z) >3 A0S

aonm

; . - ae : ' - - g = IR NS e
ST e > > - - L. - ! .’1 A - - HE L e - Bl Ay <) ;......,c!.. l‘ 0




Bl Mok San dea sos Aok Ao A 4g

ROy
p on P ,‘Ju

A

e,

ity

{
()

O}/

)
¥

. TVIOL+HAN>OIZIVY
(dnoya) * :dnoyo

(3TIII)* HOIOVA

QoN

(Y ™
L™

'
g+4

1 2XTYIVH AHI 40 ZHYd YYINONVIHI 4AddN JAHI HAINI MWWWMMb

VXTIV SIHLI NI A3HVdWO0I ONIAH SINIWATA A0 HIAGWAN FHI HAINT FSVATd .

13(ASOTONT 0L SAHJOYISOIV ASN) XIYIVW
1STHL NI SINIWZTA AHI HIIM AAZVIDOSSY AWVN dNOY¥D AHI HAINA dASvVITd.

A
»~

<
=
.
-
o
>
&
-
2
i
-
2
I
3
o
.

[ '
BENNERRRNNMNEE MR R MR RN R R KN RN R MMM R RN KRR M KRR NN N MM R RN ER NN Y

u

. ‘SATHIVH 40  ©
ONIYIS ¥ NO VIVA AIVINITYD TIIM NOIIONAL SIHI ‘dHY HIIM NOLIDOLNOD v
NI a3Sn NAHM *XIHIYW NOSTIHVAW0D INJNI SHI NI dayaINF vivd v

40 XIITYND _3HL ONINYAONOD AAZVINITVD SI Wivd XONIISISNOD TVIILIND ©
LTTYNOILIAAY —“HOZJV¥A ATONIS ¥ 0L AIYYdWOD ONIFd FHY IVHL v
SHYH208d HO SINAWATA INIHIIITA INYW ZHVIN0D OL 4ASN AHZ SITAYNT v
WY4204d STHL “XIHIYW NOSIHYJWOD TINIS ¥ NI QINIVINOD SINTYA Y

49 HOLOIANAIIA dAZIAYYANVIS ¥ NIVIHO ANY FOVUdSHHOM SIHL NI ANNOd ¢
SANILOOANS™ 4FHIO ZIT1I0 0L GINDISIA SI WYHOOMd STHI *350ddnd  ©

o

-]

o

Y

]

L8661 NVL €T :aIWa NOSYIANY ‘W NIAIAIS :HAWKVHOOHd
dHVY 13OVdSHHOM SYEAdHV NOIZIONNA

MERKRENRRNEENR RN MR KRR RN R KR NN RN NN RN R R K RN R RN RN RN N RN NN NN RN NN N RN KM N NN

-
n
H
1]
1]
1]
1
11}
n
n
n
1]
H
H
"
(]
3]
n
1]
n
"
it
H]
"
i
1]
"
"
"
1]
1]
n
n
1]
1
H]
H
1]
n
"
1]
"
1]
]
"
1t
1]
n
"
n
n
1]
n
]
n
"
1]
]
"
1]
"
i
n
9
"
]
"
1]
1]
1l
1
-
T T IO e NM T DWW 0O N ITNONROAO =NM T WONM
NI WNONOD i rte i et e NN N NN NNANNNM MO MMM MMM
115

A
FUANERRRNRMERRAXR RN X2y WUVHIOUd AO (GNT ¥%XX¥REXNXMEEXMMEMXXNNNERY

~r
N
00 Q0
—n

.-, - : vy e ; . C o AR
~ CAARASr FEFIAL I, R PLi SANNSSG b L AR LAy
.‘....w........,..*.. ..n“\..\ A Y J#u..oto, N AN Jﬁn .,,ﬂ,_‘sn.-




]
|
"I' I‘|

ROACHONS
Vit ek

ll

i

AR
yah

0+23ATVI0L

0+7VZI0Z

. V2INIL STHE LY ST YAINI ATN0M N0X.

(NABL “HOZLIOVA AATVIS-AA04Y HHI A0 SISYd HHI NO qAYVIWOOI ONIZE XIHIVH.
tHOVA NI SINAWATH S HIIM SAOTHIVH € AAVH NOX A1 "ATdWVXA 04 °“HOIIOVA.
1SIHL 01 A3YVAKOOD ONIA4 AYY IVHI SINAWATH 40 YAGWNN T¥I0L AHZ HAINF km&b
1 3H0ZOVd SIHL OF AdYYdWOOD ONIFAG SAIIUIVH A0 HAAWNN IFHI mm&mmm&m%w

] 1 3AZXTYNY O HSIM MON NOX YOIOVd AHI 40 SWVN JHI HIAINA ISYITd.

'
IXENKNNMMMEEEERRX NN NRRRRE RN XN NN R R R R KRN NN R R RRRRR RN KN NNREMMM MR RN

(Ve 0 2)°* . .4I9UNN HOZIOVA '
R I IR R e e e T E T T Y 2 R T T S E R R R RV R S ST VEvEvE " VE VS i

()
Ki

¥
.

L3
|’l,.‘l

OO
.‘;‘v. ‘n

iyd
A

b
-'l“ I'..

R

D
*

. ] ]
UMM RENRE NN RN RN RN R RENN R R RN R AR ey Y

*NOIIONNA
asvaday Adl INITIVO XT1AAIVAJAY X8 SHAITHIVH INAHIIIIA TYHIAAS

116

J0 HOLOFANADIA AAZIAHYANVLS ¥ NIVIGO ANV HOVdSHYOM SIHI NI ANNOA
SANIIN YENS HAHIO AZITILN O AANOISAA SI WVHI0Hd SIHI :3S0dynd

LB6T NVL hT :dIVA NOSHAANY ‘W NIAJLS YIAWNWVHO0Hd
dHY JOVdSHUHOM dHY NOIZIONNA

MERERNREREARERNNER NN RN N RE N NR R RN N RE RN R R RN R R R MK MR MEN R R NN R NN NN R R NN RN

e T T T T IO N T NO OO AENM T NWSN00 0O
SN IO D et et et e e et vl v v I O N NN NI NN N M

gagaaaaacaaaacaa

-
-
o
-
=
o
="
-
'
=
-»
3
o
5
-
el
Lo
2
=
X
o
2
.
o
k4
-
-
J ’I
-
2
.
%
'v
A
X
vl'.
‘.
o

A

VT

s ,
LI END

A

O«
EXXEXXRRENERERRERRRERMRRRNRERERY WHTHOOHd A0 QNI ¥¥XERXEARXXMXAMMEMMMNMNMMY
]

(DFAANVIS® € S)* 3SIHOIAM AAZIAYVANVIS
(O3AZHOIAM® € S)°y HOIOFANIOIA &mowmzn
UMA&NONMExON&¢m+Um>Qb<&W

A XITHIVH 4 HOZOAANZOIA+ITALIHIIAM
S Ox(AOXB+T)+IxG°0+¥4

«

JE— .-
S ',
LR CE g‘t.' :q’—--‘(." )

DO AN TUNOSDO
MNIITITTIITXT
.

O
1 .-‘!‘r"“_,-‘

L)
.A',l

P




R
.
e

o

‘
) n“' 3

Ps
Vol

"
Lo

A

o

NENRERNRE R RN RN RN KRRMRNE RN RR MR RN RN RN RN N RN RN RN NN NN RN RN M N NN KN

*NOIIONNA SIHI NI QANIVINOD OQSTIV AYY VIVA SIHI

HIIM QIIVIODOSSY SINAWALIVIS JNI¥d HHI "ANIINOYANS SIHL NI 3FAVW 3yVY
SNOIZIVTINIOTVO XONAISISNOD HHI 'XTTVNOIZIAAY dAJ¥dR0D ONIAL SINIWATT
d4% 40 XLIYOIHd HHI O ONIANOdSHYH0D SIHOIIIAM 40 HOLIDAANIIIA NY

auv NOIZONNA XIHIVW AHJ WOHA XIHZIVH 3HI SANVE ZI °‘WYHH0Hd dHY
NIVAW 3HI 40 ANIINOHENS V SV dANIISAA SI NOIZIONNA SIHI :3S0d8nd

t-!“.

&y o

A
y e'a‘-h‘!‘

-
.-

2
1 L86T NVL O0C :3IVa NOSHAANY ‘K NIAJIS ‘HIWNKYHIOOHd 23
dHV 3OVdSHYOHM HOIOAANIOIA NOILONNA

TN DO 00 O e vt ot vt vt vt

bAoA B BB B A A DBl BB B B AN _N) L e Y B W W W W W W )
/
() CRMONN BN
l‘g?“-!Q‘«t"»’\a;'Q.!iQ“:‘\':%‘5,“1:‘!l"?l.‘!l."b"!‘...i-..

T T T T TrI1I0O - ONM T W

gaacqaaogaoacaacaacaada

MXNMERNRNNORRRX NN RN KRR NN NN N RN N RRM NN R Y N XK MM NN MM KM

Vet dang

N
» i 1.2

A
O« GS
((DFATVIOI/+)® h 9)°: = HAS v fES
10°T TvNd3 A1N0HS SINIWITA SHOIIAA 40 KOS--H23HD : £
(DAATVIOZ® € S)* :HOIOIANIOIL, 6"
(FTIIL)* 1HOIOVA b L
(FTIIIOIA)* $74AFT TYOIHIUVHATH o S
) )
"""“"""”"""""""””“"""""""""""""""“""""”"""””””"""""" m:
“ummmmw.m-@mummmmm_mwm-mmw-enﬂ-mmemmmmm-mmm-mm_mmmmamwmm : mn
|||||||| ' " Oh
. 1 ' 6€
DAATVIOL  2AOIg+»23N0Iq [8¢E
: TT/CN>H)« [L€
DHAANYIS* DANTVIOL+ITATY 105 LIE
Svgday [GE
' 1 hEe
T+asy:17 LE€
0+¥~ [Z€
DANTVIOIAT+09ATVI0L LI

QU Dbl
RO AR R ol

Py - g gt
ar LTt ks



J0 IHVd HYTINONVIHYI H3ddN FHI XTINO SI AIHAINT SI IVHI YIvd TYNIOY FHI:
VT €/1 h S/t '
T 3

LN

1
VS XTHIVH SxS HATdRYXH NV SI MOTIZE NMOHS
" JOVISHYOM SIHI NI AINIVINOD SNOIZINNA YAHIQ HHL OINI VIVA XIHIVH:
1 ZNANI O MOH NOX MOHS OZ dANIISHA NOIIONNA ¥ "MOHINANI O 3KO213M
NRXERRENE MR XNMERN XM NME RN R ERR RN R RN RN RN NN MR RN XM XX NN MERRN AR RY

"HIVASHYOM SIHIL
NI QANIVINOD SNOIZONNA AHL OINI VIVA XIHIVK ONIHAINA A0 AVM HAJd04d
JHI AIVISNOWHA ANV NIVIdX3 O AANOISIA SI NOIIONNd SIHI :3S0dind

|
v
-]
]
o
LBBT NVL 61 dJIVd NOSHAANY °*W NAAAIS ‘YIWWVYDO0Hd u
v
Y
u

118

dHY FOVdSHYOM MOHINANI :NOIZIONNA

Y R R T e T T R R R R R e R R R R R BRIV R R R VR VR YR TRV g VR VRV vEvEvRvRvEvEvEvEY

T TriIO = NM TN O N ODNO -NM T
HNMIUODONODN et trtrfrd et et v = NONONNN

A

NENRREMEARERKRXMRRNXXRRXNXRREXXRXR WHHIOHd JO (ANH ¥X¥XXXXEXXXXEENMREEMNRERNXY
-]

((C[¥910+@)2 € S)°y :O0IIVH XONIFISISNOD '

[ ] ]

((6h*TJd06) *(Bh°T Gh*T Th°L TE.T HhZ°T ZT'T 6°0 85°0 0 0))J00I+D
(a2 € S)*y XIANI XONAISISNOD '

- ‘e
i g

., "-'. -~

—(HIVT) #( VIV T- (U (Hx " +) +T))+d
(xe € hvm.ﬁnﬁzawwmwzvqnmzq * ) vv+.

[} ]

+(YUx +V)+TI2X
m-m&\+vma T\ xTe
(Yx°+g+y4)/+314>Y4
g+>d:17

Mm\++ Y/ +44+Y
<a+ﬂ+~u.om~v+<+m

g

-“"- e e ’-l'
LA

OO OHNMINWNODO
et et ONONNONNNNNNNMM M
A

o]

\‘,\

NP IR
PR

’ ._a agng- . - .- —r - - - . . A Y w
-~ o - ..~ Y 1 AL 1-61.\" Lol ol T R ﬁ - P . ! -I-.l.\.ﬂpf N , 3 x ) K
: Lo 55 - 7 ) SRS S 55 3 @ ooy S a5 3 5 SR .\hﬂhﬂo @ Ev A s e s S SR Ll EALLL @ &

v’



J [}

4R 4

ﬁq\aﬂ+H+szw+

I+[I°1]Y

. LYy
mauh+§~+xu>+mﬁ~.HuW¢ﬂ+mM“ﬁ_w<"ﬁn

A+(0>4)-(Ax(0<4 w+>

>I

T+ umww

oqumzv+<
L2222 R R R R R R R R R R R R R R R R RN R R R R R R R T R B Y Y G VY T
Y
"AAYAINA NAAG SVH VIVA JOFYH0O AHI IVHI HASN AHI X4 AAVNW 349 yvo NI23HI v
vNSIA ¥ ZVHL _OS XIMIVW NOSIYVAWOD AHI ININd SV T73M SY ‘NOIZONNA Y
HOLJAANIOIA AHL Xd adASN A4 N¥I IVHI WHOAd ¥ OINI WAHI SALYTNdINYH u
aNv SANTVA XIYIVW NOSIHVAWOQ ZOdNI HHI SANVI LI °*SNOIIONNA ATONIS v
aNvY dHY 3HI Ol ANIINOYANS ¥ SV AINOISAA SI WYH204d SIHI :8S0d4ind u
L8BT N¥L 0T :diIVa NOSHAANY "W NIAJAIS HIAWWYYOOHd u

dHY JOVdSHUOM XIdIVH :NOIZONNA u
NENMRRREERRRENREEER KRR RRN KRR ME RN R RN RRN RN RN R ER XXMM NNNERRNNERY

4
MERERESRNENRERNEERRRARRERANNRXNNYE WHTHOOHd AO (N ¥¥XXXMEXXXERRENENAMEEXXNMRY

o
VU NONT @009 II 0 SI SYAHI TI¥ SIVHAL
W Eh_ S E_LE_ZTE h_ NOILOTOS .

]
1 $SMOTT0L SY ST ATIWYXH
1JA09Y AHL NI AAYAINA 39 ATINOM IVHI SHAGWNAN A0 ONIHZLS AHLI "AHOAAYAHL
1 "NMOG dOL AHL WOHd AAYAINA SI VIVA ‘NWNT0D ¥ §I FINO.
1 "NRNTOO X4 NKNT0O0 "JHOIH O Z43T INIAOW X9 AAHAINZ SI VZYd “JIXAN 4
v oh SV AAYAINA ST h/T " AYOJAYAHE 4
1 "SYAGUNN FAIIVOAN SV AHHAINA AYY STVOOHdIODAY/SNOIZOVHA TTV 'ISHIA o
t "TVNOOVIQ XIHIVH
180 40 JHOIH AHL O ANV A0V SHAGWUAN AHL HIIM AIANHAIONQD XTNO JHV:
13N T AHOAFHAHL “INVANNAAY SI WIYA AHL 40 ISAY HHL FONIS *XIHIVW FHI.

. . - - - e g
= - _gh v > B . e B A - P, - - N A

-

~

OGN0 Tty Vg T
ORISR LW 0 i,

S AN

! " :11'.|‘. Q'

119
2}

.y

T T T T TIO =S NM TN OO O -NM
HTNMO I NOSO N et rt et = ONONNNN

X o !'&l.- et

LY e
v

!
'« u Cu
Gral Al

ottt

-
L ]

NORNOVNOEHNMITINONOOO
NANNNANOOMOOMMOMM T

AT A
KANINIA

"ar

. .

64“ ~



)

wy
LR

At
\"

F\.'- 4"(.

*

Y
)

-yw

N

e

~

e

o

\.,” -

HRRRRANERREANEREE RN NX RN XXX WYHOOUd A0 (ANT ¢¢«¢«¢¢*¢«xx«g*;¢¢¢«¢¢«*»c 0c¢ w“

v 6T o

(JFAZHOIAM® € S) .y HOIDIANIODIZ IHOIAM,: wm AN

[ ! -.-

A XIHIVH ¥ mgum\_zmoumémzmcwmr 91 S ==

S*0x(4 xm+3+ﬁxm.m+m mm — #

> =

) *ASVATd XTHIVW AHI 40 IHYd HVINONYIHI H3ddN FHI HAINT €T =

R e e e R T T T T LI I I LA =

v [TT ‘o

‘AIRNSSY SI WYHOO0Hd dHY AHI HITM XITHVITIWVA HISN SY ‘WvY¥508d SIHI NI v {01 .

adasn JON SI dHY NI AANIVINOD NOIZIONAOMINI XTHIONAT AHI *HZXTVNY O o 6 &3

XIHIVK NOSTHVAWOD ANO XINO HIIM SHASN H0A NOIZIONNA dHY NIVW FHI SV u 8 i

NOIZONNA AWYS JHIL WHOAHAd O AAANIINI SI WVHO0Hd SIHI :dS0dYNd m m =2

L86T NVL ZTZ 31IVa NOSHIAANY "W NAAAIS ‘HAWWVYHI0Md u m .ﬁ

dRY :HAIOVASHYONM ATONIS NOIZDONNA u m mW
\

NENRERARER AR R E R RERR RN ME MR KR NM NN RN R XM KRR NN RN MM E N MK MX NN N R Y 1 mT
= [

R,

R p%

NEMERMXRMEEEANRNNANRRNR RN NN WHHOOHT J0 (NI ¥¥XRXXR¥XXXNRUMMNNMXK¥KyY 6¢ Wu
o 8¢ ~

e € 8 (/2 R

| Rttt ittty t 9 2R

1 XITHIVYW NOSTHYAWOD i °XA R

-
.

A
o

O

e g - N 2t e e a W ? ’ . L& JESENNY
- g N e WO T Sl N g o Yo S M LA - ..-. Y O Sy Pl o P ')---.»J.pdh.#---..l = by -Iﬁ.c‘wkr o \-& ALY \A R
.ll“',(’.@. “‘.n \Jlnl-unﬁl- .u.\;j..f!“uﬁln\l(\..u- ﬁ e .m m - ... J. PR hv\.- -i-{-r..ni.)”‘ . ,ﬁ?f.'-n.- .-lﬂl."'--fnlcrhv-. : !QA- -,-df‘thn . ) )

- . - e T .



\\\

X a"a
B * L ]
PPN

-_‘.r‘-‘
£}

N

T
4

{ 04"

a
s
'

SN AT

cx
Pl

S ,'f_ f,'f,.i'_

APPENDIX E
GOAL PROGRAMMING SOFTWARE SUPPORT

This appendix includes a discussion of the software
that was used and developed in order to determine the
optimal funding 1level for each of the major project in
the SDI program being studied.

The flnal steps in the GP model solution process
entailed finding and using a suitable optimizing
program. Several excellent 1linear and non-linear
programming packages are available, such as the Linear
Interactive Discrete Optimizer (LINDO) [Ref. 39] or the
General Interactive Optimizer (GINO) [Ref. 40]. Both
programs are simple and can be used on an IBM PC, but
they lack the tremendous power and flexibility of the
recently developed General Algebraic Modelling System
(GAMS) [Ref. a1].

GAMS was written by Brooke, Drud, and Meeraus of
the Development Research Department, World Bank. It is
the first optimizing program that uses the special
mathematical nota. n called the Backus-Nauer Form
(BNF). This notat’on enables the user to write
constraint equations in a more generalized and compact
style than other packages. GAMS also has the
capabillty to handle nonlinear and integer programming
problems. Additionally, since program coding 1s very
terse, changes are extremely easy to make, an advantage
that wi1ll be exploited 1In the next chapter. Dr.
Richard Rosenthal of the Naval Postgraduate School has
referred to GAMS as "perhaps the most significant
development in the field of operations research in the
last five years" [Ref. 42].

A GAMS program was written (see Appendix E) based
on the GP model of the major projects of the USASDC.
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'\j For the reader unfamiliar with GAMS procedures, a short

§2  discussion of this program 1s appropriate. The SET

gﬁ command establishes a set 1, consisting of the WPD
numbers of the thirty-five projects being modelled.

ﬁﬁ There are six PARAMETER statements; the numerical value

ey

_5§; of the minimum and maximum funding 1level, as well as

{ﬁ: the payoff, risk, time, and balance weight value of

;) each project are entered as parameters. SCALARS

;S include the total ©budget available, based on the

ﬂg funding strategy, and the weight coefficients for the

3f; four deviation variables. The decision variable, X1,
representing the money to be spent on the ith project

,i: in FY 88, 1s listed under the VARIABLES command. Also

;:ﬁ displayed here are all eight deviation variables and

V"~ -

ﬁjt the achievement function variables. The POSITIVE

@ VARIABLES command ensures non-negativity of all listed

-ﬁf variables. The coding under the EQUATIONS command 1is

j:‘ in BNF format but includes all the system and goal

’?f constraints of the GP model. COST refers to the budget

b constraint that cannot be exceeded. PAYOFF, RISK,

;ﬁ TIME, and BALANCE each represent a goal constraint.

e o

;fﬁ OBJDEF 1s - the achlevement function. The minimum and

$

Jf maximum funding constraints are singleton equations and

'3. are 1listed as upper and lower bounds below the

v‘ﬁ EQUATIONS section of the program. The final part of

3*: the coding refers to formatting and output.

'gg3 This concluded the data collection and software

a’ development process. With AHP and GP model properly

Ay supported, all that remained was to actually run the

'ﬁé model and analyze the results.
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" ;
s
3\:"\'
RO
o f'l
“\ FHHHHHHAEHHNEHNHAHH R HHEH RN
::; 1 * =
‘A = GAMS SO0AL PROGRAM FORMULATION =
:T"‘\ ol »
- MHHHHHHHEHHAPHHHHHHHHRREHRHHHEHHHHHHEHEHEHHAEHRHHNHHHRR AR RN
STITLE 6P THESIS - ANDERSON
oyl $OFFUPPER
:‘:.c $OFFSYMLIST OFFSYMXREF
'E:: '_‘; SET I thirty-five major USASDC projects in five program slements
RO /B122,8142,B412,8532,8612,L008,L212,L503,L721,L723,
) D044 ,0076 ,0080,0047,D112,0114,0083 ,K222,K623,K624,
. K225,K323,K325,K524,K321,5271,5051,5011,S052,5053,
u‘ : $203,5402,5091,5102,5281/3
L)
a:o' PARAMETER MIN(I) min funding level for esch project - Mdollars
;,-‘.::' /m122 6
wite Bl42 2
B412 9 .
i BS32 30
A B612 2
AN Loo8 5
e L212 2
K L503 S
o L721 2
L)y L723 2
Q' D044 1
Lt 0076 50
Ko poso 5
RS D047 15
AT D112 1
' D114 6
e 0083 12
e K222 40
. . K623 5
A K62¢ 10
B K225 6
D, _‘-_. K323 3
>0 K326 &
o K524 &
o, K321 35
s271 28
J s0s1 15
e S011 3
S s0s2 15
5053 3
b= 5243 3
L $602 3
e S091 S
; $102 2
y S$281 12/
1)
4 t: PARAMETER MAX(I) max reqd money in each progrsm - Mdollars
\[ Al
:}e. . m22 37
J 8l4z2 15
vy 8412 28
@9 8532 95
Vg B612 25
Y .
K Loos 30
: L212 12
W L503 24
Wl L721 12
oy L723 10
) D044 15
LI'R)
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e
o
. "‘2
-\".‘
e D076 260
1y D080 25
o) D047 55
:.: D112 8
el D114 20
: D083 80
K222 187
" K623 28
'S K626 45
$ K225 20
}. K323 50
Y K325 25
et K526 25
3 K321 204
. s271 105
:a S051  20.5
aal S011  13.3
o s052 31
Rt S053  19.2
g S26¢3 15
e s402 35
S091 35.5 .
i S102 20
.‘,; sS281 159.4/3
gl
_' PARAMETER CORE(I) funds for each program i for core strategy - Mdollars
::: /8122 20
A8 Bl42 6.2
8412 8.1
. B532 30
e B612 7
e Lo08 14.6
b L212 3.7
: -qf‘_ L5s03 8.5
, :F L721 4.8
‘" L723 4
D044 5
@ 0076 158
.)4:: D080 5
Ty 0047 34.4
& D112 3
", D114 12
|’ pos3 55
. K222 150
K623 24
I K624 38
gk K225 6
AN K323 3
T K325 5
Tl K526 12
o K321 58
3 s271 82.3
S051- 16.4
Bz so11 10.7
e S052 22.2
KAX S053 7.3
'af;‘ $243 9.8
Y $402 15.4
0 S091 13.1
- $102 10
' s281 20.1/)
Sl
()
.
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R
B vl.
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» I'q l’;“ ». )‘

30,!'

‘a c".c ‘,u

Wi,

U of
. ‘!‘:'1‘,0’ y

PARAMETER BASIC(I)

PARAMETER ENHANCED(I)

O ¢
'-’.’n‘ . '0‘

funds for each program i for besic strategy - Mdollars

/8122
Bl42
8412
B532
B612
L008
L212
L503
L7721
L723
D044
D076
0080
D047
D112
D114
Dos3
K222
K623
K624
K228
K323
K325
KE24
K321
s271
S051
S011
$052
S053
S243
$402
S091
s102
s28l

/8122
Ble2
Bel2
8532
B6l2
Loos
L212
L5032
L721
L723
D044
D076
D080
D047
Dll2
0114
nos3
K222
K623
K624
K225
K323
K325
K524
K321
s271
S051

I'Q.“.’:

’00.

20
6.2

10

38.5

[

[
~
~Ndunonmsnmowe N

2¢.5
7.7
10
51.1
12.9
18
4.2
10
5.6
4.8
8
186.5
5
37.4

"n"‘!

St

t.l

)

BN K

(3

funds for each program i for enhanced strategy

3 PRI )
"Q 4 l' .l'o h‘n.‘ Gl é’;\.‘n‘:‘,"“.‘ ¢ ;"‘!,‘?if‘??,‘\'




0,
OF
W

O 04O, A'l4 ()
' ‘:"’,"L .‘i‘;‘ !a”‘,""!a"&“‘v'

soll
S052
S053
S243
$402
S091
S102
s28l

PARAMETER EXTENDED(I)

/8122
B142
Be12
8532
B612
Lo08
L212
L503
L721
L723
D044
D076
0080
0047
D112
0114
0083
K222
K623
K624
K228
K323
K325
K524
K321
s271
sos1
sol11
s052
S053
$243
$402
S091
s102
sz8l

PARAMETER P(1) payoff weight factor for each program as detarmined by AHP

/B122
8142
B4l2
8532
8612
Loos
L212
L503
L721
L723
D044
D076
Doao
D047
D112
D114
0083
K222

: Yoo 5 2O AT AR o LA L AN
st bl tﬂ'lfq"g-'t‘« o OGN TR B it N Dr LD

.026
.048
.020
. 044
.006
.030
.032
.037
.022
.022
.060
.060
.015
.032
.005
.004
.026
067

126

funds for each program i for extended strategy
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K623 .00S5

Ké62¢ .02¢
K225 .027
K323 .027
K325 .027
K52¢ .007
K321 .045
S271 .045
S051 .023
S011 .020
S052 .025
S053 .030
S243 .049
S402 .019
S$091 .036
S102 .020
S281 .0l8/3

PARAMETER R(I) risk weight factor for esch program as determined by AHP

/8122 .048
. 8142 .007
B4l2 .048
8532 .007
B612 .033
L008 .028
L212 .028
L503 .04l
L7210 .023
L723 .023
D044 .009
D076 .009
D080 .029
D047 .010
D112 .064
D114 .075
0083 .005
: K222 .013
K623 .082
K624 .026
K225 .011
K323 .011
K325 .010
K524 .066
K321 .010
$271 .019
S051 .040
s01l .1064
s052 .034
S053 .012
S243  .007
$402 .020
s091 .011
s102 .018
s281 .022/

PARAMETER TII) time weight factor for each project as determined by AHP

/8122 .049
Bl42 .006
B4l2 .049
B532 .006
B612 .033
LO08 .035
L212 .035
L503 .028
L7z1  .023
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T e o e

':E'f
“
ﬁ.u“'
R L7258 .023
e D044 .007
W 0076 .015
RN D080 .035
o 0l D047 .008
- D112 .065
, D116 .065 |
e 0083 .004
Ye K222 .021
e :
o) K623 .021
heN K626 .069
: > K225 .031
Ot K323 .031
) K325 .031
gt K524 .025
,Q:c. K321 .018
i s271 .019
y S051 027
" s011 .081
i s052 .027
A S053 .01l
. S263  .008
o s402 .033
R s091 .016
*"‘ S102 .032
“" s281 .031/;
oY,
1,
":..' PARAMETER B(I) balance weight factor for each program determined by AHP
4!
' /B122 .025
' B142 .025
A B412 .027
e 8532 .033
N B612 .033
';. L008 .029
o L212 .029
= L503 .029
L721 .029
ny L723 .029
PR 004% .030
'*::"" 0076 .027
o D080 .027
Wi 0047 .027
:'. :' D112 .030
D114 .030
2. 0083 .027
W K222 .036
Wy K623 .036
"'k K626 .021
"‘:' K228 .021
Oy K323 .021
oL K325 .021
® K524 .036
o K321 .036
:} X s271  .033
: S051 .030
':'::: s011 .030
) S052 .030
) S053 .028
i S243  ,026
i S402 .024
VO S091 .034
50 s102 .028
> s281 .024/)
) J“
v ’:
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-".‘ SCALARS BUDGET total budget (CORE) in FY 88 Mdollars /7882.6/
'. WTPNEG weight of payoff neg deviation in OBJDEF /.250/
W WTRPOS weight of risk pos deviation in OBJDEF  /.250/
:!. WTTPOS weight of time pos deviation in OBJDEF /.250/
“:;‘,' WTBNEG weight of balance neg daeviation in OBJDEF /.250/3
VARIABLES )
"Wy X1} monay to be spend in each program during FYas
o PPOS positive deviation from the payoff goal constraint
23 PNEG negative deviation from the payoff goal constraint
2. RPOS positive deviation from the risk goal constraint
b\' RNEG negative deviation from the risk goal constraint
'9,& TPOS positive deviation from the time goal constraint
) TNEG negative deviation from the time goal constraint
. BPOS positive deviation from the balance goal constraint
gl BNEG negative deviation from the balance goal constraint
‘::‘: DEVIATION deviation from the objective function;
»
)::"n' POSITIVE VARIABLES X, PPOS, PNEG, RPOS, RNEG, TPOS, TNEG, BPOS, BNEG)
s
ey EQUATIONS COST cost of programs cannot exceed the budget
PAYOFF goal nunber 1 - maximize payoff
A RISK goal number 2 - minimize risk
ﬁ,‘% TIME goal number 3 - minimize time
:Q‘ \ BALANCE goal rumber 4 - maximize balance
.z‘* OBJDEF achievemant function;
D he
"y cosT.. SUM (I, X{I)) =L= BUDGET»
e
»'i.l
. ' PAYOFF.. SUM (I, X(I) % P(I)) - PPOS + PNEG
3 gz SUM (I, P(I) # MAX(I))s
9. 4
P RISK.. SUM (I, X1I) % R(I)) - RPOS + RNEG
| i.; =E= SUM (I, R(I) # MIN(I)))
8
) TIME.. SUM (I, X(I) # T(I)) - TPOS ¢+ TNEG
R ZE= SUM (I, T(]I) # MIN(I))s
BALANCE.. SUM (I, X(I) = B(I)) - BPOS + BNEG

€3 SUM (I, B(I) » MAX(I))s

OBJDEF. . (WTPNEG % PNEG) + (WTRPOS % RPOS) +
(WTTPOS % TPOS) + (NTBNEG # BNEG) =E= DEVIATIONS

# additional constraints involving max and min funding levels
X.L0(I}) = MIN(I)
X.UP(I) 3 MAX(I)s

MODEL GP /ALL/S

SOLVE GP USING LP MINIMIZING DEVIATION
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!
rﬁi’
My PARAMETER REPORT1 (I,#) comparision of optime with funding level;
‘¢
:;:e REPORTL (I, ‘MINIMUM') = MIN(I))
RO
4::: REPORT1 (I, 'OPTIMUM') = X.L(I))
REPORT1 (I, 'CORE') = CORE(I))
37§
4
:f‘ REPORTY (I, *DIFF'} = X.L(I) - CORE(I)}
:' REPORTL (I, *Z DIFF'} = (X.L(I) - CORE(I)I/(X.L{I)]}
)
f:'. REPORTL (I, 'MAXIMUM‘)} = MAX(I)}
".; PARAMETER REPORT2 (%) listing of goal constraint RHS targets;
R) .
REPORT2 ('TARGET 1') = SUM (I, P(I) % MAX(I))3
:." REPORTZ {'TARGET 2') = SUM (X, R(I) % MIN(I)}s
\’ L)
"y REPORTZ (*TARGET 3') = SUM (I, T(I) # MIN(I))}
. REPORTZ (*TARGET 4') = SUM (I, B(I) # MAX(I));
o
..
O PARAMETER REPORT3 (%) laeast squares and average deviation figures;
-
',:: REPORT3 ('LST SQRS') = SUM (I,SQR(X.L(I) - CORE(I)})}s
”
R REPORT3 (*AVE DEV') 5 (SUM (I,((X.L(I)-CORE(I))/(X.L(I)})))/35)
o PARAMETER REPORT4 (%) total budget check:
j« REPORT4 ( ‘TOTAL BGT') = SUM (I,X.L(I))
-5 DISPLAY REPORT4s
N DISPLAY REPORT1}
- DISPLAY REPORT2}
I
. DISPLAY REPORT3)
N
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N2 APPENDIX F
Xl AHP OUTPUT

The APL workspace discussed in Chapter VI and shown
in Appendix F was used to determine the coefficients
for the goal constraint equations 1in the main GP
program. The AHP program in the workspace was run four
different times to <calculate payoff, risk, time, and
balance weights for each project. In the 1interest of
brevity, only the comparison matrices, consistency
ratio information, and eilgenvectors from the payoff
factor output are displayed on the following pages.
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AHP DATA FOR MATRIX NMAMBER 1

FACTOR: POTENTIAL CONTRIBUTION TO SDI
GROUP : SABM PROJECTS

COMPARISON MATRIX

1.000 1.000 2.000 1.000 5.000
1.000 1.000 2.000 1,000 5.000
.500 .500 1.000 1.000 5.000
1.000 1.000 1.000 1.000 5,000
.200 .260 .200 .200 1.000

LAMBDA(MAXIMUM): 5.078
CONSISTENCY INDEX: .019
CONSISTENCY RATIO: .017

HWEIGHT EIGENVECTOR: .269 .269 .181 .234 .047
STANDARDIZED WEIGHTS: .038 .038 .026 .033 .007

AHP DATA FOR MATRIX NUMBER 2

FACTOR: POTENTIAL CONTRIBUTION TO SDI
SROUP : SLKT PROJECTS

COMPARISON MATRIX

1,000 1.000 1.000 3.0060 3.000
1.000 1.000 1.000 3.000 3.000
1.000 1.000 1.000 3.000 3.000
.333 .333 .333  1.000 1.000
.333 .333 .333  1.000 1.000

LAMBDA(MAXIMUM) : 5.000
CONSISTENCY INDEX: .000
CONSISTENCY RATIO: .000

WEIGHT EIGENVECTOR: .273 .273 .273 .091 .091
STANDARDIZED WEIGHTS: .039 .039 .039 ,013 .013

AHP DATA FOR MATRIX NUMBER 3

FACTOR: POTENTIAL CONTRIBUTION TO SDI
GROUP : DEW PROJECTS

COMPARISON MATRIX

1.000 1.000 7.000 3.000 8.000 9.000 3.000
1.000 1.000 7.000 3.000 38.000 9.000 3.000

.143 .143 1.000 .250 5.000 6.000 .250
.333 .333 4.000 1.000 5.000 6.000 1.000
.125 .125 .200 .200 1.000 4.000 163
.111 111 .167 .167 .250 1.000 .111

.333 .333 4.000 1.000 7.000 9.000 1.000
LAMBOA( MAXIMUM ) : 7.648

CONSISTENCY INDEX: .108
CONSISTENCY RATIO: .082
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‘.
D’
AN MEIGHT EIGENVECTOR: .303 .303 .064 .132 .032 .019 .148
s STANDARDIZED WEIGHTS: .061 .061 .013 .026 .006 .004 .030
)\
A 4
£,
.0 - -
AHP DATA FOR MATRIX MUMBER 4
AR o~ -
S
a3 FACTOR: POTENTIAL CONTRIBUTION TO SDI
GROUP:  KEW PROJECTS
Y
Kymd COMPARISON MATRIX
() -----------------
,\.; 1.000 9.000 9.000 3.000 3.000 3.000 5.000 1.000
Y .111  1.000 .333 .143 .143 .143 .200 .111
o .111 3,000 1.006 1.000 1.000 1.000 5.000 .333
j, .333  7.000 1.000 1.000 1.000 1.000 5.000 .333
L. 333 7.000 1.000 1.000 1.000 1.000 5.000 3.00
o .333  7.000 1.000 1.000 1.000 1.000 5.000 .333
.200 5.000 .200 .200 .200 .200 1.000 .200
) 1.000 9.000 3.000 3.000 3.000 3.000 5.000 1.000
- LAMBDA(MAXIMM):  8.628
' CONSISTENCY INDEX: .090
-;.; CONSISTENCY RATIO: .064
1T
A WEIGHT EIGENVECTOR: .303 .019 .087 .1064 .104 .104 .037 .243
STANDARDIZED WEIGHTS: .069 .004 .020 .02%4 .024 .02% .008 .0S5
v AHP DATA FOR MATRIX NUMBER 5
,l‘. “““
-‘-_-
i) FACTOR: POTENTIAL CONTRIBUTION TO SDI
‘ . GROUP:  SATKA PROJECTS
" A
3 COMPARISON MATRIX
Lo i
o 1.000 3.000 3.000 3.000 3.000 2.000 3.000 3.000 4.000 3.00
el .333 1,000 1.000 1.000 1.000 .333  2.000 1.000 2.000 3.00
. .333  1.006 1.000 1.000 3.000 .333 2.000 3.000 3.000 3.00
. .333  1.000 1.000 1.000 2.000 .333  2.000 .500 2.000 2.00
J .333  1.000 .333 .500 1.000 .333  1.000 1.000 3.000 2.00
= .500 3.000 3.000 3.000 3.000 1.000 4.000 2.000 3.000 4.00
- .333 .500 .500 .500  1.000 .250 1.000 .500  2.000 1.00
N .333  1.000 .333  2.000 1.000 .500 2.000 1.000 2.000 2.00
: .250 .500 .333 .500 .333 .333 .500 .500 1.000 .33
. .333 .333 .333 .500 .500 .250 1.000 .500 3.000 1.00
B s
LAMBDA(MAXIMUM): 10.578
CONSISTENCY INDEX: .064
R CONSISTENCY RATIO: .043
"-h WEIGHT EIGENVECTOR: .226 .086 .118 .084 .068 .195 .052 .085 .037 .049
K ;5- STANDARDIZED WEIGHTS: .065 .025 .03% .026¢ .020 .056 .015 .02¢ .01l .0l4
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EIGENVECTOR FOR ELEMENTS IN ALL MATRICES OF FACTOR 1

HIERARCHICAL LEVEL: PAYOFF
FACTOR: POTENTIAL CONTRIBUTION TO SDI

EIGENVECTOR: .028 .038 .Q26 .033 .007 .039 .039 .039 .013 .013 .061 .061 .013
.026 .006 .004 .030 .069 .00« .020 .024 .02¢ .024 .008 .055 .065 .025 .03
4 .02¢ .020 .056 .015 .02¢ .0ll .014

CHECK--SUM OF VECTORS ELEMENTS SHOULD EQUAL 1.0

AHP DATA FOR MATRIX NUMBER 1

FACTOR: POTENTIAL CONTRIBUTION TO FSED DECISION
GROUP: SABM PROJECTS

COMPARISON MATRIX

1.000 .333 1.000 .333  5.000
3.000 1.000 5.000 1.000 5.000
1.000 .200 1.000 .333 5.000
3.000 1.000 3.000 1.000 5.000

.200 .200 .200 .200 1.000

LAMBDA(MAXIMUM ) : 5.278
CONSISTENCY INDEX: .070
CONSISTENCY RATIO: .062

WEIGHT EIGENVECTOR: 136 .371 .126 .323 .045
STANDARDIZED WEIGHTS: .019 .053 .018 .046 .006

AHP DATA FOR MATRIX NUMBER 2

FACTOR: POTENTIAL CONTRIBUTION TO FSED OECISION
GROUP : SLKT PROJECTS

COMPARISON MATRIX
1.000 1.000 1.000 3.000 3.000
1.000 1.000 1.000 3.000 3.000
1.000 1.000 1.000 3.000 3.000
.333 .333 .333 1.000 1.000
.333 .333 .333 1.000 1.000

LAMBDA( MAXIMUM ) : 5.000
CONSISTENCY INDEX: .000
CONSISTENCY RATIO: .000

WEIGHT EIGENVECTOR: .273 .273 .273 .091 .091
STANDARDIZED WEIGHTS: .039 .039 .039 .013 .013
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AHP DATA FOR MATRIX NUMBER 3

Ll e L Ly L P p——

FACTOR: POTENTIAL CONTRIBUTION TO FSED DECISION

GROUP :

1.000 1.000 7.000
1.000 1.000 7.000
.143 . 143 1.000
.333 .333 4.000
.111 L1111 .167
.111 .11l .167
.333 .333  4.000
LAMBDA(MAXIMUM ) :

CONSISTENCY INDEX:
CONSISTENCY RATIO:

WEIGHT EIGENVECTOR:
STANDARDIZED WEIGHTS:

DEW PROJECTS

COMPARISON MATRIX

3.000 9.000
3.000 9.000
.250 6.000
1.000 8.000
.125 1.000
.125 .333
1.000 9.000
7.638
.106
.081

9.000
9.000
6.000
8.000
3.000
1.000
8.000

3.000
3.000
.250
1.000
.111
.125
1.000

.302 .302 .063 .143 ,025 .018 .146

AHP DATA FOR MATRIX NUMBER &

FACTOR: POTENTIAL CONTRIBUTION TO FSED DECISION

GROUP :

1.000 9.000 9.000
.111 1.000 .333
.111  3.000 1.000
.333 7.000 1.000
.333 7.000 1.000
.333 7.000 1.000
.200 5.000 .200

1.000 9.000 1.000

LAMBDA(MAXIMUM ) :

CONSISTENCY INDEX:
CONSISTENCY RATIO:

KEIGHT EIGENVECTOR:
STANDARDIZED HWEIGHTS:

KEH PROJECTS

COMPARISON MATRIX

. s o -

3.000 3.000 3.000
.143 143 143
1.000 1.000 1.000
1.000 1.000 1.000
1.000 1.000 1.000
1.000 1.000 1.000
.200 .200 .200
1.000 1.000 1.000
8.665
.095
.067
-329 .019 .103 .120 .120

.075 .004 .024

- -

AHP DATA FOR MATRIX NUMBER 5

FACTOR: POTENTIAL CONTRIBUTION TO FSED DECISION
SATKA PROJECTS

GROUP :

N PY tni.AA_;fsi‘i;iLi

135

.120
.028 .028 .028

.060 .060 .013 .029 .005 .004 .029

5.000 1.000
. 200 «111
5.000 1.000
5.000 i.000
5.000 1.000
5.000 1.000
1.000 .200
5.000 1.000
.037 .150
.008 .034




X COMPARISON MATRIX
LI
" 1.000 3.000 3.000 3.000 3.000 1.000 3.000 3.000 3.000 2.00
. .333 1,000 2.000 1.000 2.000 .500 2.000 1.000 2.000 2.00
a5 .333  .500 1.000 .333  .500 .250 .500  .500 2.000 2.00
e .333  1.000 3.000 1.000 2.000 .333 2.000 .500 2.000 2.00
.333  .500 2.000 .500 1.000 .500 1.000 1,000 2.000 1.00
1.000 2.000 4.000 3.000 2.000 1.000 3.000 2.000 3.000 2.00
) .333  .500 2.000 .500 1.000 .333 1.000 .500 2.000 1.00 ‘
) .333  1.000 2.000 2.000 1.000 .500 2.000 1.000 2.000 .50
'~ .333  .s00 .500 .500 .500 .333  .500 .500 1.000 .33
o .500  .500  .500  .500 1.000 .500 1.000 2.000 3.000 1.00 _
,.L LAMBOA(MAXIMUM):  10.633
, CONSISTENCY INDEX: .070
& CONSISTENCY RATIO: .047
)
)
,:: WEIGHT EIGENVECTOR: .202 .103 .058 .101 .073 .182 .065 .09 .042 .080
e STANDARDIZED WEIGHTS: .058 .029 .017 .029 .021 .052 .019 .027 .012 .023
l..
:.‘ EEEE SRS 2SI EIZENESEIEE SRS I IR SISEIITSEZTIZIZIISSNER
h EIGENVECTOR FOR ELEMENTS IN ALL MATRICES OF FACTOR 2
RS I I I I Il T A R R E I S S S I S S S S S E S S S S S S SIS ESssssE
-
2“‘ HIERARCHICAL LEVEL: PAYOFF
. FACTOR: POTENTIAL CONTRIBUTION TO FSED DECISION
.
" EIGENVECTOR: .019 .053 .018 .046 .006 .039 .039 .039 .013 .013 .060 .060 .013
" .029 .005 .004 .029 .075 .004 .02¢ .028 .028 .028 .008 .03% .058 .029 .0l
' 7 .029 .021 .052 .019 .027 .012 .023
o CHECK--SUM OF VECTORS ELEMENTS SHOULD EQUAL 1.0
<4 ===
o SUM = 1.0000
‘ ‘.- eI NS E S S S E R I I S S S SRS SIS IS S S SIS NSRS
S
B
L)
X{ . -
X AHP DATA FOR MATRIX NUMBER 1
[}
o
~'
o FACTOR: POTENTIAL GENERATION OF SPINOFF TECHNOLOGY ]
s{ GROUP:  SABM PROJECTS
P
COMPARISON MATRIX
K 1.000  .200 1.000  .200 5.000
o 5.000 1.000 5.000 1.000 5.000
X 1.006  .200 1.000  .200 5.000
R §.000 1.000 5.000 1.000 5.000
-:. .200  .200 .200 .20 1.000 )
[
° LAMBDA(MAXIMUM):  5.434
5 CONSISTENCY INDEX: .108
o CONSISTENCY RATIO: .097
a
- WEIGHT EIGENVECTOR: .106 .372 .106 .372 .043
5 STANDARDIZED WEIGHTS: .015 .053 .015 .053 .006
.|
L
L¥JY R
-
A
"
s .
U
. 136
0
ot
[}
A
-
®
ne 1
Y
\I..‘.

1 e

PR

RN P YA OB LT x AILACAG R fr o
v.?.z‘.‘ : ‘!".'t.v.‘..c" '. .."0" Q’ ...}O..ld .n‘......’l’l?.‘.n.“l..‘l. ’l"‘n” l“ 1’?‘ I Vo L2 ) s 3 (A

R

SN AN e T e M R OO0
QLIRS X



“

2> 2
s

,, ,
‘-?‘
,l{ 4 .

2

x
L

- -
AARA

> -~
- -~
L% 5
. - a

>

-a'aw
e

o
O

- B
S0

ry- X J
-
e 9p

‘r_f.u__'._ﬁ_‘\

PCMCS
]

TS Y

3O FAS

>
J

P
oo

B
-

l.“

A g

AHP DATA FOR MATRIX NMUWMBER 2

FACTOR:

GROUP: SLKT PROJECTS
COMPARISON MATRIX
1.000 1.000 .333 .333 .333
1.000 1.000 1.000 .333 <333
3.000 1.0600 1.000 1.000 1.000
3.000 3.000 1.000 1.000 1.000
3.000 3.000 1.000 1.000 1.000
LAMBDA(MAXIMUM ) : 5.151
CONSISTENCY INDEX: .038
CONSISTENCY RATIO: .034

WEIGHT EIGENVECTOR:
STANDARDIZED HWEIGHTS:

.093 .122 .230 .278
.013 .017 .033 .040

AHP DATA FOR MATRIX NUMBER 3

POTENTIAL GENERATION OF SPINOFF TECHNOLOGY

.278
. 040

FACTOR: POTENTIAL GENERATION OF SPINOFF TECHNOLOGY
GROUP 3 DEW PROJECTS
COMPARISON MATRIX
1.000 1.000 3.000 2.000 9.000 9.000 6.000
1.000 1.000 3.000 2.000 9.000 9.000 6.000
.333 .333  1.000 .333 4.000 4.000 2.000
.500 .500 3.000 1.000 9.000 9.000 %.000
.111 .111 .250 .111 1.000 1.000 .200
.111 .111 .250 .111 l1.000 1.000 .200
.167 .167 .500 .250 5.000 5.000 1.000
LAMBOA(MAXIMUM): 7.260
CONSISTENCY INOEX: .043
CONSISTENCY RATIO: .033

NEIGHT EIGENVECTOR:
STANDARDIZED WEIGHTS:

.292 .292 .095 .205
.058 .058 .019 .06l

AHP DATA FOR MATRIX MAMBER 6

.02 .024¢ .069
.005 .005 .014

FACTOR: POTENTIAL GENERATION OF SPINOFF TECHNOLOGY
GROUP : KEW PROJECTS
COMPARISON MATRIX
1.000 9.000 1.000 3.000 3.00¢ 3.000
.111  1.000 111 .250 .250 .250
1.000 9.000 1.000 1.000 1.000 1.000
.333 4.000 1.000 1.000 1.000 1.000
.333 4.000 1.000 1.000 1.000 1.000
.333 4.000 1.000 1.000 1.000 1.000
.111 1.000 .333 -111 111 .111
1.000 9.000 4.000 1.000 1.000 1.000
137
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LAMBDA(MAXIMM): 8.536
CONSISTENCY INDEX: .077
CONSISTENCY RATIO: .054

HEIGHT EIGENVECTOR: .268 .024¢ .127 .126 .126 .126 .021 .204
STANDARDIZED WEIGHTS: .057 .005 .029 .029 .029 .029 .005 .047

AHP DATA FOR MATRIX NUMBER 5

FACTOR: POTENTIAL GENERATION OF SPINQFF TECHNOLOGY
GROUP : SATKA PROJECTS

COMPARISON MATRIX

1.000 1.000 1.000 .500 .333 .333 .500 .333 .500 1.00
1.000 1.000 1.000 1.000 .333 .250 .500 .333 .500 .50
1.000 1.000 1.000 .250 .250 .200 .500 .200 .333 .50
2.000 1.000 <.000 1.000 .500 .333 .500 .500 .500 2.00
3.000 3.0Q0 %.000 2.000 1.000 2.000 3.000 .500 2.000 3.00
3.000 4.000 5.000 3.000 .500 1.000 2.000 .500 .500 3.00
2.000 2.000 2.000 2.000 .333 .500 1.000 .333 .500 1.00
3.000 3.000 5.000 2.000 2.000 2.000 3.000 1.000 2.000 3.00
2.000 2.000 3.000 2.000 .500 2.000 2.000 .500 1.000 3.00
1.000 2.000 2.000 .500 .333 .333 1.000 .333 .333 1.00

LAMBOA(MAXIMUM): 10.49%
CONSISTENCY INDEX: .055
CONSISTENCY RATIO: .037

HEIGHT EIGENVECTOR: .049 .048 .036 .079 .174 .141 .078 .204 .133 .058

STANDARDIZED WEIGHTS: .0l14 .0l4 .010 .022 .0S0 .040 .022 .058 .038 .017

NS E S C rS 2SS S SRS I IS SR ES SIS S ST IERIITIBAITIN=I

EIGENVECTOR FOR ELEMENTS IN ALL MATRICES OF FACTOR 3

HIERARCHICAL LEVEL: PAYOFF
FACTOR: POTENTIAL GENERATION OF SPINOFF TECHNOLOGY

EIGENVECTOR: .015 .053 .015 .053 .006 .013 .017 .033 .040 .040 .058 .058 .019
.041 .005 .005 .014 .057 .005 .029 .029 .029 .029 .005 .047 .014% .014 .01
0 .022 .050 .040 .Q22 .058 .038 .017

CHECK--SUM OF VECTORS ELEMENTS SHOULD EQUAL 1.0

SUM = 1.0000
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HIERARCHICAL LEVEL: PAYOQFF
NUMBER OF FACTORS: 3

STANDARDIZED EIGENVECTOR - ALL ELEHENTS

.02% .048 .020 .044 .006 .030 .032 .037 .022 .022 .060 .060 .015 .032 .005 .00
4 .024 .067 .005 .024% .027 .027 .027 .007 .045 .045 .023 .020 .025 .030 .
049 .019 .036 .020 .018
CHECK - SUM OF VECTOR ELEMENTS SHOULD EQUAL 1.0

SUM = 1.0000
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APPENDIX G
GAMS OUTPUT

The GAMS nonlinear programming package produces an
extensive and voluminous output listing for every model

run. The GP model required that model iterations be
performed for each of the four different budget
strategies. The following four pages contains a

condensed and curtalled solution summary for the model
runs at the core, basic, enhanced, and extended budget
levels.

140




n
]
Is ]
'h"\
.455 SOLVE SUMMARY
"ﬁ} MODEL &P OBJECTIVE DEVIATION
ol TYPE P DIRECTION MINIMIZE
u; SOLVER BOMLP FROM LINE 450
XS
- sunn SOLVER STATUS 1 NORMAL COMPLETION
. smun MODEL STATUS 1 OPTIMAL
;sgi mwu% OBJECTIVE VALUE 16.6951
gl
e LOWER LEVEL UPPER  MARGINAL
;,:' ---- EQU COST -INF  882.600 882.600  -0.021
0 ---~ EQU PAYOFF 68.259  68.259  68.259 0.527
) --=~ EQU RISK 7.163 7.143 7.143  -0.301
et ---- EQU TIME 7.793 7.793 7.793  -0.110
Nl ---~ EQU BALANCE 52.861  52.861  52.861 0.063
RUn --=-- EQU OBJDEF . . . -1.000
5%
B cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
S PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
e RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
o BALANCE GOAL NUMBER 4 - MAXIMIZE BALANCE
B OBJDEF ACHIEVEMENT FUNCTION
oot
&
ﬁ~ : ---~ VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
¥
‘.' LOWER LEVEL UPPER  MARGINAL
i B122 6.000 6.000  37.000 0.027
o B142 2.000  15.000 15.000  -0.003
- B412 9.000 9.000  28.000 0.029
< B532  30.000  95.000  95.000  -0.002
b 8612 2.000 2.000  25.000 0.029
W L008 5.000 5.000  30.000 0.016
. L212 2.000 2.000  12.000 0.015
N - L503 5.000 5.000  24.000 0.015
s L721 2.000 2.000  12.000 0.017
P L723 2.000 2.000  10.000 0.017
Sy 0044 1.000  15.000  15.000  -0.009
(o5 D076  50.000 260.000 260.000  -0.008
K 0080 5.000 5.000  25.000 0.02¢
e D047  15.000 15.000  55.000 0.006
D D112 1.000 1.000 8.000 0.043
d 0lle 6.000 6.000  20.000 0.047
W D083  12.000  12.000  80.000 0.009
: K222  40.000 187.000 187.000  -0.010
K- X623 5.000 5.000  28.000 0.0643
Y K624 10.000 10.000 45,000 0.020
W K228 6.000 6.000  20.000 0.012
Ayl K323 3.000 3.000  50.000 0.012
K325 4.000 4.000  25.000 0.012
T K524 4.000 4.000  25.000 0.038
K K321  35.000 108.600  20%.000 .
oy sz71 25.000 25.000 105.000 0:003
i S051 15,000  15.000  20.500 0.022
B so11 3.000 3.000 13.300 0.049
s S052  15.000  15.000  31.000 0.019
SN sos3 3.000 3.000  19.200 0.008
@ 5243 3.000 15.000 15.000  -0.003
o 5402 3.000 3.000  35.000 0.019
Y s091 5.000 §.000  35.500 0.005
3 s102 2.000 2.000  20.000 0.018
Vo d S281  12.000  12.000 159.400 0.020
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PAYOFF GOAL NUMBER 1 ~ MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 ~ MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
OBJUDEF ACHIEVEMENT FUNCTION
=== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY83
LOWER LEVEL UPPER MARGINAL
B122 6.000 6.000 37.000 0.02%
8142 2.000 15.000 15.000 -0.006
B412 9.000 9.000 28.000 0.026
B532 30.000 95.000 95.000 -0.005
s 8612 2.000 2.000 25.000 0.026
| Locs 5.000 5.000 30.000 0.013
. t212 2.000 2.000 12.000 0.012
1503 5.000 5.000 24.000 0.012
N L721 2.000 2.000 12.000 0.014
S L723 2.000 2.000 10.000 0.014
. D0G4 1.000 15.000 15.000 -0.012
) D076 50.000 260.000 260.000 -0.011
Kl D080 5.000 5.000 25.000 0.021
2 D047 15.000 15.000 55.000 0.003
D112 1.000 1.000 8.000 0.040
) Dllée 6.000 6.000 20.000 0.044%
e, 0083 12.000 12.000 80.000 0.006
- K222 40.000 187.000 187.000 -0.013
o K623 5.000 5.000 28.000 0.040
[ K624 10.000 10.000 45.000 0.017
A K228 6.000 6.000 20.000 0.009
® K323 3.000 3.000 50.000 0.009
K325 4.000 4.000 25.000 0.009
I, K524 4.000 4.000 25.000 ¢.035
A K321 35.000 204.000 204.000 -3.003
s271 25.000 76.100 105.000 .
R sS051 15.300 15.000 20.500 0.019
9 so11 3.000 3.000 13.500 0.046
' S052 15.000 15.000 31.000 0.016
p S053 3.000 3.000 19.200 0.005
s243 3.000 15.000 15.000 -0.006
) $402 3.000 3.000 35.000 0.016
Y $091 5.000 5.000 35.500 0.002
o s102 2.000 2.000 20.000 0.015
' : s281 12.000 12.000 159.400 0.017
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SOLVE SUMMARY
MODEL 6P OBJECTIVE DEVIATION
TYPE Le DIRECTION MINIMIZE
SOLYER BODMLP FROM LINE 450
s SOLVER STATUS 1 NORMAL COMPLETION
et MODEL STATUS 1 OPTIMAL
*wi% OBJECTIVE VALUE 13.7734¢
LOMER LEVEL UPPER MARGINAL
-==« EQU COST -INF  1029.100 1029.100 -0.018
~==« EQU PAYOFF 68.259 68.259 68.259 0.527
~=== EQU RISK 7.143 7.143 7.143 -0.301
-=== EQU TIME 7.793 7.793 7.793 -0.110
-=== EQU BALANCE 52.861 52.861 52.861 0.063
---- EQU OBJDEF . . . -1.000
COsT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
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o's SOLVE SUMMARY
Al
b MODEL &P OBJECTIVE DEVIATION
¥ TYPE L DIRECTION MINIMIZE
ADY SOLVER BOMLP FROM LINE 450
. wuun SOLVER STATUS 1 NORMAL COMPLETION
vy wasn MODEL STATUS 1 OPTIMAL
2o wwux OBJECTIVE VALUE 10.7438
Lo
‘,':'J LOWER LEVEL UPPER  MARGINAL
YA
W ---- EQU COST -INF  1265.400 1255.400  -0.009
) ---- EQU PAYOFF 68.259  68.259  68.259 0.527
o -=-= EQU RISK 7.143 7.143 7.143  -0.301
0 -=-- EQU TIME 7.793 7.793 7.793  -0.110
- ===~ EQU BALANCE 52.861  52.861  52.861 0.063
g ---- EQU OBJDEF . . . -1.000
[}
<,
‘gl cost COST OF PROGRAMS CANNOT EXCEED THE BUDGET
M PAYOFF GOAL MUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
v TIME GOAL NUMBER 3 - MINIMIZE TIME
Y BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
Ry OBJDEF ACHIEVEMENT FUNCTION
'ﬁ'
L
e ---- VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOWER LEVEL UPPER  MARGINAL
s 8122 6.000 6.000  37.000 0.014
. B142 2.000 15.000  15.000  -0.015
% 8412 9.000 9.000  28.000 0.016
“y B532  30.000  95.000 95.000  -0.01%
“~y B612 2.000 2.000  25.000 0.017
e Loo8 5.000 5.000 30.000 0.003
. . L212 2.000 2.000  12.000 0.002
W L503 5.000 5.000  24.000 0.003
s L721 2.000 2.000  12.000 0.005
o L723 2.000 2.000  10.000 0.008
SR04 0044 1.000  15.000  15.000  -0.021
i~ D076  50.000 260.000 260.000  -0.020
e poso 5.000 5.000  25.000 0.012
D047  15.000 55.000 55.000  -0.006
) 0112 1.000 1.000 8.000 0.031
WA D114 6.000 6.000 20.000 0.035
oy 0083  12.000  80.000  80.000  -0.00%
s K222  40.000 187.000 187.000  -0.023
s K623 5.000 5.000  28.000 0.031
E K62¢  10.000  10.000  5.000 0.008
O K225 6.000  20.000  20.000 EPS
® K323 3.000 10.700  50.000 .
g K325 4.000 25.000  25.000 -3.010€-4
- K524 %.000 %.000 25.000 0.025
1G4 K321  35.000 204.000 204.000  -0.012
“r S271  25.000 105.000 105.000  -0.009
- S051  15.000  15.000  20.500 0.010 .
N so11 3.000 3.000  13.300 0.037
» S052  15.000 15.000  31.000 0.007
®a S053 3.000 19.200  19.200  -0.004
o s243 3.000 15.000 15.000  -0.016
' 5402 3.000 3.000  35.000 0.007
o 5091 5.000 35.500 35.500  -0.007
o s102 2.000 2.000  20.000 0.008
I S281  12.000  12.000 159.400 0.008
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SOLVE SUMMARY

[}
)
g MODEL 6P OBJECTIVE DEVIATION
W TYPE LP DIRECTION MINIMIZE
i SOLVER BODMLP FROM LINE 450
muan SOLVER STATUS 1 NORMAL COMPLETION
58 e MODEL STATUS 1 0PTIMAL
’, % OBJECTIVE VALUE 9.9588
: LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF  1333.400 1383.400 -0.003
. ---- EQU PAYOFF 68.259 68.259 68.259 0.527
k ---= EQU RISK 7.163 7.143 7.143 ~-0.301
‘ ---- EQU TIME ?7.793 7.793 7.793 -0.110
\ ~=== EQU BALANCE 52.861 52.861 52.861 0.063
" ---- EQU OBJDEF . . . -1.000
L)
" cost COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
. RISK GOAL NUMBER 2 - MINIMIZE RISK
.5 TIME GOAL NUMBER 3 - MINIMIZE TIME
B BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
e OBJDEF ACHIEVEMENT FUNCTION
‘!
[ ]
R/ -=-= VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
¥ LOKER LEVEL UPPER  MARGINAL
§ B122 6.000 6.000 37.000 0.009
¢ B142 2.000 15.000 15.000 -0.021
j B4l12 9.000 9.000 28.000 0.011
5 B532 30.000 95.000 95,000 -0.019
, B612 2.000 2.000 25.000 0.012
: Loos 5.000 30.000 30.000 -0.002 .
> L212 2.000 12.000 12.000 -0.003 .
B ‘ L503 5.000 24.000 24.000 -0.003
i L721 2.000 12.000 12.000 -6.020E-%
L723 2.000 10.000 10.000 -6.020E-4 .
“ D044 1.000 15.000 15.000 -0.027
o 0o7é 50.000 260.000 260.000 -0.026
D080 5.000 5.000 25.000 0.006
D047 15.000 55.000 55.000 -0.011
i 0112 1.000 1.000 8.000 0.025
T D114 6.000 6.000 20.000 0.029
Yy poa3 12.000 80.000 80.000 -0.009
N K222 40.000 187.000 187.000 -0.028
Jh K623 5.000 5.000 28.000 0.025
] K624 10.000 10.000 45,000 0.003
K228 6.000 21,000 20.000 -0.005
K323 3,000 50.000 50.000 -0.005
- X325 4,000 25.000 25.000 -0.006
g K524 %.000 %.000 25.000 0.020
- K321 35.000 204.000 204,000 -0.018
- s271 25,000 105.000 105.000 -0.015 .
P s051 15.000 15.000 - 20.500 0.004
5 So011 3.000 3.000 13.300 0.031
S052 15,000 15.000 31.000 0.002
& S053 3.000 19.200 19.200 -0.009
:\ $243 3.000 15.000 15.000 -0.021
¥ $402 3.000 3.000 35,000 0.001
N $091 5.000 35.500 35.500 -0.013 ‘
$102 2.000 18.700 20.000 .
i sz81 12.000 12.000 159.400 0.002 -
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", APPENDIX H
" AHP OUTPUT - SENSITIVITY ANALYSIS

e In Chapter VII a sensitivity analysis was conducted
5 on the GP model. In order to test the impact of
NN changes 1n the achievement function coefficient
s welghts, several modelling situations were envisioned.
g The function SINGLE was run 1in the AHP workspace on
each of these four situations, and the output from
:5 these 1terations 1s contained on the following pages.
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SITUATION 1

COMPARISON MATRIX

1.000 1.000 5.000 7.000
1.000 1.000 5.000 7.000
.200 .200 1.000 2.000
.143 .1a3 .500 1.000

LAMBDA(MAXIMUM): 4.016
CONSISTENCY INDEX: .00S5
CONSISTENCY RATIO: .006

WEIGHT EIGENVECTOR: .425 .425 .093 .056
2333IXSTRIIIVTTIETSTITZSIS=

=
SITUATION 2

COMPARISON MATRIX

1.000 .500 5.000 7.000
2.000 1.000 7.000 9.000
.200 <143 1.000 2.000
.143 .111 -500 1.000

LAMBDA(MAXIMUM ) : %.040
CONSISTENCY INDEX: ,013
CONSISTENCY RATIO: .015

WEIGHT EIGENVECTOR: .330 .542 .079 .048
3332233323 TITIRTITTIZTSIISTTIIXITTITITSTTITITNRT

SITUATION 3

COMPARISON MATRIX

1.000 2.000 .333 7.000
.500 1.000 .250 5.000
3.000 4.000 1.000 9.000
.143 .200 .111 1.000

LAMBDA(IMAXIMUM ) : %.106
CONSISTENCY INDEX: .035
CONSISTENCY RATIO: .039

WEIGHT EIGENVECTOR: .250 .152 .557 .04l

SITUATION &

COMPARISON MATRIX

B el -

1.000 1.000 1.000 1.000
1.000 1.000 1.000 1.000
1.000 1.000 1.000 1.000
1.000 1.000 1.000 1.000

LAMBOA U MAXIMUM): 4.000
CONSISTENCY INDEX: .000
CONSISTENCY RATIO: .000

WEIGHT EIGENVECTOR: .250 .250 .250 .250
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§; APPENDIX I

(4 GAMS OUTPUT - SENSITIVITY ANALYSIS

v The sensitivity analysis conducted in Chapter VII
“: involved modelling four distinct situations involving
:E fluctuations in the achievement function coefficient
3‘ weights. Four situations were run on the GAMS GP model
k at each of the four budget strategies, so a total of
:ﬁ sixteen model iterations were performed for the

-
P S R Ny

sensitivity analysis. The abbreviated GAMS output for
each of these iterations 1s contained on the following
pages.
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s
','; SOLVE SUMMARY
X : MODEL ¢P OBJECTIVE DEVIATION
Bore TYPE LP DIRECTION MINIMIZE
& ™ SOLVER BOMLP FROM LINE 450
v munn SOLVER STATUS 1 NORMAL COMPLETION
{ ®un% MODEL STATUS 1 OPTIMAL
At #ww# OBJECTIVE VALUE 14.59%67
B ‘;‘\ > LOMER LEVEL UPPER  MARGINAL
Kot -~~~ EQU COST -INF  882.600 882.600  -0.015
2L, ~-~- EQU PAYOFF 68.259 68.259  68.259 0.425
G -ee= EQU RISK 7.143 7.143 7.143 -0.425
) ---- EQU TIME 7.793  7.793  7.793  -0.093
) : -=~- EQU BALANCE 52.861 52.861 52.861 0.056
:~_$_ ---- EQU OBJDEF . . . -1.000
.
,.‘; . cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
a1 PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
WYY RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
) BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
o 0BJDEF ACHIEVEMENT FUNCTION
4J'.,j
A
! ‘,;}: ~=~- VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
e LOWER  LEVEL  UPPER  MARGINAL
b ,: B122 6.000 6.000 37.000 0.029
R 8142 2.000 15.000 15.000  -0.003
d ‘&;’-, B4l12 9.000 9.000 28.000 0.030
i B532 30.000 95.060 95.000 -0.002
e B612 2.000 2.000  25.000 0.028
s Loo8 5.000 5.000 20.000 0.016
K ullr, L212 2.000 2.000 12.000 0.015
; L503 5.000 5.000 24.000 0.018
s w721 2.000 2.000 12.000 0.016
i L723 2.000 2.000 10.000 0.016
o 0044 1.000 15.000 15.000 -0.007
e D076  50.000 260.000 260.000 -0.007
109 poso 5.000 5.000 25.000 0.023
1SN 0047 15.000 15.000  55.000 0.005
Cald 0112 1.000 1.000 8.000 0.045
P D114 6.000 6.000  206.000 0.050
g D083 12.000 12.000 80.000 0.006
g, K222  40.000 187.000 187.000 -0.008
0 K623 5.000 5.000 28.000 0.048
N K624 10.000 10.000  45.000 0.019
i *s: K225 6.000 6.000 20.000 0.010
o K323 3.000 3.000 50.000 0.010
K325 4.000 %.000 25.000 0.010
® K524 4.000 4.000  25.000 0.061
kT K321 35.000 108.600 204.000 .
s271 25.000 25.000 105.000 0.004
, S051 15.000 15.000 20.500 0.023
‘_‘;} so11 3.000 3.000 13.300 0.057
p ,\{ A $052  15.000  15.000  31.000 0.020
Q8 5053 3.000 3.000 19.200 0.007
5243 3.000 15.000 15.000 -0.003
iod 5402 3.000 3.000 35.000 0.017
el S091 5.000 5.000 35.500 0.004
_ $102 2.000 2.000 20.000 0.016
e s281 12.000 12.000 159.400 0.018
o
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SOLVE SUMMARY
MODEL  GP OBJECTIVE DEVIATION
TYPE LP DIRECTION MINIMIZE
SOLVER BOMLP FROM LIME 450
w#u% SOLVER STATUS 1 NORMAL COMPLETION
s#xx# MODEL STATUS 1 OPTIMAL
#ww# OBJECTIVE VALUE 12.5762
LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF  1029.100 1029.100 -0.011
---- EQU PAYOFF 68.259 68.259 68.259 0.425
~=-- EQU RISK 7.163 7.143 7.143 -0.425
-=-- EQU TIME 7.793 7.793 7.793 -0.093
---- EQU BALANCE 52.861 52.861 52.861 0.056
---- EQU OBJDEF . . . -1.000
cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GOAL NUMBER % - MAXIMIZE BALANCE
OBJOEF ACHIEVEMENT FUNCTION
--== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOWER LEVEL UPPER MARGINAL
8122 6.000 6.000 37.000 0.024%
Bl42 2.000 15.000 15.000 -0.007
8412 9,000 9.000 28.000 0.026
B532 30.000 95.000 95.000 -0.006
B612 2.000 2.000 25.000 0.024
1008 5.000 5.000 30.000 0.012
L212 2.000 2.000 12.000 0.011
L503 5.000 5.000 24.000 0.014%
L721 2.000 2.000 12.000 0.012
L723 2.000 2.000 10.000 0.012
DOY% 1.000 15.000 15.000 -0.012
0076 50.000 260.000 260.000 -0.011
D080 5.000 5.000 25.000 0.019
0047 15.000 15.000 55.000 0.001
D11z 1.000 1.000 8.000 0.041
Dllo 6.000 6.000 20.000 0.046
0083 12.000 12.000 80.000 0.002
K222 40.000 187.000 187.000 -0.012
K623 5.000 5.000 28.000 0.04%
K626 10.000 10.000 %5.000 0.015
K225 6.000 6.000 20.000 0.006
K323 3.000 3,000 50.000 ¢.006
7 K325 4.000 %.000 25.000 0.006
‘.~:' K526 4.000 4.000 25.000 0.037
o K321 25,000 204.000  204.000 -0.004
<. s271 25.000 76.100  105.000 .
b s051 15.000 15.000 20.500 0.019
‘T s011 3.000 3.000 13.300 0.053
~n? S052 15.000 15.000 31.000 0.016
. @ 5053 3.000 3,000 19.200 0.003
5243 3.000 15.000 15.000 -0.007
S402 3.000 3.000 35.000 0.013
s091 5.000 5.000 35.500 9.0002E-5
S102 2.000 2.000 20.000 0.012
s281 12.000 12.000 159.400 0.016
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:,' SOLVE SUMMARY
A MODEL  GP OBJECTIVE DEVIATION
TYPE LpP DIRECTION MINIMIZE
;:“« SOLVER BOMLP FROM LINE 450
et SOLVER STATUS 1 NORMAL COMPLETION
ot et MODEL STATUS 1 OPTIMAL
;::: e OBJECTIVE VALUE 10.5273
TN LOWER LEVEL UPPER  MARGINAL
[
Y -=-- EQU COST -INF  1255.6400 1255.400  -0.00S
-=-= EQU PAYOFF ©8.259 68,259 68.259 0.425
p‘,!._! ---- EQU RISK 7.143 7.143 7.1643 -0.425
Yy ---- EQU TIME 7.793 7.793 7.793 -0.093
,:.& ---- EQU BALANCE 52.861 52.861 52.861 0.056
.':'. ---- EQU OBJDEF . . . -1.000
L
:F:g cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
T PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
a TIME GOAL NUMBER 3 - MINIMIZE TIME
o BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
::Q OBJDEF ACHIEVEMENT FUNCTION
,.‘t. .
;.::: ---- VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY8S
a'F.
o LOKER LEVEL UPPER HMARGINAL
My
of ._ B122 6.000 6.000 37.000 0.018
: < Bl42 2.000 15.000 15.000 -0.013
"G 8412 9.000 9.000 28.000 0.020
1 B532 30.000 95.000 95.000 -0.012
-‘1.,! B612 2.000 2.000 25.000 0.018
Jre Loos 5.000 5.000 30.000 0.006
I L212 2.000 2.000 12.000 0.005
o L503 5.000 5.000 24.000 0.008
4 L721 2.000 2.000 12.000 0.006
L L723 2.000 2.000 10.000 0.006
A4 0044 1.000 15.000 15.000 -0.018
N 0076 50.000 260.000 260.000 -0.017
s 0080 5.000 5.000 25.000 1 0.013
' D047 15.000 55.000 55.000 ~¢.008
J D112 1.000 1.000 8.000 ¢.035
- 0114 6.0G0 6.000 20.000 0.0%0
* ‘j 0083 12.000 80.000 80.000 -0.004
._‘.-; K222 40.000 187.000 187.000 -0.018
/ K623 5.000 5.000 28.000 0.038
0 K626 10.000 10.000 45.000 0.009
e K228 6.000 20.000 20.000 EPS
K323 3.000 10.700 50.000 .
s K328 4.000 25.000 25.000 -%.250E-4
Y K524 4.000 %.000 25.000 0.030
:-‘ K321 35.000 204.000 204.000 -0.010
- s271 25.000 105.000 105.000 -0.006
% s0s1 15.000 15.000 20.500 0.013
- so11 3.000 2.000 13.300 0.047
i $052 15.000 15.000 31.000 0.010
@ S053 3.000 19.200 19.200 -0.003
R 5203 3.000 15.000 15.000 -0.013
; $402 3.000 3.000 35.000 0.007
o S091 5.000 35.500 35.500 -0.006
s s102 2.000 2.000  20.000 0.006
I\ s2s8l 12.000 12,000 159.400 0.008
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. SOLVE SUMMARY
o
‘ MODEL 6P OBJECTIVE DEVIATION
" TYPE P DIRECTION MINIMIZE
e SOLVER BOMLP FROM LINE 450
wunn SOLVER STATUS 1 NORMAL COMPLETION
"oy mwun MODEL STATUS 1 OPTIMAL
. suwi OBJECTIVE VALUE 10.3264
»
. LOMER LEVEL UPPER MARGINAL
B (v
?L 9 ---- EQU COST -INF  1304.700 1383.400 .
) ---- EQU PAYOFF 68,259 68.259 68.259 0.425
" -=== EQU RISK 7.143 7.143 7.143 -0.425
- ---= EQU TIME 7.793 7.793 7.793 -0.093
’:_.r‘ ---- EQU BALANCE 52.861  52.861  52.861 0.056
3 ---- EQU OBJDEF . . . -1.000
Ay
A cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
e PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
. TIME GOAL NUMBER 3 - MINIMIZE TIME
Y 1 BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
ta OBJDEF ACHIEVEMENT FUNCTION
o
1N
i -=== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOMER LEVEL UPPER  MARGINAL
. B122 6.000 6.000 37.000 0.013
. B142 2.000 15.000 15.000 -0.018
e B412 9.000 9.000 28.000 0.015
o - B532 30.000 95.000 95.000 -0.017
) B612 2.000 2.000 25.000 0.013
. Loos 5.000 5.000 30.000 7.8100E-4
- . 1212 2.000 12.000 12.000 -6.900E-5
[ L503 5.000 5.000  24.000 0.003
| gl L721 2.000 2.000 12.000 9.4000E-%
: y L723 2.000 2.000 10.000 9.4000E-%
. D04% 1.000 15.000 15.000 -0.023
C D076 50.000 260.000 260.000 -0.022
A po8o 5.000 5.000  25.000 0.008
B 0047 15.000 55.000 55.000 -0.010
’ 0112 1.000 1.000 8.000 0.029
¢ D114 6.000 6.000 20.000 0.035
) " D083 12.000 80.000 80.000 -0.009
ot : K222 40.000 187.000 187.000 -0.023
e K623 5.000 5.000 28.000 0.033
" K624 10.000 10.000  45.000 0.004
A K225 6.000 20.000 20.000  -0.005
o K323 3.000 50.000 50.000 -0.005
- K325 4.000 25.000 25.000 -0.006
w X526 %.000 4.000  25.000 0.025
e, K321 35.000 204.000 20%.000 -0.015
"5 s271 25.000 105.000 105.000 -0.011
w2 S051 15.000 - 15.000 20.500 0.008
v s011 3.000 3.000 13.300 0.042
& S052 15.000 15.000  31.000 0.005
- @ S083 3.000 19.200 19.200 -0.008
? $263 3.000 15.000 15.000 -0.018
ot $402 3.000 3.000 35.000 0.002
S091 5.000 35.500 35.500 -0.011
o $102 2.000 2.000 20.000 5.5800E-4
~, s281 12.000 12.000 159.400 0.003
;:
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SOLVE SUMMARY

MODEL 6P
TYPE Lp

SOLVER BDMLP

OBJECTIVE DEVIATION
DIRECTION MINIMIZE
FROM LINE 450

et SOLVER STATUS 1 NORMAL COMPLETION

®ee MODEL STATUS 1 OPTIMAL
Wt OBJECTIVE VALUE 12.6275
LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF 882.600 882.600 -0.010
--== EQU PAYOFF 68.259 68.259 68.259 0.330
-~-- EQU RISK 7.143 7.143 -0.542
-=== EQU TIME 7.793 7.793 =0.079
-=-= EQU BALANCE 52.861 52.861 52.861 0.048
---- EQU OBJDEF . . -1.000
COST COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
OBJDEF ACHIEVEMENT FUNCTION
=-== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOWER LEVEL UPPER MARGINAL
Bl122 6.000 6.000 37.000 0.031
Bla2 2.000 15.000 15.000 =0.003
B412 92.000 9.000 28,000 0.032
B532 30.000 95.000 95.000 -0.002
B612 2.000 2.000 25.000 0.027
L0008 5.000 5.000 30.000 0.016
L212 2.000 2.000 12.000 0.016
L503 5.000 5.000 24.000 0.021
L721 2.000 2.000 12.000 0.015
L723 2.000 2.000 10.000 0.015
DO44 1.000 15.000 15.000 ~-0.006
0076 50.000 260.000 260.000 =-0.005
Do8o 5.000 5.000 25.000 0.022
D047 15.000 15.000 55.000 0.004
D112 1.000 1.000 8.000 0.046
0114 6.000 6.000 20.000 0.053
Doa3 12.000 12.000 80.000 0.004
K222 40.000 187.000 187,000 -0.005
K623 5.000 5.000 28.000 0.082
K624 10.000 10.000 45.000 0.019
K225 6.000 6.000 20.000 0.008
K323 3.000 3.000 50.000 0.008
K325 %.000 4.000 25.000 0.008
K524 4%.000 4.000 25.000 0.043
K321 35.000 108.600 204.000 .
S271 25.000 25.000 105.000 0.005
S051 15.000 15.000 20.500 0.025
S011 2.000 3.000 13.300 0.064
S052 15.000 15.000 31.000 0.021
S053 3.000 3.000 19.200 0.006
S243 3.000 15.000 15.000 -0.003
5402 3.000 3.000 35.000 0.016
S091 5.000 5.000 35.500 0.003
S102 2.000 2.000 20.000 0.014
S281 12.000 12.000 159.400 0.017
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Ky SOLVE SUMMARY
)
f::\’: MODEL 6P OBJECTIVE DEVIATION
8 TYPE  LP DIRECTION MINIMIZE
:.:‘ 5, SOLVER BODMLP FROM LINE 450
ok Vol
#en% SOLVER STATUS 1 NORMAL COMPLETION
o . % MODEL STATUS 1 OPTIMAL
,-;;;': ween OBJECTIVE VALUE 11.379%
Oy
e LOWER  LEVEL  UPPER  MARGINAL
,!"!
itk ---- EQU COST -INF  1029.100 1029.100  -0.006
) -==- EQU PAYOFF 68.259  68.259 68.259 0.330
. a ---- EQU RISK 7.163 7.143 7.163 -0.542
Y ---- EQU TIME 7.793 7.793 7.793 -0.079
WS --=~ EQU BALANCE 52.861  52.861 52.861 0.043
o) ---= EQU OBJDEF . . . -1.000
[d
*A,ﬁ cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
Gl PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
o TIME GOAL NUMBER 3 - MINIMIZE TIME
Yl BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
‘.. OBJDEF ACHIEVEMENT FUNCTION
B -
’.i‘::,. -=-= VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY8s
EIRY
@ LOKWER LEVEL UPPER  MARGINAL
o 8122 6.000 6.000 37.000 0.027
N B142 2.000 15.000 15.000 -0.007
D B412 9.000 9.000  28.000 0.028
ol B532 30.000 95.000 95.000 -0.006
bl B612 2.000 2.000 25.000 0.023
"1 Loo8 5.000 5.000 30.000 0.013
. . L212 2.000 2.000 12.000 0.012
- L503 5,000 5.000 24.000 0.017
k’ ‘ L721  "2.000  2.000  12.000  0.012
ol L723 2.000 2.000 10.000 0.012
N 0044 1.000 15.000 15.000 ~0.010
e D076  50.000 260.000 260.000  -0.009
:.t,i. . boso 5.000 5.000 25.000 0.018
0047 15.000 15.000 55.000 3.8600E~4
_) 0112 1.000 1.000 8.000 0.043
O 0114 6.000 6.000 20.000 0.049
R D083  12.000  32.600  80.000 .
O K222 %0.000 187.000 187.000 ~0,009
" K623 5.000 5.000 28.000 0.049
! ", K626 10.000 10.000 45.000 0.015
) K225 6.000 6.000 20.000 0.008
K323 3.000 3.000 56.000 0.005
e K325 4.000 4.000 25.000 0.004
.;‘ K526 4.000 4.000 25.000 0.040
o K321 35.000 204.000 204.000 -0.006
A s271 25.000 25.000 105.000 0.002
=~ S051  15.000  15.000  20.500 0.021 .
"Q, so011 3.000 3.000 13.300 0.061 .
, 5052 15.000 15.000 31.000 0.017
0 5053 3.000 3.000 19.200 0.002
0 S263 3.000 15.000 15.000 -0.007
- S402 3.000 3.000 35.000 0.012
WE) 5091 5.000 35.500 35.500 -9.600E-5
R s102 2.000 2.000 20.000 0.011
ALY S281  12.000  12.000 159.400 0.013
B2
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SOLVE SUMMARY
MODEL GP OBJECTIVE DEVIATION
TYPE  LP DIRECTION MINIMIZE
SOLVER BOMLP FROM LINE 450
wHHt SOLVER STATUS 1 NORMAL COMPLETION
sn% MODEL STATUS 1 OPTIMAL
www# OBJECTIVE VALUE 10. 3446
LOKER LEVEL UPPER  MARGINAL
---- EQU COST -INF  1255.400 1255.400  -0.002
---- EQU PAYOFF 68.259  68.259  68.259 0.330
---- EQU RISK 7.143 7.143 7.143  -0.562
---~ EQU TIME 7.793 7.793 7.793  -0.079
--=- EQU BALANCE 52.861  52.861  52.861 0.048
--== EQU OBJOEF . . . -1.000
COST COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 -~ MAXTMIZE PAYOFF
RISK GOALL NUMBER 2 ~ MINIMIZE RISK
TIME GOAL NUMBER 3 ~- MINIMIZE TIME
BALANCE GOAL NUMBER % - MAXIMIZE BALANCE
OBJDEF _ ACHIEVEMENT FUNCTION
--=- VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOMER LEVEL UPPER MARGINAL
B122 6.000 6.000  37.000 0.022
B142 2.000 15.000 15.000  -0.011
B412 9.000 9.000  28.000 0.023
B532  30.000 95.000  95.000  -0.010
B612 2.000 2.000  25.000 0.018
Loos 5.000 5.000  30.000 0.008
L212 2.000 2.000  12.000 0.007
L503 5.000 5.000  26.000 0.012
L721 2.000 2.000  12.000 0.007
L723 2.000 2.000  10.000 0.007
D04% 1.000 15.000  15.000 -0.016
D076  50.000 260.000 260.000  -0.016
D080 5.000 5.006  25.000 0.014
D047  15.000 55.000 55.000  -0.004
D112 1.000 1.000 8.000 0.038
D114 6.000 6.000  20.000 0.0645
0083  12.000  80.000  80.000  -0.005
K222  40.000 187.000 187.000  -0.014
K623 5.000 5.000  28.000 0.066
K624  10.000  10.000  45.000 0.011
K225 6.000  20.000  20.000 EPS
K323 3.000 10.700  50.000 .
K325 .000 25.000  25.000 -5.420E-4
K526 %.000 4.000  25.000 0.035
K321  35.000 204.000 204.000  -0.008
S271  25.000 105.000 105.000  -0.003
S051  15.000  15.000  20.500 0.016 .
s011 3.000 3.000  13.300 0.056
S052  15.000  15.000  31.000 0.012
S053 3.000 19.200 19.200 -0.002
s263 3.000 15.000  15.000  -0.011
$402 3.000 3.000  35.000 0.008
S091 5.000 35.500 35.500 -0.005
s102 2.000 2.000  20.000 0.006
$281  12.000  12.000 159.400 0.009
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y
o SOLVE SUMMARY
N
P MODEL &P OBJECTIVE DEVIATION
AT TYPE LP DIRECTION MINIMIZE
o SOLVER BOMLP FROM LINE 450
wenn SOLVER STATUS 1 NORMAL COMPLETION
W - M MODEL STATUS 1 OPTIMAL
;s st 0BJECTIVE VALUE 10.2854
)
§§ LOWER LEVEL  UPPER  MARGINAL
by R
{d ---- EQU COST -INF  1294.700 1383.400 .
- -===~ EQU PAYOFF 68,259  68.259  68.259 0.330
. ---- EQU RISK 7.143 7.143 7.143 -0.542
,q ~=== EQU TIME 7.793 7.793 7.793 -0.079
W ~--~ EQU BALANCE 52.861 52.861  52.861 0.048
aﬁ -=-- EQU OBJDEF . . . -1.000
\
Y cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
& PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
- TIME GOAL NUMBER 3 - MINIMIZE TIME
o4 BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
< OBJDEF ACHIEVEMENT FUNCTION
b
L ~=== VAR X% MONEY TO BE SPENT IN EACH PROGRAM DURING FY8S
LOMER LEVEL UPPER  MARGINAL
K )
N B122 6.000 6.000 37.000 0.021
24 Bl42 2.000 15.000 15.000 -0.013
et B412 9.000 9.000 28.000 0.022
el B532  30.000 95.000 95.000 ~0.012
4 B612 2.000 2.000 25.000 0.017
A Loos 5.000 5.000 30.000 0.007
A . 1212 2.000 2.000 12.000 0.006
s ) 1503 5.000 5.000 24.000 0.011
J L721 2.000 2.000 12.000 0.006
'J L723 2.000 2.000 10.000 0.006
, D044 1.000 15.000 15.000 -0.016
4 D076  50.000 260.000 260.000 -0.015
D080 5.000 5.000 25.000 0.012
* D047 15.000 55.000 55.000 -0.006
D112 1.000 1.000 8.000 0.037
o D114 6.000 6.000 20.000 0.043
NS 0083 12.000 80.000 80.000 -0.006
A K222 40.000 187.000 187.000 -0.015
N K623 5.000 5.000 28.000 0.043
Y K624  10.000 10.000  45.000 0.009
K K225 6.000  20.000 20.000 -0.002
K323 3.000 50.000  50.000 -0.002
.. K325 %.000  25.000 25.000 -0.002
i) K524 %.000 %.000 25.000 0.0364
y K321 35,000 204.000 204.000 -0.010
. s271 25.000 105.000 105.000 -0.005
2 S051  15.000  15.000  20.500  0.015
. $011 3.000 3.000 13.300 0.055
s, S052 15.000 15.000  31.000 0.011
T $053 3.000 19.200 19.200 -0.004
- $243 3,000 15.000 15.000 -0.013
o 5402 3,000 2.000 35.000 0.006
oy S091 5.000 35,500 35.500 -0.006
oy s102 2.000 2.000 20.000 0.00%
\ s28l 12.000 12.000 159.400 0.007
‘o
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SOLVE SUMMARY
\’,1
Pt MODEL &P OBJECTIVE DEVIATION
K" TYPE  LP DIRECTION MINIMIZE
1) SOLVER BOMLP FROM LINE 450
. wwun SOLVER STATUS 1 NORMAL COMPLETION
M w MODEL STATUS 1 OPTIMAL
) wnsn OBJECTIVE VALUE 12.1938
o
.:::. LOWER LEVEL UPPER  MARGINAL
My
h ---- EQU COST -INF  882.600 882.600  -0.003
) ---- EQU PAYOFF 68.259  68.259  68.259 0.250
---- EQU RISK 7.163 7.143 7.143  -0.152
o ---- EQU TIME 7.793 7.793 7.793  -0.557
o0 ---- EQU BALANCE 52.861  52.861  52.861 0.041
08¢ ---- EQU O0BJDEF . . . -1.000
B
P cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
o PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NMUMBER 2 - MINIMIZE RISK
e TIME GOAL NUMBER 3 - MINIMIZE TIME
\ BALANCE GOAL NUMBER 4 - MAXIMIZE BALANCE
. 0BJDEF ACHIEVEMENT FUNCTION
;;:,:.
;,::‘. ---- VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88 :
| J LONER LEVEL UPPER  MARGINAL
»
o Bl22  6.000  6.000 37,000  0.031
W B142 2.000 15.000 15.000  -0.005
D 8412 9.000 9.000 28.000 0.032
G B532  30.000 95.000 95.000  -0.005
oy B6l2 2.000 2.000  25.000 0.02%
S Loo8 5.000 5.000  30.000 0.018
A L212 2.000 2.000  12.000 0.018
0 L1503 5.000 §.000  24.000 0.015
‘old L721 2.000 2.000  12.000 0.013
W L723 2.000 2.000 10.000 0.013
£4¢ D044 1.000 15.000 15.000 -0.008
X D076  50.000 260.000 260.000  -0.003
W D080 5.000 5.000  25.000 0.022
Ve D047  15.000  20.600  55.000 .
2 0112  1.000  1.000  8.000  0.047
KN 0114 6.000 6.000  20.000 0.049
,:.H D083 12.000 80.000 80.000 -9.880E-4%
P K222 ' 40.000 187.000 187.000  -0.001
> K623 5.000 5.000  28.000 0.025
i K626  10.000  10.000  45.000 0.028
K228 6.000 6.000  20.000 0.01¢
® K323 3.000 3.000  50.000 0.01¢
by K325 %.000 4.000  25.000 0.014
o) K524 %.000 %.000  25.000 0.02¢
AN K321  35.000 35.000 204%.000 0.002
"~ S271  25.000  25.000 105,000 0.006
e S051  15.000  15.000  20.500 0.017
-~ so11 3.000 3.000 13,300 0.058
Lo s052  15.000  15.000  31.000 0.016
0 S0s3 3.000 3.000 19,200 0.002
A 5243 3.000 15.000  15.000  -0.005
A $402 3.000 3.000  35.000 0.019
25 S091 5.000 5.000  35.500 0.003
e s102 2.000 2.000  20.000 0.018
‘yit S281  12.000  12.000 159.400 0.018
e
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SOLVE SUMMARY
MODEL 6P OBJECTIVE DEVIATION
TYPE LP DIRECTION MINIMIZE
SOLVER BOMLP FROM LINE 450
*t SQLVER STATUS 1 NORMAL COMPLETION
etk MODEL STATUS 1 OPTIMAL
e OBJECTIVE VALUE 11.9538
LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF  1029.100 1029.100 -0.001
-=-= EQU PAYOFF 68.259 68.259 68.259 0.250
-===- EQU RISK 7.143 7.143 7.143 -0.152
-==-= EQU TIME 7.793 7.793 7.793 -0.557
===~ EQU BALANCE 52.861 52.861 52.861 0.041
---- EQU OBJDEF . . . -1.000
cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GCAL NUMBER 4 - MAXIMIZE BALANCE
OBJDEF ACHIEVEMENT FUNCTION
~w== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOWER LEVEL UPPER MARGINAL
B122 6.000 6.000 37.000 0.029
Bl42 2.000 15.000 15.000 -0.007
B412 9.000 9.000 28.000 0.030
B532 30.000 95.000 95.000 -0.007
B612 2.000 2.000 25.000 0.022
Loo8 5.000 5.000 30.000 0.01e6
L212 2.000 2.000 12.000 0.016
L503 5.000 5.000 24.000 0.013
L721 2.000 2.000 12.000 0.011
L723 2.000 2.000 10.000 0.011
D044 1.000 15.000 15.000 -0.010
D076 50.000 260.000 260.000 -0.005
Doso 5.000 5.000 25.000 0.020
D047 15.000 55.000 55.000 -0.002
0112 1.000 1.000 8.000 0.045
0114 6.000 6.000 20.000 0.047
noa3 12.000 80.000 80.000 -0.003
K222 %0.000 187.000 187.000 -0.003
K623 5.000 5.000 28.000 0.023
K624 10.000 10.000 45.000 0.026
K225 6.000 6.000 20.000 0.013
K323 3.000 3.000 50.000 0.013
K225 %.000 4.000 25.000 0.012
K524 %.000 4.000 25.000 0.022
K321 35.000 147.100 204.000 .
S271 25.000 25.000 105.000 0.002
S051 15.000 15.000 20.500 0.015
S011 3.000 3.000 13.300 0.056
S052 15.000 15.000 31.000 0.014
S053 3.000 3.000 19.200 4.8300E-%
S243 3.000 15.000 15.000 -0.007
S$4Q2 3.000 3.000 35.000 0.017
S091 5.000 5.000 35.500 0.001
S102 2.000 2.000 20.000 0.016
sS28l 12.000 12.000 159.400 0.016
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;};.:" SOLVE SUMMARY
RN MODEL 6P OBJECTIVE DEVIATION
) TYPE  LP DIRECTION MINIMIZE
DRI SOLVER BDMLP FROM LINE 450
. wuwx SOLVER STATUS 1 NORMAL COMPLETION
.\;u,“' s0ee MODEL STATUS 1 OPTIMAL
::.0\ #u% OBJECTIVE VALUE 11.8754
Y]
;E-z: LONER  LEVEL  UPPER  MARGINAL
»
Wl ---~ EQU COST -INF  1102.200 1255.400 .
) -=-~ EQU PAYOFF 68.259  68.259  68.259 0.250
- -=--~ EQU RISK 7.143 7.143 7.1643  -0.152
teat ~==~ EQU TIME 7.793 7.793 7.793  -0.557
,':lé‘ ===~ EQU BALANCE 52.861  52.861  52.861 0.061
" ---- EQU OBJDEF . . . -1.000
e
RO cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
BAC PAYOFF GOAL NUMBER 1 -~ MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
Fondd TIME GOAL NUMBER 3 - MINIMIZE TIME
Al BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
'-;:'_- OBJDEF ACHIEVEMENT FUNCTION
Toe
-:.,:. ---~ VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
[NN)
1 LOWER LEVEL UPPER  MARGINAL
.r:f B122 6.000 6.000  37.000 0.028
oo Bl42 2.000 15.000 15.000 -0.009
SRS B412 9.000 9.000 28.000 0.028
s BS32  30.000  95.000 95.000  -0.008
‘-:\,‘* B612 2.000 2.000 25.000 0.021
ok Loos 5.000 5.000  30.000 0.015
L212 2.000 2.000  12.000 0.015
L503 5.000 5.000  24.000 0.011
L721 2.000 2.000  12.000 0.010
L723 2.000 2.000  10.000 0.010
D044 1.000  15.000  15.000  -0.011
D076  S0.000 260.000 260.000  ~0.006
D080 5.000 5.000  25.000 0.019
D047  15.000 55.000 55.000 -0.003
D112 1.000 1.000 8.000 0.043
D114 6.000 6.000 20.000 0.045
D083  12.000  80.000  80.000  -0.004
K222  40.000 187.000 187.000  -0.005
K623 5.000 5.000  28.000 0.021
K624  10.000  10.000  5.000 0.024
K228 6.000 6.000  20.000 0.011
K323 3.000 3.000  50.000 0.011
K325 %.000 4.000  25.000 0.011
K526 %.000 4.000  25.000 0.021
K321  35.000 204.000 204.000  -0.001
S$271  25.000  25.000 105.000 8.46800E~%
S051  15.000  15.000  20.500 ¢.014
so011 3.000 * 3.000 13.300 0.055
S052  15.000  15.000 31,000 0.013
S053 3.000  19.200  19.200 -6.970E-¢
$243 3.000 15.000 15.000 -0.008
5402 3.000 3.000  35.000 0.016
S091 5.000 §.000  35.500 1.9000E~%
s102 2.000 2.000  20.000 0.014
S281  12.000  12.000 159.400 0.018
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4 SOLVE SUMMARY

vy

oy MODEL  GP OBJECTIVE DEVIATION

o TYPE  LP DIRECTION MINIMIZE

" SOLVER BOMLP FROM LINE 450

_ wxun SOLVER STATUS 1 NORMAL COMPLETION

& w% MODEL STATUS 1 OPTIMAL

! wann OBJECTIVE VALUE 11.8754

SN

55 LOWER LEVEL UPPER  MARGINAL

P ---- EQU COST -INF  1102.200 1383.400 .
-=-- EQU PAYOFF 68.259  68.259  68.259 0.250

9y ---- EQU RISK 7.163 7.163 7.143  -0.152

) -=== EQU TIME 7.793 7.793 7.795  -0.557

) ---- EQU BALANCE 52.861 52.861  52.861 0.041

zsk --=- EQU OBJDEF . . . -1.000

' cost COST OF PROGRAMS CANNOT EXCEED THE BUDGET

PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
v TIME GOAL NUMBER 3 - MINIMIZE TIME
} BALANCE GOAL NUMBER & - MAXIMIZE BALANCE
N OBJDEF ACHIEVEMENT FUNCTION
Ll
f.'
'~ -=== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY8S
o
LOMER LEVEL UPPER  MARGINAL
*
B122 6.000 6.000  37.000 0.028
B142 2.000 15.000 15.000 -0.009
B412 9.000 9.000  28.000 0.028
B532  30.000 95.000 95.000 ~0.008
B612 2.000 2.000  25.000 0.021
Loo8 5.000 5.000  30.000 0.015
1212 2.000 2.000  12.000 0.015
L503 5.000 5.000  24.000 0.011
L721 2.000 2.000  12.000 0.010
L723 2.000 2.000  10.000 0.010
D044 1.000 15.000 15.000 -0.011
D076  50.000 260.000 260.000  ~0.006
po8o 5.000 5.000 25,000 0.019
D047  15.000 55.000 55.000  ~0.003
D112 1.000 1.000 8.000 0.043
D114 6.000 €.000  20.000 0.045
pos3 12.000 80.000 80.000 ~0.004
K222  40.000 187.000 187.000  ~0.005
K623 5.000 5.000  28.000 0.021
K624  10.000 10.000  45.000 0.024
K225 6.000 6.000  20.000 0.011
K323 3.000 3,000  50.000 0.011
K325 %.000 %.000  25.000 0.011
K526 4.000 4.000  25.000 0.021
K321  35.000 204.000 204.000  ~0.001
S271  25.000 25.000 105.000 8.6800E-4 )
S051  15.000 15.000  20.500 0.0164 :
$011 3.000 3.000 13.300 0.055
S052  15.000 15.000  31.000 0.013
$053 3.000 19.200  19.200 -6.970E-%
$243 3.000 15.000 15.000  ~0.008
5402 3.000 3.000  35.000 0.0l6
$091 5.000 5.000 35.500 1.9000E-4
5102 2.000 2.000  20.000 0.014
S281  12.000 12.000 159.400 0.015
159

-

3% W R TIROGOO ) PG, AN ] i) % O 3 SOOI
.-’;*'l 2% qul'%cf‘-‘-‘i‘:'té )h’:.liz 5‘-‘! -“&*u ,'ﬁ«".’g', .1‘:‘15-5‘;5‘&‘;‘91»»‘ﬂ»‘q‘«‘i‘»‘l', .fjl‘.v‘k" 'Qi‘llék‘ “t“’lla l““‘a'} ':~.G”!, “?“A(- A"-‘-‘&’-‘l.e‘ .




- . - I T " . ) T o T T R T T TS TS U T T P P YW

¢’ N
’5.-.
Py
¢ l;(:
-\.: : SOLVE SUMMARY
e
h t_: MODEL GP OBJECTIVE ODEVIATION
B TYPE LP DIRECTION MINIMIZE
B SOLVER BOMLP FROM LINE 450
i
e me SOLVER STATUS 1 NORMAL COMPLETION
4 % MODEL STATUS 1 OPTIMAL
'Q witn OBJECTIVE VALUE 15.7470
.-‘;' LOWER LEVEL UPPER MARGINAL
4,
e -==~ EQU COST ~INF 882.600 882.600 -0.013
) -=-= EQU PAYOFF 68.259 68.259 68.259 0.250
s filad -==~ EQU RISK 7.163 7.1643 7.163 ~0.250
x‘ ~ ---~ EQU TIME 7.793 7.793 7.793 ~0.250
N ---~ EQU BALANCE 52.861 52.861 52.861 0.250
" -==~ EQU OBJDEF . . . ~1.000
Sy
Ay cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
v. PAYOFF GOAL NUMBER 1 ~ MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 -~ MINIMIZE RISK
KXY TIME GOAL NUMBER 3 ~ MINIMIZE TIME
e BALANCE GOAL NUMBER 4 - MAXIMIZE BALANCE
; : o OBJDEF ACHIEVEMENT FUNCTION
e
:4'- === VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
1)
3 LOWER LEVEL UPPER MARGINAL
.I'I
‘ 2 Bl122 6.000 6.000 37.000 0.025
e B142 2.000 15.000 15.000  -0.002
p SJ\‘_‘ B412 9.000 9.000 28.000 0.026
I BS32  30.000  95.000  95.000  -0.003
K B612 2.000 2.000 25.000 0.020
By L008 5.000 5.000 30.000 0.01%
| L212 2.000 2.000 12.000 0.014
}_ ‘ L503 5.000 5.000 24%.000 0.014
L721 2.000 2.000 12.000 0.012
SO L723 2.000 2.000 10.000 0.012
A D044 1.000 15.000 15.000 -8.005
D076 50.000 260.000 260.000 -0.002
D T Doso 5.000 5.000 25.000 0.019
) 0047 15.000 15.000 55.000 0.003
< 0112 1.000 1.000 8.000 0.037
B Dlle 6.000 6.000 20.000 0.040
-: - D083 12.000  12.000  80.000 0.003
: >0 K222 40.000 187.000 187.000 -0.004
Kals K623 5.000 5.000 28.000 0.029
P K624 10.000 10.000 95.000 0.021
49 K228 6.000 6.000 20.000 0.012
® K323 3.000 3.000 50.000 0.012
o K325 %.000 %.000 25.000 0.011
e K524 %.000 4,000 25.000 0.025
3 K321 35.000 108.600  204%.000 .
! 4‘:‘,\ $271 25.000 25.000 105.000 0.003
ARRY $051  15.000  15.000  20.500 0.017
,: . S011 3.000 3.000 13.300 0.067
U $052 15.000 15.000 31.000 0.015
0 $053 3.000 3.000 19.200 0.004
S S243 3,000 15.000 15.000 -0.001
G $S402 3.000 - 3.000 35.000 0.016
M o S091 5.000 5.000 35.500 0.002
o s102 2.000 2.000 20.000 0.014
.E::. ~ s281 12.000 12.000 159.400 0.016
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o
N SOLVE SUMMARY
:‘5 MODEL GP OBJECTIVE DEVIATION
"‘j TYPE LP DIRECTION MINIMIZE
R SOLVER BOMLP FROM LINE 450
]
L)
- e SOLVER STATUS 1 NORMAL COMPLETION
wu%% MODEL STATUS 1 OPTIMAL
ol e OBJECTIVE VALUE 13.9388
8y
¥ .
' LOWER LEVEL UPPER MARGINAL
4 :: ~=-- EQU COST -INF  1029.100 1029.100 -0.010
* -==- EQU PAYOFF 68.259 68.259 68.259 0.250
- -=== EQU RISK - 7.163 7.1a03 7.143 -0.250
) --=- EQU TIME 7.793 7.793% 7.793 ~0.250
N ---- EQU BALANCE 52.861  52.861  52.861 0.250
i ---- EQU OBJDEF . . . -1.000
N
"'». cosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
,:; PAYOFF GOAL NUMBER 1 ~ MAXIMIZE PAYOFF
M RISK GOAL NUMBER 2 ~ MINIMIZE RISK
TIME GOAL NUMBER 3 ~ MINIMIZE TIME
, BALANCE GOAL NUMBER 4 - MAXIMIZE BALANCE
ab, OBJDEF ACHIEVEMENT FUNCTION
,' .
- :‘,». -=== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
-
e LOWER LEVEL UPPER MARGINAL
8122 6.000 6.000 37.000 0.022
oS 8142 2.000 15.000 15.000 -0.004
~7 8612 9.000 9.000 28.000 0.023
K. B532 30.000 95.000 95.000 -0.005
] ':;_.' B612 2.000 2.000 25.000 0.017
8 Loo8 5.000 5.000 30.000 0.011
o L212 2.000 2.000 12.000 0.011
\ . L503 5.000 5.000 24.000 0.011
& L721 2.000 2.000 12.000 0.009
o L723 2.000 2.000 10.000 0.009
LS D044 1.000 15.000 15.000 -0.008
<5 D076  50.000 260.000 260.000  -0.005
po8o 5.000 5.000 25.000 0.016
nod D047 15.000 15.000  55.000 2.S000E-4
b 0112 1.000 1.000 8.000 0.034
J D114 ».000 5.000 20.000 0.037
by pos3 12.000 32.600 80.000 .
K222 40.000 187.000 187.000 -0.007
K623 5.000 5.000 28.000 0.026
K624 10.000 15.000 45.000 0.018
o K225 6.000 6.000 20.000 0.009
e 2 K323 3.000 3.000 50.000 0.009
.“ K325 4.000 %.000 25.000 0.009
‘ K524 4.000 %.000 25.000 0.022
Bovy K321  35.000 204.000 204.000 -0.003
N s271 25.000 25.000 105.000 S.0000E-4
bl S051 15.000 15.000 20.500 0.014
b . so11 3.000 3.000 13.300 0.044%
S S052 15.000 15.000 31.000 0.012
I S053 3.000 3.000 19.200 0.002
Q@ s$263 3.000 15.000 15.000 -0.004
- $402 3,000 3.000 35.000 0.013
N S091 5.000 35.500 35.500 -2.500E-%
¢ s102 2.000 2.000 20.000 0.011
b 2}: s28l 12.000 12.000 159.400 0.013
D ‘:4
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SOLVE SUH

MODEL GP
TYPE Lp
SOLVER BOMLP

MARY

OBJECTIVE DEVIATION

01

RECTION MINIMIZE

FROM LINE 450

ek SOLVER STATUS 1 NORMAL COMPLETION
et MODEL STATUS 1 OPTIMAL
e OBJECTIVE VALUE 12.0200
LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF 1255.400 1255.400 -0.001
---- EQU PAYOFF 68.259 68.259 68.259 0.250
-=== EQU RISK 7.143 7.143 7.143 -0.250
--== EQU TIME 7.793 7.793 7.793 -0.250
---- EQU BALANCE 52.861 52.861 52.861 0.250
---- EQU OBJDEF . . . -1.000
CosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GOAL NUMBER ¢ - MAXIMIZE BALANCE
OBJDEF ACHIEVEMENT FUNCTION
-e== VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOWER LEVEL UPPER MARGINAL
Bl22 6.000 6.000 37.000 0.013
Blae2 2.000 15.000 15.000 -0.013
Bal2 9.000 9.000 28.000 0.014
8532 30.000 95.000 95.000 -0.014
B612 2.000 2.000 25.000 0.008
L008 5.000 §.000 30.000 0.002
Lziz 2.000 2.000 12.0G0 0.002
L503 5.000 5.000 24%.000 . 0.002
L721 2.000 2.000 12.000 2.5000E-4%
L723 2.000 2.000 10,000 2.5000E-4
D044 1.000 15.000 15.000 -0.017
D076 50.000 260.000 260.000 -0.014
Doso 5.000 5.000 25.000 0.007
D047 15.000 55.000 55.000 -0.009
D112 1.000 1.000 3.000 0.025
Dlle 2.000 6.000 29.000 J.028
D083 12.000 80.000 80.000 -3.009
K222 40.000 187.000 187.000 -0.016
K623 5.000 £5.000 28.000 0.017
K624 10.000 10.9000 45.000 0.009
Kz25 6.000 20.000 20.000 EPS
K323 3.000 10.700 50.000 .
K325 %.000 25.000 25.000 -2.500€-4
K524 %.000 4.000 25.000 0.013
K321 35.000 204.000 204.000 -0.012
5271 25.000 105.000 105.000 -0.008
S051 15.000 15.000 20.500 0.005
S011 3.000 3.000 13.300 0.035
S052 15.000 15.000 31.000 0.003
S053 3.000 19.200 19.200 -0.007
S243 3.000 15.000 15.000 ~-0.013
S$402 3.000 3.000 35.000 0.004
S091 5.000 35.500 35.500 -0.009
5102 2.000 2.000 20.000 0.002
s281 12.000 12.000 159.400 0.004
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SOLVE SUMMARY
MODEL GP OBJECTIVE DEVIATION
TYPE LP DIRECTION MINIMIZE
SOLVER BODMLP FROM LINE 450
#eee SOLVER STATUS 1 NORMAL COMPLETION
*#u%% MODEL STATUS 1 OPTIMAL
*%nn OBJECTIVE VALUE 11.9386
LOWER LEVEL UPPER MARGINAL
---- EQU COST -INF 1312.700 1383.400 .
==-=- EQU PAYOFF 68.259 68.259 68.259 0.250
===-= EQU RISK 7.143 7.143 7.143 -0.250
-== EQU TIME 7.793 7.793 7.793 -0.250
---- EQU BALANCE 52.861 52.861 52.861 0.250
~--~-- EQU OBJDEF . . . -1.000
CcosT COST OF PROGRAMS CANNOT EXCEED THE BUDGET
PAYOFF GOAL NUMBER 1 - MAXIMIZE PAYOFF
RISK GOAL NUMBER 2 - MINIMIZE RISK
TIME GOAL NUMBER 3 - MINIMIZE TIME
BALANCE GOAL NUMBER 4 - MAXIMIZE BALANCE
OBJDEF ACHIEVEMENT FUNCTION
-~-= VAR X MONEY TO BE SPENT IN EACH PROGRAM DURING FY88
LOKWER LEVEL UPPER MARGINAL
B122 6.000 6.000 37.000 0.012
Bla2 2.000 15.000 15.000 -0.015
8412 9.000 9.000 28.000 0.012
B532 30.000 95.000 95.000 -0.016
B612 2.000 2.000 25.000 0.007
L008 5.000 5.000 30.000 0.001
L212 2.000 2.000 12.000 5.0000E-4%
L503 5.000 5.000 24.000 7.5000E-4
L721 2.000 12.000 12.000 -0.001
L723 2.000 10.000 10.000 -0.001
D0og% 1.000 15.000 15,000 -0.018
D076 50.000 260.000 260.000 -0.016
D080 5.000 5.000 25.000 0.005
D047 15.000 55.000 £5.000 -0.010
D112 1.000 1.000 8.000 0.023
0ile 6.000 6.000 20.000 0.026
posa3 12.000 80.000 80.000 -0.010
K222 40.000 187.000 187.000 =-0.017
K623 5.000 5.000 28.000 0.015
K624 10.000 10.000 45.000 0.007
K225 6.000 20.000 20.000 -0.001
K323 3.000 50.000 50.000 -0.001
K325 4%.000 25.000 25.000 -0.002
K524 %.000 %.000 25.000 0.012
K321 35.000 204.000 204,000 -0.013
s271 25.000 105.000 105.000 -0.010
S051 15.000 15.000 20,500 0.003
S011 3.000 3.000 13.300 0.034
S052 15.000 15.000 21.000 0.001
S053 3.000 19.200 19.200 -0.009
S243 3.000 15.000 15.000 -0.014
$402 3.000 3.000 35.000 0.002
$091 5.000 35.500 35.500 -0.011
S102 2.000 2.000 20.000 5.0000E-4
s28l 12.000 12.000 159.400 0.003
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