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ANALYTICAL METHODS

AN I1IPROVENENT TO SHAIKI'S METHOD FOR THE TORSIONAL

VIBRATION ANALYSIS OF BRANCHED SYSTEMS

B. Dawson
Polytechnic of Central London

London, England

and

M. Davies
University of Surrey

Surrey, England

A globally convergent iteration technique developed by the authors
for application to residual function value vibration analysis methods is
developed as an extension to the method proposed by Shaikh. This yields
a fully automatic, efficient and foolproof method irrespective of the
natural frequency distribution or frequency range of the problems.

The iteration formula in the extended method requires the first and
second derivatives of the residual determinant as well as the determinant
itself and the method of derivation of these derivatives via both a matrix
transfer and Holzer procedure is presented.

Illustrative examples of the application of the extended method to the
solution of the torsional natural frequencies of marine geared drive
systems are presented which demonstrate the power and efficiency of the
extended method, irrespective of the natural frequency distribution or the
frequency range of the problem.

INTRODUCTION The Holzer method is well favoured by
marine engineers on many years of system appli-

The rapidly increasing adoption of cation. However, when applied to branched sys-
branched drive arrangements for driven machin- tens, computational problems arise since poles
ery coupled with increasing power requirements appear in the residual-function curve making
of geared systems has led to a requirement for the search procedure for zero residual function
efficient methods of torsional vibration analy- values far from a trivial task even using a
sis for large order multi-junction-point digital computer.
branched systems.

Shaikh [1] has developed a matrix trans-
A number of methods are currently avail- fer procedure based on the formation of a

able and these may in general be divided into residual-function determinant which assumes
two types, namely (i) system matrix eigenvalue zero values at natural frequencies. This tech-
extraction methods, and (ii) trial and error nique has the effect of removing the poles from
search methods based on the matrix transfer/ the residual-function determinant curve. The
Holzer procedures. method still, however, requires an efficient

and automatic determinant search technique to
System matrikc methods have the advantage make it an attractive alternative to system

of ease of application to a wide variety of matrix methods. Standard techniques are far
systems since all that is required is the form- from automatic, efficient, foolproof procedures
lation of the system matrix equation followed when faced with residual-function curves with
by eigenvalue extraction using a standard very uneven zero distributions and with c€isra
library program. The method, however, has lii- of close zeros. In particular, at higher fre-
tations in respect of (i) size of computer re- quencies, where the residual curve becomes very
quired, and (ii) efficiency of solution if only sensitive to frequency, the search becomes a
a limited number of lower frequencies are re- very time-consuming pin-pointing operation.
quired.

t1



In this paper a globally convergent If, however, the system shown in Fig. 1 is one
iteration technique developed by the authors of the branches of a multi-branched system
[2] for application to residual-function meth- there will be a torque T1 present at rotor 1.
ods of vibration analysis is applied to extend The residual torque R may be derived assuming
the method proposed by Shaikh. This yields a arbitrary values of both 0I and T1 by using the
fully automatic, efficient and foolproof meiod modified equations:
over any frequency range, irrespective of the
distribution of natural frequencies in that s-1 AIr er+Trag."= - (srr ( 2, ... , n)
range. e _ r1 k8-1 (

The iteration formula in the extended (5)

method requires the first and second deriva- n 
tives of the residual-function determinant as and T1 + r I r 6 r . (4)
well as the determinant itself. The method of r1

calculating these derivatives via both a matrix In this case the general solution is obtained
transfer and Holzer procedure is presented in as this ce t gener al solution sthis paper, as a linear combination of fundamental solutions

obtained using two linearly independent sets of

Illustrative examples of the application starting values 61 and T1 . For this sub-system
of the extended method to the solution of the the procedure is indicated symbolically by the

torsional natural frequencies of marine geared following representation:
drive systems are presented which demonstrate Starting Values Solutions
the power and efficiency of the extended method. 1st 2nd 1st 2nd

HOLZER FORMULATION OF RESIDUAL-FUNCTION set set set set

e ] applications of 1 2

Considering first the straight torsional T: 0 1 equations (3) & R R
vibration system shown in Fig. 1, with rotor (4) 1
inertias Ir(r = 1, ... , n) and shaft stiffnesses
kr(r - 1, .... , n-l) as marked, the following The complete solution is a linear combi-
equations may easily be derived: nation of the two linearly independent solutions

8 --1 A e namely:

e s  a -1  A Z k r r (. - 2, ... , n) 8 a e + a20 (6)r1 -Bi1 (1) 1 1 2 2

and A Z 1 - R (2) R = R1 + 2R2 , (7)
rr

2 corresponding to the starting values e - a,
where A (a denotes the square of a circular T - 2 . As before, the residual torque R is ao
frequency w, 0 is the torsional vibration when A is the square of a natural frequency of
amplitude at r~tor r, and R is the residual the system.
torque at rotor n which under free vibration
conditions must be zero. The residual torque R
is determined by assuming an arbitrary value
for 0 and applying the set of equations (I)
and 2) seriatim.

Arm 3 Arm 2

j j 2 j L 4 Arm I

%rmr

Fig. I - Straight torsional vibration system Fig. 2 - Single branch-point system

2



For the system illustrated in Fig. 2. R R21 0 ... 0
which comprises r arms meeting in a single
branch-point, the solution is obtained by R 0
applying the foregoing algorithm to each branch 12 32...
arm, in each case starting from the branch
point with the starting values given in tabular A 0.(13)
form in the transformation (8) below. The sig-
nificance of the notation in this and subse-
quent transformations is as follows: (i) for 0 0 ... r~l,
the starting values a single suffix or the l O
first of a pair of suffices denotes the branch 0 1 ...
point and the second suffix the branch arm;
(ii) for the solutions the first suffix is the
number assigned to the solution set and the Since the process of generating the
second suffix or a single suffix denotes the residual torques via equations (3) and (4) give
branch arm. the variable elements of A as polynomials in X,

Starting values Solutions

1st 2nd 3rd (r~l)th 1st 2nd 3rd (r.l)th
set set set .. set set set set .. set

Branch eI:1 00.. 0 811 8210 .. 0

arm I T 1 : 0 10.. 0 R1 R21 0 0

Branch( 01: 1 0 0.. 0 ' 12 0 32. 0

arm 2 T1 2 : 0 0 1 .. 0 Application R12 0 R32 .. 0 (8)
of equations

(3) 6 (4) .

Branch .. 0 8 1r 0 0 8 rl,r
am r Tlr: 0 0 0 00 .. Rrl,r

Having obtained the fundamental solu- it follows that the determinant A is itself a
tions shown in this table, the free-end con- polynomial in X and is therefore free from poles
ditions of the branch arms gives, in terms of as stated earlier.
the foregoing notation:

AUTOMATIC ROOT SEARCHING METHOD
ft *a Rl aR2 =0O (9)

S I 11 C2 R21 It has been shown by the authors [3)
R 2  0 lR312 a 3R32 0 (10) that for straight systems the Holzer method may

be extended to calculate dR/dA and d R/dAk
...................... using the recurrence relationships

Rfr  a I R lr * r+i Rr+l,r . (11) -1 1 r (Xr + (a2, n) (14)

Equilibrium of the initial torques at the r1 a-I

junction point requires

T *T ...+ =0,s-lI r(Aijr+ 2 Or)

T 2 + lr ,- - 1 r (a = 2, ... , n) (IS)1 12I s Is-I : kr=1 s-I

i.e. 2  3  + +ar 2 0. (12) contemporaneously with e uations (3)and (4),

Equations (9) through (12) compr'ise a where * * r and Pr
system of r+l homogeneous linear algebraic r r * -r
equations in al, a2 , ..., ar~l. Therefore at a

natural frequency the (r+l)th order residual- The results expressed in equations (14)
function determinant and (15) were obtained from equations (1) and

(2) for straight torsional systems. However,

i [ I " ' ! ' ' ' ' " p . . .



they continue to apply to equations (3) and (4) For the single branch point system
in respect of any branch of a branched system shown in Fig. 2 the derivatives of the elements
provided T1 is held constant, and therefore to of the determinant in equation (13) are
the fundamental solutions giving rise to the obtained contemporaneously with the fundamental
variable residual-elements of A in (13). Thus solutions according to scheme (19), where

primes denote differentiation with respect to A.
dR n The first and second derivatives with respect to

= E Ir(04r+0r) (16) A of the residual determinant A are then
r-1 obtained by the determinant differentiation

2 U algorithm described by the authors[4]. Appli-
d R (1cation of the square root iteration formula (18)

and .: - E Ir(X* r+2r). (17) then yields a fully automatic, efficient searcN
dA r-1 procedure. This approach is readily extended

to multi-branch point systems. Thus, for the
The residual-function elements and their two branch point system described by Shaikh[1]

first and second derivatives are then used in and illustrated in Fig. 3 the solution, ignoring
the iteration formula higher derivatives, is obtained as shown in

(k+l).x (k)+ 1 1 scheme (20).

S A-A (k) (18)

which yields a fully automatic, globally
convergent, root search proceduret2i.

Starting Values Solutions
1st 2nd 3rd (r+l)th 1st 2nd 3rd (r+l)th
set set set set soln soln soln .. soln

e1 1 0 0 011 21 .. 0

T 01 1 0 0 R R 21 .. 0

ranch OF 0 0 0 0 1  0 .. 0
arm 1 1 1

T1I 0 0 0 0 0 R1 RI 0 .. 0
oil 0 0 0 0 Of 0 01 11 21

ri 0 0 0 .. 0 RIO1  RIO 0 .. 0-:i" R" 0 0.
T"1 0 0 0O . 0 11 R21 .
11 1 2

aOI  1 0 0 . 0 12 0 e32 0

T12  0 0 1 0 R2 0 R32  •. 0

Branch 8' 0 0 0 O 0 0' 2  0 0 .. 0
arm 2 1 '1232

T'2 0 0 0 0 Equations R .. 0 (19)
2 (3),(4),(14)-(17)

8"f 0 0 0 0 12f 0 ell . 0
1 123

oT 0 0 0 0 ROO 0 RIO2  o 0
12 12

6i 0 0. 0 01 0 0 0'~l

Tlr 0 0 0. 1 Rlr 0 0 .. Rr+l,r

Branch .0' 0 0 0 O 0 r 0 0 ..

arm r I ir r~l,r
0j'r 0 0 0 0 Rir 0 0 .. R'1, r

' 0 0 OO" 0 0 .. e
ir r+l,r

r 0 0 0 0 RO 0 0 RI
Ir RI 0 0 rl,r

4



The displacement compatibility at junction 2
CL gives:

€ 8c a e2

i~e olelc * '767c - (27

At a natural frequency the determinant A
of the coefficients of equations (2l)-(27) must

lb O0 equal zero, hence

Fig. 3 - Shaikh's two branch point system

Starting Values Solutions

1st 2nd 3rd 4th 5th 6th 7th 1st 2nd 3rd 4th Sth 6th 7th
set set set set set set set set set set set set set set

arm ( 1  1 0 0 0 0 0 00la 0 03a 0 0 0 0

Tla 0 0 1 0 0 0 0 R a 0 R3a 0 0 0 0

arm tCe 1 0 0 0 0 00 elb 0 0 e4b 0 0 0

b Tlb 0 0 0 1 0 0 0 Rlb 0 0 R4b 0 0 0

arm (T2 0 1 0 0 0 0 0 Equat ions 0 0 0 0 0 (20)(3) 8 (4) e2d Snd0  0()

d T2d 0 0 0 0 1 0 0 0 R2d O 0 RSd 0 0

arm (82 0 1 0 0 0 0 0 0 e2. 0 0 0 8 6. 0

e T2e 0 0 0 0 0 1 0 0 R2e 0 0 0 R6e 0

am jel 01 0 0 0 0 0 1c 0 0 0 0 0 07c

c " TIc 0 0 0 0 0 0 1 R c 0 0 0 0 0 R7c

The boundary .conditions give: Rla R3a
Rae ulRla * 3R3a = 0 (21) 81b 84b

eb a allb * 0484b 0 (22) 82d end

ed a a22d + 'SSd ' 0  (23) A R2e Ra : 0

Re w a2R2e + a6R6e =0 . (24) 1 1 1 (28)

The equilibrium of the initial torques at Rlc -1 -1 R7c
junction 1 gives:

T8 -1 87c

i.0. a.3 014 + a7 a O. (25) The derivatives of the elements may be
determined contemporaneously with the elements

The equilibrium of torques at junction 2 gives: in the manner described previously, noting
that the derivatives of the unit elements of

-Rc * T2d * T2e u 0 the matrix of elements of A are zero.

i.e. -olR - R a + a 0. (26) In practice the e and R elements of A
1 lc o7R7  S 6 ( together with their first and second X-

5 i



derivatives are computed for each arm in turn Since this relationship is unaffected by
and the determinant then formed from the top- multiplication of both sides by an arbitrary
ology of the system. scalar quantity, an arbitrary constant value

may be assigned to 8 L, and using the boundary
MATRIX TRANSFER FORMULATION condition T L = 0 (assuming a free tnd) the

reining elements of the vector Z1 become
It has been shown by the authors

[S ] that, 'L TIL = 01 L T1 L 0 0. The elements of
for straight systems, extended point and field tie vectors ZnR are then functions of A via the
transfer matrices of order 6 my be used in a elements of aij(3Q), and inserting the boundary
matrix multipligation pr cess leading to the values we fin that
relationship ZnK - [A]Z1  relating the state T R a e L; R a 0L Tn @ a 61e L
vectors at the two end-points, where [A] is a n 21 1 41 1
6 x 6 matrix whose elements aj (ij -,...,6) and
are functions of A, andZ- (t ,,T,,, . R L 'R R L
The significance of the notation in this On * a11 ieL; On = 1a3l1; On as3ll.
relationship is that a superfix denotes a
point immediately to the left(L) or right(R) Hence a 4 a a1
of the point indicated by the corresponding 4 21 * a a21 * 831 a a11
suffix when the system is viewed so that the and ss (29)
numbering 1, 2, ... , n of consecutive inertias a5 " 11
proceeds from left to right.

Starting Values ZIL Solutions ZnR

1st 2nd 3rd (r~l)th 1st 2nd 3rd (r~l)th
set set set .. set set set set ... set

O1 1 0 0.. 0 el*alll e21a121 ... 0

T 0 1 0.. 0 Rla R2a 0 ... O
11 11 8211 R2 1'a 22 1  0 .. 0

arm 0 0 0 0.. 0 1ma311 821 a321  0 ... 0
T'1 0 0 0.. 0 Rl"4a1 R'91"421 0 ... 0

1 11 O.. O 11 O21=a421 O.. O

81 0 0 0.. 0 n 1 lla611  0213a21 0... 0
T 1 itR L: ofo

T11  0 0 0.. 0 12= aI112 Ra 0 ... 0

@O 1 0 0 0 012=a112  0 832'&122 .. 0

0 1  0 0 1 .. 0 Rl2=a212  0 R32 222 .. 0

T'

12 0 0 0.. 0 R;2-a412  0 R32=a422 .. 0

S 0 000it '
12 8S12 0 032 =a52 2  01T2  0 : 0 : 0 1 2'a 61 2  0 R' 2-%22 .. 0

e 1 0 0.. 0 lrallr 0 0 .erlrael2r

Tlr 0 0 0 1 Rrie2lr 0 0 Rr~ l roe22r

arm 81 0 0 0.. 0 8ra31r 0 0 8 -r.roa32r,r 'r lr 0 0 0.. 0 Rir 41r 0 O . 1,r 42r

I  0 0 . 0 .. Oa 0 0 " r a
Ir Sir r+lr* 2r

0 0 0 .. 0 ir-a 61  0 0 a"1lra62r

6



thus giving the A-derivatives of the elements second A-derivatives of the elements of A are
a 21 and a11 in terms of other elements of the given directly from the elements of [A] by
mairix [Ai. applying formulae (29) and (31).

Likewise an arbitrary constant value may The extension to multi-junction branched
be assigned to T1L, and 0IL set equal to zero, systems is performed exactly in the way descr2i
in which case it can similarly be shown that under the Holzer formulation.

a4 2 = a22'; a62 = a22" ; a 2 ILLUSTRATIVE EXAMPLES

and a5 2 = a12  (31) The extension to Shaikh's method has
been applied to solve the following systems:

Thus, taking two sets of linearly indepen- Shaikh's[1 s
dent boundary values in the same manner as for Example (i):sa single branch point
the Holzer method, on applying the extended schematically in Fig. 4.
transfer method to the several arms of a multi-
branched system which meet at a particular junc-
tion point denoted by 1, we obtain scheme (30)
above.

In scheme (30) the previous notation is
extended by denoting the (ij)th element of [A]
for the rth branch arm by aijr.

Applying this table to the single junction
shown in Fig. 2, the free-end boundary conditions

give

aL 11 a2R2 1  0,

i.e. cile2 11 + 2 a2 2 1 • O, (32)
Fig. 4 - Shaikh's single branch point main drive

C1R12 + 13 R3 2  a 0, ship system

i.e. ala2 1 2 + &3a222 . 0. (33) Example (ii): A single branch point marine
propulsion unit shown in Fig. S.

.................... This unit comprises three iden-

R * R .0, tical engine branches, two
1 ir *r-l r~lr identical generator branches, a

i.e. a a rla * 0. (34) reduction gear and a propeller
1 21r r.l22r = drive shaft branch.

The equilibrium of the initial torques at the Example (iii): The same system as in Pig. S,
junction 1 give but augmented by a third gener-

TII +T1 2 + * T 0, ator, identical to those on
" 12 *branch arms I and S, connected

i.e. 0 2 +I * 0. (3S) at the control box Ip3.

At a natural frequency the determinant of the The results using the Holzer formulation

coefficients of a e a h a et r in equa- of these problems are presented in Tables 1-3,
tcoes(32)nthouh 2 P 3) m vns an en which give the computed natural frequencies and
tions (32) through (3S) must vanish and hence the corresponding numbers of iterations. The

a211 221 0 0 . program incorporates a control parameter set by
a" the user for the frequency separation tolerance

a2 12  0 a222  0 0 [2], i.e. the coarsest acceptable resolution for
"" 2close frequencies. This was pre-set at 0.1

a 0 0 a22 . 0 rad/s. However, the square root iterative algo-
213 223 rithn (18) terminates at the limiting precision

of the computer, and the number of iterations
0.(36) shown in the tables are those required to attain

A() - .this limiting precision, which is many times
finer than the prescribed tolerance.

a21r 0 0 0 a 2 2 1

0 1 1 1 .. 1

When applyinig the iterative formula (18) to find
the zeros of this determinant, the first and

I
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ammT

OIIS UMC1~ 3: IDENTICAL TO BRANCH 2

Shaft otiffne" . 1010/L, kQ OUELE. SIN4

.Fig. S Equivalent branched system of marine propulsion unit

Table 1 Table 2

Shaikh's Example Marine Propulsion Unit

(Example (i). Fig.4) (Example (ii). Fig.5)

Natural Nontuning-fork type natural frequencies
Natural Number of frequency Natural frequency Number of iterations
frequency iterations Shaikh's values (c.p.m.)__________
(rad/s) ______ (rad/s)

175.517 4
13.264 3 13.25 220.867 4

4A 34.5441.160 4
43.50741.800 3

179.937 3 -1823.189 5

847.487 7 2060.S73 4

852.778 6 3340.436 5
____________________4573.950 7

4717.807 4
6171.244 6

RSLS6268.212 4
7018.011 5

Inspection of Table 1-3 demonstrates the 7343.151 4
excellent search characteristic of the method. 9851.445 5
It should, however, be pointed out that tuning- 12028.960 5
fork type frequencies (so-called anti-resonance 13027.054 5
frequencies) have been suppressed in examples 13789.528 6
having identical branch arms meeting in a 15074.529 4
common branch point. Thus in example (ii) the 15850.686 5
three identical engine branches and two iden- 20431.929 6
tical generator branches were replaced in the 21425.442 4
computations by only one engine branch and only
one generator branch. The in-phase torque
contributions of all the engine arms and all and 2T1gneao at the branch point. Bly
the generator arms were allowed for by assuming means of this device the numerical difficulties
respective torque contributions of 3T 1,engine associated with finding multiple zeros of the



Table 3 REFERENCES

Marine Propulsion Unit I. N. Shaikh, "A Direct Method for Analysis

Example (iii). Two branch-point system of branched torsional syste", Trans.
A.S.M.E. Section B. Jnl. of Engineering for

Nontunin-fork type natural frequencies. Industry, 96, pplOOl-1009, 1974

Natural frequency Number of iterations 2. D. Dawson a M. Davies, "An Accelerated
v e Automatic Root Search Algorithm for Itera-
(c.p._.) tive Methods in Vibration Analysis", Int.

154.832 S J. Num. Meth. Engng., 12, pp809-820, 1978

183.226 4 3. B. Dawson 4 M. Davies, "An Improved Holzer
441.512 4 Procedure for torsional Vibration Analysis",
741.812 3 Jnl. Hech. Enpg. Sci., 17, pp26-30, 197574!. 800 3

1823.188 4 4. M. Davies a B. Dawson, " he Iterative
393.23 Solution of Two-point Linear Differential
4573950 7 Eigenvalue Problems", Quart. J. Appl. Koch.
4623.50 6 and Math., 26, pp249 -263. 19734623. SOO 6

6220.852 4 5. B. Dawson and N. Davies, "An Extended
6171.491 6 Matrix Transfer Method with an Automatic
7343.1 4 Root Search Capability", Int. J. Num. Meth.
9068.698 6 Engng., 10, pp67-76, 1976

9851.445 S
12028.960 6
13027.127 7
13789.528 6
ISO74.529 5
15850.686 4
20431.929 5
21425.442 4

determinantal function is avoided, as well as
reducing the order of the residual-function
determinant - in this particular case from 7 to
4.

Of course, if the tuning-fork type fre-
quencies of the system are required they may be
found by a separate Holzer calculation for a
straight system with the branch-point end fixed.

Application of the extension of Shaikh's
method to complex multi-branched systems
presents no further difficulties. The order of
the residual-function determinant is equal to
the total number of branch and link arms plus
the number of branch points, and the structure
of the determinant may easily be generated from
the topology of the system.

CONCLUSIONS

An extension to Shaikh's method has been
presented that enables the natural frequencies
of branched systems to be efficiently and auto-
matically determined over any frequency range.

The method has distinct advantages over
system matrix methods insofar as (i) it has
only a small random access memory requirement
and (ii) a limited range of frequencies can be
explored without the need to determine all the
frequencies of the system.



DISCUSSION searching technique. The cost store is

remarkably small. You won't miss fre-
Voice: Considering the Nyklestad or quencls. I think the problem in the
bolser methods applied to banding type past was that there was not an efficient
beam problems. We finally Save up and search method. Ve believe we've now do-
started using an oLgenvalue extraction veloped an efficient search method and I
method as being one that guarantees that will say that this is applicable to all
you don't miss modes, one that Is more problems where you have to search for
automated and perhaps more appropriate zeros of a function and therefore it
for inexperienced engineers who may make could be used to extract elenvalues
a mistake. Are you going in this direc- from the characteristic determinent.
tion too?

Voice: Can you zero in any particular
Mr. Dawson: Oh yes, we are actually frequency, or do you have to go from the
using this. In fact a lot of people first?
still use bolxer method of course.

Mr. Dawson: No, wherever you start it
Voice: Not in this country I would will then zero into the next frequency.
t-ink, I don't know. So you can in fact consider a range of

frequencies or you can start from any
Mr. Dawson: In the UK it is still used position you want. So if we give it a
but I do confess the finite element starting value it will immediately Jump
method has taken over everything. In my to the next elgenvalue or frequency to
opinion this t a very, very efficient its increasing right. It always pro-
procedure. The trouble with beams-was ceeds one way. We have published quite
that the Myklestad or the matrix trans- a number of papers on this technique and
fer method tended to only work out the they are quoted in the paper. I will
first few frequencies. This doesn't Just say that in the paper I haven't
apply to torsional vibrations and so mentioned the topology of the system so
there is no problem on how many fre- you won't actually get the ideas of the
quencies. But, when people used the topology. All I did was to determine the
Mykeletad - transfer matrix methods for determinant in the same way Shaikh
beams they found they could only let the did. And the point with Shaikh's work
first basic frequencies so it tended to you couldn't see how the determinant is
have it's problems that way. It doesn't formed for different systems. Now in our
have the problems this way for torsional technique you can inmodiately form that
vibrations. It is basically a small determinent.
iterative formula combined with a

10



STUDY OF GUYAN REDUCTION OF TWO

DEGREE OF FREEDOM SYSTEMS

F. H. Wolff and A. J. Molnar
Westinghouse R&D Center
Pittsburgh, Pennsylvania

J. A. Gribik
Basic Technology, Inc.

Pittsburgh, Pennsylvania

ANTRACT

This paper evaluates errors in
matching the lst mode frequency
and shape of a 2 mass model when
a Guyan Reduction is applied to
the model.

ITRDUCTION simple 2 mass (2 d.o.f.) model. Two
Guyan Reduced models were generated by

Dynamic analyses of large com- first elimn.nating the interior node
plicated finite element models are (Reduced Model No. 1), then by elimina-
efficiently managed by reducing the ting the exterior node (Reduced Model
number of active degrees of freedom No. 2). Errors in matching the 2 mass
(d.o. .). The Guyan Reduction Tech- model exact 1st mode frequency and shape
niquefI) which, in effect, eliminates with the approximate lot mode frequency
d.o.f. by applying constraint forces to and shape of both reduced models were
balance inertia forces at the elminated calculated for various mass and stiffness
nodes is frequently used. After a Guyan ratios. The errors can be formulated in
Reduction, the equations of motion terms of any 2 of several variables (mass
consist of reduced mass and stiffness ratio, stiffness ratio, frequency ratio,
matrices and a reduced forcing function etc.). Since a scheme which automat-
vector. In general, the reduced models ically s cq the active d.o.f. has been
will accurately represent the original propoaedU1,11), the errors are pre-

model, at least for the lower modes of sented as functions of stiffness ratio
vibration, if the active d.o.f. are for various mass ratios. The defini-
selected carefully: tion of stiffness ratio is consistent

with the criteria used in esuto-
(1) select active d.o.f. that matic selection technique (  (, i.e.,

best describe the modes of the stiffness at a node corresponds to
interest, the diagonal element of the stiffness

(2) avoid eliminating d.o.f. matrix.
which have associated large

(3) retain d.o.f. which may have

significant motion in modes
whose frequencies are in
the range of interest or
lower.

Although there is evidence that accuracy
can be maintained even after drastic
reductions on d.o.f., little is known
quantitatively about the errors incurred.
This study was made to determine magni-
tudes of error involved in reducing a

11



2 2 KI +K21 222 2 x 2 .1  1 1

. .Also, the lst mode shape is

X X- (2)

" . K2 2 1 After a Guyan Reduction on the 2

(.1 T ,oO% d mass model by eliminating the interior
node (1). the 1st mode frequency and mode

,21-2iK shape of the reduced model (Fig. IB) are

K IN MMjLf _G -A
X2,

52-t 2eqr 1 K2ii (IAV 22)b a6 a . - 1 -
2  (3)

(a3

V () Wk ~~ and-Lt. -L N.0 MW

*" . I '/X 2  AK (4)
boga alx

Fig. 1 - Original two degree or
freedom model and where
reduced models superscript I means node (1) elimin-

ated
() The errors in lst mode frequency (ef) and

The exact solution for the shape functions (s.) are

normalised lst mode natural frequency
of the 2 mass model (Fig. IA) can
be expressed in terms of a mass ratio C (AK, - IL1 - 1 (5)
and a stiffness ratio as f W1

2 and

(1) x C2_ E#

M AK + I - (AK - V)2+ 41K2

2K AK- a1 Al) fr1A 0 (6)

where - i forI-A1  0

1 is the lt mode natural frequency
SimiLlarly, eliminating the exter-

2 K2 ior node (2) gives for the 1st mode
AK - -2 for frequency and mode shape of the reduced

K1 + K2  o w2 2  1 1  model (Fig. 1C)

-- a N N2/M
1



(1) Reduced Model No. 1

( wII 2 Fig. 2 shows the error in 1st mode
XII 1-K (7) frequency when the interior node (1) is
GAK(l + eliminated as a function of all possi-

1K+1 ble stiffness ratios (0 <AK < 1) and a
particular range of mass ratios
(.1 j uS 10.). Because of the error
function definitions, a positive error
indicates the reduced model yields

G 1.0 frequencies higher than the true fre-G quencies. The frequency error curves
are bounded over the stiffness ratio
range; i.e., for any mass ratio the

where error in 1st mode frequency has a maxi-
mum at some intermediate value of stiff-

superscript II means node (2) ness ratio. The error in frequency
eliminated increases as the ratio of mass at the

active d.o.f. (N2) to mass at theLikewise, the corresponding error eliminated node (NI) decreases, i.e.,
functions can be defined as more mass located at the eliminated node

/-I means a larger error.

(AK,u) G - - The error in the lst mode shape is
f A1  always negative; accordingly, the

approximate mode shape amplitude is less
than the true amplitude. With all other

and considerations equal, response calcula-
tions made with the reduced model would

II tend to be lower than those from the 2
II (AK,U) = G  - mass model. Therefore, the reduced
€* model may predict nonconservative

(10) results.

Fig.'s 2 and 3 show the frequency
and mode shape error curves for a

1 A for 1 - A1 0 0 practical range of mass ratios (u Z 1).
1 Even when the mass ratio is unity, the

maximum possible error in frequency is
only 2.6%. Hence, eliminating the

The error functions (eq's (5), interior node whose mass is less than
(6), (9) and (10)) were calculated for that at the active node guarantees an
a range of parameters. extremely accurate lst mode frequency

(Fig. 2) regardless of the ratio of
stiffness between the 2 nodes. How-

DISCUSSION OF RESULTS ever, the error in mode shape can be
as large as -0.2 (Fig. 3).

When a degree of freedom is elimin-
ated from the 2 mass model (Fig. IA)
the errors are functions of 2 variables,
namely, mass ratio (u = M2/MI) and stiff-
ness ratio K2

(K ,= K2

Errors in both the 1st mode frequency
and shape were studied for two Guyan
reduced models:

(1) Reduced Model No. 1 - interior
node (I) eliminated

(2) Reduced Model No. 2 - exterior
node (2) eliminated

Maintaining accuracy in both frequency
and mode shape is important in guaran-
teeing representative models since both
are fundamental to any response calcu-
lations.
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As an alternative way to present
the error data, Fig.'s 4 and 5 show the
error in frequency and shape of the 1st
mode as a function of stiffness ratio

LOU 'for various frequency ratios (ratio of
frequency at active node to eliminated

,LLIA node). Only cases where the frequency
"i" i . at the active node is less than or equal

to the frequency at the eliminated node
were considered (8 <_ 1). The match in

* mboth the 1st mode frequency and shape
improve with decreasing frequency ratio.

,*A .4 For example, where the frequency at the
LW - active node is 1 the frequency at the

a eliminated node (8 - .5), the maximum
j •. errors are 0.0069 and -0.25 in frequency

and shape, respectively. Although the
error in shape is large at low stiffness
ratios, it improves as the stiffness
ratio increases.

to LI Ui 0 LA LI 46 11 &1 0. Le

Fig. 2 - Error in frequency of
1st mode for reduced
model No. I (interior
node (1) eliminated as
a D.O.F.)

• ...i""-n,-.

14

aa. 
a. r

it ~ ~ to Ito

0

L11 LI 1? LI UI L) L4 LL LI Li LO82

Fig. 3 - Error in shape of lst mode Fig. 4 - Error in frequency of 1st
for reduced model No. I mode for reduced model
(interior node (1) No. 1 (interior node (1)
eliminated as a D.O.F.) eliminated as a D.O.F.)

14
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te* 13

-4.2 I  Adka&-M m

6 a, Ong

o. o. a ti

(1) ema 0. a.4

AtShm Oi 0.1 •

FD. .rorF. Fig.hpe 6 -tE rrri reunyof1tmd

As s .L6 t o oo L

fodorforreduced oMl .

(A ) elmnae-a

.OF) Fig. Error in shapeen of lot 1 l alode6 a 98L
mode for reduced model swo. 2

(exterior node (2) elimin-
(2) Reduced Model No. 2 ated as a D.O.F.)

When the exterior node (2) is
eliminated as a d.o.f., the error
functions illustrate characteristics
different from those observed in the Le
foregoing modal. Both the lt mode m s-
frequency and shape errors are unbounded ,
as the stiffness ratio (ratio of stiff- Le N alm
ness at active node to eliminated node)
approaches 0, while both errors Le
approach 0 as the stiffness ratio
approaches unity. As before when the
ratio of mass at the eliminated node LD
(2) to the active node (1) increases the IR %j
errors increase. Fig.'s 6 and 7 so.0.%
involve errors in lot mode frequency and 068.9.m
shape for cases where the mass at the ,,.0
eliminated node (2) is less than or 1 1o &4.0.m
equal to mass at the active node (1). 4.2 6.1m
For mass ratios near unity, the errors U
are acceptable only when the stiffness j I.
at the eliminated node (K2 ) is nearly S/5*e
the stiffness at the active node
(K1 + K2 ). However, for small mass IC

ratios ii < .2) the errors are small
over the entire range shown 13
(.3 < AK <1), e.g., the error in
frequency is loss than 52 (Fig. 6). The
error in mode shape for U <.2 becomes IS
less than +20% once the stiffness ratio as 4 1165 1 M 16 to L#
surpasses 0.S. Since the mode shape 116 .
error is positive, the reduced model No. K, *
2 response would tend to be Fig. 7 - Error in shape of let mode for
conservative. reduced model No. 2 (exterior

node (2) eliminated as a D.O.F.)
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Curves of the errors in lst mode
frequency and shape for various
frequency ratios (ratio of frequency
at eliminated node to active node =
B =w2 2/w1 1) show as the frequency ratio a.
increases, the errors decrease (Fig.'s
8 and 9). For example, when the ur
frequency at the eliminated node is
twice the frequency at the active node ur

(0 = = 2) the maximum possible rk

errors are +.7% and +33% in frequency LI
and mode shape, respectively. Moreover, S un
the error in mode shape decreases to S
+10% as the stiffness ratio becomes
greater than 0.58.

Sam
* us us us| a. uS us u.1 urn u LI

Fig. 9 - Error in shape of Ist
mode for reduced model
No. 2 (exterior node (2)

Lm, eliminated as a D.O.F.)

LWL "b

A quantitative measure of errors in
urn frequency and mode shape introduced by

the Guyan Reduction Technique when
LW - applied to a 2 mass (2 d.o.f.) model

has been determined. The errors areLe functions of 2 variables; therefore,any criteria prescribed for selecting

LM X0 active d.o.f. should be based on 2
parameters.

When the interior node was elimin-
, ated as a d.o.f., the errors corres-

u. u. LO ponding to any finite mass ratio were
5,. a-(-W ,bounded over the range of stiffness

Fig. 8 - Error in frequency of 1st ratios (ratio of stiffness at active
mode for reduced model node to eliminated node). The errorsNo. 2 (exterior node (2) were small for either very low

eliminated as a D.O.F.) (AK - 0, £, C. * 0) or very high stiff-
I I o)en

ness ratios (AK - 1, cf, C 0 even

for small mass ratios (ratio of mass
at active node to eliminated node).
For mass ratios greater than unity, the
errors were small for any stiffness
ratio - less than 2% in frequency and
20% in mode shape. The approximate
mode shape indicates less motion than
the exact mode shape which could produce
nonconservative response calculations.
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When the exterior node was slim- or (A-3)
inated as a d.o.f., the errors were
unbounded as the ratio of stiffness at
eliminated node to active node
approached o (AK ot e ,M2 +
the stiffness ratio approached unity, + K -
the errors approached o(AK-I , 1; eL G

C1 ) 'L K2J

* Therefore.

As in the foregoing model, the errors
improved as the ratio of mass at eim- 2 K2 )
mnated node to active node decreased r -I.2

(Ui -0: ell Ell ). Furthermore, the X-

f o 22 2M 2

approximate mode shape indicates greater
motion than the exact mode shape which
could produce conservative response I1- "2
calculations. /M K + 2)

M 2 (2

(1) Eliminate interior node (1)

The homogenuous equation of AX (A-4)
motion for 2 mass model 2
(Fig. IA) 1 + A

is

DO0 {x).f+ M {x) -f(OAso

or x ! K2 A
M 0 G x2  KI + K2  (A-5)(A-i)

L ~2] Lx2 J (II) Eliminpte exterior node (2)

I+K 2  -K2  x1  0

+ Applying the constraint

[2  K 2j X 2
1  [0} equation

Applying the constraint equation Y I  -TIN I}

1  (A-)

KI + K 2  to eq. (A-i) gives(x {2) (A-7)

(A-2) CM1 + M? ; G  + LK12 0

S I {xwhere

to equations (A-) gives ,GI X /h II -2 Kl

M T pa ('I)\w22 2/4 2  M1 + M2

+ x g )C 2 x) - (0) 1 2/M2 R
K2/M2  (1 + M I/M 2 )
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- (A-8) DISCUSSION

A -Mr. Scavuzzo (NY Engineering): Did you
+ 1/0 AK(i + investigate the effect of the error in

the forces?

and Mr. Wolff: The error in the forces was

X not addressed but it should be. I an
:1 - 1.0 not certain of this, but it means that

G X2  (A-9) you have to be careful because you could

have non-conservative calculailons.
That should be investigated and if that
is what that means, and I have always

BZU M been under the impression that we are
working with conservative calculations.

1. R. J. Guyan, "Reduction of Stiff- then the real system Is worse than what

ness and Mass Matrices", AZAA I have modeled.
Journal, Vol. 3, No. 2, February,
1965. Voice: You said in one case that you

have a smaller mode shape and that means

2. "Selection of Dynamic Degrees of there would be sore dynamic force from

Freedom", WECAN User's Manual, the upper mass, less than the smaller

Westinghouse R & D Center. one. A good question is what is the
dynamic force on the elements and for my

3. B. Downs, "Accurate Reduction of purposes this remains to be done.

Stiffness and Mass Matrices
for Vibration Analysis and a Mr. Wolff: That in right. This is only

Rationale for Selecting Master for the simple two mass system. I

Degrees of Freedom", ASME noticed In the program that there is a

Paper No. 79-DET-18, 1980. paper tomorrow afternoon that addresses
the same general problem. It will be

4. W. T. Thompson, "Vibration Theory interesting to see what conclusions are

and Applications", 3rd Edition, drawn there.
Prentice-Hall, Inc., 1965,
Chapter 6.
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A METHOD FOR ESTIMATING
THE ERROR INDUCED BY THE

GUYAN REDUCTION

Gary L. Fox
NKF Engineering Associates, Inc.

Vienna, Virginia

The Guyan Reduction refers to a method used to reduce
the number of degrees of freedom in a structural model
for dynamic analysis. Experience has shown that, if the
method is properly employed, then this reduction method
does in fact provide a "reasonablyn accurate approxima-
tion of the dynamic characteristics of the unreduced
model. To date, however, a cost (or computer time)
effective method to estimate the actual error induced
by the reduction process was not available. This paper
presents an accurate and cost effective method to eval-
uate this error.

INTRODUCTION degrees of freedom for a dynamic analy-
sis is cost effective, in terms of

Consider the well-known system of computer time, when the system of equa-
linear equations with constant coeffi- tions is reduced by a factor of four or
ents more.

Computing efficiency is therefore
[M] [X} + [K] [X) = [P(t)} (1) a central issue to the consideration of

any reduction process. A numerical pro-
cedure for estimating the error must not

where: add significantly to the total computing
mass matrix time to solve the dynamic problem. The

stiffness matrix method presented here meets this basic

- requirement. This is particularly true
acceleration vector when a modal analysis is required as

[P(t)) - load vector part of the solution process.

It is the assumption that the ana-
lyst wishes to calculate a significant
number, say ten percent, of the lowest
modes represented by the homogeneous

In current finite element models form of equation (1),
the degrees of freedom represented by
equation (1) are often many thousand.
This large number of equations is usually [M] [X) + [K] [X) - 0 (2)
a result of the finite element technique
itself rather than being necessary for a
sufficiently accurate solution to a dy- Modal analysis provides an insight
namic problem. into the dynamic behavior of a complex

system# provides a means by which a
In a short, but significant paper finite element model may be checked for

[1] Guyan suggested .that a transforma- errors, or provides a basis for estimat-
tion be applied to the mass matrix that ing the response of the system to a
was based on partitioning the stiffness specific, simple excitation. Modal an-
matrix. This reduction of the number of alysis plays a central role in the U.S.
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Navy's Dynamic Design Analysis Method power series -I -l
(DDraM) as well as many other veil known [( oo
techniques of enforced motion boundary 

- moo

problems that use shock response spectra [i_ +1 i K 1 1_ + ... ]K 1

as a statistical technique for dynamic 00 00 0 (6)
analysis. In addition, the system re-
sponse to transient or harmonic esdita- Substituting (6) ine the first of equa-
tion may be calculated by an eigenvector tions (3) for the iv eigenvalue and
expansion. Eigenvector expansion tech- sigenvector
niques are also cost effective when a i) i-
number of different load conditions are Ro ]WG I + I (Ea][;a)+ higher
analyzed for a given set of equations. 0 oa a

order terms (7)
DERIVATION OF THE ERROR TERM

where
Presume that the eigenvalue

Equation (2), is partitioned into two leesJ - -Ko1 M K 1 -1
sets; the 0 set of DOF to be omitted oa 0 00 0oa oa

and the "a" set of DOF to be retained in
the Guyan Reduction, i.e., The first term on the right in Equation

K K1 ~1 (7) provides the theoretical justifica-a - tion for the Goyan Transforgation, being
S a correct to first order in IX . The second

Xo K N Ni[ M ; term is the second order correction toKoo L 4 0 oa oJ the Guyan Transformation,

Where is the true eigenvalue and 
[i al  a)

ioa #a 8

[1 i) - i_ is the true eigenvector for The condition that the term containing

L ) [E I in equation (7) be small can be
the i- mo ex~ossed as

The reader is reminded that the [3] > Ei [ 1 4 Noo
solution of the reduced equations using 00 00

the Guyan reduction is (9)

[KJa]  Xi. [a ] J1(i) and
(4) [Goal >> A' [Eoa]

where (10)

[Ka] [ +Kao GoaJ Assuming that the second term, M,,,

in the error matrix, Eoa is negligable,
[Maa] -[Ra + [Goa Moa] Equation (10) reduces to-Equation (9).

Equation (9) is thus the condition that
+ [Mao Goal + [Goa Moo Goal a particular eigenvalue be accurate for

a specific pet of omitted DOF. The
lower the 3L1 and larger the product

[oa] = o %oa 1, the more accurate the eigen-
vaueu therefore the eigenvctor.

Equation (9) points out the well-
known dependency of the Guyan reduced
error on frequencyl the lower the mode,

Consider the exact solution of the lower the error. Another well-
equation (3) in partitioned form by known rule, to keep all large masses in
eqling (3) in ptoneufo by the a-set, is also confirmed by this

s in terms of equtinsfo equation. The influence of the stiff-
a0 of(a I ness tem, however, has evidently not

Ei } - -(K00 - i ( XiMo)- been generally recognised.
00 oa o a(5) EVALUATION OF THE ERROR TERM

The first term of the matrix product Numerical studies indicate that

indicated above can be expanded in a errors in frequency and errors in ampli-
tude have the same magnitudeL2]. A
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relationship betveen the error in fre- and adding it to the first of Equation
quency and the first order correction (3) one finds that to first order in I,
term iR equation is required. Consider
thei i ignvalue given by Rayleigh's [Kaa4, a } - [nea[, al
quotient.

(i [i}T(K][¢i) / [¢i}T[xJi) (17)

(11) It is therefore seen that

Taking the natural log of (11) [deaI ""[0)
yields[da) 0

-.& (18)
(12) From Equation (7)

where { I'o " 
- s ['o4][a}

Ki - ith generalized stiffness (19)
g

Hi = ith generalized mass Therefore, from Equation (18) and (19)

9 geerlie mas 0)1
Taking differentials of (12) pro- -i =

vides the relationship in error between 420)
the eigenvalue, Ai, and stiffness and l

mass weighed eigenvector, i

dli 1 dl -1 and [i )
g10 (13) IIfGoaJLOa (21)

Writing the differential of the Evaluation of the first term of Equation
first term of (13) (13) using Equations (20) and (21) yield

di in m G
d dK -Td# . 1r4_1i[ Ti

+ E Ki d(O (22)
I'm ( ) (14) The term in brackets is identically zero,

Since the two terms in Equation L
(14) are identical, dg a

(23)

dKi 2[#i)T[(K][d#i) to first order in x. The error in X,
g 1 to first order of X, is due to the sec-

ond term in Equation' (13), i.e.,

Similarly

dMi . 2[i)T[KJtd#i) ..i - . [14i)[Ml[d'i)g1 N4 (4
It is now required to evaluate (24)

[di) - di NUMERICAL EXA4PLE

d'o IIn order to test the results pre-
to first order in Usin the Guyan sented in the previous sections, the

trAsj in the bending modes of a 5-cell cantilever
transformation, "God aJ in the beam is considered. The physical param-
second of Equation (3). eters of the beam are shown in Figure 1.

[0) - [Mo I*a) +I A(o 0 0[([ GJ

(16)

Pre-multiplying Equation (16) by [Goo]T
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X2  Let the ten DOF system, five transition-
al, and five rotational, be Guyan reduc-
ed to four degrees-of-freedom and

1 2 3 4 5 6 evaluate the estimated and "actual"
- 7 error. The "actual" error is defined as

the difference in frequency between the
01 10-DOF system and the Guyan reduced

.h system. Table 2 shows the four eigen-
values and the predicted and actual
error. The analysis set is defined as
6-2, 5-2, 4-2, and 3-2; the first number

h - 0.86 Depth and width being the grid point, and the second
of beam number the direction.

- 8.66025 Length of beam
0 = 7.28E-4 Mass density of Table 2. Comparison Between Predicted

beam & Actual Guyan Reduction
I - h4/12 - o.o456 Second moment of Error.

area
A = h2 = 0.7396 Cross-sectional MODE "ACTUAL" PREDICTED

area NO. EIGENVALUE ERROR (%) ERROR (%)
E = 3.0E+7 Modulus of elas- 1

tiity 1 5.50856E6 3.09E-3 3.22E-3
e- i± theoretical 2 2.17408E8 3.98E-1 3.89E-l

ci El/A ceigenvalue ___________________

c - 1.875, 4.694, First theoretical
7.855, 10.996 four eigenvalue 3 1.86197E9 8.62 7.55

coefficients 4 l.01909E10 52.9 27.3

Figure 1. Five cell beam The accuracy with which the error is

The NASTRAN computer code was used predicted decreases with increasing pre-
for the numerical calculations because dicted error. Also, as expected, the
of the powerful DMAP compiler available error increases as the mode number in-
and the generality of the results. The creases. Small studies of the actual
Guyan transformation is available error have led to the "rule of thumb"
through the use of Alter statements that in a Guyan reduced model, the low-
which allows the evaluation of the error er 50% of the modes in the reduced model
simply by performing some inexpensive are reasonably accurate; similar to the
matrix multiplications. A complete des- above result.
cription of the NASTRAN DMAP alters will As an additional example of the
appear in the proceedings of the next accuracy of the error analysis let
NASTRAN users colloquium, concentrated masses of 1.0 E-1 and 1.0

Many elements in NASTRAN offer two E-2 be located at grid points 2 and 4.

options for the form of the mass matrix; These masses are large compared with
lumped parameter or coupled mass. The the mass of a cell, 4.7 E-4. A Guyan
bulk data parameter COUPMASS identifies reduction to the 3-DOF of 2-2, 4-2, and
the elements for which coupled mass 6-2 yields the results shown in Table 3.
matrices are to be used. The first four Notice that all three modes are
eigenvalues of the finite element model acceptable for normal engineering prac-
are compared to the coupled mass results tices. This accuracy is surprising when
in Table 1. compared to the "rule of thumb" mentioned
Table 1. Comparison of Theoretical and above. The analysis set included theTable1 Copison ofss Thee alatwo large mass points as well as the

FEM Coupled Mass Eigenvalues. extreme point of the model.

FEM Table 3. Predicted & Actual Error for
MODE (COUPLED the 5-Cell Beam with Two
NO. THEORETICAL MASS) ERROR (%) Concentrated Masses.

1 5.50829E6 5.50839E6 1.81E-3 MODE "ACTUAL" PREDICTED
NO. EIGENVALUE ERROR (%) ERROR (1)

2 2.16363ES 2.16547E8 8.50E-2
1 1.6754E6 1.06E-2 1.06E-2

3 1.69667E9 1.70827E9 6.84E-1
2 1.9465E7 9.50E-2 9.40E-2

4 6.51554E9 6.66659E9 2.32
F3 1.5367EO 2.11 2.05
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Consider, as a final example, the plete model, the eigenvalue is more than
15-DOF systm that is identical to that 50% differentl A comparison of mode
above but includes the axial, X1 , di- shapes reveal that the third mode of
rections of the grid points. The the reduced model is the first axial
analysis set is defined as 2-2, 3-1, mode, the fourth mode of the complete
4-2, 5-2, and 6-2. The comparison of model. This example points out the
"actual" vs. Guyan reduced eigenvalues pitfall of comparing the first few eigen-
and the actual vs. predicted errors are values of two models without making sure
compared in Table 4. that the eigenvalues represent the same

mode. This kind of comparison is common-
The interesting effect shown in ly used to ascertain the accuracy of two

this model is that the third mode of Guyan reduced modes or of a reduced
the Guyan reduced model is predicted to model to the first few modes of the corn-
have less than 0.2% error, but when plete model.
compared to the third mode of the com-

Table 4. Guyan Error Analysis for 15-DOF System with Two Concentrated
Masses. A- Axial Mode, B- Bending Mode.

EIGENVALUE ERROR (%)
MODE
NO. ACTUAL REDUCED ACTUAL PREDICTED

1 1.675228E7 1.675243E6 8.95E-4 9.OOE-4
(B-l) (B-l)

2 1.944648E7 1.944747E7 5.67E-3 5.10E-3
(B-2) (B-2)

3 1.663417E8 1.504932E8 1.86E-1 1.84E-I
(A-l) (B-3)

4 1.507730E8 1.087748E8 34.6 48.2
(B-3) (A-l)

5 5.896351E8 3.532273E9 53.6 18.5
(A-2) (B-4)

6 5.099570E9
(8-4)

CONCLUSION REFERENCES

In summary it has been shown that 1. Guyan, Robert J., "Reduction of
a method exists that provides a useful, Stiffness and Mass Matrices," AIAA
cost effective method for estimating Journal, Vol. 3, No. 2
the error induced by the Guyan Reduc-
tion. The method presented produces a 2. NASTRAN THEORETICAL MANUAL, Section
single number for the error in each 11.3 (Available from COSMIC, Suite
mode, making it easy for the analyst to 112, Barrow Hall, Athens, Ga 30602)
evaluate the accuracy of the reduced
model that will produce reliable
results.
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DiSCUssiON

Voice: Would the inclusion of the
seco d Iorder theoretical improve your
results?

Kr. Fax: That's a good question. I
tried to do that and I didn't got the
results that I was looking for. It
seemed to me like one should be able to
got a second order correction to the
eigen vector but I haven't been able to
prove that. Also that term should be
able to tell us how to optimize for
Guyan reduction and that is a challenge
to the audience if you can figure out
how to do it. I haven't been able to do
it yet. I've been working a year on
that.

it



CRITICAL SPEEDS OF MULTI-THROW CRANKSHAFTS

USING SPATIAL LINE ELEMNT METHOD

Camil Baci . Professor
Department of Mechanical Engineering

Tennessee Technological University
Cookville, Tennessee

and

Donald R. Falconer, Project Engineer
Duriron Valve Division

Cookeville, Tennessee

A finite element method for the determination of the critical speeds
of multi-throw crankshafts is presented. A crankshaft is considered as a
three-dimensional dynamic system and throws in their actual geometries
spaced at some angles relative to each other and subjected to flexural.
axial, and torsional deformations. The method uses spatial actual finite
line element whose each end may experience six degrees of freedom of spa-
tial notion-three rotations and three linear displacements. Both regular
and irregular elements are used. Manses and rotary Inertias are lumped to
the joint freedoms chosen as generalized coordinates, using either discrete
element mass matrix or the consistent element mass matrix plus the discrete
external load mass matrix, depending on the model used. Equations of free
motion are solved for natural frequencies and the corresponding mode vectors
as an eaienvalue problem by matrix iteration, using the reduced dynamics
matrix for higher nodes. An experimental unbalanced crankshaft having three
throws of different sizes, supported by four bearings, connected to a variable
speed drive by a flexible coupling. and carrying three external load disks
is designed, tested, and results are compared with those of analytical finite
element solutions for different models, including those considering rotary
inertias, flexible bearings, and equivalent pure torsional straight shaft
models, showing the method of the article to be a very efficient tool for the
dynamic design of industrial crankshafts.

INTRODUCTION critical speeds of crankshafts considering their
three-dimensional actual geometries and as sys-

Critical speeds of a crankshaft are its tens experiencing axial, flexural and torsional
most Important dynamic characteristics since the deformatious, and using lumped mass systems.
operational speeds of machines where the crank- Equations of free motion of a crankshaft are
shaft Is operating are bound by these critical written making use of the matrix-displacement
speeds. Available literature show that critical method, which makes use of the stiffness Influ-
speeds of a crankshaft is in general estimated once coefficient matrix of the crankshaft. The
by reducing the crankshaft to a pure torsional finite element technique is used in the formu-
system using rules of thumb to approximate lation of the global external stiffness matrix
throws as shaft portions and disks, then using [K) of the crankshaft and in the formulation of
Holzer's assume-and-itetate method (1-3), or the global mass metrix [N. The generalized
using planar finite line element technique pre- coordinate influence coefficient matrix is de-
sented in (4). Investigations of crankshafts termined by partitioning (K] or its inverse
considering the actual three dimensional gao- according to the number of the generalized coor-
metry of thrown has been limited due to the con- dinates used, to which mnsses and rotary uess
plex geometry involved. Available literature on moments ot inartias are lumped (4, 7-14i. Equa-
the three dimensional study of crankshafts tions of free motion are then transformed into
again use simplified models applying fyklestd the elagenvalus form and solved for the natural
Method and iteration [5,6). frequencies and the corresponding mode vectors

This article presents a three-dInsional by matrix iteration. Natural frequencies deter-
finite element method for the determination of mine the critical speeds of the crankshaft. The
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method permits the inclusion of the rotary in- Determining [8 by partitioning (K] saves
ertias of elements as veil as of the externally computer time. ThuJ. rewriting eq. (2). one
mounted objects and Investigation of their has
effects on the predicted value of the critical
speed with ease. It also eliminates the rules- IKa1[(o} L IPo}
of-thumb techniques of the conventional model-. . .. . r (3a)
Ing. 1K Kixx) jPS)J

EQUATIONS OF NOTION from which

Equations of motion for the forced and {%) - -[ 1 ]"(Kl(x 8 )  (3b)

damped vibration of a dynamic system written [K,] {xo}+[K,){x I -(P (3c)
using the method of influence coefficients in 2 g
the form of uncoupled displacements, and In [,]-K31[741[-1 ]] (x } -(P ) (3d)
matrix form, are [8, 13]: 9 5
({xg-(dX {-[K]{x }-[C](x }+{V( (1) Then, [ 1 - [1 3]

" , where [K,,]- [K,]-[Ks][K1 I.
S[a]. Waverted matrices are rKiJ of size No X No

where (xgI, {x , and {x ) are the Ng x 1 vec- and [K of size N3 X Ng.
tors of generatized coorlinate displacements,
velocities, and accelerations, respectively. & For the free motion (P )- -[M]{x,) which
stands for "generalized". Ng designates the upon substituting into eq. (11, along wth the
amber of the generalized coordinates used. (N] form of the harmonic motion {xg}-cos(ut+Y)({},
is the Ng x g global mass matrix in which give the oigenvalue form of the equations of
masses are lumped to linear generalized coor- free motion:
dinates and rotary nertias are lunped to rotary
generalized coordinates. (C] is the M9 x Hg IXl[T - (Dm11 (I - 0 (4)
global damping coefficient matrix. (7(t)I the
N3 x 1 time dependent .forcing.vectQx,. [851 1.. where X-l/u 2 is the eigenvalue of the dynamic
the Ng x Ng generalied coordinate flexibility matrix [Dl-[8 ][N] . w is a modal natural fre-
influence coefficient matrix whose determination quency of the frankshaft. (R) is the correspon-
for the crankshaft becomes the major aIm of the ding modal amplitude vector and Y the phase an-
finite element formulation. Thus. to determine gle. N values of A determine the N values of
lag), the global stiffness mstrix [K] Is formed w and tie corresponding values of (if. Equation
by the finite element technique. Then, it Is (4) Is solved for the values of 1 k MW Wk
inverted or partitioned. The global stiffness easily by matrix iteration. The solution of eq.
matrix [K] relates all the active joint freedom (4) by matrix Iteration using the original value
(x to the external joint forces (P by of [D] gives the fundamental mode frequency &%

and the corresponding mode amplitude vector (R)
(P) - [((x) (2) 114). For higher mode frequencies [Da] must be

reduced. Thus, for the (k + 1)th mode it Is
where (s) and (P) are of sizes Np x 1. [K] is of given by [14]:
size Np x ,p. and Np Is the amber of active T
joint freedoms. A active freedom is a neutral (R)k '](. T
freedom, if no mass is lumped to it. It i. gen- [Dmlk+ 1 - [D] k  rTN]
eralized coordinate freedom otherwise. Let the ( %l(R),N] '1 k

amber of neutral freedom be No . Then, Np-o
Ug8 . The number of the external joint freedome

are assigned such that the early numbers 1, ... , The fundamental frequency &4 of a crank-
No are for the neutral freedoms and the remaining shaft determines its critical operational speed,
nambers No+l, ... , Np are for the generalized so does uk for the kth mode. (lk defines the
coordinate freedoms, so that the inverse of [K modal mpltudes of the generalized coordinates
i. easily partitioned to obtain 188]. Thus, with respect to the undefored geometry of the
from eq. (2), crankshaft. The corresponding neutral coor-

i...N o . .. Np dinate modal amplitudes are given by eq. (3b) as

(10)k - .4-1 
1 IK 1 1

J{xo -l(J P 6 ._ {PI' 1 (3)

{. o p J THE EXTERNAL JOINT fRZ0K (P - x) DIAGUM

in which {x,} Is the Nox 1 neutral coordinate Figure 1 shows en external Joint displace-
displacement vector, (po} is the N x 1 natural meat diagram for a crankshaft having two throw.
coordinate forcing vector and Is sero. (pg) Is This figure Illustrates several rules and con-
the Ng • 1 generalised coordinate forcing vector siderations In modeling a crankshaft. A joint
which is the post multiplier of [8 ] in eq. (1). is introduced where the cross-sectional proper-
Mence, from eq. (3), [68g - [84]. Then, to find ties of the crankshaft varies, where a mass or
[Ig], one only needs to form (K] and partition its mass moment of inertia is to be lumped, and
inverse to extract (6o] of else Ng z N. where there io a support. Between two joints an
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elment is formed. Since the finite element experience axial deformations. For example,
technique is a numerical method, the more ole- (x7s-x~z) defines the axial deformation exper-
menta eans better accuracy in the results ob- ienced by element 5. fouver, axial freedoms
tained. Single-headed solid arrow designate along the IL side of throw 1 are all nmbered 84
active linear joint freedoms. Double-headed so that elements 9, 10, and 11 do not experience
solid arrows designate active rotary joint free- axial deformations, even though the joints I. J,
dome. The restrained joint freedom are desig- K, and L experience axial joint displacement 84.
nated by dashed arrow, and they will ssume Similarly, elements 21, 22. and 23; elements 19
the freedom number Np+l. Joint freedom are and 20; and elements 24 and 25 do not experience
restrained to satisfy the existing boundary axial deformations, althought their joints ex-
conditions such as at the fixed end at A in Fig. perience the linear freedom 99, 95, and 105,
I and at rigid support location, such as the respectively. The 0 end of element 15 experi-
linear joint freedom at support C and N. If ences torsional freedom 51 only, fixing this
a support (bearing) is designed to permit axial joint for flexural and axial displacements. The
play of the journal (which is done to permit P end, howver, experiences the torsional free-
axial expansion of the shaft in high temperature doam 52 and the flexural freedom 53. while the
enviroments) the axial freedom at the support freedom 53 is experienced as a torsional freedom
location is not restrained, such as the freedom by element 16. The freedom numbering on the PS
105 at support Y. The transverse linear free- side of the second throw eliminates the dis-
doms at a support become active freedoms when placements of joints P, Q, R. and S in the axial
a bearing is considered flexible in the trans- ' direction. So, elements 16, 17. and 18 do
verse directions (which may be the case when not experience axial deforsations; and no fex-
the bearing housing is mounted on vibration ural rotation in the X'Y' plane, but linear
isolator or when the effect of the bearing freedoms 91, 93, and 95 with zero slope of the
housing defornations is to be considered). deflection curve at P, Q, R, and S on this plane.
Freedoms are soetime restrained to obtain the In this manner desired elastic model experien-
type of model desired. For example, n Fig. 1, cing the desired freedoms can be formed.
all the joint freedoms except the torsional
freedom 1 at the flexible coupling joint are
restrained to permit the flexible coupling IRREGULAR AND REGULAR XLUNTS
experience torsional deformation only and re-
place it by an element, element 1, which exper- One of the throw, preferably the first
iences torsional deformation only. Axial free- one, throw 1 in Fig. 1. is used as a reference

dome at Joints L, N. N, 0, and P are restrained throw when forming the P-x diagras. The refer-
so that elements 12, 13, 14, and 15 do not ence throw lies in the XT plane of the XYZ

RE 
XX

ZTHROW I

FLEXIBLE LJOUTS ANO /
COUPLING ELEMENT MASS LOCATIONS

NUMBEARIRREGULAR N 'IOUELEMENT ELEMENT N, 4.1 (----109

R EPLACING THE N. 31SFLEXIBLE COUPLING Ng 77(32. TO IO)

Fig. 1 - A sample external Joint P-i digrem for a lusped ms model
of a crankshaft hving two thro s
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reference system. Successive throws are pui- used--as described in the following section.
tioned with respect to the previous one by the
angle, 6. Since the freedom of the joints on
the throw sides are assigned such that some are THE ELMET P-x DIAGRAM AND THE ELEET
parallel to the axis of rotation of the crank- EXTERNAL STIFFESS NATRIX
shaft and some lie along the element line (the
Y' axis). the elements connecting a throw to the
previous one. such as the element 15 in Fig. 1. The general geometry of the spatial finite
consist of two external joint freedom end-coor- line element used is shown in Fig. 2. Figure
dinate systems which are displaced relative to 2(a) show the element P-x diagram and the or-
each other through rotation 0 about the I axis. der of the local external Joint displacements
Since this requires the transformation of the x(ml) to x(I ). Each end of an element exper-
end forces and moments In the element equations lances three -otary displacements and three
of equllibriun, elements such as the element 15 linear displacements. X, Y, and Z position the
are called irregular elements. Other elements terminal end with respect to the initial end of
which require no transformation are called the element. -(I,) •(1i). and x(N) are joint
regular elements. rotations at the in tial end; x(N,). .x(N), and

z(N,) are joint rotations at the terminal end;
Assigning freedom along the element lines x(N-). x(Ue). x(Nq), and x(*U)o. 2 2)' x(1 2 )

of the throve have several purposes: to permit are the linear joint freedom at the initial
the use of element mass matrices of simplified and terminal ends, respectively. N, to 111
geometries. to permit mass displacements to oc- desiSnate the global numbers of the joint dis-
cur in the directions orthogonal to the element placements. For example, for element 6 in Fig.
lines and to the principal axes of the element 1. Xi-36, p-37. Ns-17, N4-38, Ns-39. 4-18,
cross-sections, and to provide simple means to N7-12. No-73. N9-77, Ni0-79. NIi-74, 12-78,
eliminate certain freedom and neglect the ef- and X-Z-0, Y-14. where the XYZ system Is the
fect of certain moo properties. element reference system. For element 18, these

numbers are (26. 55. 109; 27, 56, 109; 93. 109,
94; 95, 109, 96), where the X'Y'Z' system is the

DYNAMIC MODEL element reference system, and mEZ-0, Y-L1 . a,
B. and y are the direction an ls and coo a-X/L.

The dynamic model of a crankshaft is char- cos O=Y/L, cos y-Z/L, LZ-X +TZ+Z t.
acterized and formed when one decides which of
the active external joint freedoms are to be Element external stiffness matrix relates
used as the generalized coordinates. In Fig. 1 the element external joint displacements x(N )
freedos 1 to 31 are considered neutral coor- to x(N,) to the corresponding element exte**al
dinate freedoms. Then N-78. If there was a joint orces p(I) to P(NI1 ) as they contribute.
flywheel at C, the freedom 2 would be considered Thus,
within the generalised coordinates. Freedoms 3
and 4 could have been included in the genera- WF)e a [ Wxe (6)
lised coordinates also if the effect of flexural T T
rotary inertias of the flywheel about the T and where (P} [P(x)O, P(N)' P (Nj)j e
Z axes was to be included. but their numbers [x(I ),(N)g .... ,. .. [V J is the
would be in those defining the generalized coor- 12x2 element external stiiness matrix and Is
dinate freedoms. At N the effect of mass (due giln by T
to freedom 89 and 90). effect of torsional [Kel[Aje[Sje[A]e (7)
rotary inertia (due to freedom 48), and effect in which [Ale is 12x6 element statics matrix asof flexural rotary inertias (due to freedom 49 described below for both regular and Irregular
and 50) are included. Effect of torsional ro- elements, [AIT is its transpose nd Is the defor-tary Intertis about the Y axle of the elements 0ation mtrix, ISe is the element itenal
4-6, 9-11, 16-18, 21-23, and about the X axis of stiffness matrix ad reates the internal end
the elements 21-25 ore considered. The effect stfnes m e nd ret the n ermations

of te fexurl rtar inatia ofmasss a N. moment@ and end forces to the end deformationsof the flexural rotary inertlas of messes at H, of the element [15, 16]. Refer to Figs. 2(b)

Q. i. and T Is neglected, so is of the torsional o (), where shown are the elemnt 1nternal
rotary inertias at S. T. and U ends of elements end forces; aier force Ft and lmial deformation
19 and 20. The effect of mases corresponding

to linear freedoms, except in the directions of a,; torsional moment 71 md the torsional defor-
join fredo 10-4. s cnsiered Incas of matin 02 of the terminal end with respect to

joint free was ix the ofof the Initial end; flexural m to F1 and Ftthe discrete a ss lutrix, the sum of the masss about the axes normal the I'Z plane, but paral-
at 8, T, and U is llupd to freedom 95, the sun lel to the 1-1 principal axis of the element
of those at U. V. . and I is lumpod to freedom croes-section, and the corresponding flexural

99, that of at I J, K, and L to freedom 105 and deformations es and a% about their axes; flexural
that of at I, Y, and E to freedo 105. These mmnsF n .aotteae omlt hmasses contribute also to off-diagonal elements element axes but lyi in the x'Z plane boin

In case of the consistent mass matrix. TheelmnaxsbtyigIth1Zpaebigglobal mass matrix IN) is formd considering all parallel to the 2-2 principal axis of the element

the* efess byuing *lament was o mtrie- cross-section and the corresponding flexural de-
thscese eent busng nm matrixorthe cites- formations a. and 0e about their axes; and the
discrete element as matrix or the consistent hearing forces V1 and V2 being normal to the axes
element mss mtrix, depending on the method of corresponding end moments and the element axis.
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of force and moment equilibrium at the joints Statics Matrix for Irregular Elements.
in the directions of the external joint forces
P(Ni)" Thus, observing the joint free-body dia- Observing Fig. 1, the irregular elements
gri for the nitial end shown in Fig. 2(d), one in a crankshaft will be formed on one side of a
writes nonreference throw, such as the element 15 in

Fig. 1, and again on one side of an inner flex-
IP±+F +p k+FIUI+VIUI+V2U3"0 (9) ible support as it is seen in Fig. 4. Figure 3
M1) (NO) (Vs) shows the general geometry of an irregular ele-

as the force equation of equilibrium, and ment where the external joint-freedoms at the
terminal end are defined in the XY"Z" system

P(NIi+P(N2 )J F+P(.) +F $F 2 - FS - sU0 (10) which is displaced through rotation 8 about the
X axis. The end forces and end moments on the

as the equation of moment equilibrium. Sini- element remain as defined in Fig. 2 (b) and (c).
larly, the equations of force and moment equi- Equations (9) and (10) are the same for the ir-
librit. for the joint at the terminal end are regular element. Then, the rows 1, 2. 3, 7, 8,
written to be and 9 of [Ale in eq. (13) are also the corres-

ponding rows of the irregular element. The re-
P i+P J+P k-FiUi-ViUa-VUs0 (11) maining rows of the statics matrix are deter-
(Nio) (Nil) (N12 ) mined by re-writing the equations of equilibr-

ium given in eqs. (11) and (12) involving the
and necessary transformation through rotation e.

Thus, the force and moment equations of equili-
P (NOi+P (Ns) +P (NG)k-F2UIFU3+FSU20 (12) brium for the terminal end joint of the irregu-

lar element are
where T, T, and k are the unit vectors of the
XYZ reference system; U1 , U2 , and Us are theP (N
unit vectors that position end forces in the 0N(14
joint coordinate system as shown in Fig. 2(d) P(N1 )- [Te](FlUl + VIU2 + V2U) - 0 (14)

and are defined as IP4(N I

'Uliai+bj+ck. 'Uz.CgL-Cdj+hk. 'Us- -Ct+Ij an )
where a-cosa, b-cos, c-cosy. d-sin#-b/(a

2  1
+b')1/2, h-siny, also a-hg and b-hd. Separa- (N)
ting i. , nd E components of eqs. (9)-(12), (P(Ns) -T 61(F2U, + FUs - F;U) " 0 (15)
the element statics matrix for the regular ele- I
ment is obtained to be that given In eq. (13). 1(NG)IJ
[Ale - where 1 0 01

1 2 3 4 5 6 [Te] ) cose sine (16)

- 0 -sine cosej

Ni is the matrix that transforms the internal

N2  -b g c - forces at the terminal end joint from the XYZ
N- - -coordinate system into the XY"Z" coordinate sys-
Ns -c -h tem. Thus, the statics matrix for the crank-

N, -d cg shaft irregular elements becomes that given in
Ns b - eq. (17). The numerical value of 0 is a posi-

b c tive number when the rotation has taken in the
N c -h (13) right hand screw direction, negative otherwise.

N- - - - Note that rows 4 and 10 of matrices in eqs. (13)
N7  -a cg/L cg/L d/L d/L and (17) are the same since the rotation has

Ns -b cdlL 7I c/L-/L -&/L taken place about the X axis, the axis of P(N.)

N9 -C -h/L -h/L - and P(No)

N1 0  a -cg/L -cg/L -d/L -E Element internal stiffness matrix for an

N b -CAL L / - / irregular element remains as given by eq. (8).

N1 2  c h/L h/L Since [A] e and [Sl e matrices are determined
by element properties such as E, G, A, X, Y, Z,
L, 1, 12, J; the numbers of the global external

Although this element statics matrix may be joint freedoms at ends of an element; and if
simplified for the crankshaft elements lying the element is an irregular one; reading these
along an X axis, for which asgh-1, b-c-d=0, data for each element within a program, the ele-
and for the throw side elements for which a-g ment external stiffness matrix [Ke] for each ele-
c-0, b-d-h-l. it is preferable to maintain it in ment is formed according to eq. (7), and its ele-
its general form within the program to account ments are stored to the corresponding locations
for the throws whose sides may not be parallel of the global external stiffness matris [.].
to the T or Y' axis. Thus, [K.] has the form of eq. (18). For example,

for element 24 in Fig. 1, N1 -65, N2 -66, N3-67,
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1 2 3 4 5 6

N1 -a -d

N2  -b £

N3  -c cd

Ni, a -d -h cg

Ns b.cose g cose cd.cose
+c. cose -h.sine

N6  c.cose -g sine -cd.sine
[A] el R  -b.cose -h.cose6 (17)

N 7  -a cgiL cg/L d/L d/L

No -b cd/L cd/L -g/L -g/L

NS -c -h/L -h/L

N1 0  a -cg/L -cS/L -d/L -d/L

N1i b.cosO (h.sine (h.sine Loose  A-e
C.sine -cd.cose)/L -cd.cose)/L L L

N+1 c.coe (cd.sine ( ..sin6 -ine _ li8
-b.sine + h. cos)/L +h.cose)/L L L

N4-8, Ns-9, N 10, N7-105, Ns-99, N9-106,
Nio105, Nii-lii 109 N+l; and the (3, 10) *Is-

x(N Y, ment of its (R] matrix will be its contribution

z to the (67. 105) elment of the global [K] ma-
triz. In order that the element P-x diagrms

Z" defined in Figs. 2(a) and 3 can be applied to
N5) all the elmnts, the restrained freedoms are

given the number N,+I. Although, this forms
Z' 9 9 (U+)th row and (p+l)th column during the for-

ulation of (K] wheh superposing all the element
(N1 2 ) [K.] matrices, these column snd row of [] are

discarded. For exmle, .both (3,11) and (3.12)
xN NN to elments of JKe] for element 24 in Fig. I will

NG -" contribute to the (67. 109) el m t of [].

tzN4 ) - - -

II X( 2X N1 I x x

XN3" y N2  x x x ,x x

X x X " x x x I z 2
- I- R - -

Nix K x x

Fig. 3 - Ilment P-x diagram for irregular N12  x x K
element with terminal point irregularity

(18)
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THE MASS MATRIX pal axes lie along the axes of the joint free-
dom coordinate systems is given by eq. (20) in

The global mass matrix [M] for the crank- which qi-Ni-No designates the generalized coor-
shaft is formed as a discrete mass matrix or as dinate corresponding to the external joint free-
a consistent mass matrix. In both cases the dom x(). p is the mass density (kg/m!)or lbf-
global mass matrix is the sun of two global mass sec2 /0iw). The radii of gyration are kn-(L/4)

2

matrices: +ki about any axis normal to the element axis,

(M] - [N1] + [M2] (19) where n-l, 2, 3 designates axes X,Y,Z; kcn is
the centroidal radius of gyration of one-half

where [M] is the contribution of the element of the element about the axis designated by n.
masses and mass moments of inertia to the global When element data are read into a computer pro-
mass matrix, [M2] is the mass matrix consisting gram, the nonzero elements of [MelD are formed
of the masses and mass moments of inerita of the and stored to the locations of the global mass
externally mounted and concentrated objects on matrix designated by the global joint freedom
the crankshaft such as the gears, flywheels, and numbers ql=(NI-No), q2-(N2-No)..... q1 2=(N12-No).
pulleys. Since in general objects are mounted When qi<0 and qi>Ng, the mass matrix element is
on a crankshaft having their principal axes discarded since qi 0 defines a neutral coordi-
parallel to the external joint freedom axes, the nate freedom and qi>Ng defines a restrained
products of mass inertia will vanish and [M2] freedom. Tapered elements are approximated by
matrix will be a diagonal matrix. Depending on straight elements using the centroidal proper-
the number of externally mounted objects and the ties. The effect of element rotary inertias on
number of generalized coordinates used, some of the natural frequency of a system is very small
the diagonal elements of [M2] may be zero. No and negligible in many instances. To neglect
diagonal element of [M] can be zero, however, the effect of a rotary inertia, the correspon-
For example, in the system show in Fig. 1, the ding joint freedom is considered a neutral coor-
mass of the gear at Z would form the (74, 74), dinate freedom or restrained depending on the
(76, 76) and (77, 77) elements of [M2] being model used. If a torsional freedom is used as
lumped to the similarly numbered generalized a neutral coordinate freedom, the torsional ro-
coordinate freedoms which correspond to the ex- tary inertia at the location is neglected, but
ternal joint freedoms xxos, x10 7 , and x10 e. the shear deformation still occurs, and the glo-
mk 2 x, k2y and mk2z will form the (37, 37), bal stiffness of the system has the effect of
(38, 38), and (39, 39) elements of [M], respec- shear deformations.
tively, corresponding to the external joint
freedoms Xs, xls, and x70 , respectively. m is Consistent Element Mass Matrix.
the mass of the gear; kx, ky, and kz are the
radii of gyration about the axes designated by The consistent mass matrix is a discrete
the subscripts, mass matrix consisting of the effects of pro-

ducts of inertia, and it is the best approxima-
The mass matrix [HI] may be formed in two tion for the continuous mass model [9, 10, 12].

manners; either as a discrete mass matrix or as For the spatial finite line element used in this
a consistent mass matrix. As a discrete mass article, when the X or X axis lies along the
matrix, [M] is a diagonal mass matrix for element line, the consistent element mass ma-
crankshaft@ such as the one shown in Fig. 1. trix [Me]cx is given by eq. (21), where ri-Jt/
Diagonal elements of [MI] can be formed without (3A), Jt being the torsional constant of the
the need for a discrete element mass matrix, element cross-section, rz=L2 /105+2k2/15 r3-
although an element mass matrix simplifies the -13L/420+k4/10L, r4.-L/140-k;/30, rs-LI/105
process by ?he aid of a computer. As an example, +2ki/15, r6-11L/210+14/10L, rW713L/420-k v/lOL
consider the generalized coordinates at point F re=13/35+6kz/5L , r;-9/70-64/5L 2 , rio-13/35
in Fig. 1. Lumped to the generalized coordi- +6k/5L2, roi--llL/210-k4/l, r2 29/70-6k/5L2

nates xgS(XI,) Xg.(1I,)., X 42(f73), td xg. r13-l3L/420-k;/l0L, r1l= -L2/1
40-kz/10. ky and

(x7) are (nks ukgx)/2, flmsksy4mk, )12, ms kz are the centroidal radii of gyration of the
a4)/2, and (ms m)/2, respectively, ere ms,ms element cross-section about Y(or Y') and Z(or
are the masses of elements 5 and 6. ks and k6 Z') axes, respectively.
are the radii of gyration of one half of ele-
ments 5 and 6 on the sides of F, about F. ksy For the elements that lie along a Y or Y'
and k_ are the radii of gyrations of these axis, the consistent mass matrix given in eq.
elemenT masses about the Y axis. No rotary in- (21) takes a different form since the principal
ertia about Z axis is considered since X17 is axes of the element cross-section lie in a dif-
not a generalized coordinate freedom. When a ferent joint freedom reference system. Thus,
sufficient number of masses are used in a dis- [He] ] is given by eq. (22) where rls-L 2/105
crete mass model almost exact solution results +2k2/15, ri-L 2/l-k/lO, r2/ =13/356kx2/5L2 ,

are achieved [14]. r1e-9/70-6kx/5L 2, rig-13L/420-k/10L, r20-llL/
210+kx2/10L, r2l-13L/420-k;/lOL, and kx is the

Discrete Element Mass Matrix. centroidal radius of gyration of the element
cross-section about the X axis.

The global discrete mass matrix [M ] can be
formed as the superposition of discrete element When the effect of rotary inertias is to
mass matrices. Thus, the discrete element mass be neglected, kx , ky, kz , and Jt are set to be
matrix [Me]D for a regular element whose princi- zero in the element data.
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q\ q2 qs q4 qs q6 q7 qe q9 qio qji q12

qj ki

q" k _

q3 ki
q4 k24

qs k1

e D  2- k, (20)
q7

q qi qz q q• qs -q q7 qe qe qio qil qia

q1  ri :r1 /

q2 r2 ra, rnir
q q, q I q . q5_qs q7 rq# r6 rz q 9.q

qI rl/2 ri

q r2 r2  r7 -r31
qs rrr7-i

[Meic aAL q6 r14 rs -r,3  -rs (21)

q7 1/3 1/6

qr -ri3 rg rs

q9 ril r7 r1o r12

q1o 1/6 1/3

qii r13 -r6  r9  re

2 rs -ri 2 ro

Element mass matrix for an irregular crank- crankshafts, straight shafts, and the machine
shaft element is the san as given by eqs. (20)- in which they operate. Incorporating a flexible
(22) depending on the type of model used, since bearing in the dynamic model of a crankshaft
the irregular element is of circular cross-sec- merely introduces restrained linear regular ele-
section. ments, and it may cause some regular shaft ele-

ments to become irregular elements. Shown in
MODELINC FLxisLE SUPPORTS Fig. 4(a) is a portion of a crankshaft mounted

on flexible bearings at A and D, where it i

Flexible supports tend to reduce the criti- assumed that the bearings are linear springs
cal speed level of a crankshaft. When a bearing experiencing axial deformations only in Y and
housing is mounted on flexible mounts for the pur- Z directions under the radial loading. Ki and
pose of absorbing vibration, the rigidity of the K2, for example, represent linear spring rates
support is lost and an appreciable amount of re- of the support at A for loading in Z and Y di-
duction in the critical speed is observed. Hence, rections, respectively. In the finite element
it becomes important to know the reducing effect model they are bars experiencing axial defor-
of flexible bearings on the operating speeds of sations only. Thus, bar AS and AC experience
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q q1 q2 q3 q% qs qg q7 qe q9 q1o q1x q12

q1 ris rig r20  r21

q2 r, r1/2

q3 rs r1 4 -rG -131

q4 rig ris -r21 -r20

q9 r1/2 ri

[NeaC  -AL qs r14 rs rig r2 o (22)

y q7 -rG irs r s r-

qe 1/3 1/6

q9 r20 -r2i r17 rig

q4 --r1r - - r* 
qii !1/6 __1/3 ___

q12 r21 -r20 rm r7

joint freedom Xss and xs, respectively. All any number of rigid or elastic supports. The
the other freedoms on these elements are re- program form the global external stiffness
strained. The shaft experiences all three ro- matrix [K] t i the global generalized coordinate
tary freedoms at the support; xse. xsx, xs 2 . element mas matrix [Ni] as it reads the elemnt
At support D the only difference is In that the data one element at a time where the type of ele-
shaft is permitted to experience axial play In ment mas natrix to be used must be defined for
the bearing housing due to the linear freedom each element. The nonzero elements of the exter-
xgoo that the joint of the shaft experiences. nal load mss matrix [M2] are read separately in
Ends of the bars representing the springs do an array in the order of the corresponding gen-
not experience linear freedoms in the X direc- eralized coordinates. The program inverts [K]
tion. When preparing the element data for and partitions it according to No and Ng to de-
these spring bars, Ei , Ai, and Li values must termine [8g], then forms [Dal and solves eq. (4)
be assigned to render K1 o EiAi/Li. for A, and (R1 )x for the fundamental critical

speed of the crankshaft. It reduces [Dm] by eq.
If the bearing housing experiences a con- (5) and solves eq. (4) for the higher mode fre-

siderable mount of rotational deformations quencies and the corresponding mode vectors as
about X, Y, and Z axes, rotary freedoms such as many as desired.
those designated by (*), (**), and (***) for
the spring element AC are considered active Element data requires E, G, Ix. 12, J. X, Y,
freedoms, respectively, within the neutral coor- Z, p global joint freedom numbers N1, N2, ... ,
dinate freedom. In that case the spring ale- N12 . identification number designating if the
ment is a cantilevered beam element experien- element is regular or irregular, e if there is
cing flexural and torsional deformations, and any. identification number designating if dis-
the elment data must furnish G, 1x, 12, and J crete or consistent element mass matrix is to be
values also to render the flexural and torsional used, kx. ky, kz, kG1 , kG2 , kG3 if required.
spring rates of the bearing housing in the res-
pective directions. In Fig. 4(b) elements 11
and 12 are regular elements. However. elements NUMERICAL EXAMPLE AND EXPEIMENTAL RESULTS
15. 23. and 24 are irregular elements, and in
their statics matrices given by eq. (17) one A very flexible unbalanced crankshaft, sup-
must us* 601, So -B1 , and 0-B2, respectively, ported by four ball bearing supports, having

three equally spaced throw of different crank
radii and carrying three externally mounted disks,

COMPUTE PROGRAM shown in Fig. 5, was designed for experiments to
verify computer solutions for different finite

A digital computer program in FORTRAN IV element-dynamic models at low speeds. The crank-
lsnguage is prepared to perform the frequency shaft was driven by a variable speed drive motor
analysis of crankshafts having any nonuniformity
along the shaft and along the throw sides, any * The copy of the program is available for
number of throw and externally mounted objects, the interested reader.
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NO AXIAL PLAY
Z:, X OF JOUR NAL

' AXIAL PLAY

OCCURS
a

(o) PORTION OF K 02A CRANKSHAFT K2

' .8tIRREGULAR
C ~ ~ "ye ' K4EUA ,..

(b) FINITE ELEMENT "
MODELF ,,

Fi9. 4 - Modeling of FlexLble Supports

to which it was connected by a flexible coupling. ties and the critical speeds for the first four
LWVEJOT No: L-lO0, of torsional stiffness 5156 modes are given in Table 1 for each case.
in.-lbflrad. The whole crankshaft assembly vas
mounted on a steel frame. See the experimental Case 1. Pure torsion of shaft elements about

~setup in Fi,. 6. Material is steel of density the I axis considering linear freedoms on the
0.28 lbf/in. , E-30 x 106 psi, Coil x I06 psi. throw Joints in the Z and ZV directions as gem-
Shaft portions and crank pins are connected to erelized coordinates since throw and crank pin
the throw aides by silver soldering. Using 45 masses contribute to torsional moment. Rotary
elements and the aforementioned digital compu- inertia of the externally mounted disks about
ter program, the frequency analysis of this the I axis are considered along wilth the throw

: crankshaft was performed for several dynamic masses contributing to torsion. Shaft elements
- models to investigate the effect of different experience no flexural and axial deformation;

system properties. Figure 7 shows locations of throw and crankpin elements experience no axial
~Joints. These models are considered in eleven deformation, no linear freedom and flexural ro-

cass described in the following. The frequen- tation in the KY and X'T' planes. Np-93, No=n42,
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Fig. 5 - Geometry and the Dimensions of the Experimental Crankshaft

N -51. Discrete mass matrix is used. The sam- axial deformations. No flexural and torsional
ple P-x diagram for the reference throv is shown rotary inertia of elements and externally moun-
in Fig. 8(a), where the element AB is the flex- ted disks are considered. Only masses of the
ible coupling element experiencing torsional de- elements and disks are considered. This, cer-
formation only in all cases. tainly considers Inertial torque effect of throw

sides and crankpins. Np-214, N8-79. Figure 8
Case 2. This is the same as in Case 1 but in- (b) shows the sample P-x diagram for this case.
cluded are the torsional rotary inertia. of the Discrete mass matrix is used.
shaft elements. The corresponding freedoms such
as xi to xe in Case 1 are included in the gen- Case 4. In addition to masses considered in
eralized coordinates. Np-93, N85 66. Discrete Case 3, this case includes torsional rotary in-
mass matrix is used. ertias of the shaft and crankpin elements and of

the disks. No flexural rotary inertia is con-
Case 3. In this case every element experiences sidered except those of the elements on the
torsional and flexural deformations except the throw sides about the X and X' axes contributing

Fig. 6 - Experimental setup: Textronix Type 562 oscilloscope, Perkin M377 power
supply, Berkley 7160 electronic counter, EILCTRO 3060 N magnetic pick-up,
vibration pick-up General Radio 1560-P52, vibration pick-up on the second

bearin, vibration meter General Radio 1553-A
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X L2

LARGE MASSES RESTRAIED FREEDOMS SHOWNREPRESENT EXTERNAL ARE FOR CASES 3 TO 7

LOAD DISKS NNHE

(I iL. =2. r

Fig. 7 - Joint locations and the restrained Joint freedoms in Cases 3 to 10

to the torsional rotary inertia of the shaft. freedom. The rotary inertia of a throw side
Torsional rotary inertans of the throw side ele- about the axis of the shaft is lumped to rotary
ments are not considered. Np- 2 14 , Ng-1 2 4 . freedom at the joint connecting the throw to the

Figure 8(c) shows the sample P-x diagram for shaft. Np=.27 and 3 gi- 2 7 . The P-x diagram for
this case. Discrete mass matrix is used.* this case for the same portion of the shaft i

give in Fig. 8(e). There are ways of forming

Case 5. Zn this case the masses and flexural equalent straight shafts to replace the crank-
rotary inertains of the shaft elements,* crank- shafts, which are somehat of rule-of-thumb type
pins, throw side elements and external load arbitrary procedures and considered in Case 9
disks are considered. Ho torsional rotary in- [1, 17]. The modeling of the crankshaft in this
ertila is onsidered except those of the throw Case offers a rational way of reducing a crank-
side elements since they contribute to flexural shaft into an equivalent straight shaft whose

deformations of shaft and crankpin eleents, torsional frequency may also be determined byFpi2 14 and 169. Figure 8(d) shows the sam using finite element techniques incorporating-x diagram for this case. Discrete mass a-pi is le element * on s tehu is

trix is used. given In F 4]).Discrete mass matrix is used in

this case.
Case 6. In this case masses, torsional, and
flexural rotary inertias of every element n the Case 9. In this case the straight shaft equiv-

model and of the exteral load disks are con- alret torsional model of the crankshaft i sti-
sidered. t p-ia- 2 14 . Discrete as matrix is lr to that of Case L, but the throw i replaced
used. by an equivalent shaft portion using the rules

given in (1] and [17] which are formulated to
Case 7. This is sa in Case 6, but consistent reduce the torsional frequency of the equivalent
elmnt ass matrix i used alon8  with the dle- shaft considerably to achieve conservative re-
crete external load mass matrix -Hal. The sults and overdeslne , and are suited for crank-
masses and rotary inertas due to extensions at shafts having small crank radii and thick throw
throw-shaft and throw-crankpin joints are con- sides, where the crankpin and thr sides are
siderad as discrete masses in their proper reduced to shaft portions of digmeter on the
directions in Na]. Np-2 14 and 1g 2l4 . side of the throw or of the crankpin (as used in

this case). The sum of the rotary inerias of
Case 8. n this case the crankshaft is reduced the crnkpin and of e throw sides is lumped
to an equivalent straight shaft experiencing to the joint at the center of the equivalent
torsional dformations only, where a throw is portion. In this case the freedoms at the throw
replaced by its crankpin introducing one ddit- sides are not generalied coordinates, altough
tional joint at the midpoint of the crankpin for they may exist due to diameter change along the
each throw. The rotary inertia of the crankpin equivalent shaft. Thus, 1 r 2 1 and thick. The
about the axis of the shaft, that is, its cen- rule of w1 recomeends the" length of the equiv-
troidal moment of inertia s*out the X axis plus alent shaft portion replacing the throw to be
the product of its mass with the squasre of the about the langth of the throw. The frequencies
crank radius, is lumped as the torsional rotary for the models obtained using the rules of [
inertia to the nly introduced torsional joint and [17] are gien in Table 1.

87

tionallil jon at' th mipon of the crnki for they0' my exs due to dimee chang aln th..e - ":



ACTIVE FREEDOMS ROTARY FREEDOMS
ARE SHC)ONL FREMEDO 4 NEAR *5? 59
(a) (e)ONLY NJMBERS 94 FREEDOMS .  , ,

(o) ~ ~UE INS 9 E 46 56--O--. ,t

(b_ 1> 2
Np ~ ~ (d -9f3, 12 5414 nL-

1 2 6 47 1 61 13 5

B1 1 15 1 56

11 20 L40 7 1S?
1 14 0 2 1 5 1 54 2 6 152141 24 115142 4

215 139 20 1 4 1 3

'5 -~ ' , 6 5

13 ) for C1s 1,5S5 (b) 14 as 3, If a

a T t sm a13 TO t14e et eslts.
-- 2 -: 5 943 I0 5 14 25 .. -1

'  
8

sinlstfns of th fleibl oulin s r7 e- ,: / ,, % ,o

. b r. R u i 215 14 t 4h T r t coptic1bet spiu f t i

th mt p of the , 1 se ondbain frmteltwa

Na th s 1am TO 214) a ed i ri o mt (
s a n f i e g 6)I-ndlot ed

94 6 51 143 as Is?
25 215 2 5 21q t 5l 144 410 0

25)215 1 15 4 6 151

138 N47215F

supprt InPig. 8, wherpe the spingrats f ohe fs theo acelration ot w the actual criti

b n c at Cs , 2 in case d f the sa to b 1 r
Fct r 00 6 e 4 d he f p a 3 r w d

lbfe/i. Ths effethof fleie supprse onte ntiebevbrtobfthultt the top-Epeieof esls

operatable critical speed of a shaft is the spti frame.

noticeable. h mltd ftevria ceeaino

1he a5 21

Case ~N 024 This TO 214) sae1 6e63u 1 he maue yvbainmee seteeprm
supports~~~~~~~~~~6 11%1 Iosdrdfeil n r e- tlstpi i.6 ltte ihrsett
placed~ ~ byto1ns pig aha hw tte rn pe p 6. nPg .Tepa

supotA nFi . 46 2hr th spigrtso:f0 eaclrtinpo hw h culcii
both. 4pil at eahspots ,G ,ad 6i a pe ftesaf ob 30r9 r11

Fig.~ ~ ~ ~ 4 75rsetvey r 00,8060,40rd.Thfispekt13rewsdeoth
lbf/in.~ ~ ~ ~ 5 5he efe4 6of ?lxll suprso146oieal irto ftelt ttetpooperatable ~ , crtis spe fscrnsatistesporigfa

Ifot0ice5a4b0le.

9 141 14 25 14 46 1



Discussion of the Results. UFERZS

Studying the results for different dyn mc 1. J. P. Dn Rte, Mechanical Vibrations, pp.
models given in Table 1 following conclusions 184-200. McGraw-Hill, New York 1956.
can be drawn. Any of Cases 6 and 7 is a com-
plete and moat reliable modal. Comparison of 2. R. K. Vierck, vibration Analysis, Second
Cases 1, 2. and 6 shows that the system to pri- Edition, pp. 333-357, Harper and Row, pub-
marily torsional. However, comparison of Cases 1lobers, Now York, 1979.
3 and 5 with Case 4 shows that maintaining the
flexural flexibility of throws is most desirable. 3. N. Shaikh, "A Direct Method for Analysis of
The model of Case 8 appears to be a reliable Branched Torsional Systems," ASKE Paper No.
equivalent straight shaft model of a crankshaft 73-DrT-134, four pages.
for the determination of the fundamental crit-
ical speed of the crankshaft. A healthier and 4. C. ageci. "A Computer Method for Computing
rational one in comparison to those of conven- Torsional Natural Frequencies on Nonuniform
tional rules, since the model of Case 8 Is Shafts, Geared Systems, and Curved Asseabl-
entirely dependent on the crankshaft geometry. Los." Proceeding of the 3rd OSU Applied
it leads to error on the unsafe side for the Mechanisms Conference, Stillwater, Oklahoma,
higher mode critical speeds. 1973, pp. 40.1-40.15.

Comparison of Cases 6 and 7 with Case 8 5. V. F. Gross, and V. F. Yanushevskaya. "Nat-
also shows the considerable effect of the fle- ural Frequency Analysis of Crankshafts Using
ural properties of the crankshaft on the higher Three-Dlmensiotal Bees Elements by the Method
node critical speeds. of Orthogonal Dynamic Joint Equilibrium Vec-

Flexible coupling and slap in belts, tor," Zsvestlya Vygshtih Uchebnykh Zavedenii

chains, and clearances in Seared connections Mahinontnreni, No. 8, 1971, pp. 34-39.

tend to make the crankshaft behave as a free-freesystm t thedircttc of he oretenl6. 3. L. Kmner and S. V. Nsterova, "Critical
free system in the direction of the torsionalSpeStdofCnkhtsiTerSail
freedom along the shaft axis, and drastically Speed Study of Crad afts In Their Spate,

reduce the operable critical speeds of the crank- foms Using Nyklestad Iteration TechnMue,"

shafts. Case 10 illustrates the phenomena. The Xzvea V s N co hbVkh Zveden7l pa-
fundamental critical speeds for Cases 4 and 5 hinostrvnie, go. 9, 1974, pp. 22-25.
with the reduced torsional stiffness of the
flexible coupling were 2159.10 and 1400.84 rps, 7. C. agci, "A Computer Method for Computing

respectively. Conventional methods of forming Critical Speeds of Nonuniform Shafts on Many

equivalent pure torsional models for crankshafts Rigid or Elastic Supports," Proceedings of

appears to be arbitrary and my lead to over- the 3rd OW Applid Mechani Conference,

designs, as seen in Cases 8 and 9, or they say Stillwater, Oklahoma, 1973, pp. 39.1-39.13.

lead to unsafe designs. The effect of flexiblesupports on the critical speed level Is reduc- S. S. Ralaycio8u and C. Bagel. '%tteraination
tpon as seen in Case 11. of the Critical Operating Speeds of Planar

Mechanisms by the Finite Element method Using

Planar Actual Line Elements and Lumped Mass

CONCLUSIONS Systems ," rans. A3W, Journal of Mechanical
Design, Vol. 101, No. 2, 1979, pp. 210-223.

The method of determining critical speeds 9. J. S. Presmienieckl, Theory of Matrix Struc-
of crankshafts using finite line elemnt method tural Analysis, pp. 287-309, McGraw-Hill, New
considering the throws in their actual geometries York, 1968.
presented in the foregoing with experimental
verification is a very efficient, reliable, and 10. J. S. Archer, "Consistent Mass Matrix for
powerful tool for the dynamic design of indus- Distributed Mass Systems," Proceedings of
trial crankshafts. Farewell to costly test-and- ACS, Journal of the Structural Division,
modify type conventional designs based on exper- Vol. 89, No. 5T4, 1963, pp. 161-178.
isents on prototype models. Modeling@ in Cases
6 and 7 are the most recomended ones. When
only the fundamental critical speed is of the 11. i E. Sholl, "Dmamic Analysis of Three-
prime interest, the modeling of Case S offers a
very simple tool which can also be handled with Journal of the Structural Division, Vol. 98,

finite element techniques using simpler elements ST1, 1972, pp. 401-406.

[4). 12. F. Venancio-Filho, "3-D Frme Vibrations by

It is hoped that the contents of the article Consistent Mass Matrix," Proceedings of ASCE,
and the computer progam mde available will be Journal of the Structural Division, Vol. 99,

of value for the practicing engineers and the ST9, 1973. pp. 1965-1969.

teachers of mechanical design. 13. C. Baci and S. Kalaycloglu. "Elastodynamics

of Planar Machanimm Using Planar Actual
Finite Line Elements, Lumped Mass Systems,
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Matrix-EpLonntial Method, and the Method 16. C. 1agci. "Elastic Stability and Buckling
of 'Critical-Geemtry-KLtmto-liasto-Statice' Loads of Three-Dimensional Nonumiform
(OMM)." ?rans. AMEN, -Journal of Mechanical Framed Systems by Finite Element Method
Design, Vol. 101. No. 3, 1979. pp. 417-427. Using Spatial Line Elements," computers

and Structures, Vol. 10, No. 5, 1979. pp.
14. C. K. Wang. Computer Methods in Advanced 731-743.

Structural Analgsis, InText Press, Inc.,
pp. 14-23, New York, 1973. 17. J. M. Siegel, V. L. Maleev and J. B.Harman.

Mechanical Design of Machines, pp. 394-400.
15. C. K. Wans. matrix Methods of Structural International Textbook Company. Scranton,

Analy s, Second Edition. pp. 268-282. Pennsylvania. 1965.
International Textbook Company, Scranton,
Pennsylvania. 1979.

TABLE 1

Frequencies and the Corresponding Critical Speeds of the Experimental Crankshaft
for the First Four Nodes for the Eleven Canes Studied as Computed by the

Analytical Finite Element Method

NIBER OF FREQUENCY - MDDE NUMBERS
ELEMENTS w(rd./s) 1 2 3 4

Np A31D CRITICAL
Ns SPEW (rpm)

45 159.18 513.73 816.11 1586.04

51 rpm 1520.06
4593 w 143.01 469.71 867.25 1423.68

66 rpm 1365.64

3 214 w 185.29 441.64 474.17 709.7
79 rpm

424 w 249.66 287.50 474.56 617.634 214 3
124 rpm_238.0

214 w 185.28 407.95 437.38 704.55

169 rpm_1769.29

6 45S 45 _ 140.48 390.26 431.46 440.26DISCRETE-  214

MASS 214 rpm 1341.49
7 45CO7SISTlNT 214 w 141.03 392.47 435.23 446.61

MASS 214 rpm 1346.74

8
EQUIVALENT 27

PURE TORSIONAL 27 w 140.29 418.85 767.94 1248.84

EDUCTION 27 rpm 1339.67
9 21
9NVENTIONL 21 w[ 1] 123.60 339.78 608.16 988.34CONVENIONAL 21 w[171 112.36 "T08.89g 552.88 801

PURE TORSIONAL 21 ~~~i 1 WI~
10

IN CASE 6 WITH 45 111.09 387.99 428.54 439.22
BLI COUPLING 214 rpm 1060.83

TIFFNESS OF 3000 214
Ln.-lbf/rd.

11 45
IN CASE 6 WITH 214 w 96.22 272.91 308.19 323.72

EXIDLE SUPPORTS 1 214 rpm_918.8
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2500 0 EXPERIMENT

FUNDAMENTAL
CRITICAL SPEED:

S2000- =1350 rpm

0
;1500

SHAFT SPEED
BECOMES THE

* SAME AS THE
S1000- FREQUNCY OF

THE FRAME
'0 PLATE HERE

W 500- V.

CRANK SHAFT SPEED(rpsHz)

Fig. 9 - Acceleration amplitude measured at the top of the second bearing
at different speeds of the experimental crankshaft

shown in Figs. 5 and 6, depicting its critical
speed to be about 1350 rpm
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DYNAMIC ANALYSIS

A PARAMETRIC STUDY OF THE IBRAHIM TIME DOMAIN

MODAL IDENTIFICATION ALGORITHM

Richard S. Pappa
Structural Dynamics Branch

NASA Langley Research Center
Hampton, Virginia

and

Samix R. Ibrahim
Department of Mechanical Engineering and Mechanics

Old Dominion University
Norfolk, Virginia

The accuracy of the Ibrahim Time Domain (ITD) identification algorithm in
extracting structural modal parameters from free-response functions has
been studied using computer-simulated data for 65 positions on an isotropic,
uniform-thickness plate, with mode shapes obtained by NASTRAN analysis.
Natural frequencies, damping factors, and response levels of the first
15 plate modes were arbitrarily assigned in forming the response functions,
to study identification results over ranges of modal parameter values and
user-selectable algorithm constants. Effects of superimposing various
levels of noise onto the functions were investigated in detail. A partic-
ularly interesting result is that no detrimental effects were observed
when the number of computational degrees-of-freedom allowed in the algo-
rithm was made many times larger than the minimum necessary for adequate
identification. This result suggests the use of a high number of degrees-
of-freedom when analyzing experimental data, for the simultaneous identifi-
cation of many modes in one computer run. Details of the procedure used
for these identifications are included.

INTRODUCTION An additional future use of experimen-
tally determined modal parameters, of

A fundamental problem in experi- current research interest to NASA, is in
mental structural dynamics is the accu- the active attitude control of large
rate determination of parameters space structures.
characterizing the important vibration
modes of a test structure. These param- Obviously, the applications and
eters--natural frequencies, damping corresponding accuracies which are re-
factors, and mode shapes--are used for quired of these data vary considerably.
a variety of purposes, including: Results adequate for one use may be un-

acceptable for another. In addition,
1. trouble-shooting excessive accuracy requirements for particular

vibration or noise from mechan- applications may be difficult to quantify
ical equipment; and may be subject to error. Establish-

2. dynamic analysis of portions ing the adequacy of experimental modal
of a structure that are too data still often includes a judgement
difficult to model analytically; of whether the most accurate set of data,

3. refinement or verification of within an allocated period of time, has
an analytical model; and been obtained.

4. direct calculation of dynamic
loads or response levels that Before the widespread use of mini-
a structure may experience computers in the laboratory, modal test-
during operation. ing and analysis were conducted almost

exclusively with analog instrumentation.
As the advantages of digital computation
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because apparent, many data analysis histories at each response measurement
techniques that had been developed on the point, in addition to the measured ac-
analog systems were simply converted celeration time histories. This approach
to their digital counterparts. These was later abandoned in favor of a more
techniques are, in fact, still used today straightforward method [3] in which any
in successfully measuring the dominant one of displacement, velocity, or ac-
modal patterns of "well-behaved" struc- celeration free-response functions are
tures. Accompanying the conversion to used in an eigenvalue solution scheme
digital-based laboratory equipment was to obtain the desired modal parameters.
an increased use of random force, as This newer procedure is referred to in
opposed to sinusoidal force, for exciting this paper as the ITD ("Ibrahim Time
test structures. This trend was closely Domain") algorithm. The term "free-
related to the revolutionary switch in response" function is used throughout
the late 1960's to fast Fourier trans- this paper to denote any of three time
form (FFT) methods for rapidly computing response forms which may be used in the
frequency-domain characteristics of ran- identification algorithm: actual free-
dom response signals. Although many decays measured following random excita-
structures are still tested with the tion of a structure; unit-impulse-
classical multiple-shaker, sine-dwell response functions formed by inverse
approach, the majority of experimental Fourier transformation of frequency
dynamists now select the faster random- response functions; or "random-decremenP
force methods for modal testing. functions [4] computed from random

operating time histories.
A standard step in the data-reduc-

tion phase of most modal test programs The ITD algorithm has been used
is the computation of frequency-domain to analyze test data from several struc-
characteristics of the measured struc- tures[7,eg]. As now implemented, the
tural responses. In controlled ground identification process is a "blind" tech-
vibration tests where the input force(s) nique, requiring a minimal amount of
as well as the responses can be accurate- operator input to compute parameters
ly measured, acceleration/force frequency for many modes from a set of free-
response functions are usually formed; response functions. A large number of
in cases where the input forces cannot be structural modes, often 20 or more, are
measured, the response information alone identified in a single computer run. In
is used. Many single- and multi-degree- general, the parameters computed for the
of-freedom algorithms have been developed dominant modes of these structures agreed
to identify the structural modal param- well with those obtained by other methods.
eters by curvefitting analytical expres- Parameters for modes identified by the
sions to these data 11]. Single-degree- ITD analyses, but not determined with
of-freedom methods use a few data points other analysis methods, however, lacked
near each resonant frequency for quickly verification and their accuracy was
estimating the modal parameters of one rightfully questioned.
mode at a time. Because in these tech-
niques it is assumed that the overall The work reported in this paper was
response near each resonance is dominated initiated to help interpret these experi-
by the characteristics of a single mode, mental results. For this study, compu-
however, the degree of modal coupling in ter-simulated free-response data, for
any frequency interval significantly linear, multi-mode models with known
affects identification results. On the modal parameters, were processed with
other hand, multi-degree-of-freedom algo- the ITD algorithm. The identified para-
rithms, developed to identify the param- meters were used to quantify the ability
eters of several modes simultaneously, and accuracy of the identification pro-
nearly always work well on data that can cess, to look for anomalous numerical
be reasonably analyzed with single-degree- behavior under severe identification
of-freedom methods, but may differ appre- conditions, and to compare results for
ciably in more difficult cases, ranges of the few user-selectable algo-

rithm constants. The modeling approach
Various aspects of using time- consisted of constructing free-response

domain response data rather than frequen- functions for 65 positions on an isotro-
cy-domain functions in the experimental pic, uniform-thickness rectangular plate
modal identification of structures excit- by the linear summation of the free-res-
ed by random forces(s) have been dis- ponses of the first 15 analytical modes.
cussed previously by Ibrahim [2-6]. An The mode shapes were obtained from a
early multi-degree-of-freedom time-domain finite-element analysis, and modal fre-
identification procedure [2] required quencies, damping factors, and response
numerical integration (assuming the levels were arbitrarily assigned for
measurement of acceleration responses) each desired modal model. Various
to obtain displacement and velocity time levels of noise, calculated on an rms-
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percentage basis, were superimposed (At)3  time increment between data in
onto the free-response functions, upper and lower halves of the

response matrices
Techniques for obtaining distortion- AT an arbitrary time increment

free sets of free-response functions e a small uncertainty in an
from experimental measurements, an eigenvalue determination
important phase in the modal identifi- ek angular position of k'th
cation process when the ITD algorithm eigenvalue in the a-b plane
is used, are not addressed in this paper Ak characteristic value of mode k

I]I a matrix of complex exponen-
Somewhat new terminology is used in tials

describing the algorithm. To avoid con- Ok damping value of k'th mode
fusion in correlating the identifi- (- real part of characteris-
cation results with the usage of the tic value)
free-response data in the procedure, Ok2 damping value of k'th mode
complete details of the technique are using alternate method
included. The methods used in con- (t] response matrix whose rows
structing the free-response functions contain the free-response
and in quantifying the accuracy of functions
identified mode shapes are described [0] The [0) matrix delayed (At)1
in the following report sections. The {W}k complex eigenvector of mode k
remainder of the report contains a sum- [Y] matrix whose columns are the
mary of the identification results. system's eigenvectors
These data illustrate typical identifi- 01J the [Y] matrix with responses
cation accuracies over a wide range of delayed (At)1
simulated modal models and user-selec- (wd) k damped natural frequency of
table algorithm constants. k'th mode (- imaginary part

of characteristic value)
(Wn)k undamped natural frequency of

LIST OF SYMBOLS k'th mode

ak + ibk k'th complex eigenvalue of [A] Abbreviations

R the "system" matrixEJT Transpose of [A] ZTD Ibrahim Time Domain (technique)
C a damping coefficient MAR Modal Amplitude Ratio
(C/Cc)k damping factor (fracti._i of MCF Modal Confidence Factor

critical damping) of k'th MSCC Mode Shape Correlation Constant
mode NCOL Number of Columns in [0) and

fk frequency corresponding to [9
k'th eigenvalue of [A] NST Number of (measurement)

fx multiples of the frequency Stations used in calculation
1/(2(At)3) of OAMCF

fw "folding frequency" based OAMCF Overall Modal Confidence Factor
on (At)1  R4S Root-Mean-Square (value)

i measurement station index SF data Sampling Frequency
j time index (- reciprocal of time interval
k mode index between data samples)
K a spring constant
m number of assumed modes

(- NDOF) THEORY OF THE IDENTIFICATION TECHNIQUE
M a mass
Nl,N2,N 3 number of time samples cor- The Eigenvalue Solution Approach

responding to (At)l, (At)2,
and (At)3  The characteristic equation for a

Po number of response measurements classical single-degree-of-freedom struc-
available tural system, governed during its free

s number of time samples in response by
each free-response function M
(- NCOL) N 9 + C + K x - 0 (1)

tj time instant j
T total time length of response is A2 M + A C + K - 0, and the general

functions solution form is x(t) = , eAt. For an
xij free-response of station i overdamped system, * and X are both

at time instant j real-valued; for an underdamped system,
(At)l time increment between the two they are complex, occurring in conjugate

response matrices, (M) and pairs.
RJ

(At)2  time increment in forming In the more common underdamped case,
"transformed stations" the roots of the characteristic equation
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are X - 0 ± i wd, where wd is the or simply
damped natural frequency in radians/sec-
ond, Wn . 'a2 + wd the undamped natu- [ [ (A] (4)
ral frequency, and C = 0/wn the damping (2m x s) (2m x 2m)(2m x s)
factor or fraction of critical damping,
C/Cc. Similarly, free-response values (At)1

For a linear multi-degree-of-free- later in time than those in Eq. (2),

dom system with m excited modes, the measured at the same stations, can be
free response of the structure at any expressed as:
(measurement) station i and instant of
time tj can be expressed by the sum- x + 1
mation of the individual response of each XiLJ (At)11
mode as:2m 2m A,

x (t ) = x .
k t  (2) k e .

k-l

where *iti and A are both complex = ik eX k(At) e Xktj

numbers, in general. Note that the sum-
mation extends to 2m since there are
2m roots of the characteristic equation.^2m 1 ik e Xktj

Free-response values for 2m sta- k i5
tions and s instants of time, calcu-
lated using Eq. (2), can be arranged or, in matrix form, for 2m stations and
into matrix form as: s instants of time:

X i x12  ... xls [3] = [i] [A] (6)

X21  X22 ... x~(2m x s) = (2m x 2m)(2m x s)

For s>= 2m, [] and [i] are
related through Eqs. (4) and (6),
eliminating LA], by:

X2m,l ... X2m, [A] [] -[T (7)

(2m x 2m)(2m x 2m) - (2m x 2m)

i11 *12 " ' 1 ,2m where

*21 022 *"' *2,2m [O]T [A]T _ [i]T (8)

-• (s x 2m)(2m x 2m) - (a x 2m)

Since the columns of [T] and [i] are*2mE " * 2m,2m X klAt) 1
L related from Eq. (5) by {T}k M e

{}k' the complete system can now be
placed in the form of a single eigenvalue

X A ts problem as:

X 2t X2 t 2  X2ts  [A]{O)k - e k Wk (9)
e e ... e

The matrix [A] is referred to in this
(3) paper as the "system matrix," and con-

tains information characterizing the
;2mtl X2mts complete set of modal parameters of the

e ... e system.
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The desired structuil (damped) corresponding to each of the shifts
natural frequencies and damping factors will be denoted hereafter by simply N1 ,
are determined from the eigenvalues of N2, and N3 , respectively.eAk(At)l

[A], e = ak + ibk, by: Figure 1 provides an example of
the placement of free-response data into

= 1 tthe two response matrices, assuming that
(Wd)k 2w fk tan(bk/ak) three response functions are available.

1_ In this example, NDOF and NCOL are se-
lected equal to 7 and 30, and the three
data shifts, NI, N2, and N3, are 3,

C- 1 in(ak2 + bk2 8, and 4. This figure should be used as
0k T n1 k k a reference in clarifying the definition

(10) of each of these five primary user-
selectable analysis constants.

aSolution Considerations

(C/Cc)k = Equations (8) and (9) are forms

k (WA)k whose computer solution have been studied
0in depth by numerical analysts. Eq. (8)

is an over-determined system of simulta-

The eigenvectors of [A] are the neous linear equations, and Eq. (9) is

desired (complex) structural mode an algebraic eigenvalue problem, where

shapes, the (2m) eigenvalues of [A] are

Equations (8) and (9) form1e e 1and the corresponding eigen-

basics of the solution approach: free- vectors are {I}k"
response functions are placed into the
rows of 4 and i; [A]T is obtained The "conventional transpose ap-
by a least-squares solution of Eq. (8); proach" of solving Eq. (8) consists of
and the complex eigenvalues and eigen- pre-multiplying both sides by [0] and

vectors of [A] are then found, to then solving for [A]T by any of several
which the system's modal parameters methods for the solution of 2m simulta-wheict sy ate dal pneous linar equations in 2m unknowns.are directly related. This is the approach used for the results

The dimension 'im' is referred shown in this paper. In particular, pre-

to throughout this paper as the "number multiplying Eq. (8) by [0] results in:

of allowed (computational) degrees-of-
freedom," NDOF. This term should not T] [O] T ) [A]T _ ([0] [$]T) (11)
be confused with the more widely used
meaning of "degrees-of-freedom" as
the number of independent spatial coor-
dinates necessary to define the motion Equation (11) was then solved by a stan-
of a system. The "number of assumed dard Gaussian elimination subroutine
modes" or the "order of the math model" u0] [a]T) matrix of coefficients.
are other descriptors that have been
used to denote this fundamental analysis Other methods are available forconstant. The matrix dimension 'sthe number of columns in [ I ma solving Eq. (8) which do not require
(ie,the number of mesamples] ed [the pre-multiplication of each side by
(i.e., the number of time samples usedbeen
from each free-response function), is developed for the express purpose of in-
referred to throughout as NCOL. The ceasing the epress urpose thematrices [4) and (3) are referred creasing the solution accuracy when the

matrices (matrix of coefficients, in this case
to as the two "response matrices." [4]T, is ill-conditioned; the pre-

Three distinct, user-selectable, multiplication will increase any ill-
time shifts are used in positioning over- conditioning of the coefficient matrix.lapping segments of the measured free- A limited number of comparison identifi-
response functions into the rows of the cations have been run using two other
response matrices. The fundamental time computer subroutines available for the

increment between all data placed into solution of Eq. (8), namely:

[f] and [I] is (At)1 . Two other 1. by singular value decomposition
time shifts, denoted by (At)2 and of the coefficient matrix using
(At) ,, will be discussed in the report Householder transformations,
sect ion entitled "Transformed Stations obtaining the isometric matrix
and Modal Confidence Factors." The [U] and orthogonal matrix [V],
number of consecutive time samples
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"Transformed Stations" and
such that [,JT=[u][Q][V]T, where

the singular values comprise the "Modal Confidence Factors"
diagonal matrix (Q]. The least-
squares solution is then formed Two aspects of the practical imple-
by [A]T-[V][Qt][U]T[0]T, where mentation of the method described thus
[Qt] contains the reciprocals of far, which have been discussed in pre-
the non-Zero values of [Q]. vious papers 12,3,5], are: (1) process-

ing data when the number of available
2. by using Householder trans- free-response measurements is less than

formations to perform the QR the number of rows in [t] (equal to
decomposition of the coeffi- twice the number of degrees-of-freedom
cient matrix, where [Q] is desired in the identification process),
an orthogonal matrix and [R] and (2) distinguishing those eigenvalues
is an upper triangular matrix, of [A] corresponding to the desired
The least-squares solution is structural modes from those eigenvalues
then formed as [A]T=[R]-I[QI]T corresponding to "noise modes," computed
[fp]T, where [Q] is partitioned whenever NDOF is larger than the number
in the form [Q]=(Q1,Q 2) with of structural modes contributing to the
[0]T= [QI] [J]. responses.

When the number of response measure-
ments that are available, say Po, is

In all cases run using these other methods, less than the number of computational
no changes in the computed modal param- degrees-of-freedom which are desired,
eters were observed to the precision used fewer than half the rows of (D] are
in printing the results shown in this filled by the original, unshifted,
paper. On the other hand, each of the response functions. Under these circum-
two methods described above required stances, "assumed" or "transformed"
considerably more computer memory to stations [2] are created for the addi-
implement using available FORTRAN sub- tional rows of both response matrices
routines than the conventional transpose by simply shifting the original functions
approach. In both cases, the [4]T and placed in the first Po rows by multi-
( )T matrices--each of size ts x 2m)-- ples of a second user-selectable time
needed to reside in core, whereas the shift, (0t)2: (At)2, 2(At)2, 3(At)2 ,
transpose method was implemented with etc., until the upper halves of both
two matrices of order 2m each. For matrices are filled. This process of
a typical s/2m ratio of 3 used in many adding transformed stations does not
of the identifications, selection of mathematically affect the eigenvalues of
either optional solution method required the system matrix, [A], assuming perfect
a factor of 6 times more core storage, identification. (If NDOF is selected

smaller than Po, only NDOF of the
The details of available tech- available response functions are used in

niques for the solution of Eq. (8) are the analysis.)
compiled in several numerical analysis
textbooks [8,9]. A subroutine pack The bottom halves of the two
containing a standardized set of computer response matrices are formed by duplicat-
code for implementing these methods is ing the upper rows, but delaying an
available [10]. additional user-selectable time shift,

(At) 3. The rationale for filling only
The numerical techniques for solving the upper halves of the matrices with

Eq. (9) are not as plentiful; the OR the available response functions (and
method advocated by Wilkinson [8,11), transformed stations) and filling the
is the accepted approach for determining bottom halves with a time-shifted form
the complete set of real and complex of the upper halves is based on the cal-
eigenvalues and eigenvectors of [A], culation of "Modal Confidence Factors,"
a fully-populated general matrix with to be discussed next.

*real elements. This is the method used
to obtain all results presented in this If two segments of a free-response
paper. A subroutine pack (12) con- function obtained from the same measure-
taining standardized code for the com- ment station, but separated by an
puter solution of eigenvalue problems arbitrary time interval AT, are placed
is also available., into different rows of the response

matrices, the elements in each computed
eigenvector of [A] corresponding to
these two rows, Jik and *tik, will be
related (again assuming perfect identifi-
cation) by:
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AkAT identified complex eigenvalue. To com-

ik =' *ik a (12) pact this information to a more manage-
able level, an "Overall MCF," OAMCF, is
calculated for each "mode" (that is, for

for each linear structural mode k. each computed complex eigenvalue) as the
percentage of Pc stations whose MCF

This fundamental property, Eq. (12), values are at least 95% in amplitude and
and the time-shift relationship between within 100 of 0.0 in phase. The OA4CF
the data in the upper and lower halves parameter, introduced for this study, has
of the response matrices, (At) 3 , are been found very effective in distinguish-
used in the calculation of "Modal ing the desired structural modes from the
Confidence Factors," MCF (5], devised "noise modes,* and is a fundamental part
to distinguish "noise modes" from the of the identification results presented
desired structural modes. The (complex- in this paper. Its value has been found
valued) MCF's for accurately identified to provide a good characterization of the
linear structural modes--one MCF cal- Po MCF's calculated for each mode and,
culated for each of the first Pc ele- in general, a closer examination of the
ments in each computed (complex) individual station-by-station MCF data
eigenvector of [A]--will cluster near was unnecessary.
unity in amplitude and near 00 in phase;
those calculated for "noise modes" The time shift (At)3 should not be
will be randomly distributed in value, selected equal to either (At)l or
To form the MCF's, the first Po ele- (At)2. If equal to (At)l , all MCF's
ments in the lower halves of the corn- will be computed as 1001 in amplitude and
puted eigenvectors are compared with 00 in phase, and be of no use. If
"expected" values for these elements, equal to (At) 2 , and at least one trans-
calculated using Eq. (12) by the product f~rmed station has been used, [0] and
of the corresponding p0 upper-half [0] will each have two identical rows
eigenvector elements andthe complex and Eq. (8) cannot be solved. Setting

Xk(At)3  (At)3 equal to one-half the value of
exponentials, e , where Ak are (At)2 has been found satisfactory in
the computed characteristic values. The most cases. To clarify the relationship
MCF is defined as the amplitude ratio and between these time shifts, refer again
phase difference between each of these to Fig. 1, which shows a typical place-
"expected" values and the corresponding ment of data into the response matrices
values computed by the eigenvalue when three free-response functions are
analysis. If the amplitude ratio is used.
greater than 1.0, the reciprocal is
taken. The phase angle is normalized to CONSTRUCTION OF THE SIMULATED
range between -1800 and 1800. Obtain-
ing KCF values near 100% in amplitude FREE-RESPONSE FUNCTIONS

and 00 in phase is certainly a necessary Mode shapes used in constructing
(but not sufficient) condition to indi- the simulated free-response functions
cate that an accurate identification of were obtained from a NASTRAN finite-ele-
a linear structural mode of the system ment analysis of an isotropic, uniform-
has been made. thickness plate with 8 x 24 square ele-

ments. Data for 65 stations were obtain-
This process can be thought of as ed by using the analytical mode shape

the comparison of two sets of eigen- data (for motion normal to the plate
vectors, corresponding to the same set only) from every other grid point in
of eigenvalues, computed simultaneously both directions, including the outside
for the system using two different border. The first 15 modes of this
segments of the available free-response analysis were used in forming the
functions. An important user advantage responses. For each desired modal model,
in obtaining both sets of eigenvectors a damped natural frequency, damping
in one eigensolution is that no effort factor, and response amplitude were
is needed to "pair up" corresponding arbitrarily selected for each mode. The
eigenvectors if somewhat different effects of randomizing the initial phase
eigenvalues are computed for each set of angle for all stations of each mode and
segments. A single eigenvalue set is of selecting other than 00 or 1800 be-
obtained using information derived from tween the stations in a mode (i.e.,
both sets of data, and the two eigen- complex modes) were studied for several
vector sets are correctly compared in the cases, and no changes in the identifi-
computer analysis with no user decisions cation accuracy were noted. Thus, unlei-ss
required. otherwise stated, the contribution of

each mode in the responses was represent-
An MCF is calculated in this manner ed as a damped cosine function multiplie

for each of the Po stations, for each by an appropriate (positive or negative)
mode shape amplitude constant.

49



That in, each free-response func- where T denotes the transpose and
tion was formed as the complex conjugate.

s _The 1SCC between two mode shapes15 Gkt r will always range from zero--for no
xi(tJ) - ik 0 coo (wd)kt resemblence of the two shapes--to 100%--

k=1 for perfect resemblence. Values inter-
mediate between 0.0 and 100.0 can be

(13) interpreted as the amount of coherent
information in the two compared mode

For this study, each simulated shapes.
free-response function consisted of
1000 data points calculated using The accuracy of identified fre-
Eq. (13), at a sampling rate of 400 quency and damping parameters was
samples per second. Uniformly distri- assessed by direct observation only.
buted noise was added to these functions
on a function-by-function, rms-percentage
basis, with the rms value of each noise- RESULTS AND DISCUSSION
free function calculated using all 1000
available data points. The mode shapes In processing a set of free-
used in forming each modal model were response functions with the identifi-
assigned to the 15 mode indices in the cation algorithm, five primary user-
order determined by the finite-element selectable constants must be chosen.
analysis. They are NDOF, NCOL, (At)l, (At)2,

and (At)3. Secondary considerations
For ease in interpreting identifi- include the selections of data sampling

cation results, the modal frequencies rate and analog or digital filtering
were arbitrarily selected for all models ranges, the particular stations to be
in this study (i.e., the natural fre- analyzed in one computer run, and the
quencies of the plate obtained from the absolute starting times of the free-
NASTRAN normal-mode analysis were not response data (i.e., whether any data
used). Many of the simulated models points are skipped at the beginning of
were formed by spacing the 15 modal fre- the functions). An optimum selection of
quencies every 2 Hz from 10.0 to 38.0 Hz, the analysis options is a function of
and setting the modal damping factors and the characteristics of the data being
response amplitudes equal for each of the analyzed, and *cookbook" instructions
modes. Each of these basic modal are difficult to develop. The results
models are characterized by a single to be shown in this section, however,
modal damping factor and noise per- provide guidelines for their selection
centage, and are referred to throughout and for judging the sensitivity of the
this paper for simplicity as *baseline choices, and illustrate identification
models.* accuracies which may be expected.

All results shown in this paper
EVALUATION OF IDENTIFICATION ACCURACY were obtained using a vectorized version

of the code on Langley's CDC Cyber 203
The accuracy of all mode shape (formerly Star-100) computer. Typical

identifications for this study has CPU times for identification were 15 sec-
been quantified by computing a "Mode onds for HDOF - 65 and NCOL - 390, and
Shape Correlation Constant," MSCC, 340 seconds for HDOF - 200 and NCOL -
between the identified mode shapes and 968. The required computer time varied
each of the 15 input mode shapes. The approximately as the number of columns
constant is calculated in a manner used in [0] and [$], NCOL, and as
analogous to that of coherence, often the square of the number of allowed
computed in time-series analysis work. computational degrees-of-freedom, NDOF.
The functional form is that of the
square of the correlation coefficient Some Baseline Model Results
defined in basic statistics, computed
between two sequences of complex numbers. Figure 2 shows the time- and fre-

quency-domain responses at measurement
Mathematically, if (*1) is a known Station No. 1 (a corner of the plate)

input (complex) mode shape, and {42) for three of the baseline models analyzed
is an identified (complex) mode shape: in the study. In Figs. 2(a) and 2(b),

the damping factor, C/Cc, of all 15
}T {21 2  modes was set to 2%. The rms noise

__C - _,____OO levels in these two cases were 2% and
27*x100 20t, respectively. Similarly, Fig. 2(c)

I{J
T*]L{L*2

} (02) shows the response of station No. I with

50



all 15 modes assigned 5% damping and consecutive station number from the
10% noise. The dashed lines on the center of the circle to the outer ring,
time history plots designate the range as depicted in the lower-right corner of
of points used from each function in ITD Fig. 3; the data for the accompanying
analyses whose results will be pre- mode shape plots were obtained by the
sented in Table I and Figs. 3 through 5. product of the identified mode-shape
The center and right-hand plots in amplitudes and the cosine of the cor-
Fig. 2 show the quadrature (imaginary) responding phase angle.
component and modulus, respectively, of
the Fourier transform of the correspond- Figures 4 and 5 show the mode shapes
ing free-response function, identified for the two other baseline

models whose results were presented in
Table I contains MSCC values for Table I, also using NDOF of 65 and NCOL

these three identifications calcu- of 390 in the analyses. As before, only
lated between each of the 15 input mode those "modes" with an OAMCF of at least
shapes and each identified mode (whose 2% are shown. In Fig. 4, for the 2%-
OAMCF was 2% or larger), rounded to the damping, 20%-noise model, the identified
nearest whole number. Also included shapes are also indistinguishable from
are the identified frequencies in the exact, input mode shapes, and the
Hertz, the identified damping factors in phase-angle scatter averages only a few
percent, and the OAMCF for each mode. degrees. Identification results for the
The column to the right of the OACF 5%-damping, 10%-noise model, provided
data contains the number of stations of in Fig. 5, show mode shapes that are
65, NST, that were used in calculating slightly distorted for modes 11 through
the corresponding OA1CF value; only 14, with significant phase angle scatter
those stations with non-negligible in several of the modes. In interpret-
modal response (at least 3% of the max- ing these results, however, the reader
imum value of the mode) are included in is cautioned that more accurate identifi-
the calculation. This 3% criterion was cations are obtainable for these models;
imposed on the calculation of OAMCF as shown later, allowing higher degrees-
because many of the selected 65 measure- of-freedom in the identification will
ment stations were located exactly on increase the accuracy to scm degree.
mode shape node lines, the variance in These identifications all used NDOF of
the calculated MCF data for these 65 and NCOL of 390, and the results
stations was generally high, as to be typify the effects of changing modal
expected, because very small modal damping and noise level while holding
amplitudes identified for these stations all of the algorithm constants fixed.
were used in the calculations. Each of
these identifications were run using Note in Table I that an MSCC of
NDOF of 65 and NCOL of 390. The other 100% was calculated for each of the
50 "modesm obtained in each identifi- accurately identified mode shapes of the
cation were "noise modes," differentiated 2%-damping, 2%-noise baseline model,
by low (<2%) OAMCF values, shown in Fig. 3. Also of interest in

these MSCC results is the slight "blend-
For these identifications, the user- ing" of the higher-numbered mode shapes

selectable time-shift constants, (At)l, for the 5%-damping, 10%-noise model,
(At)2, and (At)3 1, were set to 3/SF, corresponding to the small distortions
8/SF, and 4/SF, respectively, where SF seen in the plots in Fig. 5.
is the data sampling rate. The values
N1 - 3, N2 - 8, N3 - 4 were used in The Number of Allowed Degrees-of-Freedom
obtaining all identification results
shown in this paper, unless otherwise The number of computational degrees-
noted. (These are the values selected of-freedom allowed in the identification,
for Fig. 1 in illustrating a typical NDOF, should be selected equal to the
placement of free-response data into the number of modes excited in the responses
two response matrices.) if the free-response functions are

noise-free. For any deviation of the
Figure 3 shows the 15 identified response data from the exact analytical

(complex) mode shapes for the 2%-damping, form--that is, some level of super-
2%-noise baseline model, corresponding imposed noise--more degrees-of-freedom
to the data contained in Table I. These than this must be allowed for accurate
identified mode shapes are indistinguidi- identification. It is somewhat intuitive
able from those used in constructing the that better identification of the under-
model. Note that the ITD algorithm lying deterministic modal data may result
identifies complex mode shapes, consisting when one allows for the calculation of
of a magnitude and phase at each selected extra "noise modes," in addition to the
measurement stations the identified number of actual structural modes con-
mode-shape phase angles are included tributing to the responses, to provide
adjacent to each mode shape, assigned by
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an outlet in the assumed model for the of 200, it is interesting that the
noise contribution, accuracy (of the damping factors) con-

tinued to increase as NDOF was raised
beyond this point. Only those "nodesm
with an OAMCF of less than 2% are ex-

To illustrate the effect of increas- cluded from these results; at NDOF of
ing the allowed degrees-of-freedom, 300, for example, 285 additional
identified modal frequencies for the "noise modes" were computed, all of
2%-damping baseline model, using values which are differentiated by the OANCF
of NDOF from 1 to 75, are plotted in parameter. Also very important is that
Figs. 6 and 7 for each of eight increas- no anomalous identification problems
ing levels of superimposed noise. At or numerical instabilities were observed
each value of NDOF, the identified fre- in this or any other identification con-
quencies are denoted by vertical line ducted in this study using such high
segments at the corresponding frequen- values of NDOF. These results suggest
cies, whose heights are proportional to that the ITD algorithm, used with a high
the OAMCF value computed for each mode. number of degrees-of-freedom, may accu-
As before, only those identified "modesO rately identify all of the excited
with negligible OAMCF (less than 2%) are structural modes, for large modal sur-
not shown. When the individual seg- veys, in one computer run.
ments align to form a solid, vertical
line, the OAMCF's are all 100% and the Note that the results shown in
identified modal frequency is invariant Table II for NDOF of 65 were not as
with increasing NDOF. On examining accurate as those shown earlier in
these eight plots, a consistent trend Table I for analysis of the same 2%-damp-
in the requirement for increased ing, 20%-noise baseline model; the re-
degrees-of-freedom to accurately iden- sults in Table I were obtained using
tify all 15 frequencies, with increased NCOL of 390 and those in Table II with
noise level, is noted. Another interest- NCOL of 993. The effects of the selec-
ing trend is that after an NDOF level tion of NCOL on identification accuracy
is attained for each noise level where will be addressed in a later report
all 15 frequencies are accurate, increas- section.
ing NDOF above this value did not de-
grade the frequency identification The Selection of (At)1
accuracy. These plots will be referred
to as "NDOF-frequency maps," and have To help understand the effects of
been found very useful in interpreting the user-selectable algorithm constant
experimental identification results. (At)l (the time increment between cor-
The identifications at each NDOF level responding data in the two response
in Figs. 6 and 7 were run using NCOL matrices), note from Eq. (9) that the
of 300. computed eigenvalues of [A], ak + ibk,

are exponential functions of the product
The lowest value of NDOF for accu- of the system's characteristic values,

rate identification has been found in Ak, and (Atil. The desired structural
this study to be related to the signal- modal frequencies and damping factors
to-noise ratios of the modal responses. are then calculated directly from these
The considerable shifting of the fre- eigenvalues by Eqs. (10). Using these
quency "lines" in these NDOF-frequency relationships, loci of constant damping
maps at low values of NDOF results factor are plotted in Fig. 8 in the corn-
largely from setting all 15 modal plex a-b plane, for fd - wd/(2w)
response levels equal. When experi- ranging from 0 to l/(2(At)l). A typical
mental data are processed, the lowest eigenvalue of [A) is denoted by point
NDOF values for identification of each 'k,' whose corresponding natural fre-
made vary considerably more between quency in radians/sec is simply the
modes than the data shown in Figs. 6 angle ek divided by (At)l. Since
and 7, due to different response levels, equal damping values, ak , lie on equal
and almost no line shifting occurs. radii in the a-b plane, by Eq. (10),

the contours of constant damping factor
Typical accuracy at much higher (equal to the damping value divided by

allowed degrees-of-freedom are included the undamped natural frequency) will con-
in Table II for the 2%-damping, 20%-noise verge to the point (1,0) for fd - 0
baseline model with analyses at NDOF of and separate from one another as fd
65, 200, 250, and 300. These iden- increases. As C/C0  increases, the
tifications used all 1000 data points in contours lie inside one another, until,
each of the 65 response functions; that at 100%, the locus is simply the positive
is, NCOL was made as large as possible X-axis.
in each case. Although the parameters
for all 15 modes are of acceptable The frequency in Hertz correspond-
accuracy for most applications at NDOF ing to Ok - v, denoted as fl, is the
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point at which the identified fre- two selections of N1 (the number of data
quencies will *fold" because of the samples corresponding to the time-shift
circular nature of the exponential func- interval (At) l). The results in
tion--analogous to the well-known Fig. 10(a) were obtained with N1 - 1
"Nyquist folding-frequency" which result and those in Fig. 10(b) with N1 = 3,
from the circular nature of the discrete holding all other algorithm constants
Fourier Transform. That is, all iden- unchanged. In the polar plots of
tified frequencies will fall in the Fig. 10, the symbols denote the loca-
range 0 to fT, regardless of their tions of all identified eigenvalues of
actual value; only those modal fre- [A] in the a-b plane; the eigenvalues
quencies no larger than f. will be corresponding to the 15 structural modes,
correctly calculated. The value of fW distinguishable from the *noise modes"
is simply 1/(2(At)1 ). Of course, whose OAMCF's were all less than 2%,
this "eigenvalue aliasing" will lead to lie approximately equally spaced along
erroneous frequency and damping factor the 2%-damping (dashed)line in each
results for modes with frequencies figure. As shown in the tabulated re-
greater than f contributing to the sults, the identification accuracies of
response functions used in the identi- both damping factors and mode shapes
fication; as with the well-understood were improved when N1 was increased
Nyquist-frequency aliasing, however, from I to 3.
the phenomenon can also be used bene-
ficially, with the results accordingly An Alternate Method for
adjusted, if the data are pre-filtered
to contain information only in a cert- Calculating Modal Damping
an, known frequency interval.

In addition to the straightforward
Obviously, for two eigenvalues of calculation method for the desired modal

[A] separated by c, any inaccuracy damping factors using the eigenvalues of
in their calculation may translate to a [A], shown in Eq. (10), limited study has
considerable inaccuracy in their cor- been done of an alternate method using
responding modal frequencies and damping the first Po elements in the upper and
factors, depending on the location in the lower halves of the computed eigen-
a-b plane. To quantify this character- vectors--data used previously in comput-
istic, Fig. 9 provides contours of mini- ing the MCF values. Based on experience,
mum and maximum percent deviation in the the identified damping factors often show
identified modal frequencies and damping the greatest variance of all the computed
factors for three magnitudes of uncer- modal parameters. By assuming that the
tainty in the eigenvalue determination. eigenvector data are more accurate than
Note, in Fig. 9(a), that percent fre- the identified damping data, a method
quency deviations are nearly independent similar to the reverse process used in
of damping level, and are large only for computing the MCF data can be used to
values less than 0.1 fw (because the obtain a second estimate of the modal
data are shown on a percent-deviation damping factors.
basis, and f is small in this range).
For all three uncertainty levels, the Mathematically, a form analogous to
percent frequency deviations are no that for obtaining the amplitude of a
greater than 2% at all frequencies at frequency response function using the
least 0.2 f,, for C/Cc < 10%. The Fourier components of input and response
envelopes of. maximum per~ent deviation in signals can be used to compute an average
the damping factor identification, on the modal amplitude ratio between the 'upper'
other hand, are considerably larger, as and 'lower,' po-element, mode shape
shown in Fig. 9(b). These data suggest vectors. In particular, if {*Ul is an
that damping factors derived from eigen- upper identified (complex) mode shape, and
values of [A] subtending small angles {} is a lower identified (complex)
in the a-b plane may be subject tomo e shape, a Modal Amplitude Ratio (MAR)
appreciable error. can be calculated as:

As (At)1  increases, the fre- -{UIT (*")*'
quency interval corresponding to eigen- MAR T (15)
values located at ek - 0 and ek -
decreases, and the eigenvalues for any
two modal frequencies separate in the from which an alternate modal damping
a-b plane. When this occurs, a more factor can be calculated, using the cot-
accurate analysis generally can be made responding damped natural frequency, w
of a smaller total frequency interval. obtained directly from the eigenvalue ot
Figure 10 shows typical results of this [A]i by:
effect in the identification of the
2%-damping, 20%-noise baseline model for
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corresponding to "modes" with OAMCF less
than 2%, the cutoff used for plotting

(C/C ) = k2 (16) the data shown in Figs. 6 and 7. This
c k cutoff criterion was removed for these

k2 (d)k plots to allow the 24-Hz mode data in
Fig. 12(a) to be discernible.

where 0k2 - ln(MAR)/(At) 3 " Although Figs. 12(a) and 12(b) show

This estimate of modal damping was found that the 24-Hz modal frequency was iden-
more accurate in many cases--but not tified in both cases, these data do not
mo r cuar for manodes--t por indicate the accuracy of either theall--particularly for modes with poor identified mode shapes or modal damping

signal-to-noise ratios. Figure 11
shows modal damping factors identified factors; this information is included in
by each of the two methods for the Figs. 12(c) and 12(d), respectively.
2%-damping, 50%-noise baseline model for In Fig. 12(c), MSCC's calculated betweenNDOF in steps of 20 from 60 to 200. the identified mode shapes and the known
Only data for the first 0 modes are input shape are plotted for each case a

included. Although the data for modes 1 a function of NDOF. For the 5%-response
and 2 (circle and square symbols) are case, denoted by the square symbols, the
significantly over-estimated by either KSCC is essentially 100% for all NDOF
method, overall, the data in Fig. 11(b), above 46; for the 11-response case, on
obtained indirectly using the eigenvector the other hand, the MSCC value does not
and identified frequency data, cluster rise above the 83% level. In fact, when
appreciably closer to the true value of the o 5-response model was analyzed using
2% than the data in Fig. 11(a), cal- NDOF of 250, the 1SCC of the 24-Hz =Dde
culated directly from the eigenvalues remained at approximately 83%.
of [A]. Identified modal damping factors

When the modal damping is calculated for these cases, calculated both using
uin th e t moda, aming aluan 1 aeCC Eq. (10) and by the alternate methodusing this alternate method, an mSCC discussed in the previous report sec-between the upper and lower pc-element tion, are shown in Fig. 12(d). In all

vectors used in the calculation should case, the data a r to be Ing
also be formed to be used as an indi- cases, the data appear to be approaching
cation of the consistency of the eigen- the correct value of 2% with increasing
vector data, which may itself be inaccu- NDOF the results for the t-response
rate. A conservative approach would case being closer to the true value than
certainly be to calculate the damping those for the da-response case. Addi-
factorstionally, the damping factors calculated
discrepancy in their values as a indi- by the alternate method using the com-
cator of inaccurate identification. puted eigenvector data are more accurate
Unless otherwise noted, the damping at each value of NDOF than the damping
identification results shown in this factors calculated directly from the

paper were obtained using the direct identified eigenvalues of (A].

calculation method from the eigenvalues The Selection of NCOL
of [A].

Modal Response Level In establishing the two response
matrices, both the number of rows (equal

In all identification results pre- to twice NDOF) and the number of columns,
sented thus far, the response levels of NCOL, must be selected for each identifi-
all 15 modes in the simulated models were cation. As shown in NDOF-frequency maps
set equal; for actual experimental data in Figs. 6, 7, 12(a), and 12(b), the
this would not be the case. To examine minimum required NDOF is related to the
identification accuracy of modes with signal-to-noise ratio of the modes.
significantly different response level, The value for NCOL, denoted by 'a' inFigs. 12(a and 12(b) show NDOF-fre- the THEORY section of this report, is
quency maps for the 2-damping, 2%-noahe restricted to be at least twice NDOF,

baseline model when the response level so that Eq. (8) contains no fewer *qua-
of mode 8 (at 24 Hz) was reduced to 1% tions than unknowns. An intuitive upper
and 5%, respectively, of the level selec- limit in selecting NCOL corresponds to
ted fcr each of the other 14 modes. The the time at which the free-response sig-
lt-reaponae case represents the approxi- nal for the mode to be identified bernmate lower 1Jai ep at Which this mode was smaller than the noise levell beyond this

identifiah!i for NDOF up to 75. Com- point each additional data point used
pared with a similar plot shown earlier from the response functions would provide
in Fig. 6 (c) for all modes of equal more noise than additional information
response level, note that these plots to the identification algorith.
have several randomly scattered dots,

54



The effects of the selection of modes close in frequency may well be
NCOL on identification results for the approximately equal in a set of response
2%-damping, 20%-noise baseline model measurements obtained during wide-band
are shown in Fig. 13. To estimate the force excitation. If T seconds of
time at which the superimposed noise data are available for analysis, the
exceeds the signal information in the corresponding frequency-domain functions
free-responses, a 20-point, running will be determined to a resolution of
mean-square value, averaged over all 65 l/T Hz by Fourier methods. For the
functions used for the model, is plotted models constructed in this study,
in Fig. 13(a). These data have been T = 2.5 seconds, which corresponds to a
normalized so that the asymptotically frequency resolution of 0.4 Hz. To
approached noise level corresponds to obtain accurate modal parameters with
0 dB. Since all 15 modes have the same methods that rely on visual determina-
response level in this model, the mean- tion of response peaks in frequency
square value of the free-response signal spectra or frequency response functions
for each mode equals the mean-square is unreasonable when the modal frequency
noise level when the function of separation approaches the frequency
Fig. 13(a) equals 10 log(16) or 12 dB. resolution value.
This corresponds to NCOL of approximate-
ly 225. To study the frequency resolution

ability of the ITD algorithm, several
Using NDOF of 65, all 15 modal fre- modal models were constructed by moving

quencies for this model were accurately the frequency of mode 8, originally at
identified for NCOL ranging from 200 24.0 Hz in the baseline model, to a
to 950, and their values are not shown. lower value, close to mode 7 at 22.0 Hz.
Of interest, though, are the cor- All 14 other modes were maintained at
responding MSCC values and identified their original spacing of 2 Hz frcm
modal damping factors for these cases. 10.0 to 38.0 Hz. Table III shows the
These results are shown in Figs. 13(b) identification results using the 2%-daup-
and 13(c), respectively. To maintain ing, 2%-noise baseline model, for 0.10,
clarity, data for only the first five 0.05, and 0.01 Hz frequency separation
modes (which typify the results obtained between modes 7 and S. Sixty-five
for all 15 identified structural modes) degrees-of-freedom, with NCOL of 390,
are included. Of particular interest in were used in the identifications. At
these figures is the rapid deterioration each frequency separation value, the
of the identification results when NCOL damping in mode 8 was successively
is less than 200. Above NCOL of 200, changed from 2% (the same value assigned
the MSCC data are affected only slightly to mode 7), to 3%, to 10%. For all
as NCOL increases to 950, although a three frequency separations, near-perfect
slight downward trend is noted for NCOL identification of the parameters for all
greater than 300. Optimum mode shape 15 modes was obtained for the cases when
identification was obtained for NCOL the mode 8 damping was either 3% or 10%.
ranging from 200 to 300. The identified Identification accuracy of modes 7 and
modal damping factors, on the other hand, 8 in the cases where both modes were
diverge from the selected value of 2% assigned 2% damping successively deter-
considerably faster than the KSCC data iorated as the frequency separation was
from 100%, as shown in Fig. 13(c). decreased. These trends are consistent
Selecting NCOL near 200 would also pro- with the fact that two modes, although
vide the best damping identification of equal natural frequency, will cor-
over the range of NCOL from 170 to 950. respond to different eigenvalues of [A]
It is of interest to note that the if their damping factors are different-
identified damping factors in Fig. 13(c) the larger the difference in damping,
all tend to approach the correct value the larger the corresponding eigenvalue
of 2% as NCOL decreases. This effect is separation.
similar to that shown in Fig. 11(a) for To extend the study of eigenvalue
an increase in NDOF with NCOL held resolution one step further, modal
constant, models were constructed with five of the

15 modal frequencies set to 22.0 Hz.
Figure 14 provides identification results

Close Natural Frequencies for two of these models: Fig. 14(a)
with the five modes assigned damping

A classic problem using any modal factors of 1, 2, 3, 4 and 5%; and
identification technique is the accurate Fig. 14(b) with damping factor assign-
determination of the modal parameters ments of 2, 4, 6, 8 and 10%. Of course,
for two or more structural modes of as shown in the frequency spectrum plots
approximately the same natural frequency. only one response peak is discernible at
Assuming no attempt was made to appor- 22 Hz in both cases. The parameters of
tion the force used in exciting the all 15 modes were accurately identified
structure, the response levels of two in each model, as shown, when the
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percentage of added noise was held to a mode shapes were more accurate than the
very low level: 0.01% in the AC/Cc = corresponding modal damping factors.
1% case and 0.1% in the AC/Cc = 2% When the identified damping factors were
case. Although these noise levels are plotted as a function of either the
extremely low--often unattainable number of allowed degrees-of-freedom,
with experimental data--these results NDOF, or the number of time samples
do illustrate the potential accuracy of used from each response function, NCOL,
the method and the relationship between however, the correct values were often
noise level and the attainable eigen- asymptotically approached. An alternate
value resolution. These two identifi- method for calculating modal damping,
cations were run with NDOF of 65; the using the identified eigenvectors and
same models could be identified with modal frequencies, was found more accu-
somewhat higher noise levels at the rate in some instances than using the
(computational) expense of allowing more identified eigenvalues directly.
degrees-of-freedom.

For each set of user-selectable
A Condition on the Selection algorithm constants, direct correlation

was found between the variance in the
of (At)3  identification results and the signal-

to-noise level of the responses. In
The selection of the time shift analyzing noisy data, when sufficient

between the upper and lower halves of degrees-of-freedom were allowed in the
the two response matrices, (At)3, analyses, all natural frequencies and
can significantly affect the iden- mode shapes were identified with good
tification accuracy of modes at or accuracy in nearly every instance. Low
near certain frequencies; in particular, values of Overall Modal Confidence
if all of the data in the lower halves Factor, OAMCF, for modes with reasonably
are obtained by delaying the data in the identified mode shapes, were usually
upper halves by (At)3, frequencies indicative of inaccuracy in the esti-
fx = n/(2(At)3), for integer values of mated damping factors. For noise-free
n, will not be identified. Using a input data, the identification accuracy
different time shift on one or more of of all parameters approached the computa-
the stations will help alleviate this tional accuracy of the computer.
problem, which may occur whenever
fx < fw. Of course, selecting The required computer time varied
(At)3 < (At)1 will always eliminate the approximately as the number of columns
condition by forcing the lowest value of in the response matrices, NCOL, and as
fx to be larger than fn, the upper the square of the number of allowed
limit of the analysis range. degrees-of-freedom, NDOF. Typical

CPU times for identification on the CDC
Cyber 203 computer were 15 seconds using

CONCLUDING REMARKS NDOF of 65 and NCOL of 390, and 340
seconds using NDOF of 200 and NCOL of

Using simulated free-response 968.
functions, the Ibrahim Time Domain (ITD)
algorithm has been found capable of Related areas of work which need
accurately identifying known, structural further attention include the study of:
modal parameters over a wide range of
frequency separations, damping factors, 1. techniques to minimize noise
mode response levels, signal-to-noise and distortion on free-response
ratios, and user-selectable algorithm functions from experimental
constants. It has been found that the measurements;
modal parameters can often be identified 2. effects of structural non-
in cases of poor signal-to-noise ratio linearities on ITD identifi-
if sufficient computational degrees- cation results; and
of-freedom are allowed in the identifi- 3. resolution and roundoff errors
cation process. A significant finding which may occur in using the
is that no detrimental effects were technique on smaller-wordlength
observed when many times more degrees- computers.
of-freedom were allowed than the minimum
necessary for reasonable identification;
this result suggests the use of a high
number of degrees-of-freedom for the
"blind" use of the algorithm in analyz-
ing experimental data.

For many of the models analyzed,
the identified modal frequencies and
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TABLE I.- IDENTIFICATION RESULTS FOR THREE BASELINE MODELS.

NOOF GS; COL - 390 In each identification. (All "Noise Modes" had OAMCF < 2%)
C/Cc . 2% in all modes. 2z noise. (Se Figure 3 for mode shapes)

WOE FREQUENCY, C/C , 0ACF NST NT WT In 7 18T 9 0 1 121NO. HZ c1 3 4 5 13 14 S

1 10.000 2.042 100 65 100 0 0 0 6 0 0 0 0 0 8 0 11 0 0
2 11.999 2.047 100 48 0 100 0 0 0 3 0 0 0 0 0 4 0 0 0
3 14.002 2.020 100 60 0 0 1 0 0 0 4 0 0 1 0 0 0 9 0
4 1.998 1.990 100 48 0 0 0 100 0 0 0 0 4 0 0 0 0 0 4
5 17.998 2.004 100 65 6 0 0 0 100 0 0 0 0 0 0 0 5 0 0
6 20.001 1.999 100 48 0 3 0 0 0 100 0 0 0 0 0 6 0 0 0
7 21.998 1.993 100 60 0 0 4 0 0 0 100 0 0 2 0 0 0 2 0
8 24.000 2.005 100 63 0 0 0 0 0 0 0 100 0 0 1 0 1 0 0
9 26.001 2.012 100 52 0 0 0 4 0 0 0 0 100 0 0 0 0 0 6

10 28.001 2.016 100 60 0 0 1 0 0 0 2 0 0 100 0 0 0 2 0
1 30.002 2.016 100 S7 8 0 0 0 0 0 0 1 0 0 100 0 1 0 0
12 31.996 2.009 100 44 0 3 0 0 0 6 0 0 0 0 0 100 0 0 0
13 33.998 2.005 100 65 11 0 0 0 5 0 0 1 0 0 1 0 100 0 0
14 36.004 1.997 100 54 0 0 9 0 0 0 2 0 0 2 0 0 0 100 0
15 37.998 2.007 100 52 0 0 0 4 0 0 0 0 6 0 0. 0 0 0 100

C/Cc . 2% in all modes. 201 noise. (See Figure 4 for mode shapes)

NO FREQUENCY. 11 12 13T14 15
NO. HZ C/Cc , % OMCF NiST 1 2 3 4 5 611 12 13 14 15E

1 9.983 4.373 95 65 100 0 0 0 6 0 0 0 0 0 8 0 11 0 0

2 11.973 4.475 88 53 0 99 0 0 0 3 0 0 0 0 0 4 0 0 0
3 14.008 2.927 98 61 0 0 10G 0 0 0 4 0 0 1 0 0 0 9 0
4 16.982 3.159 91 50 0 0 0 100 0 0 0 0 5 0 0 0 0 0 4
5 17.987 2.396 93 65 6 0 0 0 100 0 0 0 0 0 0 0 5 0 0
6 20.002 2.752 89 50 0 3 0 0 0 100 0 0 0 0 0 5 0 0 0
7 21.983 2.432 86 61 0 0 4 0 0 0 100 0 0 1 0 0 0 2 0
8 24.004 2.334 89 64 0 0 0 0 0 0 0 100 0 0 1 0 1 0 0
9 26.016 2.598 94 55 0 0 0 S 0 0 0 0 99 0 0 0 0 0 6

10 28.026 2.785 93 61 0 0 1 0 0 0 1 0 0 99 0 0 0 2 0
11 30.031 2.492 81 $8 8 0 0 0 0 0 0 1 0 0 100 0 1 0 0
12 31.973 2.608 72 55 0 3 0 0 0 6 0 0 0 0 1 99 0 0 0
13 34.014 2.393 89 64 10 0 0 0 5 0 0 1 0 0 1 0 99 1 0
14 36.063 2.541 75 58 0 0 9 0 0 0 2 0 0 2 0 0 0 99 0
15 31.9S4 2.429 86 53 0 0 0 4 0 0 0 0 6 0 0 0 0 0 100

C/C, = 51 In all modes. 101 noise. (See Figure 5 for mode shapes)

-l1E FREQUENCY, % 0NCF NST NSC£ ITH IN
NO. HZ C/C€  F 1 2 3 4 5 6 7 6 9 10 11 12 13 14 15

1 10.016 S.740 100 65 100 0 0 0 6 0 0 0 0 0 8 0 11 0 0
2 12.030 6.031 92 52 0 100 0 0 0, 3 0 0 0 0 0 3 0 0 0
3 14.000 S.654 96 61 0 0 100 0 0 0 4 0 0 1 0 0 0 9 0
4 16.006 6.419 83 SS 0 0 0 99 0 0 0 0 4 0 0 0 0 0 4
5 18.026 5.497 U 65 6 0 0 0 99 1 0 0 0 0 0 0 S 0 0
6 19.932 6.447 75 SG 0 3 0 0 0 98 1 0 0 0 0 S 0 0 0
7 22.071 6.092 68 60 0 0 3 0 0 1 96 2 0 1 0 0 0 2 0
a 24.066 1.674 64 64 0 0 0 0 0 1 97 2 1 1 0 1 0 0
9 26.121 6.620 46 62 0 0 . 0 2 8 9 0 0 0 0 5

10 28.231 8.047 32 6S 1 0 0 u 1 1 2 06 7 2 0 2 0
11 30.164 6.S78 37 61 8 0 C 0 1 0 0 0 5 64 10 1 0 0
12 32.432 8.862 IS 64 2 . 0 C, 0 0 1 .1 7 74 10 4 0
13 34.061 7.484 30 5 3 2 0 I 1 0 0 14 63 19 0
14 36.6M 8.131 17 641 1 0 7 1 1 2 0 1 2 0 3 12 81 1
1 37.80 S.361 170 0 0 4 0 0 0 0 6 0 0 0 0 4 95
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TABLE II.- IDENTIFICATION RESULTS FOR THE 2%-DAMPING, 20%-NOISE
BASELINE MODEL AT HIGH ALLOWED DEGREES-OF-FREEDOM.

MODE NOF - 65 (NCOL - 993) NOOF , 200 (NCOL - 969) NDOF - 250 (NCOL - 969) HODOF - 300 (NCOL , 961)
NO. F C/Cc OANCF NSCC F C/Ce OANCF NSCC F C/Cc OANCF MSCC F C/Ce OAMCF NSCC

1 9.99 8.11 90 99 10.01 2.70 96 100 10.01 2.44 98 100 10.01 2.31 98 100
2 11.99 7.69 80 99 11.99 2.72 94 100 11.99 2.48 92 "100 11.99 2.42 94 100
3 13.99 4.28 95 9 14.00 2.44 100 100 14.01 2.27 98 100 14.01 2.18 96 100
4 15.99 5.39 76 99 16.00 2.53 98 100 16.01 2.38 96 100 16.01 2.34 93 100
S 17.99 3.44 87 98 18.01 2.29 95 100 18.01 2.21 96 100 18.00 2.11 96 100
6 20.05 4.36 76 98 19.99 2.49 89 100 19.99 2.32 90 100 20.00 2.24 95 100
7 22.02 3.59 77 98 22.01 2.28 89 100 22.01 2.15 93 100 22.00 2.08 93 100
8 24.04 2.84 85 99 24.01 2.16 95 100 24.00 2.13 92 100 24.01 2.07 93 100
9 26.09 3.87 59 96 26.02 2.34 96 99 26.02 2.22 94 100 26.01 2.13 92 100
10 28.00 4.64 35 95 28.00 2.57 89 99 27.99 2.48 88 100 27.99 2.27 93 100
11 30.04 3.51 70 95 30.00 2.31 94 100 30.00 2.25 91 100 30.02 2.14 87 100
12 32.05 4.41 39 91 32.03 2.39 85 99 32.03 2.21 81 100 32.03 2.09 87 100
13 34.25 4.22 33 86 34.00 2.18 89 99 33.99 2.15 89 100 34.00 2.07 90 100

14 36.30 5.24 17 51 36.02 2.29 85 100 36.02 2.21 83 100 35.99 2.08 85 100

15 37.43 6.12 19 87 37.98 2.22 94 100 37.98 2.14 96 100 37.97 2.06 88 100

(AlI "Noise Modes" had ONCF < 2%)

TABLE III.- IDENTIFICATION RESULTS WITH FREQUENCIES OF MODES 7 AND 8

SET NEARLY EQUAL IN 2%-DAMPING, 2%-NOISE BASELINE MODEL.

(NOOF • 65; NCOL - 390 in each identification.)

Af - 0.10 Hz Af - 0.05 Hz Af - 0.01 Hz

INPUT PARAMETERS

CASE f7(Hz) f8 (Hz) (C/C) 7  (C/C )8  f7(Hz) f8(Hz) (C/Ce) 7  (C/C )8  f7 (Hz) fs(Hz) (C/Ce) 7  (C/C )8

1 22.000 22.100 2.00 2.00 22.000 22.050 2.00 2.00 22.000 22.010 2.00 2.00
2 3.00 3.00 3.00
3 10.00 10.00 10.00

IDENTIFIED PARAMETERS

CASE ODE f C/C€  OAICF MSCC f C/CC OANCF MSCC f C/C OANCF M6CC

7 21.998 2.51 87 78 21.941 4.28 67 66 21.184 36.69 1 33
8 22.074 2.07 100 77 22.034 2.01 100 66 22.007 2.01 100 66

7 22.000 2.11 96 99 22.001 2.12 % 99 22.001 2.12 98 99
8 22.101 3.08 98 99 22.053 3.09 100 99 22.015 3.09 100 99

7 22.001 2.01 100 100 22.001 2.01 100 100 22.001 2.01 100 100
3 8 22.101 10.02 100 100 22.051 10.02 100 100 22.011 10.02 100 100

(Identification accuracy of other 13 modes comparable to values shown

in Table I for 2%-damping, 2%-noise model.)
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Figure 1.- Example Placement of Free-Response Data into the Two Response Matrices.
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SAMPLING FREQUENCY - 400 KZ (1000 PTS. IN EACH FREE-RESPO:ISE FCT.)
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Figure 2.- Typical free-responses and frequency spectra for three baseline models,
with modal frequencies spaced every 2 11z from 10 to 38 Hz.
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NOOF =65; NCOL =390.
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NOOF w 65; 14COL 390.

Figure 5.,- Identified (complex) mode shapes for baseline modl with % dopng
in all modes and 0% noise.
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NCOL = 300 in each identification.

(Heights of vertical line segments proportional to OAMCF values)
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Figure 6.- "NDOF-Frequency Maps" for 2%-damping baseline model at several low
noise/signal ratios.
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NCOL -300 in each identification.

(Heights of vertical line segments proportional to OAMCF values)
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Figure 7.- "NDOF-Frequency Maps" for 2%-damping baseline model at several high
noise/signal ratios.
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DISCUSSION

Mr. Ewins (Imperial CollaseLondon):
Are you convinced that the theoretical
data you have used which was polluted
with noise, realistically represents the
kind of data you get from experiments on
real structures?

Mr. Ibrahim: From my previous ex-
perience, I would rather work with
experimental data than simulated data.

Mr. Ewins: I asked because we've been
thrpugh a similar kind of process and we
find that experimental data contains a
quite different type of error to that
which you put in with random errors
superimposed on the theoretical ideal.
The structures have systematic errors.
You have non-linearities and I wonder
whether the method is equally effective
on real data as you have shown on the
synthesized.

Mr. Ibrahim: Yes, we have lots of pre-
vious applications and we will put the
paper in the AIAASDM Conference in April
and we are dealing with large modal sur-
veys of real experimental full scale
structures. And to answer your ques-
tion, I personally feel as comfortable
with experimental noise as with simu-
lated noise because the experimental
noise is nice and random. What you
generate in the computer usually has
some distribution. The other question
is non-linearity. We did not include a
non-linearity here, but non-linearity of
the structures is another completely
different ball game and it has to be
dealt with separately. But we get as
good results with experimental data,
yes.
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EFFECTIVE DYNIMC REANALYSIS OF LARGE STRUCTURES

B. P. Wang
University of Virginia

Charlottesville, Virginia 22901

and

F. H. Chu
RCA Astro

Princeton, New Jersey 08540

This paper describes an effective dynamic reanalysis method which can be
used to estimate the new natural frequencies of the structure after modi-
fication using the modal information of the original structure (i.e.,
natural frequencies, mode shapes at the location of the changes, and the
generalized mass for each of the modes). A nonlinear algebraic equation
is derived and by solving this equation using either the Newton Raphson's
iteration method or simply the bisection method will give the new natural
frequencies of the structure after modification. This method can be
applied to the change of a linear spring, a concentrated mass, an extension
member, a beam, and a plate element. A group change of the above mentioned
elements can be achieved by selving a set of coupled nonlinear algebraic
equations. Since this method makes no assumption on the changes of the
mode shapes after modification, it is not restricted to small local modifi-
cations as in most of the dynamic reanalysis methods. The accuracy of the
method can be improved by including the static deflections of the original
structure at the modification locations due to a unit force at these loca-
tions to simulate the effect of higher modes of the original structure. A
finite element model of a 196 degree of freedom solar array panel system is
used to demonstrate the effectiveness and accuracy of the method.

INTRODUCTION to ground), it can be shown that the frequency
equation is a nonlinear algebraic equation in

In the dynamic analysis of large struc- terms of the modal parameters of the original
tures, an analytical finite element model is system. When all the modes of the original
usually constructed to calculate the resonant system are used, this equation will yield the
frequencies of the structure. This model may exact solution of the modified system. When only
contain hundreds of degree of freedom and if partial modes are available, the accuracy of the
the model is changed locally, either due to a method can be improved by including the static
design change or a modeling change reanalysis deflections of the original structure at the
of such a model by solving a new eigenvalue modification locations due to a unit force at
problem is expensive, these locations to approximate the effect of

higher modes of the original structure.
This paper describes an application of the

general formulation of the efficient structural To find the natural frequencies of the
reanalysis techniques of References 1 and 2. modified system, the above frequency equations
In particular, a method of estimation for the are to be solved numerically using Newton-Raphson
new resonant frequencies of the modified struc- iteration or the bisection method.
ture using the modal information of the original
system will be presented. The modal information The above method can be applied to the
needed is the natural frequencies, the mode 4hange of a linear spring, a concentrated mass,
shape coefficients at the location of modifica- an extension member a beam, or a plate element,
tions, and the generalized mass for each mode. etc. A group change of the above mentioned
For structure modification involving one pare- elements can be achieved by solving a set of
meter at a local location (such as add a spring coupled nonlinear algebraic equations. Since
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this method makes no assumption on the changes When the modal superposition approach is used,
of the mode shapes after modification, it is not the element Ri. of the receptance matrix can be
restricted to small local modifications as in most expressed as

of the perturbation type dynamic reanalysis
methods.

n #i **,,A 196 degree of freedom finite element R Z 2 (10)
model of a a solar array panel system is used 1-l G1 -2)

to demonstrate the effectiveness and accuracy
of the method, where

GENERAL FORMULATION W I natural frequency of the Ith mode

Consider the free vibration of an undamped i mode shape coefficient of dof i of Lth

nonrotating N-dof structure model described by mode

the well known equation of motion GA generalized mass of the Lth mode

[M]{') + CK{U) - {01 (1) M(*

Equation (1) describes the behavior of the Note that w and are assumed known in the
"original system". When the structure is it o
modified, the mass and stiffness matrices will olution ,oet original system. Now from equa-

be changed and the equation of free vibration ton (8), one can extract a subset of equations

of the modified system becomes

[M'I{U'} + [K'Ifu'} = {01 (2) (U) = [W1(

where where the elements W of the matrix IWI is a
function of elements lf the known matrices R],

[M'] = [M] + [Am] (3a) [AM] and [AK] as well as the unknown frequency w.
From (11), the condition of the nontrivial solu-

[K'] - [K] + [AK] (3b) tion leads to the frequency equation for the
modified system, which is

By substituting (3) into (2), the modified eye- det(IJ - [W]) - 0 (12)
tem equation of motion can be written as

The dimension of matrix (N] of c x c where c is
+ (K]{u'} = - (AM(EI') - [ ( the number of dof's affected by the modification.

Assume harmonic motion For specific modifications, equation (12)

can be simplified to explicit equations in terms
{u') - {U'e t  

5 of unknown frequencies and known parameters.

(4) becomes Once the natural frequency of the modified system
are solved for the corresponding mode shape can

(-W2[M] + [K]){U'} = (w2 [AM] - [AK]){U'} (6) be computed by first computing (U') using equa-tion (11) and then computing {U' using equation

Now if the structural modification is localized, (8). The above general formulation will be

then the modification matrices [AM] and [AK] applied to special cases in the next section.

will be highly sparse, i.e., they will have
only a few nonzero entries. Under these condi- APPLICATION OF GENERAL FORMULATION
tions, we can rewrite (6) as

W2 M7in the following, we will apply the general
(-t2EM] + [K])IU') = (L(U')) (7) formulation derived in the previous section to a

where {U'1 contains only the dof's affected by few special cases of local modification.

the modification. When the modification is
localized, the dimension of {5') is much smaller Cae1 Ad rigKbtwedfiandoI
than the dimension of U'}. Each element Li(U') Assume the added spring is massless, then
of the vector L(U')) is a linear function of
{'. Equation (7) can be solved now as (AM] - (0]

{U') ER) W6U'10(8

where

[R] -w 2 (N -lKI 9J]- (-N[] + [K]) -  9

- receptance matrix of the
original system
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i jN f*z 110i

0 K -K 0 i Thus, equation (16) becomesa a
[AK] 2 ~i

0. -I0... j K E 2 2 0(7
a * a 1. a 6

o 0 0 0 Equation (17) is the frequency equation of the

and system with spring K added betweed dof i and

~jjqtem are available, then the equation is exact.
U Otherwise, the equation will-.give an approximate

solution to the natural frequencies of the
for this case, modified system.

o As a special case of adding spring K abe-
tween dof i and ground at which z= 0,aequa-
tion (17) becomes

L 2
+X Ui+1ajE i (18)

a K a + L.G (W 2 _- 2 -o

{L. () -(AX)]{U) (13)

-- -Case 11: Add Kass M. at node P with 3 dof i,j,k

K U - K aU jAs sume that the mass is a point matrix and
a 0 does not change the affect of the stiffness pro-

0 perty of the system. Then

0 ro

Substituting (13) into (8), we can write the
equations for U! and U; i

Uj- Rii(-KaU' + K U') + Rj(K U' -KX U!) [AM] - j
ai aJ (14) aM k

U;'-R.ji(-K U! + KU;) + Rj(K aU'- K aU') a0

Comiparing equations (14) with (11), we can
identify0

[W] R K ii + Rj Rui - Rij (15) [AK] [ 0]
aRj + Rj Rji - RjI

and the frequency equation becomes luiI

de(1-W) 1K -R ii+R ij) Ka (Rii +Rii [.k}i

K a (IRji-Rjj) 1-K a(R ji-R ii)I

which can be simplified to (note that Ru Ri) WI 2 MNUj

1 + K&(Ri + R - 2R )*0 (16) L(')-w CAM]{5'1 W 2 U!
a i Ji ij a)3

Expres Rui and R ij in terms of modal data of the W 2Mak
origina s:ystem

2 0

N1 2 2
Rii G 2 2) 0

and the frequency equation becomes
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I a2 2 MR and the frequency equation becomes

2 2r 2 2 2
d deat -2MaRji I-W M aj 2WMM -0 (19) L-W2MaRii -W2MaRi -wMaRik KaRis

6-W 2 M a i  -w2Ma~k j  l- 2Ma ./ -2 ma'ji 1 -J)2 Ma Rjj -w°2 Ma R i K aRj J& -0
de ::: *iiM~j 2a j dek 2a w .WMa~j 1.2Ka ias

The above equation can be expanded to obtain the 2 M'k KaRks
frequency equation if so desired. &R 2 X l+KaRB
Case III: Add Mass M at node P with dof ij, and (20)

and spring K. between dof s and ground

In this case, neither [ K] or [ M) are Case IV: Change beam bending rigidity EX of

null. For this case: a beam element in plane bending

Assume the beam element is massless and the
i jk 4 dof associated with the ends are a, b, c, and

0 d; respectively, as shown in Figure 1.

14 1

a "
m k

a
0

Fig. 1 Plane bending beam element

S
10

(&K1 - [o1

0 a,b,c,d
[AK]- K S 0ao o

[ 0K] K J a,b,c,d

00

U. where

1121

-- L 4L2

AEI
[ 0K] - 312 +61, 12

1 I' -4L 2L2  -6L 4L

0

L( )-w [ AMJ{U'1-CAKJ{ 1) 2 M aU'U

0 t0)

0 {u'1 - -AKI{U') -1-6K) WU'

-KtU'WLaso]

16



1 R t R T Tab ac ad (w )- 4 Hot )U 2

[[Rb]R 2C + 22 2r

cc r N {,l{)T(W2)S - 1 + %2

LS-1 L-1 Ge ,.,- -- W

The frequency equation becomes (25)

dot ((I] + [R] (AK]) - 0 when only p lover modes are available, the above

which can be expanded and simplified to equ becomesi

I 2 hE r- 1- 2 S-l -1 L {A
1} T 

2

AZ 2 (AE -A a (-)(AV +3) +1-0 (R] M ((K] (N]S-(K]-+ E - 2t 2 2 (26)
L 3 pq q p) L q + (21) S-1 t- lGLW ( )

where For r = 1, we have

L L L L
A - Z pB M Ptt A, qA t q- q D L zT} 2LA p-A q£A~ t t - l AL- +I (27)

zIARI -(K + 2 2 2A,-1 Gty~(w ( - 2)

P - 122 
6 L 12c - 6 Ld,A (22)

a,22)

+ 4L2 *bA - 6L#c,£ + 2L2 d, In practice, when applying Eq. (27), one doesq, 6Lnot have to compute [K I
1 , instead, only the re-

- quired coluims of [K]- are computed. For

A -#&. + cA - d,1 -4b,, + d, example, if the ith column of (K]-1 is required,
2 2 A 2 2 we solve (xl from

(K] {x} - {(F}

ACCURACY INPROVEMENT OF RECEPTANCE NATRIX where

The receptance matrix can be expressed (FT - [0,....O, 1 ,0 .... 0]
using mdal data as t

L {#,}{#) T  Then {xj - ith column of [K] "

(R] - Z 2 2 (23)
1- G(w - w As an example of applying the improvement

GA (A in receptance matrix, we apply the came of r - 1
to the case of adding spring Ka between dof iwhen L'< n, the above representation is not and dof j. The resulting frequency equation 'is

complete. Hirai at al (31 and Leunq (4), have

suggested ways of improving (23) using the static 2 2
solution plus L lower 31des. Their developments P (*it£jA P 2ij- )2

are based on the following two identities, Ka E 2 2 E-2 ) 0

1____ 1 +
2  

3r-
1  (,,2 / 2)r A (28)

U
2  2 2 + 4+ 2 ) 2

A - wt 0 W 
r  

(W U
2 
0) where

([I 2 () '[I P0 2 -
(24) aS A -~ STATIC DEFLECTION IDUEC TO

-12 1T . 0 ... o -10... 0Q K It (,a" : I N )- JI2 o
NUMERICAL ExZNPLZS

Using the above identities, the exact spectral A deployed solar array system shown in Fig.
representation of (11 becomes: elydslrary@ee hw nFg

2 is used to demonstrate the accuracy of the
present method. The system is composed of a
short and a long boom and two solar panels on
each side of the supporting casing. The panels
are modeled as beam elements using the stiffness
on the back of the panels and general springs
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are used to represent the hinge joints and the solution is 25. Thus, a considerable saving is
supporting casing. This finite element model is achieved 4
shown in Fig. 3.

TABLE 1 Comparison of Natural Frequencies of
the Modified System

TT. SPAWS-Natural Frequencies of Modified Systems

Local Modification Theory

Mode Exact 8 Mode 8 Mode Plus

Fig. 2 A deployed solar array system No Solution Static Deflection

1 0.234Hz 0.394Hz 0.243Hz

2 0.737 0.738 0.737

3 0.890 0.890 0.890

4 1.090 1.090 1.090

5 1.735 1.735 1.735

Original System K. = 105 in-lb/rad. 6 2.450 2.573 2.454
Modified System K8 = 104 in-lb/rad. 7 3.162 3.472 3 162

8 3.467 3.474 3.470

Fig. 3 Finite element model of solar array
system with 196 dynamic degree-of-
freedom

TABLE 2 Comparison of Natural Frequencies of the
Modified System (Mass Modification)

The first case considered is the effect of
rotating spring K at the suppor . The original Mode Exact Solution Local Modification
system is designee using Ke - 10 in-lb/rad. It No. of Modified System Theory, Use 8 Modes
is desired to investigate the case when this
stiffness is reduced by a faltor of 10. Thus, a 1 0.526 Wb 0.526 Hz
change in spring rate 9 x 10 in-lb/rad is re- 2 0.729 0.729
quired to correct the model. Since the modifi-
cation is localized affect only one dof, the 3 0.857 0.857
frequency equation (18) is applied here. For 4 1.089 1.089
this case,

4 5 1.709 1.709
Ka = -9 X 10 in-lb/sec 6 2.674 2.675

The modified system frequencies are solved for 7 3.114 3.115
using Eq. (18) with the first 8 of the original 8 3.457 3.458
system modes. The solutions are not satisfactory
when compared with the exact solution of the
modified system. (See Table 1) The improved
receptance formula with r = I is then applied to
this problem. The results are put under the CONCLUSIONS
title "8 modes plus static deflection" in Table
1. It can be seen that the first mode frequency A systematic method of deriving the fre-
is improved drastically over using 8 mode with- quency equation of modified structures is pre-
out static deflection. sented in this paper. It has been shown that

the frequency equation can be expressed as a
As a second example, consider adding a 1.5 determinant of the order equal to the number of

lb mess at node A as shown in Pin, 3. This mass degrees of freedom affected by the modification
could represent the additional balance weight and is independent of the number of dof of the
added to the system after the structural analy- original system. Frequency equations for special
sis has been performed. This mass had 3 dof's, cases of local modification are derived. It is
The modified system natural frequencies are clear that those equations can be used to per-
computed using Eq. (19). The elements of the form parametric studies of large structures
receptance matrix are computed by using 8 modes effectively. The accuracy of the method depends
of the original system. The results are summa- on the number of modes, methods of improving
rized in Table 2, along with the exact solution, accuracy are indicated. The numerical example
It can be seen that all the 8 frequencies com- shows that even with r = 1, i.e., static correc-
Voeud using Eq. (19) are in very good agreent tion, the results are improved drastically.
with the exact solution. The computation cost
ratio of the exact solution to the reanalysis
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EFFECT OF STIFFENER ARRANGEMENT ON THE RANDOM

RESPONSE OF A FLAT PANEL

R.B. Bhat and T.S. Sankar
Department of Mechanical Engineering

Concordia University
Montreal, Quebec, Canada

The effect of stiffener arrangement on the random response of a flat
panel is investigated. The panel is stiffened in two orthogonal di-
rections and simply supported on all edges. A stationary random load
whose power spectral density is a band limited white noise, acts at the
geometric center of the panel. The mean square values of displacement,
velocity and acceleration responses at the center of the panel as well
as the space averaged values of these responses over the entire area of
the panel are obtained. Equivalent viscous damping of the structure is
included to account for the structural damping in the material of the
panel. Response analysis is carried out by the normal mode approach
using finite element techniques and generalized harmonic analysis with
damping assumed proportional to the mass and stiffness. It is concluded
that it is possible to reduce the response of a stiffened structure by a
nonuniform arrangement of the stiffeners. The results are discussed for
design applications.

INTRODUCTION panel stiffened in two orthogonal directions
and simply supported on all edges. A station-

Stiffened structures are extensively used ary random load whose power spectral density is
in aerospace applications to minimize structural a band limited white noise acts at the geo-
weight while satisfying the required strength metric center of the panel. Equivalent viscous
criteria in operation. They are also used in damping of the structure is included to account
design situations where weight may not be the for the hysteretic structural damping in the
primary concern such as in ship construction, material of the panel. The mean square values
buildings etc. The current practice is to of displacement, velocity and acceleration re-
space the stiffeners uniformly on the struc- sponses at the center of the panel as well as
ture and the advantages of such an arrangement the space averaged values of these responses
are mainly the convenience in fabrication and over the panel area are obtained for design
simplicity in design analysis. The random recommendations.
response of panels stiffened uniformly may be
obtained using any one of the following methods, RANDOM RESPONSE ANALYSIS
namely: I) smearing the effect of stiffeners
over the panel area [1] and analyzing the re- Normal mode analysis is used along with
sponse of the resulting orthotropic panel finite element techniques and a generalized
using the techniques in [2], 11) the finite harmonic analysis to obtain the random re-
element methods [3,4), iii) the transfer matrix sponse of the stiffened panel. The equation
methods [5] and iv) the wave propagation approach of motion of the structure can be written as:
[63. [M]} + [C](;) + [K](w) - (F) (1)

The aim of the present investigation is to
critically study the effect of nonuniform where [M] is the mass matrix, [C] Is the dam-
stiffener arrangement on the random response ping matrix, [K] is the stiffness matrix, (w)
of the panel. When the stiffeners are arranged is the displacement vector and (F) is the
nonuniformly, only the finite element methods vector of forces acting on the structure. The
and transfer matrix methods are suitable for admittance matrix is then given by:
carrying out the response analysis. In this
paper, the finite element technique by the nor- [H(iw)] - [-Cu[M] + i)[C] + [K]]' (2)
mal mode approach is employed for analysis.
The structure under consideration is a square When the forces acting on the panel are
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stationary and ergodic, the relation between m
the response cross power spectral density [Pw()] r 1H (ww [Pjj(w] (12)
(PSO) and the cross PSO of forces is given by 

J-1

(7]
The joint deflection moment for a structure can

[S () u [H*(iOt))[SF(iw)[H(i()]T (3) be obtained by integrating the corresponding
cross PSD terms in Equation (12) over the

The asterisk denotes the complex conjugate and entire frequency range. Denoting such an oper-
(ia) denotes the complex functional dependence ation by a matrix integration, the joint deflec-
on w. The cross PSO matrices are hermitian and tion moments for the pairs of structural node
can be expressed as points are given by

s(tSO)] - [P()] + I(N)] (4) [<wqwr>J fPw(w)]dw (13)
0

where CP(m)] is a real symmetric matrix (co- where angular brackets denote time averages
power spectral density) and [Q(w)] is a real and the subscripts q and r denote the qth and
skew-symetric matrix (quad-power spectral den- rth structural node pairs. The diagonal
sity). The equation of motion is solved for un- elements of [<w w >] are the mean square
damped free vibration, by discarding the damp- deflections. r

ing and the forcing terms in Equation (1).
which provides the natural frequencies j and In the present study,.the PSD of excitation
the normal modes fj of the structure. The is assumed to be a band limited white noise,
damping Is assumed to be proportional to mass which covers all the major structural modes.
and stiffness in the form Hence the joint deflection moments can be

written after integration of Equation (13) as
m

(C]~>] E [piEM] +] W/42J (()4m
where p and X are proportionality factors.( tq>J E [F (oj)J w/4Ni (14
Hence the normal modes *t can be used to diag-
onalize the mass, stiffn ss and the damping Frequency response expressions for the
matrices. The generalized mass of the i-th velocity and acceleration response for the
mode is given by J-th mode can be written, respectively, as

NJ . {,1lT [,){4j) (6) HjiOW)ve1.-iW/M j[-2 +it(p+A2) + 2] (15)

and the generalized admittance of J-th mode is and

H'00cm) . 4*T [H(iw)J. (7) H (0i (6
OW)tw) = {,jT )]d}17)j acc. = [-W'+ili+A 2) + 03] (16)

which can be written as Using Equation (15) in (12) and performing the

n2 2) ecessary integrations, the joint moments ofHj(ia) = 1/Mj[-a + i1( ) + (8) velocities are obtained as

The modal damping factor Cj for the J-th mode m
is related to the damping proportionality i E>] • [PF(oj)] w/4M2,wj1C (17)
factors p and A as q r jIl

Cj - P/2(o + Xwj/2 (9) Assuming that the bend limited white noise
excitation covers a frequency range of 0 to w.

Using Equation (7) in (3) the total cross PSO and using Equation (16 i (12), the Joint

of the response is obtained as the double sum- moments of accelerations are given by
mation of the cross PSO of the response of m
pairs of modes as [ 3-Ewr>]u =: +

In m .()kt()ski)] j. F~ " j

[Swo(i)] - E E (10)J-1 W J k F -C tan"1  1C~owj 4C ]-3)

forces of pairs of modes and is given by

[Ski)_( YTEF'){')#)T(11) In -(UWJ*++1(18)
When the damping in the structure is small, I(NI Joj) -

2(o1IJ)("0l )1/2 +
an approximate solution for the response Is
obtained by neglecting the cross product terms STIFFENER SPACING PARAMETER
in Equation (10) which leads to a single sum-
mation over the modes and is given by Although there are several possible ways

of arranging the stiffeners with nonuniform
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spacing, in this study It is accomplished in displacement with the spacing parameter, m,
accordance with a single parameter. This para- are shown in Figure 3. The response at the
meter, m, is established such that panel center reduces with an increase in m

until m is around 8 (when the response becomes
n 89% of the value at m- 0) and then starts in-
Z st = /2 (19) creasing again. However, the space averaged
I1= mean square displacement response increases

and monotonically with m. Since the panel is load-
ed at the center, the response is predominant

si+l - s em I 1,2,...n-1 (20) in the fundamental panel mode, and hence the
above behavior can be explained by looking at

where sj, S 2 ... sn are stiffener spacings, the fundamental mode shapes of the panel for
starting at the center and proceeding towards different values of m, shown in Figure 4. When
the boundaries as shown in Figure 1, and i is m 2 0, the fundamental mode is shallower com-
the length of the side of the square panel. In pared to that when m* 0 (uniform stringer
this arrangement, m > 0 indicates an arrangement spacing). Hence, when m > 0, the mean square
where the stiffeners are densely packed near the displacement response at the center is less,
panel center whereas m < 0 shows that stiffeners but because the response is more evenly dis-
are denser near the panel edges. This particu- tributed on the panel surface compared to the
lar configuration of stiffener spacing is chosen case of me 0, the space averaged displacement
because it provides a single spacing parameter response is more than that corresponding to
against which the responses can be plotted for m =0.
comparison.

The mean square velocity at the panel center
RESULTS AND DISCUSSIONS and the space average mean square velocities are

plotted against the stringer spacing parameter,
The panel studied is shown in Figure 1 with m, in Figure 5. The response at the panel center

a dimension 1.2x 1.2 m and 2 mm thick. There decreases monotonically with increasing m, for
are seven channel stiffener sections, which were the range of m values studied. The space aver-
10 cm deep with 5 cm flange and 4 mm thick, aged mean square velocity also decreases as m
placed along each of the two orthogonal direc- is increased until m is around 6 and then starts
tions. The damping proportionality factors p increasing. The same trend is observed in the
and A are taken as 0.1 rad/sec and 0.1 x 10-5 sec, case of mean square acceleration responses as
respectively. The response analysis of the shown in Figure 6.
structure was carried out using SPAR structural
analysis program [8]. The above results indicate that by rearran-

ging the stiffeners in a nonuniform fashion, it
The natural frequencies and normal modes of is possible to change the natural frequencies of

the stiffened panel are obtained by solving the the structure and to reduce the panel response.
problem of free vibration for the undamped str- A reduction in vibration response of the struc-
ucture. The mean square values of displacement, ture will result in a reduction of the noise
velocity and acceleration, responses are given at produced by the structure and hence these re-
all points on the panel surface using Equations sults have greater significance in providing
(14), (17) and (18). The space averages of the optimum aerospace structural design, for re-
mean square responses are evaluated by summing ducing interior noise in aircraft fuselages etc.
the mean square responses at all points on the In the case of floor mounted machinery, the
panel and dividing it by the total panel area. response of the floor can be reduced by the

suggested rearrangement of the floor beams. For
The variation of first eight natural fre- any particular application, an optimum value of

quencies with the stringer spacing parameter, m, m can be found from the results shown here.
is shown in Figure 2. The fundamental frequency
decreases as m is increased but it increases for CONCLUSIONS
negative values of m (indicating closer spacing
near the edges) until around m--8, beyond which The effect of nonuniform stiffener arrange-
the frequency starts decreasing again. The in- ment on the random response of a flat panel
crease in fundamental frequency when the spacing stiffened in two orthogonal directions is stud-
of stringers is changed from a uniform config- ied for design applications. The mean square
uration, (m -0) to a nonuniform configuration responses of the panel, both at its center and
with me-8 is approximately 21.4%. An explana- its space averaged value, when excited by a
tion of this behavior is that a closer spacing stationary random load at the panel center,
of stringers near the panel edges reduces the were calculated when the stiffeners were arranged
inertia of the panel in the fundamental mode, uniformly and nonuniformly. The results in-
and increases its stiffness resulting in a dicated that it is possible to reduce the dis-
higher fundamental frequency. The natural fre- placement, velocity and acceleration responses
quencies corresponding to the higher modes in- of the panel by arranging the stiffeners non-
crease with increasing m. uniformly over the panel surface by a proper

choice of m for a specified limiting response
The variations of the central mean square of the structure. These results are quite
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DISCUSSION measured data to get the modal para-

mtrs then you do a parametric study 
to

Hr. Yana (University of Maryland): In get a hatical model. Two years ago
your study you varied the spacing of a student of mine, Dr. Rhee, did work In
stiffeners when you used the finite this area. He actually obtained a
element technique. Did you actually do mathematical model from measured modal
any optimization studies or did you just parameters. The advantage of this is
plug in different values and vary the that one you have the mathematical
parameters during each run? equations then you do the optimization

study without changing all the par&-
Hr. Bhat: We haven't done any optimi- meters and plugging into the finite
zation study to date. It is possible we element technique. I think now they are
may do some In the future. Right now we also coming out with hardware with which
are seeing how the parameter M varies. one can do this type of study.
Parameter M affects the vibration
response and that Is what we are
studying. However, It is possible to
use an optimization technique to find
out the optimum value of M.

Mr. Yang: But with an optimisation
technique you need mathematical equa-
tions. You really cannot operate on the
finite element. What I Just wanted to
mention is that there has been slot of
work In this area starting off with Dr.
Klosterman of University of Cincinnati
back 5 to 6 years ago with his PhD
thesis. With that technique you use the
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ON NONLINEAR RESPONSE OF MULTIPLE BLADE SYSTEMS

A. Muszyfska
University of Dayton Research Institute

Dayton, Ohio

D. I. G. Jones and T. Lagnese
Air Force Wright Aeronautical Laboratories
Wright-Patterson Air Force Base, Ohio

and

L. Whitford
Aeronautical Systems Division Computer Center

Wright-Patterson Air Force Base, Ohio

In the first part of this paper, modal and discrete models are examined
from the point of view of predicting the dynamic response of a single
jet engine turbine or compressor blade to harmonic excitation by an
external force and with restraint' provideo by a dry friction link to
ground. Experimental identification of parameters in the modal and dis-
crete models is discussed. The discrete model is then used as a basis
to characterize the nonlinear response of a set of several blades
connected at their roots to a rigid disk, and having dry friction
coupling from blade-to-blade and from blade-to-ground. The nonlinear
differential equations of motion of the system are transformed into a
set of nonlinear algebraic equations, which are solved numerically using
an iterative method. The results, which are given in terms of amplitudes
and phase angles of the response, illustrate several effects including
blade mistuning, magnitude and distribution of excitation forces, and
phase differences between exciting forces on adjacent blades. Two
general types of conclusions may be drawn so far, concerning the
influence of dry friction between blades. One concerns the effect of dry
friction in reducing response amplitudes (damping effect) and the other
concerns effects of blade mistuning (effects of blade-to-blade coupllnq).
These conclusions will be discussed in the paper.

1. INTRODUCTION

Vibration induced fatigue failures in application work has usually been done on an
turbomachinery blading occur very often in empirical basis.
modern systems, partly because ever-increasing
performance requirements inhibit traditional The problem of predicting the response
modifications such as changes in blade geometry, of a bladed disk system with allowance for
which have often been found effective in the interblade coupling, mistuning, and frictional
past, usually on an empirical basis. The high forces is very difficult to solve exactly.
stresses which lead to such failures are due to Several approaches to the problem are possible,
flutter and/or aerodynamic or mechanical Including finite element modeling, syntheses
excitation of blades at frequencies equal to of harmonic receptances and discrete element
some multiple of the rotation speed, coupled modeling. Finite element techniques are
with coincidence of mechanical resonances of becoming ever more widely applied, and have
the bladed disk system, under conditions where been applied to some extent to this problem
aerodynamic sources of damping are ineffective. [1-3). However, these will not be
For this reason, other sources of damping, such discussed further in this paper, except to
as material or structural have been of con- note that running times can be quite high,
siderable interest for the past several years. making it expensive to study the effect of all
However, the very nonlinear nature of the possible relevant parameters. Receptance
phenomena involved has made rational analysis methods are potentially applicable, and have
difficult, so that much of the industrial been used to solve many different linear
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problems [4). For systems having nonlinear
elements and for very complex structures, it is /
more difficult to apply and iterative solutions
will probably have to be sought for multiple
blade systems. Up to the present, however,only
a single-blade analysis has been completed for
the nonlinear damping from dry friction forces, BLADE
and this will be discussed and the results com-
pared with the discrete analysis, which is the
main subject of the paper.

Two main problems will be addressed,
namely single blade response and multiple blade
response, in each case with allowance for
frictional damping. The single blade analysis
is of interest in its own right, and to estab-
lish the limits of the discrete model in com- 02
parison with receptance methods, including
identifying single blade parameters in a dis-
crete model, which in turn forms the basis for
a discrete analysis of a multiple blade system.
The results of the multiple blade analysis are
of considerable interest and throw light on
several effects, including (a) mistuning of
blades, (b) amplitude and phase relationships
between excitation forces on each blade, and
(c) influence of blade-to-blade friction forces. FIXTURE

2. IDENTIFICATION OF SINGLE BLADE PARAMETERS

2.1 Modal Analysis

In order to provide a basis for the Fig. 1. Compressor blade with excitation and
analytical modeling of a single blade clamped pickup points.
at the root, one may resort to finite element
analysis [1-7], other analytical methods [8-9], a1 (w) is the driving point receptance at
or experimentally measured receptances at two point 1, the tip leading edge, a22(w) that at
or more points, along with measured mode shapes another point 2, and a12 = a21 are the cross
for the important modes of vibration [10-19]. receptances.
In this paper, the latter approach will be
adopted and applied to a typical jet engine The modal functions On were measured
compressor blade, as described in more detail from receptance tests and from laser holographic
in Appendix 1. interferometry [20,23], and are illustrated

for the first three modes in Figure 3. The
The first set of test results were nn'S and fn's were determined for each mode

obtained for the test blade clamped in a rigid from the receptance plots, and Mn were esti-
fixture, which was set in turn on rubber mated from the peak value of all at point 1.
isolator pads, with excitation and response If the modes are well spaced:
pickup at the tip leading edge, as illustrated
in Figure 1. Several measurements were made 2
of the driving point receptance l11(w), being a 1llJmax I/Mn nn wn
function of the frequency w, for various (2)
driving force levels in the linear, low ampli- Mn " I/nnw 2

tude range, and the results are shown in nn '1llmax
Figure 2 [20]. Following Ewins and others
[18,19,21,22], the receptances cij(w) were for each mode n. This procedure is most
represented by the form: effective, of course, for widely separated

natural frequencies and would have to be
modified if they were close. Figure 2 shows

N 0n(XtYt)on(x'Y the fit between such a series representation
n n -y (1) and the experimental data, for specific values) . 2 of e (or 

21fn) and Mn, the series beingterminated at the third mode. The agreement is
quite good, and it does not seem that in this

where Mn is the n-th modal mass, n(x,y) is case neglect of higher order modes leads to
the n-th modal function, normalized here at any significant high frequency residuals in
the tip leading edge, nn is the modal loss the estimation of ,11 [19).
factor in the n-th mode, W - 2if is the n-th The data in Figure 2 was fitted using
natural frequency, and aRd j arenthe two the following parameter values;
points where the receptance was measured.
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_-6_ _data set for use in establishing the best'-.ERMT discrete model of the blade, as will be
f.V14M W discussed in section 2.2.
,,.,5W

",0 045 K

Neo.035 4 2.2 Discrete Model, ,. , #,..06

z • '.-o 150The advantage of a discrete model is that
V____ ,-0 30 -1____ the differential equations of motion of asystem encompassing several structural elementsC6 may be described quite simply in terms of

ordinary second order differential equations,\ .,04 ,and therefore reasonably accurate solutions
may be obtained at low cost. Customarily, one/identifies the parameters in a discrete model- /,-\ in such a way that the lowest order natural

. . ,frequencies of the more complex system are
properly replicated, but for analyses involv-~~rjdl2E\ 9 / \. ing nonlinear forces, such as frictiondamping,

'\ ' *one needs a model in which the receptances0 2 0 400 600 OD 00 0K o 12 00
_W UENCY-M tj are accurately reproduced also, and this

is much more difficult to do.
Fig. 2. Measured receptances
and modal representation. Consider, for example, the two degree offreedom system shown in Figure 4. The two

masses m1 and ini, and the springs K1 and K2,
allow one to rePlicate the first two natural

1 ,o frequencies of the blade, both of which repre-
sent bending type modes in this case, as well0. as all in the vicinity of the fundamental

o resonant frequency. The modeling of a12 and
iS much poorer, but the parameter 2 which

o3 rols the apparent amplitude of the force
S2 does allow one some scope for improvement

-03 of the model. Hence R2 represents a correc-
tion coefficient for the continuous nature of

S-01 the real blade. Consider the equations of
motion of the system in Figure 4:

M OCI MOO' mlX 1  + K -X1  X2 ) " $1e
i t  (4)

Fig. 3. Modal functions for compressor blade. m22 + KI( 2 - Xl) + K2x2  S2R2e (5)
These equations are solved, with $1 and S2NI  - 0.045 kg having harmonic time dependence (steady-state

P2  - 0.030 kg solution), and the corresponding receptances2 - kobtained in the form:
M3  = 0.035 kg

f, - /2- - 1?5 HZ

f 2 * 2/2w - 420 Hz 1, W_ M1 so
f3 " u3/2, . 935 Nz
#l(x2,y 2)  • 0.06

(X2.4 2)  -0.15

,3(x2.,2) • -0.30 71-- me SeRe

it(xl.yl) O 100 (1 -1,2.,3) K

This identification of receptances // //
for the blade serves three purposes. First,
to obtain analytical expressions for mij to be Fig. 4. Discrete model of compressor blade.
used in further analysis of nonlinear piFeblbms.
such as that of a blade with dry friction
damping at point 2; secondly, to model several 2
blades in a rigid disk through vector addition ax1  K1+K2-m.w (6)
of receptances (not done In this paper) and, C1 I : as
thirdly, to fill gaps in the sparse measured 1
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aX1  aX2  2.3 Receptance Analvis of Single Blade

42 W2 " (7) with slip at Point 2
('l2)R 2 If now the blade is excited by a force

2 ) (a) Sl(t)- SiCos(wt) at point 1, and is linked to
22 62 A ground at point 2 through a dry friction Joint,

2 _ 2 _( as illustrated in Figure 6, then the equations(Kl - 1,o (9) of motion can be written in terms of a suma-
tion of receptances as follows:

Figure 5 shows the variation of the receptances
mlt((Ij-1,2) with frequency for the set of
pa;;ameters:

ml a 0.040 kg
m2  - 0.022 kg

K1  - 35,530 NIm
K2  - 111,034 N/m

R2  . 0.1

It is seen that 011 and al2 are reproduced
quite well in the vicinity of the fundamental
mode, but 022 not quite so well, although 022
does approach zero as the frequency approaches
about 150 Hz, as it should. This is evident Fig. 6. Blade with friction damper at point 2.
from Equation (8). For the fundamental mode,
therefore, the discrete model Is reasonably
accurate, although by no means perfect, and X1 = S1 Ol, + PN sgn(2)*12 (10)
will form the basis for investigations of mul-
tiple blade systems. The second mode is not
well modeled, except that the resonant fre- X2  S1  21 i (11)
quency is properly reproduced. Clearly, much
tmprovemont is needed, and is possible itf on
looks at models having more than two degrees where iPN sgn(X,) represents the Coulomb model

of freedom, but this does defeat the purpose of of the friction forces, Is the coefficient of
a simple model. The problem of identifying friction (dynamic) and N is the normal force.
continuous systems in terms of discrete models Even though the term UN sgn(X,) is nonlinear,
has attracted much attention [11-17], but it the linear sumtng of receptahces is permitted
seems clear that more attention must yet be because the nonlinearity is external to the
paid to perfecting such models to properly blade itself. The Equations (10) and (11) are,

duplicate the receptances of the continuous of course, nonlinear. They can be solved for
systems in the lower order modes, in addition steady-state vibrations by the method of Harmonic

to mtching the resonant frequencies. Balance, as shown in Appendix 2, to give the
magnitudes of the responses D and A of the
points 1 and 2 respectively:

-; . o. / a4lSf .(4 1 w,) (2 110 2- 12) (12)

X -i o,21 /  i(13)

- -where X - 0 Cos(wt+) and X A Cos(wt+ ). It

a! . ! is evident from Equation (13) that A can exist
only when:

w~~s Jja i - -Il > (4iaN/ir) IG22/021I (14)

'o~ and if this condition is not satisfied, A must
I . " be assumed to be zero, and the solution for

which *g - 0 must be sought. This can be
found by introducing any co stant amplitude

o oforce F in place of ja sgn() in Equations
(10) and (11), letting XA2' 0 and eliminating

Fig. 5. Receptance of discrete model. F between the equations, so that:
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lU-- 1 "3. Hh,,,,'

-Fig. 8. Discrete model of blade with friction
damper.

Fig.7. Apparent receptance of continuum and
discrete models with friction. 1

1 Xl] Xll '122 - '21 '12 (1)I- )- (. K2 . -2 (19

l (15)'2

Using the expressions for the receptances Note that A does not exist unless:
from earlier, and/or the experimental resultl 2
directly, one can therefore predict the non- Is11 >(4iNR2/w) I1 - mlW/K ll (20)
linear response of the single blade. Figure 7
illustrates the predicted variation of I D/S I so that only one mode can be modeled for this
and IA/S I with frequency for the compressof case. Discrete models with more than two
blade, uling the same values of MI ,M2,M 3 , fi, inertial elements would be needed to account
f2.f3, #19 42, and 43 as were tabulated for slip in more than one mode. Using the

earlier, and for the case pN/SI-1 00. It is values of the parameters m1 , m2 , KI, and K2
seen that, for this particular case, IA/S1I determined earlier, the response of the damped
exists over only a very narrow frequency range, blade Is plotted in Figure 7 for uN/S 1 - 100.
defined by inequality (14), for modes 1 and 2. The specific values of the parameters used are
The three mode expansion does not allow one to m1  - 0.040 kg
predict more modes, because the combination of H2 0.040 kg
a1, 122, and *22 always leads to the loss of '2 0.049 kg
one mode when ol, is determined; hence more K1  - 35,530 N/m
terms in the expansion would be needed to model K 111,034 N/u
more modes. *2  0.1

2.4 Discrete Analssis of Single Blade R 1
with Slip at Point 2 pN/S 1  a 100

If the blade is represented by a two deg- The value of m2 is found to be not very criti-
ree of freedom model, as In Figure 8, the equa- cal, and this value was used instead of 0.022
tions of motion can be written in the form: kg because it reduces the second resonant fre-

+ I (16) quency, to correspond to som degree with the
III1  + K1(XlX 2 ) "' 1 (t) mess loading effect of a platform of a real

blade. It is seen that the discrete and
"0 (17) receptance model agree quite well in the

m2X 2 + KI(X 2 -Xl)+K2 X2+R 2N - 0((17) vicinity of the fundamental mode. This sec-
tion completes and extends some of the pre-

where P is the dry friction coefficient, N is vious work in the area of single-blade

the normal load, and R2 is a correction coef- response [20, 25-29].
ficient. Again, using the method of Harmonic 3. ANALYSIS OF RESPONSE OF
Balance, we get the solution: MULTIPLE BLADE SYSTEM

3.1 Equations of Notion

"" -- (-) (18) It is for systems involving many

-o., I , blade elements, in a disk, that the discrete
- , )'4 "--"model of the blade becomes most useful, since

It allows one to reduce the analytical problems
to manageable proportions while retaining some
measure of the real behavior of the original
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HI-45 S - S V Cos(wt)=S CosE2ir(v-l)/n]J1. 1 CoS(wt) (21)

KW-- - _where n its the number of blades (12) and S is
% -the maximum driving force (0.1 N), and j is anK. " *; • integer. If j-, 0eSv isconstantdfor all

K blades;if j 1, then S. s 0 for blade number
v -3 and v- 9, and so on. Figure 11 shows the
effect of a stationary "Sine excitation,"described by:

Fig. 9. Discrete model of Multiple 
Blade System.

(22)
S' - Sv Cos(wt) a S Sin [2jw(v-1)/n] Cos(wt)system. For example, for a rigid disk having S o Sl

n blades, one might create a discrete model
as illustrated in Figure 9. In this figure,
the masses m2 , represent the platform (or per-
haps a shroudY on the vth blade, so one can
allow for frictional coupling between blades TALEI

and between blade and disk. Since rev and KP F

can be varied, one can allow for mistuning of PART F eA (z FRCTOU)
the blades. The interblade stiffness elements
Mcv allow one to model interblade coupling. [31]
Tney can represent the disk flexibility to rmr ( (31.02/31.03) Tund (10) Nstu (Si

some limited extent. The equations of motion
of the system, and the method of solution, are 12 12 12 12

described in Appendix 4. At this point it is o.o4 0.04 0.0064 0.o06
sufficient to say that the method of Harmonic 0 0 0.0052 0.0043(

Balance is used to obtain the steady-state .(V)
harmonic solution, but an iterative procedure 36.s3 3S.63 40,s3 4o.S3

is now necessary, in contrast to the closed
form solutions obtained for a single-blade. 111.034 111,034 126.850 16.80

The numerical solution obtained from the K0.O 0.00o 0.000 4o.oo

computer program consists of printed values of 3v

amplitudes k3, and Av , and phases yv and of n.o, 0.001#0.01 0.001o.01 0.001+0.01 0.001+0.01
the response of each blade (see Appendix 4), as
a function of the system parameters mlv, m2v, 0 0 0 0

Klv, K2, K3v, j, Nv, NNv, S, 6v, etc. o.1S 0.15 0.15 0.15

3.2 Solutions for Zero Friction (Linear S 0.1 f2(v) 0. 01 Y() 0.1 1 2v) 0. 1 t (v)

Cases 6 0 1 0 0

Since many prior analyses [7, 21, 22, f I + o.1 s1n((-1)/f)
31] have addressed the problem of predicting the 1 01Snw(-1)/n
damped response of a bladed disk, or multiple f "S( )In]
blade, system to various types of excitation,
the first task to be addressed before proceed-
ing to a study of the effects of friction was
to establish that the present approach and the For the tuned case, no difference is seen, of
related computer program predicted the same course, but for the mistuned case, some clear
behavior. differences in response are seen, Including

The first case considered was that of different frequencies of maximum amplitude. It
12 blades, both tuned and mistuned. The basic is also seen that mistuning allows several
blades were modeled by the discrete parameters response peaks to appear. in contrast to the
listed in Table 1, representing the compressor tuned case [31]. The second case considered
blade discussed earlier. Figures 10 and 11 was to predict the effects of mistuning on the
show the predicted response of the tuned and response of a simplified blade comprising a
mistuned systems as a function of frequency. beam about 80 mm long (as compared with 203 -
Figure 10 shows the effect of a stationary for the compressor blade), and discussed by
"Cosine excitation" on the response of a Ewins [31). The estimated discrete parameters
typical blade (blade 1). This type of excita- corresponding to Ewins' geometry are also
tion Is described analytically by the expres- listed in Table 1. Figure 12 shows the
sion:
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Fig. 10. Response of Tuned and HistunedSystems Fig. 11. Response of Tuned and Mtstuned Systems
to Stationary "Cosine Excitation" to Stationary "Sine Excitation"
(Blade 1; Cases 30,31, author's not.). (Blade 1; Cases 30,31, author's not.).

predicted response to a stationary "Cosine
excitation" (j - 6), for the tuned and mis- S' - SVCos(Wt - av) (23)
tuned cases, as was considered by Ewins. In
this case, the "cosine excitation" corresponds where 6v, 2wj(v-l)/n;j - 0,1,2---etc.; (III)
to a 1800 phase shift in excitation on adjacent stationary excitation of the form:
blades, and S. is of constant amplitude for
each blade. Figure 12 also shows a histogram S' - Sv Cos(wt) (24)
of the relative amplitudes, Dv/Dvx, and o
phases y of each blade, at frequecies corres- a SCOS ) [2wj(v-l)/n] Cos (wt);
ponding Vo each resonant peak In the tuned and Sin

mistuned cases. (iv) effects of irregularities in the phase of
exciting forces, such as:

3.3 Frictionally Damped Systems

Having established that the dynamic , 2ij (v-l) (25)
response behavior without friction is in keep- V n + An
Ing with previous work, one is now faced with where An 0 0, and an irregularity in phase
the task of varying a large number of para- on
meters in order to gain insight into the non- occurs between blade n and blade .; andfinally;
linear effects, since each parameter configura- (v) the effect of the number of blades.
tion is now unique, and generalizations cannot The first case considered in this sec-
be made as readily as in the linear case. tion was a tuned system (author's working nota-

For the present, we have confined tion, Case 16) of n blades, each having identi-
attention to a limited number of cases, includ- cal mass and stiffness characteristics, as given
Ing: (a) a tuned system, (b) a mistuned in Table 2. Each blade v was excited by a force
system with smooth variation of messes and S, of constant amplitude, with constant incre-
(c) a mistuned system with random variatts of ment of phase angle between blade v and blade

Parameters varied for each case include v + 1, again as given in Table 2, such that the
the excitation force amplitude on each phase angle 6V is equal to 2w(v-l)/n. Figure

blade, (ii) phase angle 6 of excita ton force 13 shows the pfedicted values of DOvS, for all
on each blade, for travelYng waveexcitation blades and for one value of uN/S, and for
of the form: several values of n. It is seen that this
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Fig. 12. Response of tuned and Misted2.X

multiple blade systems to wCosine
excitation* (Blade 1; Cases 60,51).
Histograms of relative amplitude
D x and phases Yv of each blade 2AOw-i

at frequencies corresponding to T f as
resonant peaks.

behavior is qualitatively similar to that for a
single blade. Th, peak amplitude steadily
varies from a large peak near 125 Hz at 6 - 0

(n *- -), to a large peak near 150 Hz for m MUNSON

growing, with lowest amplitudes occurring for
certain values of n. Figure 14 shows the effect
of varying N/S ratio between noral force and
amplitude of driving force for n - 11, v - 0.15,
on the values of response amplitudes -40

IAI/SI and 1D1/SI. It is seen that the effect
of varying n is similar to that of varying UN/S.
A later case will examine the same behavior ,.s
for a mistuned system.

When the blades are mistuned in a O.S/I*

regular manner (author's Case 20, Table 2), the IN
Iass m1 vary smoothly from 0.04 kg to 0.044 kg, .
as illustrated in Figure 15. This figure also
shows the random distribution to be discussed
presently. Figures 16 and 17 show typical
I lgrah of amplitudes of response, I f/S1 and A* so

lA/SI, for several values of N/S. Figures 18 PUEcY1

to 20 show three-dimensional, computer gener-
ate plot of IDSI and IAj/SI versus frequency Fig.13. Response of n-blade systemtotraveling
and blade nuser for particular values of wave excitation (Case 16, effect of

N/S (P - 0.15, N - 10, S variable, see Table 3). number of blades n and phase angle of
Note the systmtic variation of the peak excitation 6 aPN/S * 15).
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Fig. 18. Computer generated plot of response Fig. 19. Computer generated plot of response
(D and A) versus frequency and blade (D and A) versus frequency and blade
number (for case 20.05-Table 3, Sv number (for Case 20.18-Table 3, Sv

1.ON, NY - ION). - 0.2N, NV * ION).

response jDv/S| from a peak at 125 Hz to one at randomly mistuned masses ml,, as Illustrated in
150 liz, as N/S varies from 0 to- (Fig. 16). Figure 15. Despite the different types of mis-
The limiting case N/S - corresponds to all tuning, the response plots appear remarkably
masses m2v locked together. Note also that similar to the previous case (author's Case 20),
IAv/SI varies somewhat differently than in the and on the basis of this very limited samle,
tuned case, and exists over a wider frequency one might conclude tentatively that, while the
range. Figures 21 and 22 show similar varia- exact type of mistuning will affect precisely
tions of IDv/SI and IAv/SI for a blade with which blade sees the maximum response, it does
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TABLE 3

PARAMETERS FOR VARIOUS CASES

Case Case Case
*Parameter 20.05 20.18 20.09

an 11 11 11

"'lv 0.04f](v) O.04f,(v) 0.04f,(v)

mv 0.049 0.049 0.049

K35,530 35,530 35,530
U1

K 2v 111,034 111,034 111,034

K3v 0 0 0

T1 0.01 0.01 0.01

r 0.01 0.01 0.01

Nv 10 10 100

0.15 0.15 0.15
50 V1.0 0.2 0.1

a 2w(v-1)/n 2w(v-1)In 21r(v-1)/n

4c30

202

10 - 00

d SS/33

20 25

t A202

Fig. 20. Computer generated plot of response
(D and A) versus frequency and blade
number (for Case 20.09- Table 3. S- ._ _uO.1N, Nv -lOON). W-01r .L __.'1

not affect the value of the maximum response.
Obviously, this is not a final conclusion, and Fi g. 21. Response of mistuned system to
further investigation seems warranted, espe- traveling wave excitation (blade 1,
cially for large values of ijN/S. Figure 23 D1/S, Cases 22- Table 3,u - 0.15,
shows the values of l~/Sgexversus uN/S for effect of ratio of normal force to
these two cases, and for th tuned case, and exciting force amplitude).
does seem to bear out this tentative conclu-
sion.

9



low

25~ OHIO-8
1 0 20 ILA

Fig. 22. Response of mistuned system to FWOuNCY Ie
traveling wave excitation (blade 1,
AIlS, Cases 22-Table 3, M - 0.15,
effects of ratio of normal force
to exciting force amplitudes). Fig. 24. Response of tuned system to travel-

Ing wave excitation (effect of phase
irregularity of the exciting force,
pN/S - 15, Case 16).

S._-L rS 0.1. It is seen that the phase irregula-

I --I-t 4*, 1/. i rity occurs between blades 1 and S. It is also
J seen that blades 1 and 5 typically see the

"0-", highest response amplitudes, and that the
I ' k / "I behavior changes from dominant response nearA\ '" 125 Hz, for large phase irregularity, to

. ,S,-.u dominant response near 150 Hz when the phase
nto shift is less severe. Further evidence of the

t effects of phase irregularities in a mistuned
W. CUm.A system is shown in Figures 27 and 28, where an

..... L. % ~ 11-blade system (author's Case 20) is examined.I tThe properties are given In Table 2, colum 3,
except that Figure 27 corresponds to v -
2w(v-l)/(n+2) and Figure 28 to 6v- 2w(v-l)/

i m~muigxmc~mu~m ,.,. (n-2). These results should be compared with
Figure 16, which corresponds to a uniform
distribution of phase 6v a 2w(v-l)/n. Again,
large amplitudes are seen for blades 1 and 11.

Fig. 23. Variation of (D/S)max with uN/S for Further investigation of the effect of other
traveling wave excitation. parameters, especially in regard to minimizing

the large increases in amplitude, seem indi-
Another set of calculations determined cated, and can be accommodated by this model.

the effect of an irregularity in the phase
between exciting forces on blade 5 and blade 1, Finally, further consideration is
for n - 5, for traveling wave excitation (J1) given to the effect of variation in the number
of the tuned system (author's Case 16). This of blades, other parameters being equal, on the
was accomplished in the computer program simply response of tuned and mistuned systems under
by letting av - 2w(v-l)/(n+An), where An is a traveling wave excitation. The system para-
positive or negative number. Figures 24 to 26 meters are given in Table 2, column 1 (tuned
show the response I ,/Sl for all blades of the system) and column 3 (mistuned system). In
five-blade system and several values of An with these cases,&v- 2w(v-l)/n, so no phase
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Fig. 25. Response of tuned system to traveling
wave excitation (effect of phase
irregularity of the exciting force,
PN/S - 15, Case 16).

4

2.0xO'

0. * * p p p I
110 120 130 140 IS0 160 170

S,.2wia-I)/3 FREQUENCY H

".sx o_ Fig. 27. Response of mistuned system to
traveling wave excitation (effect of
phase irregularity of the exciting

__ force, iiNIS - 15, Case 20).

0 iLME irregularity occurred, but the interblade
I.OX04 $LAW 1 exciting force phase angles do change, becoming
. smaller as n increases. This is reflected in

2.4 the response behavior, as Figure 29 (tuned) and
Figure 30 (mistuned) show. Comparing Figure 14
and 29 and Figures 

16 and 17 with Figure 30,

o.sxmrG we see that increasing the value of n has an

$Aact, 
29 an Fiues 16ond 

172 tht Fisgre 30,

effect similar to that of decreasing N/S. In
fact, it can be shown [32] that a single para-

meter 2 I Sin n- combines the effect of

0 0uN/S and n.

Obviously, many more cases need to be
Fig. 26. Response of tuned systemto traveling considered, but it is not possible to consider

wave excitation (effect of phase more in this paper. What is clear is that non-
irregularity of the exciting force, linear response behavior is much more difficult
uN/S a 15, Case 16). to classify and generalize than linear behavior,

so that special rather than general conclusions
must be drawn, both from these results and
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.. ! from any results obtained by other methods ofanalysis.l4. CONCLUSIONS -

In this paper, the authrs have developed a - /

simple multiple degree of freedom model of a
multiple blade array capable of accounting foreffects of mistuning, blade-to-blade and blade-

to-ground frictional damping, blade-to-bladecompliant coupling and different magnitudes and
phases of exciting forces on each blade Theapplicability and limitations of the two degree loe ao

iof freedom model of each blade have been d-s-
cussed and compared wcth receptance models andexperimental data for a nominally undamped blade Fig. 30 Effect of number of blades on res-
in a rigid fixture. It is shown that modes of

the system which correspond to the fundamental pon/seomstndyte(Ce20amode of the blades can be quite accurately

modeled. The second mode of the blade caqnot
be so well modeled by a two degree of freedom paper, however, a sngle blade receptance

xsystem. It has also been shown that reeptance analysis only s completed
techniques of response synthesis can be further

developed to solve such nonlinear multiple Specific conclusions emerging from the
blade problems in a more exact manner. In this numerical results of the computer program
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Si driving force to a 51-m-thick by 460-m-square aluminum
plate, which in turn was mounted on rubber

S' driving force isolators, to even more completely isolatethe blade from the surroundings.
t time

The test system is illustrated by block
xyyi coordinates diagrams in Figure 32. The Bruel and Kjaer

Model 1014 Beat Frequency Oscillator could
X1,Yi response displacements at point i generate a harmonically varying voltage of

magnitude 0 to 120 volts, at any selected fre-
Xt" Yt velocities quency from 20 Hz to 20 kHz. The output imped-

ance, measured in Ohms, was variable within
Xlv response of mass m1  limits to accoumodate various impedance

exciters. As the frequency was varied, the
X2  response of mass m2  current through the output terminals to the

exciter, or driver, could be controlled by
atj 0j4 cross receptances means of a "compressor." This was simply a

feedback loop which measured the voltage
m,Y,6 phase angles across a fixed resistor in the output circuit,

and used it to control the output current. A
c.yV,6v phase angles meter gave a reading of nominal voltage across

the terminals.
81,82 constants The output current from the oscillator
A see Equation 9 was fed directly to a magnetic transducer

(Electro Model 3030-1411), with the output
An irregularity in n impedance set at 600 Ohms to best match the

transducer. The transducer consisted, essen-
C1 ,r2  precision indicators tially, of a magnetized iron rod with many

coils of fine wire surrounding It. through
n ,AI  loss factors which the oscillating current flows. This

current produces an oscillating magnetic field
loss factor of n-th made which modulates the steady magnetic field of

the rod, and hence produces an oscillating
On  n-th modal function harmonic force on any iron object placed nearby.

The magnitude of this force depends on the
coefficient of friction amplitude of the current and on the gap between

the end of the magnetized rod and the structure
v integer being excited.

a iteration index (o- 0, 1, -- ) The waveforms of the input and
response signals were monitored on a dual beam

circular frequency oscilloscope (Ballantine Model 1066S). The
frequency of the input signal was measured by

natural frequency of n-th mode a digital frequency meter (HP Model 5216A).
The pickup system used a miniature high
impedance quartz acceleromter (Endevco Model

APPENDIX 1: EXPERIMENTAL INVESTIGATIONS 22), of mass about 0.2 grams and having a very
thin and flexible cable to minimize interfer-The specific blade chosen for base-line ence. An I Zero Drive (M MOO) amplifier was

tests was a typical slightly twisted, cambered, used to amplify and condition the accelerometer
steel compressor blade with a simple dovetail signals, so that they could be read off a volt-
geometry. The blade was held in a heavy fix- meter (HP Model 3400A). A "line driver" was
ture, Figure 31, having mating surfaces that used in conjunction with the high impedance
matched the contours of the blade root. For amplifier to minimize losses of signal strength
the receptance tests, the root conditions in the cables. This system was used to measure
were such that the clming pressure prevented the driving point receptances at point 1,
slip from occurring. However, the centrifugal namelya 11, illustrated in Figure 2.
loads which exist in the operational environ-
ment were not simulated, because of the diffi- This system has been further updated for
culty of duplicating this effect without msk- further analog tests at the Materials Labora-
ing other blade characteristics, such as low tory. The sweep oscillator was replaced by an
daping. The test fixture for the blade was a SO Model 104A-5 system to give more flexibility
102 me square broach block, made of steel. In in testing procedures and display of results,
the first set of tests, this block was placed and was connected with a 250-watt power ampli-
directly on a rubber pad to isolate the fixture fier so that the controllable input force
from the surroundings. Later tests were con- amplitudes could have a greater range. This
ductad with the broach block fixture attached was particularly important because of the
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the system and in ensuring that each individual
test was well conditioned. A block diagram of

PWm 2 pOm.,I the test system is given in Figure 33.

AMMtLYER

Fig. 31. Blade in test fixture.

Fig. 33. Digital test system.

-A KAMt~ o APPENDIX 2: RECEPTANCE ANALYSIS OF BLADE
WWITH SLIP

Equations (10) and (11) are solved by
LM CMyEr assuming, for steady state response (the

existence of the steady state response of the
KrFM=XW -. ouform Equation (26) was analyzed by Plunkett (33]

cLLncn " from the viewpoint of a solution in the time
domain) that

X2 - A Cos wt,

S 1  $11 Cos ,t + $12 Sin Wt (26)

Fig. 32. Analog test system. X1 - Dl Cos ,t+D 2Sin wt - DCos (wt + Y)

inductive drop-off of the magnetic transducer
output force at high frequencies. To correctly Then: sgn (i,)=. - 4/isgn(A) Sin wt if we take
match the output impedance of the amplifier the first term and the Fourier expansion of
(4 Ohm) to that of the transducer (1,600 Ohms sgn (Sin wt). Putting these into Equations
an audio transformer was used. This minimized (10) and (11) gives:
distortion of the input signal. To ensure
constant output force from the transducer, the D1Cos wt+D2Sin wt - c 11(S11Cos wt+S12Sin wt)
current was monitored by observing the voltage
across a fixed (1 Ohm) resistor. Voltage to 4 uN sgn (A) Sin ut a12 (27)
the transducer was monitored so as to control "
the input power, thereby minimizing the danger A C w (S Cos t + S Sin wt)c21
of fusing the wire coils together in the 11 12
transducer, which could lead to loss of signal
strength and increased distortion, as well as 4
disturb the calibration of the system. - wpN sgn (A) Sin wt 022

A digital signal analyzer (HP Model 3582) Equating terms in Cos wt and Sin wt gives the
has also been used to conduct tests. The four equations:
capability of this digital system to conduct
spectrum analysis in conjunction with impulsive D1 -'ll 1
excitation of the blade (calibrated hammer)
allowed for very effecting testing procedures. D 4uN 'A'
The impact hammer (PCB 068A60) and accelerom- 2 -a11112 - sgn (A 2 (28)
eter (PCB 3031) were both low impedance devices
so that electronic noise was minimized. Even A - S11021
so, great care had to be taken in calibrating
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0 aS l - sgn(A)a 22  (KI+K2-02w 2 )A Cos wt-KI(DICOS wt + DYSin wt)0 12*21 - 9

which are readily solved for D1, D2, Sill and 4N 2  (A) Sin wt w 0
4pN s22

-12 sgn (A) equating terms in Cos wt and Sin wt gives the
021 four equations:

S1 SICost+ 4 sgn (A) -2 Sin wt (Kl-mlw 2) D1 - K1A - S
I I) W 01211- 1 1 1

(29) (Kl-mlw 2) 02 $12 (34)

2 2 /4pN\ 2  (0222 ( 1 K-m 2
2) A - K1D,2. ,. oK+

~l Sl+~w)4pNR 2

-KID 2  - - 2 sgn (A).

S $ S (=uN)('2) Hence:

Hence: .. S1 I S1 1Cos wt + (K1-m1w
2) (1-- )1sgn (A)

X1 .I 1 S11Cos Wt + 4_N sgn(X 2)( .l a 22 ..12)Sint xSin

\, 1 ' 2)x. Sin Wt

D_ 2 2 + - 2 2 2021\2 (30) (42+ 1R)2 (K1 Wm 2 2  (35)

[,; ,2  ,,Z,)11 11 01'2I wK

D a I V- 1- i - + " 11 1 "L 1 "K

,_.. N2 (i122 - '12'21 \2 From the first and third of Equations (34), by
eliminating D we get the expression (19) for

021 IAI. Further, we get the expressions for

Hence, Equation (12). Since A - 11 '21, and D 2 2. 36)

Equation (13) follows also. (1+ Km-1  /0) (411 i (mlh )

APPENDIX 3: DISCRETE ANALYSIS OF BLADE 1 - -- m)
WITH SLIP K I m " _M u

Equations (16) and (17) are solved, for
steady state response, by assuming that O a * sgn (A) (37)

X2 - A Cos wt

X1  D Cos Wt + D2Sin wt-D Cos (wt +y) (31) Hence, since/012 2 2 weg

S1 a $11 Cos Wt + Sl2 Sin wt (32) expression (18) for IDI.

-4 R sg ( 32) inw
and uNR2 sgn ('2) - NR2 sgn(A) Sin APPENDIX 4: ANALYSIS OF MULTIPLE BLADE

Hence, Equations(16) and (17) become: 
SYSTEM WITH SLIP

(K 1, -n,2 ) (1 Cos wt + 2 Sin wt) -K A Cost The equations of mtion for the v-th
1  + 2  1 blade, in Figure 9 are:

(33) Kv

( ($11 Cos Wt + S 12 Sin wt) 
m(3Xl) + K l (X l v X2  ) + -- (X l " X )
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-S Cos (Wt + 5 ) (38) P(ZMZ ( (43)

+ -" where Z is the column matrix (m x 1) of
m2Vi2V_ V IV W '2v IV)variables Z~- andZ2,wherevu - ,...nan

m ; 2n, Q is the column matrix (mx 1) of the

+ K2 n "~ K 2n v 2 +I) excitation vectors, and P Is a nonlinear
w 2v + X square matrix of dimension m x m.

K3. v I The matrices P. Z, and Q are given by

+ K. ( " X ,-1)- K3vX2 , v,1 expressions (44) through (51).

- K X z zACs3,v- 1  2,v- 1 - 1  1 Coo 1

NR 2 sgn (Xzv- 2",+ 1) + UN1jelsgn ((2v) Z2 -A1 Sin a1

+ UN 1R2 sgn (2" i2,-)* (+K + K 2 C
: - sl2 (44)

+ K3v + K3,. 1) X2v 0 (39)

for v - 1, 2, ...n, where n is the number of ZW.1  An Cosan
blades in the system. These are a set of non-
linear differential equations of the second z -An Sinan
order, with the only nonlinear term represent-
ing a Coulomb model of the frictional forces.

In Equation (38) and (39) and n1 are S (RlCOS61+R1Sin6
loss factors in elastic members (hysterctic
damping model), R1 and R2 are correcting S 2(R11Sin61-R21Cos61)
coefficients, Nv , and N are normal forces, (45)
and V is the dry frtcttoff"coefficient.

Applying again the method of harmonic
balance, we let 0m-1 Sn(RlnCos6n+R2nSn6n)

X I Dv Cos(Wt +yV) (40) Qm Sn(RlnSil6n+R2nCOS6n)

x - % Cos(Wt .0) (41)

In the matrices we further have:
If we introduce these into the equation of 2
motion, and introduce the simplifications: PUl = K2v+ K3v+ K3,v-1 - m2w

sgn [C1Sin(wt + 01) - C2Sin (wt +02)] KlmliV 2[(1+n 2) Klv-ml w 2]

4 ClSin(Wt + 01) " C2Sin(Wt + 82) (K(42m) 2)2 + (Kln () 4
IT (42) (46)

P2 Q nK2v + nl(K3v + K3.,-) '

(first term of the Fourier expansion; C1 2'
012 are constants) then the equations fdr the 2 4

Z2v.I Av CoS%"v (Klu-miWO2 )2 + (Klvn)2

and

Zu - Av Sin% v-1, ... ,n

can be written In the form of a nonlinear
algebraic matrix equation:
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~1 
1

AxN*
1  

'1~i 0 ! Ii L)AA !!

-193 It N1 PI 2
W*WV 2  

_P3i N9I32,2 KU

_"3 lSN2-02 P
3
1 3 * 3* 2 ~

P 1 (47)IE2 " .uA2" 
2  

$ )r4 2V

'3.-2

1*
0

-laub. M 3..

P( )z( G ; a a 1, 2.... where

p(0-1 ) P(z (0-1)); a - 2,3,....
+(1+2  11-.V 2

i KIv (o Initially, p(o) is calculated with W-
0, and V. V ) for vm.., andI - 2 ) + r12] V V

(( I *Kj-.wJ ] (48) the system
((48) 2)P(°)Z "Q ,

-ll - ( ( (1

IV -M Q (52)

4IAN R 4 Rl solved for (2) The process continues with
V 2 (49) each iteration obtained by a standard linear

WV V equation solving subroutine. The particular
algorithm utilizes UL factorization with

iterative refinement (References [34,35]).
/(SO) The process terminates when any one of the

AV - Z -1 + Z (50) following conditions is satisfied:

(1) Vhx I -a) <e: 1

*v A v - Z2 v2) ' + (Z2 1  - Z2 v1)
2  (51) (2) Max JZ ) 7 < 2 (53)

withv a 1, 2, ..., n; and n + 1 -1, n + 2-2.

(3) a - IThAX (maximum number of
Iterative Calculations: As previously noted, iterations.)

the matrix P contains entries involving WV and
Y which in turn are functions of the components (E, E2 -
ZV of the vector Z. Thus, the notation P(Z) is of results).

meaningful. The amplitudes and phases of the solution

A sequence Z(a ) of approximate solutions (40) and (41) are finally expressed as
is obtained which-satisfies
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A,P /(Z,,.)7 (Z,,V)T (54)

OV - {S* + 2Klu(I+n') + 2AV SVKIV[CoS(6 - %)

+ nSin(6V -c)])1/2[(KI - ml V 2)2  (55)

+ (Klvn)
2 Y1/2

-tan - (56)

Yv a arc tan ({S (KIv - mlVtw2 ) Sin - Klun

22

-Cos 6 v  + A VllvStn %v[l(1 + n )

-MI 2] - AvCos clvKlvI
2 I (57)

{SV (kv - mlw 2 ) Cos 8v+ Klvn Sin6v]

" AVKIVCos cxL[Kl(l + n2 - relo2

+ Av Sin om2vKlvrW2}
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VIRATIONS OF A BEAN UNDER MOVINC LOADS BY A FINITE ELEMENT

FORMULATION CONSISTENT IN TIME AND SPATIAL COORDINATES

Julian J. Wu
U.S. Army Armament Research and Development Command

Large Caliber Weapon Systems Laboratory
Bonat Weapons Laboratory
Watervliet, NY 12169

A finite element formulation, which discretisea the time dimension in the
ase manner as it does to the special dimension, is presented and applied to
the vibration analysis of elastic beams under moving load and to the lateral
motions of a Sun tube affected by a moving projectile. The procedure is based
on an unconstrained variational approach. li-cubic polynomials are used as
elemnt shape functions. Stiffness* matrices and "force' vectors integrated
both in time and spatial coordinates are described. The versatility of this
formulation is demonstrated by numerical results obtained for moving loads with
constant and variable velocity beams with sundry support conditions and with
differential equations which can be nonself-adjoint and with variable coeffi-
cients. Numerical convergence of several simple cases have been verified with
a series solution. Results of motions of a typical cannon tube are included.

INTRODUCTION boundary conditions), or, by transform methods.
These approaches are ad hoc and have many

A general and versatile procedure is Intro- restrictions. On the other hand, the finite ele-
duced and applied to vibration analysis of beams sent method has not yet been exploited to its
subjected to moving loads. Depending on the full potential in solving transient dynamic prob-
range of speed and acceleration of the load, leam which are of our concern here.
this problem is often associated with the design
and analysis of rails and bridges affected by In Section 2. the partial differential equa-
moving vehicles, tracks for rocket-firing and tion of an Euler-Bernoulli beam subjected to a
the Sun barrel dynamics as affected by a moving moving force and on elastic foundation and that
projectile. Most of the work in the existing of a gun tube motions are stated. These equa-
literature are concerned with railroad struc- tions are nondimensionalized; and the normalized
tures (see, for example reference (11 and many parameters are introduced for the convenience of
papers cited therein from the year 1911 to parametric studies and for generality. The mov-
1971). Recently, application of this mathemat- Ing mess problem can be considered as a spacial
tcal model has been extended to gun dynamics case of the gun motion equation. In Section 3,
analysis [2,31. the variational problems equivalent to the stated

differential equations and a general set of end
Only linear problems will be considered in conditions are presented. One special feature of

this paper. The basic differential equation is the present formulation is that all the end
that of a Buler-Sernoulli beam including inertia conditions - i.*., boundary as well as initial
effect. This equation can be modified to condition are made to be natural "boundary" con-
include structural damping, elastic foundation ditions through the use of some large "spring"
and axial force. There can be a wide range of constants, or the so called penalty functions
support conditions. Frequently, the reality of method in optimization theories. based on theme
multiple spans of a bem must be dealt with. variational problems, a finite element discrei-
Finally, there are the moving loads. These sation is implemented. This is outlined in Sec-
loads may be concentrated or varying in spatial tion 4. The shape function is chosen to be a
as w ll as in time coordinates. They may be product of two third order (hermitian) poly-
mioving with constant or varying speeds. If the noials, one in spatial coordinates and the other
moving load is associated with a mass, the Ier- in time. This element shape function has been
tia effect must be included. I Classical analy- used previously with success in conjunction with
see on the dynamic behavior of beams with mov- a heat conduction problem (']. Some numerical
Ing leads mire usually carried out either by results obtained by the present formulation are
elenfumction expamoloes (with appropriate presented in Section 5. The moving force
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proble, with constant velocity in studied with 0 4 x* C I
various velocities. The results are compared y*- + kky* + y2y* . Qa(xp*-X*) (3)
with a series solution. Then the effect of 0 e t* 4 1
acceleration Is examined. The solutions to a
beam on elastic foundation, a two-span beam and
that of a moving mass, are presented. Finally where
now calculations for the notion of a typical k£L c
cannon tube are presented. k* y - - ,

El T

2. DIFFERENTIAL EQUATIONS AND (4)
NONDIENSIONALIZATION pAX" Pt 2

C2 ~ Q -P* - -
2.1. Moving Force on a Beam on Elastic El Er

Foundation

Let us begin with the differential equation Also note in eq. (3) that the differentiations
of a uniform Euler-Bernoulli beam on elastic are now with respect to the nondimensionalized
foundation subjected to a moving, concentrated variables x* and t*. From now on, we shall use
force. eq. (3) with the asterisks dropped altogether.

- O~x~t - . O~x( 1

Ely"" + ky + pAy - P6(xp-x) 0 4 (1) y"" + ky + y2 y -Qa(xp-x) (5)

where
2.2. Gun Tube Dynamics and Moving ass Problems

E,p - Young's modulus, density of
the beam material The second differential equation considered

here is that of gun tube vibration. We shell
I,A - second moment, area of the simply introduce the equation and state the

beams cross-section meaning of each term. The detailed derivations
of this equation are given in reference [2].

t - length of the beam

y - y(x,t) - beam deflection (Ely")" - [P(xt)y'' + pAy - -P(xt)R(xp-x)

xt - coordinates in beams' axial .y . -
direction and in time -mapp 2 y" + 2xpy' + yJ6(xp-x)-(mpgcoso) 6 (xp-x)

P - magnitude of the concen- - PAgcoso (6)
trated force

Referring to Figure 1, y(x.t) denotes the
6(x) - Dirac delta function lateral motion of a gun tube approximated by a

Euler-Bernoulli beam. Symbols in addition to

xp - xp(t) - location of P those already defined in Section 2.1 are the
following:

T - some finite time of interest
P(xt) - I 2(x)p(t)

k - spring constant of the
foundation R(x) - inner tube radius

As usual, a prime (') denotes differentiation p(t) - bore pressure
with respect to x; and a dot (.), differentia- _ 1 PAdx

tion with respect to time t. P(x,t) - (-P(0,t) + gains f pAdx)

It is convenient to employ nondimensional 
A

parameters and equations. These will be
introduced by way of eq. (1). The nondimensional
parameters will first be identified by an mp, xp - projectile mass and velocity,
asterisk (M). When everything appears with an respectively
asterisk at the end of nondimensionalization, *
then drop all the asterisks to save some writing, g - gravitational acceleration
but with the realization that they are now
sondimensional quantities. IThus, let a - elevation angle (see Figure 1)

y* a y/L , is a x/t , t* - t/T (2) R(x) - Heaviside step function

Use (2) in (1), one has x - Xp
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I Il~roectile tz'

Fig. 1 - A schematic drawing of the gun tube motion problem

Assuming uniform cross-section for simplic- including non-self adjoint boundary value prob-
ity at the present time, the nondimensionalized lems and initial value problems, the results
equation of (6) can be written as have been encouraging (41.

3.1. Moving Force Problems
::+ (-P + g sin *)[l-x)y'J' Y2

(7) To establish a desired variational problem,
-. "- - one begins with the given differential equation

-Py"H(x-x) - y2m[x 2y" + 2xy' + y]d(x-x) and perform integrations-by-parts upon the inner
products formed by the equation and the varia-
tion of some properly chosen functions. In our

- (gin cos Q)6(x-x)-g cos c procedure, the adjoint variable has been taken
for this purpose. Thus, for the equation con-
sidered in Subsection 2.1, me have obtained the

where m is the projectile mass (normalized). following variational problem.

It Is noted that, with only the terms 81(y.y*) - 0 (8a)
underlined retaining, eq. (7) become one for a
moving mass problem. where

I =f I0f [yy* - 2y + kyy* - Qi(xp-x)ye1dxdt
3. VARIATIONAL PROBLEMS AND END CONDITIONS 0 0

It is well known that many procedures for 1
the obtaining of approximate solutions to ini- + S 1kiy(O,t)y*(O,t) + k2Y(O-t)y*,(O,t)
tial and boundary value problems can be based 0
either on some variational problems (principles)
or on the concept of weighed residuals [5]. In + k3(Y(lt)y*(l,t) + k4y'(1,t)y*,(1,t)
case of self-adjoint problems, the two can be
made equivalent to each other and the conver-_I
gence proofs of such procedures are well estab- + f 0k 7Jy(XO) - YO(x)]Y*(xl)
lished including finite element discretizations 0
(see, for example [61). The general proof of
convergence of such procedures applied to - yl(x)y*(x.O)jdx (8b)
non-self adjoint problems is not known to this
writer except in som very special cases [7,81. where y*(x,t) is a function "adjoint" to y(x,t)
Since the problems considered in this paper are [9. By carrying out the first variations of
non-self adjoint in general, the solution eqs. (8) and at the same time restraining the
procedure can be viewed as numerical experimen- original function y(x,t) from varying at all,
tations. For many problems experimented, one arrives at:
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61 - 0 3.2. Gun Motions and Moving Mass Problems. The
variational associated with eq. (7) for gun tube

.j2 ; motions can be written as follows:

f0 f0 ty'"" + y + Y y - Q6(xp-x)]6y*dxdt 11 3 6)-~(1) - 6j 1a

11 - (6 ) i-i ~ i- i ) 0 (1 a

+ f 0 [y"'(0,t) + kly(0,t)J6y*(0,t) with

- [y"(0,t) -k 2Y'(0,t)16Y*(0,t) 
f0 10 y*dt

- [y"'(1,t) -k 3Y(1,t)16Y*(1,t) 12 - (P - g sin O~f 0f 0(I-x)y'y*'dxdt

+ ly"(1,t) + k4 Y'(1,t)16y*(1,t) 1f 1 .

k5y(xs,t)6y*(x,,t)ldt 
13 - -Y1 0 f ydxdt

[ [-;(x.1) + k7(Y(x,0) - yo(x)]6y*(x,l) 14 - -Pf 0f 0y'y*'H(x-x)dxdt

+ [y(x.0) - yl(x)]6y*(x,0)Idx (9) 1 1 --

By virtue of the fundamental lemma of the calcu- 15--f0 0 l*6 -xdt

lux of variation [101 and the fact that Gy*(x,t)
is not restricted in any way whatever, eq. (9) 1 1
leads to the recovery of the original differen- 16, . -u8 2 y2 f f t y'y*'6(x-x)dxdt
tial equation plus the Initial conditions: 0 0

y(X,0) - yoWx 1 I -

;(,)-y~)(10) 17, . -m02 y 2 f 0 I ty'y*'6'(x-x)dxdt

a set of very general boundary conditions 18 2~ lfIi ty*(-x xd

y"'(,t).klY(0,t) - 0 - y"(0,t)-k2 y'(0,t) - 0 0 0

(11) 19 = .., 2f I Iy6xxdd
y"'(1,t)-k 3 y(1,t) - 0 , y"(1,t)+k4y'(1,t) - 0 0 f0 6xxdt

and an Intermediate support condition: I I. -

Y~xs~) - 0(12)110 - -Y
2f 0f 0yy*6(x.x)dxdt

It should be noted that the first eq. (10) and III - fI ikly(0,t)y*(0,t) + k2y'(0,t)Y*(0,t)
eq. (12) are valid only when k7 and k5 goes to 0
infinity, respectively. This use of k5 was
employed previously with success In obtaining + k3y(l,t)y*(1,t) + k4 y'(1,t)y*'(I,t)ldt
numerical solution to a simple heat conduction
problem. It is also known as the penalty
functions method in optimization theories 112 - k7 f y(x,0)y*(x,l)dx (13b)
for example, [111). However, from our point of 0
view, k7 is an extension of k1 , k2, etc. are and
simply the spring constants known to structural 1 1
engineers long before the so called "penalty J, a -g(cos0) f f y*dxdt
function method" came into being. 0 0

Thus, one has established the equivalence 1 I
between a variational problem and an initial J2 -gm(cos 0) f f y*6(x-x)dxdt
boundary problem for a part icular set of 0 0
parameters to be selected. For example, if one 1
chooses k1 - k2 - - , k3 - k4 - k5 - 0, the J3 k7 f Y(x)y*(x,1)dx (13c)
problem becomes a cantilevered bami without0
Intermediate support.
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Similar to eqe. (11) and (12), the boundary and between global coordinates (xt) and local (C,)
initial conditions turn out to be respectively: of the (i,J)th element can be written as

y"(O,t) - k2Y'(Ot) - 0 - (i) - Ki - i+l
(15)

y"(1,t) + k4y'(1,t) - 0 q - n(J) - Lt - J+l

y"'(O,t) + kly(O,t) + (-P + g coo a)y'(0,t) In terms of local coordinates, eq. (9) becomes

+ Py'(Ot)H(z(t)) + m82 y'(0,t)8(x(t)) - 0 K L I I K3

-I S [- Y"(IJ)Yf(ij)
y"'(1t) - k3(l,t) + Py'(tt)R((t)-1) i- J1 0 0 L

+ 002 y'(t);(x(t)-I) . 0 (14a) Y2 Land - - - y(ij)6y'(ij)]ddlld
K1

;(.,0) - 0 L I kl
"" ,+ I I- dn [- Y(ij)(0,1)6y*(ij)(0,n)

y(x,l)[l + m8(x(l)-x) + k7 [Y(x,O) - Y(x)] - 0 J-I 0 L
(14b) K2

+ k- Y'(ij)(Ofl)87*(ij)(O 'fl)

It is noted that with 12, 15, and 16 dropped in L

eqs. (13), the problem becomes that of a moving K I dC
mass including the inertia of the beam. + I f - [y2k5(y(ij)(9,0)6y*(ij)(C,1))i-I OK-

Equations (19) and (13) are then the bases
from which the numerical procedures are K L Q 1
established. - I - f I I(z-)6y-(i)(l)ddl

i-I j-I L 0 0
4. FEATURES IN FINITE ELEMENT DISCRFTIZATION

K y2k5  1
4.1. Local Coordinates and Shape Functions + I.- f d& [Y(i)( )6 y*(iL)( ,I (16)

i-l K 0
As the normalized parameters are used, the

domain of interest of a problem is always a unit The shape function vector is now introduced.
square. The elements then consist of the sub Let
rectangles resulting from a division into K
equal segments in x-direction and one into L y(-j)(C.R) = aT(C,n)y(jj) (17)
equal segments in t-direction. A typical ele-
ment scheme is shown in Figure 2. The relation Y*(iJ)(4,') - aT(Ctn)Y*(ij) ! y*T(ij)a(Cn)

t. jt COLUMN

0.8T
3t 2t 0.6T - o

0.2T

0. .2 A .6 A 1.0

Fig. 2 - A typical finite element grid scheme showing
and the global, local coordinates
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In this present work, we have chosen a(C.0l L k3  k4K2

to be In the following form: -+ I 6v'T K j 5Z 3 + 3) T(IJ)

&,C~n) b(Oq~) 9, 18)K y2k5
bp~b~)ppq , 1.2,3.4 (a)+ I yeT (IL) (7j- !51 !(iL)

wit h
K L

bl(C)- I- 3C2 +2C3  6y= (1j *ye

b2(0) _ - C2 + C

2K y2k5
b3C C C 6y*T (I) G(i) (20)

b4(C) _ - C2+ C1(l8b)
where. as it can be seen easily. that

As a result of this choice of shape functions,
the generalized coordinates Y(±j) for the I L
(1,J)th element can be written as A - f J &,C aTC d~di

0 0-' -

!TI)- lT1 T2 ...............Y16I (ij) (19) u-f 1fI naTRdn

I (Y Y,F. Y,Yq Y,Cn)l (7 YC you Y.C- 0 0 aT- d- f

(Y Y.C Y~ Y,Cn)3 (Y Y,C Y,n Y.01B - fl a(0,ul)T(0,n)dn
- 0 -

where the superscript T denotes the transpose of I
a matrix (in this case, a vector) and the sub- B2 - Jo m,(0,hl& T.(,dl
scripts 1, 2, 3, and 4 indicate the local nodes OC(0 - .

also shown In Figure 2. The correspondee1
between the Index amand the pair (p,q) in eq. 93 - f I~ ~ Tjqd
(18a) is given in Table I below. - 0- -

Table 1. Correspondence Between (p,q) and 34 - fl a.~,)TClnd
a In Displacement Functions - 0 - .

af-Cn bp(Il)bq(fl) 5 fIaClTC0d ()

1 1 1 T 1 and 0
I I (11) I 9 I(1.3)

I 2 I(2,1) I10 I(2,3) I iF (.)~j(-~~h
I 3 I(1,2) it1 (1.4) fo 0 0-
I 4 I(2.2) I12 I(2,4) 1 ()I a(1T~d
I 5 I(3,1) I13 I(3.3) I.I 1 o!C10j(d (22)
I 6 I(4,1) 114 I(4,3) -

I 7 I(3,2) I15 I(3.4) I It Is noted that the matrix 6, In eq. (21) is
S (4:2) .. 16 j (4.4) I analogous to the usual siffness matrix except

now, It also includes the Integration In the
With shape functions Introduced save, a tim dimension. The matrix, toi the corre-

shall describe the obtaining of elmnt *stiff- sponding "mos' matrix, etc. Theme matrices

ese, "mass' matrices and element "force" vec- are esily obtained. However. e shall
tor which Involves Integrations in time as sell describe the procedure of obtaining the *force"
as In spatial coordinates In the next subsec- vector F Iji in eq. (22) In sme detal:t
tin. 

Z

4.2. Stiffness Matrices and Force Vector@ F(IJ) - f 1 1 (,l)(j)C1)~~ (23)
latogrfted in Tim and Finco Coordinates 00-

Substituting eq. (17) Into (16), one has where tim components of a io given in eq.
Ofta). Note that equation (18b) can be written

K L KI Y2L as
il J1 $T*Tij) I- A - -;7 ~ ! v'j 4 pq -1

iijiL - -bp(C) I bpp' (24)

L V* ki k2K2

+ (1 (ZT~~ - !I + !- 2) Y(IJ) and the value of bpp' can be tabulated as in
101 L .'blel1I.
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Table It. Values of bpp in Equation (24) The assembling of equations for a gun
dynamics problem is more involved. The basic

r1 procedures, however, are the same. We shall
1 2 1 3 14 omit such details here.

,I I i 0 1-3 III 5. NUMERICALRESULTS
I 2 I 0 I 1 I -2 I 1 I
I 3 I 0 I 0 I 3 I -2 I The solution formulation presented In the
1 4 0 I 0 I -1 111 previous section clearly can be applied to a

- wide range of problems. Here In this Section, a
Now, let us consider 6 (ij)( -C). This number of demonstrative examples will now be

"function" represents the effect of the Dirac given.
delta function 6(x-j) in the (ij)th element.
If the curve of travel x - x(t) does not go 5.1. Moving Force With Constant Velocity
through the element (i,j), 9(ij)(t) = 0. If
It passes through that element, one has First, let us consider a simply supported

-beam subjected to a moving force with a constant
6(ij)(E-&) -6(x-x) - K6(&-&) (25s) velocity

L
with v

T
& () (25b) As T varies from - to 0, the velocity varies

from 0 to.
The function (n) is derived from x - x(t).
For example, if the force moves with a constant It will be helpful to compare v with some
velocity, one has reference velocity which is a characteristic of

the given beam. It is known that for a simply-
x - x(t) - vt (26a) supported beam, the first mode of vibration has

a frequency (see, for example, [111)
it follows from Eqs. (15) that

-- ' -VK W 1 T
2  

19

S-(n) - -1+1 + :- (n+j-l) (26b) fl - - - -- (--) - -- (cycles per seconds)
, 2 2w c 2c

With Eqs. (18), (24), (25), and (26), one and the corresponding period,
writes (23) as

F I I - - 2c 2127 (iJ)k = KO 0 ak(tn)6(C-)dtdn (27a) T1 - - - - V E1
1 0 0 T T El

4 4 1 1 p-i q-1. The letter symbols 1, T, and C all have been
F(Ij)k - I I K f f bXpbjq & n 6(9-t)dCdn defined in Section 2.

p-I q-1 0 0
(27b) The velocity of the flexural waves corre-

sponding to the first mode Is
Equation (27) can then be evaluated easily once WA
the exact form of f is written. For example, vI - 21f I - --
if n - , Eq. (27) reduces to c

lence the relative velocity of the moving load
4 4 1 p+q-2 is defined by

F(ij)k I I K bip bjq C - v c T1
p-I q-1 0

vI wT 2T
4 4 Kbipbjq
1 1 (28) In several examples to follow, the value of c Is

p-i q-1 p+q-1 taken to be unity (1.0 sec.).

Thus
With all element matrices and force vectors in
eqs. (20), (21), and (22) evaluated one can fl " - 1.578 Hz ; T1 - 0.6367 sec.
routinely assemble the global scalar equation 2

and
dyeT K Y - 8Y* F (29) l

V

By virtue of the fact that 6y* is not subjected WT
to any constrained conditions, one has

K Y - F (30)

which can then be solved routinely.
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For T - 100 sec. or more, the relative Table I1. Deflection of a Simply Supported
velocity; (= 0.0032 or leess), the solution of Beam Under a Moving Forces
been's deflection are almost purely static. The T - 1010 sec., Constant Velocity
results for T - 1010 and for T - 100 are shown
in Tables 11 and IV and also in Figure 3. For y(x,t)/ (x 10-'1
T - 0.1 sec. and 0.05 seec. (T - 3.2 and v - 6.4
respectively), the dynamic effect becomes 1 x/£T z I ] T
evident as show in Figures 4 and 5 and also in It/T 0. I 0.25 10.50 1 0.75 1 1.001
Tables V and VI with various values of T. These I I I I I I
solutions agree quite well with a Fourier series 1 0. 1 0. I 0. 1 0. 1 0. 1 0. 1
solution [1) given in parentheses in these 1 0.25 I 0. I 0.11719 0.1432 I 0.09115 I 0. 1
Tables mentioned. It should also be pointed out I 0.50 0 0. I 0.14323 0.2083 I 0.14323 I 0. I
that the grid scheme used is 4 x 4, a rather I 0.75 0 0. I 0.09115 0.1432 I 0.11719 I 0. I
coarse one. The spring constants used for a I 1.00 0. 0. . o. 0. I
simply supported been are that

*sesults identical to static deflection for at
k I - k3 - 1010 least the number of digits shown.

k2 - k4 - 0

and for the initial condition to converge to
zero displacement, the value k7 - 1010 ws used.

Table IV. Deflection of a Simply Supported Beam Under a Moving Load
T 1 100 sec., Constant Velocity

y(X~t)It Nx 10-11

1II I II
0. I 0.25 I 0.50 I 0.75 1.00I

!I _T

O. 0. 0. 0. 0. 0.
(0.) (0.) (0.) (0.) (0.)

0.25 0. .1172 .1432 .0911 0.
(0.) (.1167) (.1426) (.0907) (0.)

0.50 0. .1431 .2082 .1431. 0.
(0.) (.1433) (.2085) (.1434) (0.) -

0.75 0. .0908 .1427 .1168 0.
(0.) (.0916) (.1438) (.1176) (0.)

11.00 0. -. 0047 -.0066 -.0046 0.
(0.) (-.0002) (-.0003) (-.0002) (0.)

Table V. Deflection of a Simply Supported Beam Under a Moving Force

T = 1.0 sec., Constant Velocity

y(xt)/. x 10-11

it/T1/ l I I I I
It/T 0. I 0.25 0.50 I 0.75 I 1.00 I

0. 0. 1 0. 0. 1 0. 1 0. 1
(0.) 1 (0.) (0.) 1 (0.) 1 (0.) 1

III I I I I
0.25 0. .0949 .1135 .0711 0. 1

(0.) (.0980) (.1141) (.0694) (0.) 1

10.50 0. .2056 .3040 .2149 0. 1
(0.) (.2080) (.3026) (.2113) (0.) 1

0.75 0. .0387 .0952 .0964 0.1
(0.) (.0583) (.0940) (.0809) (0.) 1

1.00 0. -.1020 .0519 .1157 1 0.
() I(. .0200) I (.0315) I (.0241) I (0.) 1

118



Table 1. Dflection of a Simply Supported lm Under a bving Force
T - 0.1 Se., Coestant Velocity

y(z,t)/L [x 1(7"2]

rI .011I 1 1r

0. 1 0.25 I 0.50 0.75 I 1.00111 1

0. .0 .0 .0 .0 .0
(.) (.) I (.0) (.0) 1 (.O) I

0.25 .0 .0619 -.0148 .0043 .0
(.0) (.0645) (-.0149) 1 (.0033) 1 (.0) 1

0.50 .0 .2002 .1228 -. 0494 .0
(.0) (.1952) (.1262) (-.0479) (.0)

10.75 .0 .3007 .3837 .0770 .0
(.0) (.2929) (.3849) (.0601) (.0)

1.00 .0 .4601 .4912 .5767 .0
(.0) I .4016) I (.4660) " .559) (.o)-l

0. 0.2S O.50 0.75 1.0 "
0.

ilL

0.OS t-8

O. 10t-T/4

0.10

/2T/

0.20 
-"

Y/I

Fig. 3 - Deflection of a simply supportedlbeam under a moving force:
constant velocity, T - 10 sec. (cf. Tj - 0.637 see.)
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0. 0.2S' 0.50 0.75 .0

i/A

1.OXIO- - =/

3.OxlO'3-tS/

4.0x10"
3 II 

-V T

4y/1

Fig. I. - Deflection of a simply supported beam under a saving force:I
constant velocity, T w 0.1 see. (cf. Tj - 0.637 sec.)

For a cantilevered beam, one only needs to Solutions similar to the simply supported beau
replace ki, I - 1, 2, 3, and 4, with the are shown In Tables VII1 Vill, and IX (figures
following set 6, 7, and 8) for T a 100 T - 1.0, T - 0.1 and

T - 0.05 sec. As before, the case for T - 100
klak - 1010 sec. or sore the results are almost purely

static. Out in the case for T - 0.1 and 0.05,
k- k4- 0 the dynamic effect becomes evident.
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S0o 01.00

T-0.05 see

0.

0.$x10-3--

t=T/2

0

2.0x40A

I y/1

Fig. 5 - Deflection of a simply supported beam under a moving force:
constant velocity, T - 0.5 sec. (cf. TI - 0.637 sec.)

Table VII. Deflection of a Cantilevered Beam Under a Moving Force*

T a 1010 sec., Constant Velocity

y(x,t)/l Ix 10-11

ot/T 0. 1 0.25 1 0.50 1 0.75 1 1.00 1

10. I 0. I 0. I 0. 1 0. I 0. I
I 0.25 I 0. I 0.05208 I 0.13021 0.20833 I 0.28646 I
I 0.50 I 0. I 0.13021 I 0.41667 0.72917 I 1.04167 I
I 0.75 0. I 0.20833 I 0.72917 1.40625 I 2.10938 I
I 1.00 I 0. I 0.28646 I 1.04167 2.10938 3.33333

*Results identical to static deflection for at least the number of

of digits shown.
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Table VIII. Deflection of a Cantilevered Beam Under a Moving Force

T - 1.0 seec., Constant Velocity

y(x,t)/l [x 10- ]

II I I

Io. I 0.25 I 0.50 I 0.75 1 1.00 I
II I 1

10. I 0. 1 0. o. o. 1 0. I
I 0.25 0 0. I 0.02522 I 0.03512 I 0.01532 -0.01155 I
I 0.50 I 0. I 0.05213 I 0.14333 I 0.12242 1.22543 I
I 0.75 0 0. I 0.11526 I 0.39630 I 1.76307 1.13685 I
1.00 0 0. 1 0.28681 I 1.84846 I 1.77227 2.85636

Table IX. Deflection of a Cantilevered Beam Under a Moving Force
T - 0.1 sec., Constant Velocity

y(X,t)/t Ix 1021
IT l 1

Ito. I 0.25 I 0.50 I 0.75 I 1.00 I
IIIIII I

10. I 0. I 0. I 0. I 0. I 0. I
I0.25 I 0. I 0.0402 I-0.0082 I 0.0021 I-0.0006 I
I 0.50 I 0. I 0.1161 I 0.1162 I-0.0454 I 0.0544 I
I 0.75 I 0. I 0.1561 I 0.2849 I 1.1623 I -0.2216 I
I 1.00 0 0. l 0.1079 1 1.4904 1 0.4668 -0.2138 I

0. 0.2S 0.so 0.7S 1.0 slt

0.

.0.1

=3/

0.2

T-1o sec.

0.3

Fig. 6 - Deflection of a cantilevered beam under a moving force:
constant velocity, T - 1-10 sec. (cf. T1 a 1.787 sec.)
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0. 0.2S 0.50 0.7S 1.00

-2.oZ10
3

Tw0.1 sec.

0.

2.0z10"3  , -- __

4.0x10 3

Fig. 7 - Deflection of a cantilevered been under a moving force:
conetant velocity, T - 0.1 ee. (cf. T1 - 1.787 see.)

Table X. Deflection of a Cantilevered Sean Under a Moving Force

T - 0.1 see., Constant Acceleration

y(lt)/jL Ix 10-21
m-.

0. 1 0.25 0.50 0.75 1 1.

10. I 0. 1 o. 0. 1 0. I 0. 1
I0.25 I 0. I 0.0611 I-0.0111 I 0.0181 I 0. 1
I 0.50 I 0. I 0.1036 I 0.0704 I -0.0327 0. 0
I 0.75 I 0. I 0.2306 I 0.1746 -0.0656 I 0.
L 1.00 I 0. 1 0.3153 1 1.3872 0.1522 1 0.

14
128



0. A

a/A

y/AA

Fig I Dflet in f acati2 rdbamudramoigfre

accelertionFrthe the consantlelonocity, te e litte effort a mohen foesu o o atie
only ~ ~ ~ ~ostn velocite Teesr i.0 this so(tocbf.wt Ti -0.8 ise.).i al n

5o2.Moting ifo r ae Wit .Consant byeerto FihereS0 is tn 10.me laceeain

11uethe apeaheo vneloci of th fcaise

Is - Stl as for the cam of T a 0.1 with constant
2 velocity. thm offeoct of acceleration is observod

by coepariag Figure 10 with Figure 7 (or Table I
with Table 11).
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0. 0.5 0.50 0.75 1.00

-0.25 "1 I I I

TO .0S "e.

0.

a/i

twT/2

0. 2SXlO3

0. SOxl0" - tOST/4

taT

-S
0.75410

1.0-0' I I I
y/I

Fig. 9 - Deflection of a cantilevered be- under a mowing force:
constant acceleration, T - 0.05 sec. (cf. T1 - 1.787 sec.)

5.3. Sam on Elastic Foundation With Two Spans 5.4. Gun Tube Notions Affected by a Moving
Prolect ie

The versatility of this solution formula-
tion is demonstrated by another eample of a The differential equation of this problem
bean resting on an elastic foundation and with io not only non-self adjoint, but also has vari-
three rigid supports. In this case we have able coefficients and with several discontinuous
taken again the simply supported bean with a loads. Nowever, the solution formulation
force mowing with constant speed. The deflec- presented here also can be routinely applied.
tion curves shown in Figure 11 are for T - 0.1 The paraieters used are from a model P68 - 105
and with an intermediate rigid support at the m cannon tube. The relevant ones are listed
midepan and without an elastic foundation. Fig- below:
ure 11 is for the sa with a uniform elastic
support with a spring constant of k - 10,000 per
unit length.
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0. 1.25 1.50 1.75 .00

-2.OI-

-4.olo,3T .- 0.1 sec.

0.

1.040-3

2.OxlO 3

Fig- 10 -Deflection of a cantilevered beam under a moving force:
constant acceleration, T = 0.1 ee. (cf. Ti - 1.787 e.)

For the tube: For the projectile, we have

E - 2.068 x 1012 dyne/cm2  (30 x 106 pal~ -p9.07 kg (20 lb Ws)
P - 7.8 g/CM3  (0.2818 lb/Ini) p - 27.58 x 108 dynes/cR2  (40,000 ps@I)
A a 5.334.a (17.5 ft) 0 a 2.36 x106 cm/ec 2  (6 x106 in/ec 2)
(O.D.)ave e 18.50 cm (7.284 In.) T a 0.008 ec M 0.01 ee.
l.D. - 10.5 ca (4.130 In.)
A - 182.13 cm2  (28.23 in2) Consequently, the nondLeenslonallued parameters
I 5.145 x 103 cm" (123.60 in") are

and P* -2.0 , c 0.104 , P*a 6.40

c -(±.)/2-0. 10396 eec. *p 0.012 ,g* - 0.020
91

And, with T - 0.01 eec., the deflection curve
is shown In Figures 13 and 14.
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0. .5 .50 1.75 1.00

-1.0x10
3

_ ' TPO. I sec.

3T14

0.

K/At
Tt-T/4

O.5 I 3 StlO "
4

1. OxlO"$  -T/2

t-Sr/4

2.010"
$

Fig. 11 - Deflection of a bea with three supports and under a moving force
constant velocity, T - 0.1 sec.

6. CONCLUDING REMARKS some analysis reported earlier [13,141. Thus,
future analysis, which includes such parameters

A finite element formulation based on varn- as support flexibilities support locations, pro-
ational concepts bas been established for gun jectile eccentricity (which contributes to a
motions analysis. A special feature of this moving "couple" to the gun tube) ia planned.
formulation is that it discretiles the time
dimension of a dynamic problem in the same way REFERENCES
that the spatial dimension is discretized.
Comparisons of ntmerical results with "rie 1. L. Fryba, Vibrations of Solids and Struc-
solutions of a moving force problem indicate tures Under Moving Loads, Noordhoff Inter-
that the present method generates correct national Publishing Company, Groningen, 1971.
results. For gun tube motions analysis in this
paper, the effects due to a moving projectile, 2. T. Z. Simkina, "Radial and Transverse
the recoil force and the curvature induced force response of Gun Tubes by Finite Element
have been Included. The support condition of a methods," 1977 Proceedings of First
cantilevered used in the analysis is obviously Conference on Dynamics of Precision Gun
unrealistic. Numerical data obtained here Weapons, pp. 373-469.
appear to be mall by as much as two orders of
magnitude compared with experimntal data and
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0. 1.25 1.50 1.75 1.00

-0.5X10 3  TaO.05 sec.

kul0.000.

0.

1.044-3

Fig. 12 - Deflection of a cantilevered bean on elastic foundation and under a moving force;
constant velocity, T - 0.05 sec., k - 10,000

0. 1.25 1.50 k510

-1.02 10

0.

t-T2x/I

-7
1.Ox 10

-7
2.Oz 10

y/tT

fig. 13 - Gun tube motions during firing: data from a simplified M68 - 105 -cannon
(see page 16), T - 0.01 sec
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0. .25 .50 .75 1.0!I I
= -1.0-

-0.5-

0.
tIT

Q 5

Fig. 14 - Muzzle motion during firing: tube and projectile data from
a simplified M68 - 105 m cannon (see page 16), T - 0.01 sec
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DISCUSSION

Mr. Yang (University of Maryland): That
Is a very interesting paper. On a
couple of slides you had a capital T
that was equal to a 10 to the loth power
times something?

Mr. Wu: We are using an arbitrary large
number to approximate infinity. As a
matter of fact if we use anything move
than say 100 or a couple of 100 the
nominal number would be one. would be
unity. So if we take say 100 or 200
essentially it is the same.

Mr. Yans: I understand now. You also
indicated that in some of your runs the
time was 1.2 micro seconds. If that
were the case. then this curve looks
awfully smooth. I mean did you consider
the wave propagation and the size of the
front element meshes or steps?

Mr. Wu: OK, I understand. You see the
number of elements that were taken is
very very small. We take something like
four elements. The most that we have is
a four segments In space ana eight in
time. In other words this kind of
wiggle Is the most we can pick up - any
higher frequency we would not be able to
pick it up. To pick up any higher fre-
quency, you would have to use much finer
mesh.
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THE BEND-BUCKLING OF A RING-STIFFENED CYLINDRICAL SHELL

DUE TO WHIPPING EXCITATIONS

Kenneth A. Bannister
Naval Surface Weapons Center

White Oak, Silver Spring, Maryland 20910

The problem of interest is the bend-buckling of a ring-stiffened
cylindrical shell executing a low frequency beam-like "whipping"
motion in one plane. This topic is related to the design of
practical ring-stiffened shell structures subjected to in-service
bending loads, for example, submarine pressure hulls. The larger
objective is a systematic investigation into the dependence of
the critical bend-buckling load of the structure on discrete
stiffener parameters such as spacing, eccentricity (whether the
ring is inside or outside), shape, and area. As a simple initial
study, we will focus on just one ring placed on a very long
uniform shell. Three different models for the problem will then
be briefly reviewed: (1) A Dirac-6 formulation which explicitly
treats discrete effects; (2) A linear "smeared" stiffener model in
which the ring is smoothed over the shell, thus effectively
replacing the original ring/shell by a uniform shell with ortho-
tropic material properties; and (3) A numerical model using the
"STAGS" finite difference computer program. Finally, calculations
for typical large shells will be presented in order to compare
these models.

INTRODUCTION frequency compared to much higher local
structural frequencies that it can be

We discuss here work in progress on considered a quasistatic or static
the relationship of overall and local response even though the vibrations
buckling modes of a metal structure. sometimes appear transient and irregular
In particular, we seek a method for in character. In this study, then,
predicting the critical load of a ring- since we wish to determine the local
stiffened cylindrical shell subjected buckling response to what are essen-
to a state of pure bending. We term tially quasistatically applied loads,
this critical load value the "bend- the analysis will proceed with the
buckling" load to distinguish it from assumption that "whipping"-generated
the other well-known loading patterns loads are static loads.
that can lead to cylinder buckling-
axial compression, hydrostatic Although the buckling behavior of
compression, and torsion. The stiffened shells has been intensively
motivation for this research is that investigated for many types of shell
ring-stiffened cylinders are widely geometries, stiffener arrangements, and
used in submarine pressure hull design, load conditions, the problem at hand
aircraft and missile structures, and in has not received much attention. This
many industrial applications such as paper therefore describes a "new start"
tanks for storage or transport of on the problem, discusses previous
chemicals. These structures can work, and presents reasonable approaches
experience static or quasistatic bend- to obtaining bend-buckling loads. The
ing loads of differing severities larger goal of the study is a systematic
depending on their external environ- investigation into the dependence of
ments. Pressure hulls, for example, bend-buckling loads of general stiffened
may be subjected to low frequency shells to discrete stiffener parameters
bending vibrations (i.e., "whipping") like spacing, shape, area, and
due to a nearby noncontact underwater eccentricity. Determining the
explosion. This motion is of such low relationship ("sensitivity") of the
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bend-buckling load to local stiffener waves, "wrinkles," form on the
discreteness parameters would provide compressed side of the shell. Unlike
very useful design data for purposes of the axially compressed shell, these
preventing bend-buckling collapse of wrinkles decay in amplitude with
stiffened shell structures, circumferential distance away from the

most compressed fibers. In general,
Real pressure hulls are quite the exact source of the wrinkles is not

complicated structures to analyze; rife known but is believed to be the low
with imperfections, residual stresses, amplitude wavy imperfections always
material inhomogeneities, diameter present in real shells. The amplitudes
changes, and so forth. To reduce the of the wrinkles grow with increasing
problem to manageable size, we represent load until the shell suddenly "snaps"
the hull as a constant diameter thin into the classical diamond-faceted
circular shell stiffened by equi-spaced pattern characteristic of axially
rings of identical properties. We compressed shells.
ignore the effects of hydrostatic
loading here but at some phase of the For shells of intermediate length,
study such effects should be con- the ovalization modes occur
sidered. The entire stiffened shell is simultaneously and one or the other will
placed in a state of static pure dominate the final precipitous
bending--representing, for example, the collapse. These mechanisms are not
situation at a given instant in a unique to the elastic regime leading up
submarine undergoing whipping response. to instability; careful observations of
Local dynamic effects are assumed small the buckling behavior of relatively
so that inertial terms can be neglected. thick walled (low R/t ratio) shells
Lastly, the local fluid pressures due show that ovalization and wrinkling
to the hull moving through water will modes occur when the shell wall is
be ignored. (This latter assumption fully plastic.
generally applies except perhaps at
regions of the hull opposite the The trends in bend-buckling modes
explosion where high speed flow of ring-stiffened cylinders are much
impinges on the hull surface.) less well understood due to the

greater experimental difficulties and
It is instructive to describe the the vast number of possible combina-

bend-buckling behavior of unstiffened tions of boundary conditions and
and stiffened cylinders observed in stiffener arrangements. It is
experiments. Figure 1 shows an reasonable to expect, however, that
unstiffened cylinder subjected to end the buckling modes will resemble those
moments. The shell is made of a of axially compressed shells. First,
linearly elastic isotropic metal two kinds of "panel instability" or
(Young's Modulus E), is assumed to be local buckling between rings may occur:
very long (L/R > 20), and has a the shell takes on a lobar pattern
circular cross section with moment of with an integer number of circum-
inertia 1. The shell bends like a beam ferential half-waves, or it buckles
with curvature 1/p in response to the into an "accordion pleat" pattern.
applied moment. Axial stress result- Secondly, an overall "general
ants thereby appear in the shell wall instability" mode can occur in which a
and, as shown in Figure 1, have substantial length of the shell, along
inwardly pointing components which pull with several adjacent rings, buckles.
outer fibers of the cross section This latter mode is somewhat akin to
inward. Thus, as M increases, the the ovalization mode in an unstiffened
shell flattens (ovalizes) and reduces cylinder, except that rings are present
its moment of inertia I in turn the which tend to control the extent of
bending stiffness EI is reduced. This shell affected. Generally, we can
process yields a nonlinear moment- expect that the two panel instability
curvature plot (Figure 2) with a modes are local and will be strongly
horizontal slope at the critical affected by the discreteness parameters
moment. Attempts to increase the of the rings, while general instability
applied moment beyond this critical will be dependent on gross structural
value will cause a precipitous collapse properties (e.g., compartmentation of a
of the shell--this sort of collapse can pressure hull) of the entire shell
be easily demonstrated with an ordinary rather than on local details.
plastic soda straw.

PREVIOUS INVESTIGATIONS
For short shells, with ends held

circular by rigid end supports, the A brief review of the source of
bend-buckling resembles axial underwater loading and dynamic response
compression buckling. With increased we are concerned with here is given in
applied moment, small amplitude axial [1). It is shown there that the low
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frequency flexural motion of a bend-buckling load of a ring-stiffened
submerged structure requires a blend of cylinder to local discrete ring
methods from the fields of hydro- properties. First, a Dirac-6 method
dynamics, structural dynamics, and developed by Baruch (22] - [23] and
fluid-structure interaction applied to the special case of a ring-
approximation for its analysis. It is stiffened cylinder by Singer and
shown that due to the low frequency Haftka (24] will be discussed. This
modal content of the motions, a technique, at least for sy metric
relatively simple lumped mass finite loadings, yields results applicable to
element beam model suffices for smeared rings ("first order approxi-
calculations of overall response. It mations) and to discrete rings
turns out also that fairly simple fluid ("infinite order approximations).
loading and fluid-structure coupling Secondly, the well-known smearing*
models, of about the same order of technique will be briefly described.
complexity and accuracy as the finite This method is widely used for design
element model, are available. In of layered (filament wound) shells and
recent years, more sophisticated in situations involving closely spaced
fluid-structure analyzers, such as the integral or attached stiffeners. It is
USA-STAGS computer code, are being also used in stan4ard design manuals
applied to a variety of problems such as [25] and 126] . Shaker (27]
involving explosive loads on submerged has conducted detailed non-linear
structures. More will be said about analyses with this approach applied to
this later. ring- and stringer-stiffened oval

cylinders. Lastly, a few coments will
Numerous investigators have be made about approximate shell analysis

conducted analytical and experimental techniques such as the STAGS computer
studies of the bend-buckling of program which is based on a finite
unstiffened cylinders beginning with difference energy formulation.
the classic 1927 paper by Brazier12]
and continuing until the present (32 - A DIRAC-6 uMTROD
[15]. A vast literature exists on the

buckling of general stiffened shells The theory of this method has been
owing to their many practical developed by Baruch [22] - [23] and
applications within structures applied to buckling of ring-stiffened
requiring low weight and high cylinders under syretric loadings by
strength. General survqys o this Singer and Haftka 24]. Geometry of
topic can be found in [17- 19t. The the shell and nomenclature is shown in
literature on the narrower topic of Figure 3. The following assumptions
ring-stiffened cylinder buckling is are made in this theory:
also large since these structures
traditionally have been used in 1. The shell obeys linear Donnell
industrial pressure vessel and sub- shell [4] theory and is thin; thus
zarne pressure hull design. Kendrick R/t >> 1 and higher powers of R/t can
120J has summarized the state-of-the- be neglected;
art of this field (at least up until
1970). On the problem of interest 2. The number of circumferential
here, that is, sensitivity of the waves in buckling is large, i.e.,
critical bending load to local discrete n2 >> 11
ring parameters, very little if any-
thing has been published. Bushnell 3. The rings have the usual
(21) has carefully studied the inter- properties of a beam cross section but
actions of ring stiffeners with roero tibe ss ection bucylidrial sell in ucking ithare of zero thickness; the Dirac-6
cylindrical shells in buckling with function is used to locate a given ringthe aid of a version of the BOSOR at a ular x;
computer program. Although the primary at a particular xi
goal of his investigation was to 4. Normal strains vary linearly
demonstrate how different analytical in the shell wall and ring and are
models of rings (and their attachment continuous across the ring/shell
to a shell) can affect buckling and Jontue;
frequency calculations, he also found junctures
that local shell deformations (which 5. The shear resultant Nxe is
vary with choice of ring model) can
have unexpectedly large effects on carried by the shell entirely; the
overall buckling behavior, rings do not carry shear loads;

ANALYSIS 6. The rings have torsional
stiffness.

We review here three approaches to
predicting the sensitivity of the
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A system of homogeneous stability N Et

equations is derived by equating the Nx8 Nex - 2(l-V) (u, 8 + v 'X )

first variation of the total system
potential energy to zero:SU -0 FI x"- w, ,ee)(3

In terms of the force resultants, this ND w + + L
can be written: Me R - w,ee vw,xx x )

•f %e8  R 6u (uiwee --vx - w
0 0

IN 6,e - NXO~ I]R 6v + W~0 =~(-~ 1

'x,xx a se , e + Mxex e  gex = - R l- e)W + 6x

x- (x° W') ,x (2) nt Wxe)RING]

R(N w,e),o - R(Nx80W,o)x where )RING indicates that the

quantities within parentheses must be
-R(x0W) J R dx de evaluated at the ring itself.

4wx) ,e 1 dxdSubstitution of Eqs. (3) into Eq. (2)

eliminates the force resultant terms
2w but not the prebuckling membrane force

f [NR 6+4resultants Nxo, NeO, and N,,,- These

0x I ,x latter terms must be specified a priori
by the analyst to represent the
particular loading state of interest.
Usually these terms are just set to

" (MX, x - MXee, + Mex,8  + RNx0 w, x  constants (or zero) in problems of
symetric loading. For bending they

x=L/R may be written:

+ -xeOwe)8w ] Rde = 0 N8o - Nxe0 - 0 (4)

where, for a single ring located at
x - L/2R, the force resultants can be
specialized to the following in terms Nx0 - - N 005 8
of non-dimensional displacements and
Dirac-6 functions (these locate the Singer and Haftka considered only
ring): symmetry-type loadings and assumed the

following displacement function forms:
N Et -

x  W Et (u,x + V (u, e - w)) G
(1-vu - sin n E A acos mox

(1-v v - cos n E Sm sin m~x (5)
mMl

+ 6 (x - ((ve - w)

w - sin n E Cm sin mx

" xw ee)RING] m-l
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which satisfy the simple support Accounting for differences that may
boundary conditions, exist between bending and axial

compression buckling loads, (26]
recommends that for bend-buckling, the

v - w = 0 shell should be designed so that the
x = 0, L/R maximum axial force resultant in the
SM 0outer fibers Nx should not exceed a

x x =0 certain fraction of Nx calculated for
axial compression. That is,

Substitution of Eqs. (5) into the (6)
displacement component form of Eq. (2) 3
produces a set of order 2m of (Nx)bending < (Nx)axial
homogeneous algebraic equations in the compression
unknown coefficients Am$ BM, and C .

Buckling loads are calculated from the 3 .
vanishing of the determinant of the where the factor is based on a "lower
coefficients of Am * m, and Cm.  bound" estimate derived from rather

limited test data. Jones's expression
At present, it is uncertain that for the axial compression buckling load

the assumed displacement functions is:
(Eqs. (5)) are applicable to the
bending problem. Flgge (28] has (Nx axial compression
conducted a similar analysis of an (7)
unstiffened cylinder subjected to
combined axial compression and bending. L 2 JA Ij
He shows that the resultant = (-) for n > 4
Nx0 = - N cos 8 leads to a m 1Ak1 l --

fundamentally different kind of
stability equation in the displacement
components than that derived by Singer ws i e d r a The
and Haftka; i.e., the differential 11 signifies the determinant. The
equations have variable, rather than terms in the determinants are given by:
constant, coefficients. To handle
these variable coefficients (in e), m Ex (Sw 2 n)2
Fligge uses infinite series Al L + Gxy
expressions in e for the displacements.
Flfgge also examined anti-symnetric as
well as symmetric circumferential A = E (n) 2 + G i (r__) 2
modes (by interchanging sin nO and 2 2  Ey R
cos nO terms in his series) in order to
be sure the minimum critical bending
load was found. A study of this mT 4 m 2 n 2
technique is now underway with regard A3 3  Dx (L-) + Dxy (r-) (1)

to the present analysis method. (8)
n4 E 2C n 2

LINEAR SMEARED STIFFENER THEORY + Dy ()4 + 4 +. ( )
yR

A traditional method in the
analysis of buckling of stiffened + 2Cx(
shells is to ignore the local R L
features and perturbing effects of the
stiffeners by smoothing or averaging
them in some manner over the shell m n
surface. This yields a continuous but A12 = A2 1 = (Exy + Gxy) L R
orthotropic shell. Smearing is
satisfactory for very clqsely
stiffened shells that will likely mw 2 n
buckle by general instability. A A23 = A32 = (Cxy + 2Kxy) L--
standard methodology, adopted by NASA E
for shell design guidelines, has been n n3
developed by Jones [29]. This method, +y ( )
originally derived only for axial
compression of layered composite shells
with eccentric stiffeners, can be
modified for bend-buckling accord in to
recommended procedures given in [26].
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E m+ mw 3 where d = ring spacingA31 = A13 - L- + Cx L-)
Er = ring elastic modulus

+(C + 2K L () 2 Gr = ring shear modulusxy %y L R

where E = shell elastic modulus Ar = ring cross sectional area

v= shell Poisson ratio Ir = ring moment of inertia
about its centroid

R,L = shell radius and length
Jr = ring torsional constant

m,n = number of axial half- 
r

waves and number of Z ring centroid offset
circumferential waves. r distance from shell middle

For rings, the elastic coefficients surface (positive for
become: external rings)

Eqs. (9) clearly show the various

Et groupings of ring cross section
Ex = 2 properties which enter the basic1-v buckling equation (eq. (7)) but the

ring spacing d in their denominators
shows that these "discrete" quantities

Et E rAr are actually smeared over the panels
E - + between rings.

The integers m and n can be
independently chosen so that a

V methodical search of all (m,n)
E - Et combinations over reasonable ranges of1 1-v m and n must be conducted to ensure

a minimum buckling load is found. This
task can easily be programmed for a

= Et computer. The term " 3 in Eq. (6) is
xy riy a Rknockdown" factor typically applied

in shell design work and is derived
based on experimental work. It serves

Et 3  (9) to ensure that a conservative design
=x 12t-v results.12 (1-v )

NUMERICAL ANALYSIS METHODS

D Et3  ErIr 2 E rAr Since the mid-1950's when computers
y 2 + -- - +  r had been developed far enough to carry

12(1-v )out routine numerical solution
algorithms, approximate numerical
methods have come to dominate the

3 G r r  shell buckling analysis field. In the
Dxy E + r r last 15 years or so, computer programs

have been written with sufficient
generality to be applied to three
dimensional smeared or discretely
stiffened shell problems. Current

Cx - Cxy - Kxy 0 examples are STAGS (301 and BOSOR 5
21) which are both primarily designed

for shell work, although STAGS, by
design, is more general in scope in

ErA r  being able to handle three dimensional
Cy Zr  r branched shells. BOSOR 5, the most

recent code in the BOSOR series, is
specialized to axisymmetric shells
and can be used for very detailed
studies of local shell non-linear
response and shell-stiffener
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interactions. An investigation of this Specific ring properites are indicated
kind has been conducted by the code there also and represent a fairly
author [21]. A recent STAGS version, a strong ring, somewhat like a "deep
named USA-STAGS (31, is equipped to frame" often used in pressure hull
handle fluid-structure interaction design. The sharp differences in
problems for submerged shells subjected smeared and discrete buckling loads
to high and low frequency loads. An indicate that serious consideration
example of the use of this code for should be given to local buckling e
explosion bubble-induced whipping effects and the sensitivity of the
analysis is discussed in I]. applied load to them.

Given the obvious usefulness of a SUMMARY AND CONCLUSIONS
code such as STAGS in determining the
bend-buckling behavior of ring- The problem of predicting the
stiffened cylinders, apparently no such sensitivity of bend-buckling loads of
studies have yet been done. In the ring-stiffened cylinders to discrete-
case of unstiffened cylinders, however, ness properties at the local ring level
a very thorough investigation has been has been reviewed. It turns out that
published by Stephens, et al[ll]. this specialized problem in stiffened
There, STAGS was used to compute shell buckling apparently has received
buckling loads for long uniform little attention. It appears reason-
cylinders subjected to pure bending and able to say that this problem therefore
combined bending and pressure loads, needs attention and that a careful
The "Brazier' flattening (or study of it will yield practical design
ovalization) and wrinkling modes of data as well as insights into the
failure were considered for R/t = 100 modeling of buckling. Three approaches
and over the length/radius range to the analysis of bend-buckling have
6 < L/R < 20. Since STAGS requires been briefly summarized. Of the three,
some means to permit bifurcation from the Dirac-8 (analytical) and the
the non-linear prebuckling state, a numerical analysis (STAGS, BOSOR codes)
small-amplitude wavy imperfection in show the most promise for yielding
both x and 0-directions had to be useful results. Work is now in progress
introduced at the outset. This is a on the use of these methods for the
reasonable approximation since real present problem.
shells invariably have such
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Table 1

Comparison of "Smeared" and Discrete Axial Compression Buckling Loads(af ter [24J])

R/t L/R P*(Smeared) P*(Discrete)

100 0.3 1303 533.8

100 1.0 1288 229.9

100 2.0 1281 107.4

NOTES:

(1) For single ring at shell center

(2) Discreteness properties:

A2  122 e2 -5.0i " 0.5, --1 5.0, t- .
at

(3) P* (Smeared) - nondimensional critical "smeared" load (see [24])

(4) P* (Discrete) - nondimensional critical "discrete" load (see [24])
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P =RADIUS OF CURVATURE

FIGURE I TUBE BENDING

ORIGINAL CROSS SECTION

OVALIZED CROSS SECTION

MECHANISM 1: COLLAPSE DUE TO FLATTENING OF CROSS SECTION

AXIAL WRINKLING IN COMPRESSED REGION

MECHANISM 2: FORMATION OF AXIAL WRINKLES
FIGURE 2a SENO-BUCKLINS MECHANISMS

II CRITICAL POIN

M

i/p

FIGURE 26 NON-LINEAR MOMENT-CUR VATURE RELATIONSHIP
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DEFINITION OF COORDINATE SYSTEM

S ,

A2 =RINS AREA u, v, w=u*/R, v*IR, w*lR
o =Et/(12(1- v2)) NONDIMENSIONAL~DISPLACEMENTS
E -YOUNG'S MODULUSDILAENTE =Ux, z =x*/R, z*/R NONDIMENSIONAL
2 =RING CENTROID OFFSET FROM LENGTH COORDINATES

SHELL MIODLE SURFACE,
POSITIVE AS SHOWN ABOVE " EA2e2/D

G = SHEAR MODULUS 7 = E, 2 /(RD)
142,k2=IN6 MOMENTS OF INERTIA lt = 6J/(RO)

ABOUT ITS CENTROID AND X = (1 - 2)EA2 2 (EtR 2)
THE SHELL MIDDLE
SURFACE = POISSON'S RATIO

J =RING TORSIONAL CONSTANT Nxo,Noo,Nxo = PREBUCKLING MEMBRANE
RESULTANTS

FIGURE 3 NOMENCLATURE FOR DIRAC.6 METHOD
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DISCUSSION was involved with making the kinds of
loads calculations you talked about.

Voice: When you do your "Hondo" calcu- After acquiring some field data and
lation, since your target is double seeing some field failures we concluded
layer stiffened, how do you come up with that the kinds of calculations that we
an equivalent plate thickness to use? were making then, which relate to what

you are making now, bear very little
Mr. Bannister: We based our previous relationship to the real world in terms
study with a deform. We used an of the kinds of accelerations that one
equivalent thickness also and as a will experience on a penetrating body.
matter of fact with this kind of We concluded that it was useless to make
velocity, 2500 feet per second, the those calculations and we went to an
worst case is not really when you hit empirical approach of actually measuring
the stringer and the web. The worst the acceleration responses of the
case is when you hit in between the penetrating bodies and then going from
stringer and the web, or the ribs, or there. What is the correlations between
when you don't have any reinforcing in actual experimental results and the
the back. The reasoning for that is kinds of calculations you are making?
that it gives a little bit. If you have
a break where it hits the middle it Mr. Bannister: Your point is very well
gives a little bit, where as the other taken and I am sure many of the people
way it just runs right through because that did this study found the same
the thickness of the material and the thing. For this particular type of
ribs really don't slow this particular study I refer you to the PhD thesis done
projectile down that much under 2500 by John Baldwin from the University of
feet per second. So for that study we Maryland, in which he correlated some
initially looked at the ship hull experimental work with the analysis and
itself. This is contrary to our usual arrived with some empirical equations.
studies, where the worst case ts when There were some tests that were run by a
you hit against a stringment. group from NSWC, Ed Rzepka's group, that

actually obtained some experimental data
Mr. Rubin (The Aerospace Corp.): Many and John Baldwin tried to correlate that
years ago I was involved with some work too.
for the Navy involving water entry loads
on topedoes slamming into the sea. I
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RESPONSE OF HYDROFOIL STRUT-FOIL SYSTEMS

AFTER IMPACT WITH "DEAD-HEAD" LOGS*

Howard S. Levine
Weidlinger Associates
Menlo Park, California

and

Andrew P. Misovec
Weidlinger Associates
Chesapeake, Virginia

Hydrofoils have recently experienced debris strikes from "dead-head"
or vertical floating logs. The present study represents an initial
step in the prediction of the response of strut-foil systems after
such impact, with the eventual application being the design of com-
posite strut-foil systems. In the early stages of the investigation
reported upon here, the response of steel foils and struts was studied.
A simplified technique to determine the log-foil interaction force is
first developed. This is then applied to a beam model of a generic
strut-foil system to predict its response. A more sophisticated finite
element model is then used to study the early-time strut-foil-log inter-
action. Basic phenL enology is studied and recoumendations for improving
the analytical techniques are made.

INTRODUCTION (3) Predict the initial interaction forces
on the foil during impact using a sophisticated

Hydrofoils such as the AERH-1 Plainview 3D finite element code and verify the model de-
and the PCH-1 Nod 1 have recently experienced veloped in (1), if possible.
debris strikes from "dead-head" or vertical
floating logs [1]. These strikes on the forward (4) Identify the prevalent structural res-
foils induced torsional oscillations and serious ponse mechanisms and failure modes.
damage to the strut and steering mechanisms. In
addition, the strut also experienced large bend- (5) Recommend an experimental program to
ing loads as a result of rapid rotation follow- verify the analytical results and confirm any
ing actuator failure. unusual findings.

The present study represents an initial The first four of these topics are address-
step in the prediction of the response of strut- ed in the following sections. In all cases, the
foil systems after such impacts with the eventu- assumptions made are outlined and areas where
al application being the design of composite the analytical techniques can be Improved are
strut-foil systems. In the early stages of the recommended.
investigation reported upon here, the response
of steel foils and struts was studied with sev- DEVELOPMENT OF SIMPLIFIED MODEL TO PREDICT
eral objectives in mind. These included: IMPACT FORCES

(1) Development of a simple model to pre- Fig. 1 shows the configuration at the in-
dict the interaction forces on the foil during stant of impact. After impact, it is assumed
impact with the log. that the hull velocity is unchanged at vo and

the foil depth is unchanged at z . What hap-
(2) Using the results of (1) with current- pens next depends on the relative strength

ly available finite element codes to predict the properties of the log and the foil. There are
long-term response of a generic strut-foil sys- four possibilities:
tem.

(1) The foil is weaker than the log so
that the foil sustains damage while the log

*ThIe work was supported by David W. Taylor moves as either a rigid or elastic body;
Naval Ship R&D Center, Carderock, MD and per- (2) The log is weaker than the foil, in
formed under subcontract to McDonnell Douglas which case the log receives damage while the foil
Astronautics Co., Huntington Beach, CA. remains elastic in the neighborhood of impact;
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(3) The impact velocity is of low enough 01 - PfCf (v o - 1 (2)

speed so that both the log and the foil respond
elastically; or

(4) The log and the foil are of roughly 0 v0 (1 + PLCL/PfCf) (3)
equal strength so that both sustain damage dur-
ing impact. (PfCf (pLCL)

Hull a Of C of)(+ LC L) (4)

%UM 0 1 Pf Cf+ PLCL "

PL is the density of the log, CL is the trans-
verse speed of sound in the log, Pf is the foil
density and Cf is the speed of sound in the
foil.

Strut
Table 1 lists the strengths (compressive

yield stresses) and acoustic impedances (pC)
Surface of aluinum, boron-epoxy and graphite-epoxy. A

-typical hardwood was selected for the log and
it appears that the log yields well in advance

Z of the foil. Although the yield strengths of
aluminum, boron-epoxy and graphite-epoxy may
vary substantially with composition, and there-

XFol fore significantly alter the values shown in
,] Table 1, these materials are still substantially

stronger than wood. Thus, it is reasonable to

b - 10 in. e expect the wood to yield first when a single

h = 0.5 in. CRt u L foil plate impacts a log, as shown in Fig. 1.
a -24 in. Rectangular/--Lo- X] c

Z - 5 ft. Cross Section Log The most substantial log listed in [2] is

L - 20 ft. a a Hickory Shagbark. The log is actually aniso-
vcr 19 ft./sec. I- a-1 -- tropic, with much greater strength in the longi-

ctudinal direction. A quick calculation revealsD that the maximum impact load is not large enough
Section a-a to cause yielding in the longitudinal log fiber.

Thus, we may treat the log as a flexible elastic
beam until the foil causes enough damage to sub-

stantially reduce the log section modulus.

Fig. 1 - Initial impact conditions and In order to determine an interaction force,
assumed structural configuration one would consider an interaction problem be-

tween the log and the foil. The simplest forc-
The response analysis for each of these ing function that can be assumed is consistent

cases is quite different. Thus, it is important with assuming a rigid log and a one-dimensional
to establish which of the four cases listed above elastic-plastic response in the neighborhood of
takes place. To proceed then, we must first de- the impact. To illustrate, we will consider the
cide whether the log and/or the foil will receive problem in Fig. 2. The assumptions may be list-
damage in the impact area. We then must see if ed as follows:
the impact velocity is sufficient to cause dam-
age. Then we can get on with the analysis. (1) The log is rigid and prismatic.

(2) The log has a rectangular cross
The relative strengths of the log and the section.

foil structure may be assessed by first determin- (3) The foil velocity is constant at vo .
ing an initial interaction stress a1 and then (4) The impact duration is small compared
applying that stress over the contact area to to the highest structural period.
get the equivalent interaction force. For pur- (5) The foil is loaded uniformly along the
poses of simplification, the log is assumed to surface in contact with the log.
be uniform and of square cross section. The (6) The interaction load along a surface
foil is assumed to impact the log perpendicular parallel to the velocity is equal to zero.
to a rectangular side, as shown in Fig. 1. The (7) The log rotation (0 in Fig. 2) is
foil structure is assumed to consist of a flat small (TAN e Z 6).
leading edge plate with an upper and a lower (8) The foil is assumed to be elastic for
plate extending back, as shown in the figure. vo - x < v so that the interaction force is

given by cr
The initial interaction stress may be esti-

mated from acoustic assumptions as: F- F ( No fFor Vo V S x =< vo ( 5 )

a,- " LCL~o (1) cr
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TABLE 1
Initial Impact Characteristics

-ield Acoustic* 0IVo - iPLCL V°o vo To Cause Wood Yield
Foil Stress Impedance ( wood - 2000 psi)

Material (ksi) (lb sec 2/ftl) PLCL -17000 lb sec 2/ft3  (fps)

Aluminum 35 109355 .866 18.7

Boron-
Epoxy 112.7 131146 .886 19.1

Graphite-
Epoxy 60 115800 .872 18.8

*For wood PC 9 17000 lb sec 2/ft3 , C 13000 fps

a - 2000 psi Transverse
)V

" 10000 psi Along Grain

4 (9) The impact zone is assumed to be plas-
tic when vo - k Vcr so that the interaction Initial Conditions As Impact Continues

force F is given by

-F - F when o 5 k 5 v O - Vcr (6)

Foil Foil
(10) v >vo cr

(11) The centroid of the log is assumed to
move with a virtual water mass Mv in addition

to the log mass PLLA (A is the log cross sec-
tional area, L is the log length and pL is F
the log density). Log Log

If the "yield stress" o can be estimated, Fo
can be approximated from (v

F 0- a oA 1(7)

where Ai is the impact area.

Foil Crushing
The interaction stress a may be approximated or
from the acoustic equations as Z Log Log Crushing

OLCLx (8) F- v 2
X

S C(v -( ) 0 (9)
LV

where 
0
c and Cc are composite density and c

sound speed and PL and CL are respective log X
density and sound speed. Thus, the first as- c
sumption is relaxed in order to approximate the
velocity Acr - Vcr at which the composite or
log behavior changes from elastic to plastic or
vice versa. This occurs when a - 00 . Hence,

o0(cCc" + c Lc L L Fig. 2 - Assumed impact configuration
cr (PCc)(PLCL)
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The equations of motion of the log are taken as
U

M c  F M =PLLA + M = 2pLLA (11)

1 - (L/2 - Z)F , I - 2PLL 3A/12 (12) (4)

0
with the constraint condition

x -x + (L/2 -Z)e (13) 2

x , x , Z and e are defined in Fig. 2 end (V2  2)
F is Sefined by equations (5) and (6). 1

The solutions may be written in non-dimensional'
form as follows: 00
In the plastic response region 5

o S V S V1 V - T and f 1; (14) r

in the elastic region Time T - + -1
Mv

V _< V V 2 V -V - EXP(-(T-T1)) - cr

V+ 1 - EXP(-(T-T)) (15) .L
1 1 0

a.

f - EXP(-(T-T1)) ; (4

CL- '-- K2)

where4 N

C t
V-V-, f -F/F and T r  03

cr cr T 3 4 5

_ (L/Z 214 F0t Fig. 3 - Interaction force and log1 cr+ velocity as functions of time

(16)
Substituting from equation (14) and integrating,

V2 Vo/Vcr ,V 1  V2 - 1 results in

Vo Vcr 0 cr r 2 o (18)

v o o -

and t 1  is the time at which The preceding formulation is sorely lack-

1 - Vl . vo - v . ing in experimental verification. Equations (8)
o cr and (9) give very good predictions' to the elas-

These solutions are displayed in Fig. 3 tic data reported in [31 in which a stricken
foimpate eoctiens vr whichaare ultiples plate of alumintn impacted both aluminum andfor Impact velocities vo  which are multiples graphite-epoxy plates edge on. These experi-

er ments were conducted at low Impact velocities
is consistent with assumptions (1) through (11) so that the responses were entirely elastic and
Is also shown in Fig. 3 essentially one-dimensional. 1

The damage incurred to the log may be es- Solving the problem for the geometry shown
timated by integrating the relative velocity, in Fig. 1 results in 6 - 22.36 In. for vothusinF .1 re u t n =2 .6 n. or v -

101 fps. Premature log damage of this sort

would likely result in reduced foil damage.f1  (v ) dt (17) Hence, lower impact speeds could increase foil

0 damage. aIt is therefore reasonable to expect
to find a range of impact speed for which foil
damage is maximized.

146



Equations (17) and (14) may be combined to 1 0 a cgive the log damage as a function of time

6Vt- Ct 2  (19) The energy i is simply voJ for our il-

lustrative case of constant foil velocity Vo
and equation (18) may be rewritten as

2 - 2C 6 + V 2 (20) Impulse and energy imparted to the foilVo 2 cr are plotted as functions of v o  in Figs. 4a and

4b for an assumed critical damage parmeter of
If we select a damage level 6 c beyond 6 c . .5 ft. It can be seen that both of these

which the log ruptures and no longer loads the integrals achieve a maximu at voc - 54.8 fps
foil (a rather presumptuous fracture criterion), and then decrease sharply with Increasing Impact
equation (20) gives the foil impact velocity energy. Fig. 5 gives the force for 3 selected
correlating with that damage level Impact velocities. The simple explanation is

that the rupturing log is much loss efficient
than the intact log. Since it is reasonable to

V oc --- 2Co6 c + vcr2 (21) expect the foil response to follow either the
energy or impulse curves (usually the energy).
one may expect to find a range of Impact velo-

Equation (14) gives the time at which the log city for which the foil response is maximized.
breaks as

This type of response velocity relationship
Voc - is not uncommon in impact phenomena and is fre-

tc . (22) quently observed in penetrations into plates by
C 0artillery rounds. Beyond a critical velocity.

the round ruptures prematurely and loses its

or from equation (19) penetrating capability. This trend in foil-log
collisions could be sought experimentally with a

v° jl- - series of mall scale experiments.
tc C0  26CC/vo2 In these calculations, no provision has

0 ( been made to identify a critical angle of rota-

for (23) tion beyond which the log slides off the foil

0 oc and further reduces the loading into the log.
6C The selection of a critical angle may de-

or tc v pend upon 6 c in that the log may become "In-
o paled" on the foil and refuse to slide off.

The impulseJ and energy 1 can he ob- Also, If the log is struck at its centroid, no
ta he i seg s rotation is predicted by these linear equations.

tae with integrations of equations (15) The reasons listed above, coupled with the fact
(16) as that omitting the consideration of a critical

F v "slide-off angle", Oc 9 is generally conservative
0 0 in that the foil load tends to be overestimated,

C lead us to simply omit ec in this initial
0 analysis.

for v < v (24)
F b There are some general remarks that should

F 0 be made at this juncture. We mst recognise

that although some of the general trends we have
o identified in this preliminary study should per-

and sist, we cannot afford to attach too much signi-
ficance to the included numerical results. A
more detailed analysis would consider the log

Fv 2 to be elastic plastic and would incorporate more
- o o ' c sophisticated yield and fracture criteria." -l2 These calculations Indicate that in moderate im-

o o pact velocity regions the impact duration is on
the order of the highest structural period.

F 0 Thus, I becomes an "interaction" function and
for v is somewhat more complicated. Log fracture andv o yield criteria also grow in complication due tothe log response. High frequency water res-

F 2cC ponses may affact the log motion.
Coc o
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The strut and foil were modeled with a
Log total of 46 beam elements using the DYCAST code
Does Not Log Ruptures [4]. This is a dynamic, large deflection. also-

6 Rupture to-plastic structural code. The beam elements
were assumed to have hollow cross sections with

- 54.79 fps the dimensions shown in Fig. 6. The beam ele-

5 ments are based upon Bernoulli-Euler beau theory
(i.e. normals perpendicular to the cross section
remain straight and normal) and torsional ef-
fects include only those due to St. Venant tor-
sion (cross sectional warping is not allowed).

o Lateral displacements are represented by

SK cubic functions, while axial displacements and
3 the angle of twist are represented by linear in-

terpolation polynomials. A constant El and
GJ were chosen for strut and foil. The values'J 2.4 Asymptote

2 chosen are typical of those used in hydrofoil
W2 design [5.61. Again, the material chosen was

steel with a yield strength of 80 ksi. The
forcing function shown in Fig. 7 was used to
load the foil over a 24-inch span centered 60
inches from the foil centerline. No attempt was
made to model the virtual mass of the water by

0modifying the density of the submerged portion

0 50 100 of the strut-foil system. The top of the strut

v (ft/sec) was assumed to be fully restrained.

For this problem, an impact velocity of
Fig. 4a - Energy absorbed by foil as 54.8 fps was used, a critical velocity of

a function of impact velocity Vcr - 19 fps and a peak force of 75,000 lbs
was assumed. The latter value was obtained

Log from [1) and was experimentally obtained from
Does Notj Log Ruptures actual impact data. The duration of the load
Rupture at peak value, t 1 , becomes 56 milliseconds

for a 20-ft long, 2-ft square cross section log.
100000 v 5.9 A picture of the angle of twist/unit length-

cr time histories is given in Fig. 8. These were

essentially identical at all points on the strut
because of the uniform GJ assumed. The initi-
al peak occurs at 40 milliseconds and the tor-
sional response has a period of 80 milliseconds.

This is a factor of three smaller than the 25050 00

~500

0
0 50 100

v (ft /sec) -300

Fig. 4b - Impulse imparted to foil as 0
a function of impact velocity (rotation
constraint is omitted) &.200

PREDICTION OF STRUCTURAL RESPONSE 100 v"0-.
OF GENERIC STRUT-FOIL SYSTEM WITH v " 101 fps
FORCING FUNCTION BASED UPON SIMPLIFIED o

0

The forcing function developed in the pre- 0 1 2

vious section was applied to a beam model of the t (msec)

hydrofoil strut system to determine if a simple
beam theory could adequately predict the struc- Fig. 5 - Force on foil for 3 different

tural response characteristics of the system as impact velocities (shaded area denotes

observed in operational collisions [1]. case for which log ruptures)
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Cross Section Stiut (Steel) Cross Section Foil (Steel)

71 Y 39. 375"

2 2 ~-
.5M E O .5T 3 3.5

T . . . Z 4 A 5.5' Z

51" - .I

X6 X

7q

J-661 Wu" - 861 i
1 183.2 in4 a 8 z  254.5 inZ[
1r .¥ 13127. Wn IY -y 11976 in 4

A -54.25 in2  9 A -43.88 i2

GJ - 87.37x -in2 Fo L J -9.60xlO9-in
2

EI . 5.3x19#--;.' 1 if Z  . 7.38x19#-in 
2

?2

14 N.1 3

15 i
16 1

I. 120" _

Fig. 6 -Dscretization and cross-sectional properties used in beam model
of strut-foil impact using approximate interaction load

100 0

755

0

;"25 .

0 .02 .04 .66 .08 .10 .12 .14 .16 0 .04 .08 .12 .20
t (sec) t (sec)

Fig. 7 - Interaction load based upon Fig. 8 - Angle of twist/unit length

simplified analysis used in strut-foil in strut obtained from DYCAST calcu-

structural response calculation using lation

VYCAST

millisecond period indicated in the experimental plastic range and three times the yield strain in

data [11. The inclusion of the virtual mass of shear. Again, it must be emphasized that cross

the water would tend to increase the period but sectional warping is neglected in the theory.

the effect of hydrodynamic side forces on the The maximum bending stresses that occur at the

response is difficult to assess. The strains strut root near peak torsional response between

obtained from the calculation may be derived by 30 and 40 milliseconds are ± 18.5 ksi. These

multiplying the torsional curvatures by the have been limited by the plasticity yield cri-

distances to various points on the cross section teris and are due to log impact alone. At no

(Fig. 8). This gives a peak strain due to tor- time does any point on the foil experience in-

sion alone of .0125. This is well into the elastic response. This could only occur locally
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and be predicted by an interaction analysis. in real structures would have imposed severe
The results of the previous section indicate restrictions on the time-step size (and hence
local inelastic behavior will not occur. The cost) required in the analysis. A 20-foot long
implications of this result are that. even square log of 2-foot width was Impacted five
though the impact load does not cause local foil feet below the water surface and 60 inches from
damage, or even inelastic behavior, the "longer the foil centerline (see Figs. 9, 10). All
term" strut torsional response is critical points on the strut and foil were given an ini-
enough to cause inelastic strut response and tial velocity of 60 knots (30.9 m/sec). All
eventual actuator failure when combined with points at the top of the strut were maintained
lateral hydrodynamic fluid loads caused by large at a horizontal velocity of 60 knots to simulate
strut rotations. This is qualitatively what is the ship speed.
shown in experimental data, although a quanti-
tative comparison should not be made. These A picture of the grid used is given in
comparisons should not be made: a) because of Figs. 9 and 10. The model consists of 24. 22
uncertainty of the meaning of sow measurements and 22 elements in the X . Y and Z direc-
in the experimental data; b) the simplicity of tions, respectively. This is a total of 11,616
the structural model which was developed to il- elements, minus some void elements, and repre-
lustrate phenomenology and not detailed quanti- sents over 30,000 degrees of freedom. All ele-
tative response; c) the neglect of certain ef- ments used were eight-node isoparametric hexahedra
fects such as the water mass and side forces; elements using one-point integration. The steel
and finally d) lack of knowledge of the struc- was modeled as an elastic, ideally plastic mate-
ture and size of the impacted log, the depth of rial with a yield stress of 80 ksi. The wood
Impact. and other such pertinent data required properties were those of Hickory Shagbark (2].
for a quantitative prediction. The yield stress of 2000 psi employed in the

Von Mises yield surface was that perpendicular
PREDICTION OF INITIAL DWIAT FORCES IN THE FOIL to the fibers (2]. The log density was assumed

USING A SOPHISTICATED FINITE EILEMNT CODE, to be equal to that of the water. The water vas
TRANAL modeled as an elastic material with a negligible

shear modulus and a tension cutoff of 0.0 psi
The prediction of the response of a strut- based upon the mean normal pressure. Table 2

foil system to impact loads is a complicated contains a complete description of the proper-
problem involving the disciplines of impact ties used in the analysis. Because of the vast
dynamics, elastic-plastic and geometric nonlin- differences in wave speeds and element sizes in
ear behavior, possible fracture, fluid-atructure different portions of the grid. the subcycling
interaction and structural mechanics. In addi- capability of TRARAL was used. A major time
tion, the possibility of fluid cavitation and step of .23 milliseconds required subcycling
hydroelastic instability exists. The latter two ratios of up to 40 for stability purposes in the
phenomena were not considered in the current steel elements versus the larger water elements.
study. The calculation was run for 154 major time steps

out to 35.4 milliseconds.
For purposes of studying the initial inter-

action forces on a foil subject to impact with a To simulate the impact of the steel with
dead-head log, certain theoretical and geometri- the log. a gap element was used for the four log
cal assumptions were made. In some cases, these elements adjacent to the foil at their contact
were necessitated by current limitations of the region (see Figs. 9.10). This gap element al-
computer code, TRANAL [71, that was used for lows compression stresses normal to the surface
this part of the analysis. to develop in the contact region but no tensile

stresses are allowed. An initial gap of .58
TRANAL is a finite element code for the inches was assumed. This closed within .92 meec

nonlinear transient analysis of three-dimension- (see Fig. 11) at the 60-knot initial speed.
al problems. It employs a central difference
time integration technique with subcycling caps- One problem in the analysis is that the
bility. This allows different time steps to be forces of the fluid on the strut-foil system are
used in different zones based upon the Courant included in the analysis, and it is difficult
stability criterion for each zone. It includes to isolate these from the stresses due to impact
material nonlinearities and a version also has of the foil with the log. This would require
large deformation capability. The small strain incorporation of equilibrium "in-flight" forces
version was used for the present work. For the and velocities in the free-field region which is
purposes of the initial study, the following beyond current capabilities. Transmitting bound-
problem was formulated. aries (Lysmer-type [8]) were used on all sub-

surface boundaries to minimize reflections and
A solid rectangular strut and foil were simulate a fluid halfspace.

chosen for the analysis. The dimensions were
chosen to be within the range of El and GJ In the discussion and related figures that
for an actual strut-foil system [5,61. Table 2 follow, all compressive normal stresses and
defines the actual values used in the calcula- strains are positive and tensile stresses and
tion. The geometry was deliberately kept simple strains are negative. Shearing stresses and
to reduce modeling time and because modeling the strains are the negative of those in the stan-
typical hollow sections and thicknesses employed dard elasticity conventions. Shearing strains
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TABLE 2
Geometry and Material Properties Used in TUBAL Strut-Foil Impact Problem

STRUT' FOIL* LOG [5] WATER**

Material Steel Steel Hickory Shagbark Water

K(kai)+ 24170. 24170. 747. 300.

G(kai)+ 11150. 11150. 1007. .3

%(k.i)+ So. so. 2.0 N.A.

p(kip-mec 2/in') .7322 .7322 .0935 .0935

I 4n(in") 164.( ) 219. (L) -

37400.(I Z )  20700. _ X_

J(torsional rigidity)-in" 658. 876.

*Steel values correspond to E - 29x10 s psi and Poisson's Ratio - 0.3.
**Tension cutoff value of J- 0.0 used, although a value J 1 3p - 3(P +Pgh) would be more

realistic, with P - atmospheric pressure. Probable effect on calculation is negligible.O

+R E Bulk modulus

G E Shear modulus
C - Unaxial yield stress

39 - 4" Boundrie Lysmer j-l-39. 7 5' 2' BondaiesBoundaries on all four water boundaries

Fig. 9 -Discretization of strut-foil Fig. 10 - Discretization of strut-foil
system for log impact (elevation view) system for log impact (plan view)
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are tensor components. To obtain engineering inches in the front and 4 inches at the rear
shearing strains, they must be multiplied by during the time span of the calculation. There
two. Velocities are nodal quantities, while is a region between twelve and eighteen inches
stresses and strains are element-centered, that has "relatively small" strain of almost

three percent. Although the calculation was
Fig. 11 shows the stresses in the log after terminated after 35.4 msec, it appears that the

impact in the GAP elements immediately adjacent log velocities have peaked below the 1215 inches
to the foil. We see they are constant after an per second velocity of the hydrofoil. Fig. 13
initial spike and equal to 4.4 ksi at both the shows horizontal velocities of the log at points
top and bottom elements adjacent to the foil. through the depth. A comparison of the veloci-
This is higher than the 2 ksi yield stress of ties at the top and bottom shows some rigid body
the wood because aX and aZ stresses present rotation has begun. However, the velocities in
have allowed the stress point to move on the between indicate "rupture and crushing" and pos-
failure surface. This also has significance be- sible log failure is likely at this impact
cause the actual yield strength of the material speed. If the log ruptures, the load will be
in longitudinal fibers is 10 ksi. Hence, iL is cut off reducing further strut/foil damage.
possible even larger interface stresses could
develop if an anisotropic yield criterion, such Let us now consider the response of the
as Hill's or Tsai-Wu's [91, were used. This al- foil over the initial 35 msec time span. The
so has relevance for the work in the first sec- interaction stress (oay) in the strut are only
tion where a simplified interaction force about 7500 psi (see Fig. 14). (Remember all
representation was developed, stresses are cell-centered.) The corresponding

radial strains are small too and only reach 0.4
The next figure (Fig. 12) shows the strains millistrain, which is well below the elastic

through the width of the log in the top elements limit. The largest stresses in the foil are the
at the foil level. The strains in elements ad- OZZ stresses, which are the bending stresses
jacent to the foil reach almost 200 percent and (see Fig. 15). These are shown at the impact
are really meaningless because the theory is not location. These stresses oscillate with a peri-
valid for such large strains. They do say, how- od of about 11.5 umec (90 Hz) and reach 30 ksi,
ever, that the log will crush at least twelve well below the steel yield stress. The only
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Fig. 11 - Interaction normal stresses in log (-)
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other relatively large stresses in the foil are percent, veil into the plastic range. The
torsional stresses which reach approximately other strains eyy and cZZ are smaller and
10 kha and are starting to build up at about reach 0.6 to 0.9 percent and are still increas-
23 mec. These are a result of the strut bend- ing. Torsional strains reach 0.4 percent at
Ing . inducing torsional oscillations in the this location (Fig. 18) and .14 percent at aid-
foil. Their period is estimated at 50 aec, depth near top and bottom of the strut.
based upon a quarter of a cycle between initia-
tion and end of the oscillation. The smani- In sumary, then, the following findings
tudes of all these stresses up to this point can be reported for the first 35 msec of impact
indicate no inelastic response in the foil. of a generic steel strut-foil system with a

dead-head log at 60 knots.
Evidence of the rotation of the foil about

a vertical axis (I-axis) is indicated inFig. 16. eThe interaction stress of 4.4 ksi is
These represent Y velocities at the bottom of higher then the 2 ksl yield stress
the foil at various locations along the length because of the actual triaxial stress
of the foil. The increase in velocity above state in the log. If a different fail-
1215 inches/second due to rotation on the side ure criterion Is used, this could be
opposite impact and the decrease in velocity on expected to change.
the Impact side are obvious.

eFor a 60-knot impact, the log will
Vertical stresses at the top of the strut probably rupture, based upon strain

are shown in Fig. 17. Inelastic response oc- data in Fig. 12.
curs here because of the bending due to the
water forces and Impact with the log. The aft .The foil remains elastic during the
stress point shows bending stresses reaching time of impact, despite bending
90 ksl compression, while the stress point for- stresses of 30 ksi and impact stresses
ward of the centerline illustrates the bending of 7 kai (Gyy).
with over 80 ksi in tension. The torsional
shearing stresses at these locations show no *Torsional stresses are generated in
definitive evidence yet of the buildup of the the foil as a result of beam-like
torsional mode of oscillation, although they do bending of the strut initiated by
reach almost 20 kai at 35 asec. Impact.

Vertical bending strains in the strut in the *Some inelastic response at the top
aftmost position at the top reach over 1.5 of the strut occurs as a result of
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bending stresses due to log Impact and (3] R.W. Mortimer, P.C. Chou and J. Carleons,
forces of the water on the foil. "Behavior of Laminated Composite Plates

Subjected to Impact," Foreign Object Impact
eTorsional stresses up to 20 ksi are gen- Damage to Composites, AST, STP 568, ASTM,
erated in the strut during the initial pp. 173-182, 1975.
35 msec, but the slow torsional oscil-
lation of the strut is not fully develop- [4] H. Armen, H. Levine, A. Pifko and A. Levy,
ed. "Nonlinear Analysis of Structures," NASA

CR-2351, Mar. 1974.
POSSIBLE ANALYTIC IMPROVDENTS

[5] L.B. Greszczuk and A.V. Hawley, "Applica-
Based upon results discussed in the pre- tion of Advanced Composites to Patrol Craft

vious sections, the following suggestions for Hydrofoils," Final Report, Naval Ship Sys-
Improved capability in impact prediction tech- teas Cond, Contract N00024-72-C-5536,
niques of strut-foil systems with "dead-head" McDonnell Douglas Astronautics Co., Hunt-
logs are presented: ington Beach, CA, Apr. 1973.

(1) Beam elements can be developed to bet- [61 L.B. Greszczuk and A.V. Hawley, "Applica-
ter represent elasto-plastic torsion of non- tion of Advanced Composites to Hydrofoil
circular sections through the inclusion of a Strut," Final Report, Naval Ship Systems
warping function. In addition, the beam ele- Comand, Contract N00024-72-C-5536, fcDon-
msent should be capable of simulating arbitrary nell Douglas Astronautics Co., Huntington
composite layups and anisotropic failure crite- Beach, CA, Dec. 1973.
ria. This capability may be sufficient in many
cases to predict the dynamic response of strut- (7] J.L. Baylor, J.P. Wright and C.F. Chung,
foil systems to impact loads. Only comparison "TRANAL User's Guide, Part I (Small Strain.
with test data would verify this. Small Displacement Version), eidlinger

Associates, Final Report, Contract DUADO1-
(2) It is more likely an anisotropic com- 76-C-0125, DNA 4960F, Mar. 1979.

posite plate (shell) element with bending.
stretching and transverse shear effects will [8) J. Lysmer and R.L. Kuhlemayer, "Finite
need to be developed because of the platelike Dynamic Model for Infinite Media," J. Eng.
characteristics and dimensions of struts and Mach. Div., Proc. ASCE, 95, No. 34, Aug.
foils. A simplified element based upon an "ef- 1969.
fective modulus" theory should prove adequate to
predict the structural response (as opposed to [9] S.W. Tsai and E.M. Wu, "A General Theory of
wave propagation effects) of the strut and foil. Strength for Anisotropic Materials," J.

Camp. Mtls., 5, pp. 58-80, 1971.
(3) The simplified interaction force func-

tion developed in the first section can be im- [10] T.L. Geers, "Residual Potential and Ap-
proved and extended to composite foil impacts proximate Methods for Three-Dimensional
with "dead-head" logs. Fluid-Structure Interaction Problems,"

J. Acoust. Soc. Am., 49(5), Part 2, p. 1505,
(4) The full 3D interaction force pre- 1971.

diction capability can be improved by incorpo-
rating large deformation effects and anisotropic LIST OF SYMBOLS
material properties and failure criteria in the
work. The expense of the calculation can be re- C speed of sound in material
duced by using approximations similar to the DAA C constant defined in Eq. 16
[10]. i.e. pcv dampers and virtual mass repre- o
sentation of the water, perhaps directly at- E Young's modulus of material
tached to the structure and log or the log only. energy iparted to foil
The adequacy of this would have to be verified

against experimental data generated in an experi- F0  initial impact force
mental program. G shear modulus of material - (

2(1+v)
REFERENCES ,z moments of inertia about Y or Z

axis
(1] D. Wilson, W. Buckley, T. Nomura and 

ai

J. Snyder, "Patrol Hydrofoil, Guided Ms- J torsional rigidity

sile (P1N-1), Structural Redesign Recoumen- i mpulse imparted to foil
dations," KAVSEC Report 6166-75-3, Mar. 10, K bulk modulus of material -
1975. 3(1-2v)

[2] T. Bannister and L.S. Marks, Structural L length of log

Handbook for Mechanical Engineers, 7th ad., M mass of log
pp. 6-150 to 6-153. McGraw Hill, New York, v velocity of foil at which plastic
1978. cr deformation is initiated in log
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v 0initial velocity of foil
i initial velocity of log

exxE yy ezz normal strains

t ,eyeWzx tensor components of shear strains
(E ij - Yij i J)

a uniaxial yield stress0

O xxa yyazz normal stresses

aXYayzazx shear stresses

v Poisson's ratio

p mass density

DISCUSSION

Hr. Skop (Naval Research Laboratory):
In one of your initial slides, when you
simplified your analysis, the first
assumption was that the log was acting
as a rigid body and then you said it
went plastic.

Mr. Misovec: That's right. The
strength of the beam, with respect to
the longitudual fibers is 10,000 psi so
it has a much larger bending rigidity
than the strength perpendicular to the
fibers which is only 2,000 psi. So in
order to get an interaction function for
this particular case we used a simpli-
fied acoustic approximation, a one
dimensional wave approximation, and we
found what the interaction force might
be for a simplified one dimensional
approximation. Then to get the rotation
of the beam itself we assumed that it
acted as a rigid body once we knew the
force. That was one of the approxima-
t ions.
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TRANSIENT RESPONSE ANALYSIS
OF A LARGE RADAR ANTENNA

E. Meller, W. A. Loden
Lockheed Palo Alto Research Laboratory

Palo Alto, California

and

W. Woltomist
Lockheed Electronics Company, Inc.

Plainfield, New Jersey

The approach used in determining the transient response of a large
shipboard-mounted radar antenna to shock loading resulting from an underwater
explosion is described. The dynamic behavior of the antenna configuration,
represented by a finite element model of moderate complexity, was determined
through direct time integration, using as the "forcing" function the anticipated
motion of the ship platform on which the antenna was mounted. The location in
the antenna where the peak stresses occurred was determined by inspection of
the stress results from this transient response analysis, and a refined finite
element model of this region was used to compute more accurate stresses.

INTRODUCTION quite significant. The direct time integration

approach is attractive because it is potentially more

A primary concern of structural engineers is to accurate, does not require the analyst to extract and
ascertain that, for various loading conditions, stress select candidates from the set of modal solutions,
levels throughout the structure being considered do and because it can be significantly less expensive to
not exceed the strength capabilities of the materials use. With the direct time integration approach, one
being used. This task, which can be difficult under of the basic choices that must be made is between
any circumstances, usually becomes more formidable the set of explicit versus the set of implicit
when the loading conditions are dynamic rather than integration methods. Explicit methods, requiring the
static. In the static case, any given loading condition solution of a set of uncoupled algebraic equations,
is independent of time, and only one solution is are attractive because of their simplicity and lower
required. In the dynamic case, however, one must cost for obtaining the solution for any single time
solve the differential equations of motion by some step. These methods, however, usually do require the
appropriate method or methods. This is generally use of very small timestep sizes (due to stability
much more difficult and more expensive to do. considerations). The primary attraction of the most

widely used implicit methods, requiring the solution
For complex structural configurations, the finite of a set of coupled algebraic equations, is the fact
Formn cmexod hsrctural oiatonsnt athat significantly larger timestep sizes are possible,

element method has proved to be a convenient and with far fewer solutions being required in order to
powerful tool for performing these static andinertovragenimsp.

dynamic analyses; and there are a number of integrate over a given time span.

commercially-available and independently-developed
programs and program systems for treating such The primary purpose of the radar antenna
problems, especially for those that can be dealt with analysis described herein was to determine the
in the linear elastic domain. For transient response transient response of the configuration to a given
analyses, there is a choice to be made between modal underwater shock environment, focusing special
superposition methods and direct time-integration attention on one of the highest-stressed regions, in
methods, with different consequences and order to obtain more accurate stress results there.
complications, depending on which path is chosen. In The basic approach used in this analysis was to create
either case, the solution process involves efforts to a finite element model with which the transient
obtain a finite number of solutions. With the modal response behavior of the antenna could be determined
superposition approach, the number of modes that with reasonable accuracy. Those results were t hen
must be used to characterize the structure's dynamic used, in connection with a more refined finite
behavior properly can be difficult to determine, element model representing the region where the
especially for shock loadings. For complex highest stresses were obtained, to determine the
structures, the computational expense for obtaining stresses there with more accuracy than was possible
all of the mode% that might be required could also be with the original model.

d
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Figure 1. Radar Antenna Figure 2, Schematic Drawing of a Radar
Antenna with Nomenclature and Coordinate

A BRIEF DESCRIPTION OF THE RADAR Axes
ANTENNA CONFIGURATION cutouts, stress-concentration effects and other

The radar antenna shown in Figures 1 and 2 niceties, are generally necessary. Dynamic analyses,
consists of several major structural components: a on the other hand, are usually less sensitive to the
base, a turntable, two arms, an antenna support, and degree of structural detail, and much useful
an antenna reflector. The lower surface of the base information can usually be obtained from "dynamic"
structure is rigidly tied to the deck of the ship (or, models that are less complex than their
for shock survival integrity tests, to the floating static-analysis counterparts. The construction of a
shock platform). The turntable is connected to the detailed model that is suitable for both static and
base through a cross-roller bearing that permits dynamic analyses can be quite expensive, but not
rotation about a vertical (z) "azimuthal,, axis. The necessarily prohibitively so. The execution of
outer race of this bearing is connected to the base, transient response analyses with that kind of model,
while the inner race is connected to the turntable, however, might very well be prohibitively expensive.
An azimuth motor and gear-drive component is used
to rotate the turntable on command in a prescribed In order to perform the required stress analysis
motion to attain a desired azimuthal orientation, and for this large and complex antenna structure, which
it also serves to maintain a fixed position while the is subjected to shock loads, the following approach
ship maneuvers, was selected:

The two arms are rigidly connected to the First, the finite element model for the dynamic
turntable, as is the antenna reflector to the antenna analysis, herein called the "dynamic" model, was
support structure. The support structure is constructed. This model is sufficiently detailed to
connected to the arms via bearings that permit represent the dynamic characteristics of the
rotation about an "elevation" axis; and the elevation configuration accurately, but the level of detail is
motor and gear-drive there serve functions that are not sufficient for the performance of refined stress
similar to those of the azimuthal counterparts. analyses.
Various other pieces of equipment, including wiring
cables and counterweights, are also connected to the A transient response analysis was then performed
radar antenna. using this "dynamic" model, subjected to the

appropriate initial conditions and loading history.
Structural damping effects were not considered inAPPROACH TO THE PROBLEM this analysis, primarily because of the lack of
available information about how it should be

For performing detailed stress analyses from characterized. The results obtained from this
which accurate and useful engineering information analysis indicate the regions (spatial locations) and
can be obtained, finite element models that Include times (temporal locations) where the stresses are
all significant structural elements and features, with highest.
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Next, the finite element model for the other programs (principally STINT, in these efforts).
highest-stresed region (the turntable, in this case), Related analysis tasks, including "debugging" and
was refined to include the greater detail that is plotting of the finite element models and
appropriate for the accurate stress analysis that substructuring operations, are performed by
was desired. appropriate members (stages) in the REXBAT

ensemble.
This "static" model was then subjected to

displacement boundary constraints and to interior One of the many diagnostic and
forces (static equivalents to the inertia forces) model-verification tools employed in constructing the
that were obtained from the results of the dynamic individual and combined finite element models for
analysis at the selected time, t. Displacements the antenna configuration with REXBAT-7 was its
along the boundary at "old" node points (which are "rigid body" checkout process, a sort of global
common to.the original and to the refined model) "patch" test (6] in which the model is subjected to six
can be extracted directly from the results obtained independent rigid body motions (r) and where the
in the analysis with the original "dynamic" model, forces (fI = K! {r) corresponding to these motions
For "new" boundary nodes, (which did not exist in are computed using the assembled stiffness
the original model), displacements can be obtained supermatrix K]. For a correctly constructed model,
through interpolations of order compatible with these forces must be zero, so the presence of any
those used in the element shape function sizeable values in ( f) uncovers many (but not all)
definitions. The interior forces can be obtained via kinds of modeling errors. The existence in the model
linear interpolations of the accelerations from the of non-rectangular or non-planar elements that (by
"dynamic" model nodes to the "static" model nodes, virtue of their stiffness matrix generation routines)
followed by multiplication by the "static" model should be rectangular or planar, or the existence of
nodal masses. elements that are connected to node points that do

not have the correct number or types of degrees of
Stress analyses with this "static" model yield freedom, is easily discerned by examination of the

refined stress distributions (for the selected instant various rigid-body if} vectors. On the other hand, it
of time) that are compatible with the degree of is not possible to detect slightly incorrect material
refinement of the model. It should be mentioned properties and/or element thicknesses by this process;
here that the application of displacement boundary and a variety of other model-verifieation checks
constraints yields boundaries that are somewhat must also be made.
stiffer than would be the case when only forces are
applied there. This results in underestimation of the The preliminary static and modal solutions
stress levels near these boundaries. The stress levels obtained with the REXBAT program also served to
in the interior of the "static" model, however, should "verify" the individual and combined finite element
be much more accurate than those obtained from the models by ensuring that (at least for appropriate sets
"dynamic" model, of uncomplicated static loading conditions) the

applied loads were being transmitted through the
Refined "static" models of other regions (which models, without losses (which are sometimes caused

might be portions of the major components, complete by otherwise-undetected groundings and other
components, or combinations thereof) may be modeling errors), via reasonable load paths, and that
constructed and analyzed for several different times, the lowest-frequency vibratory responses (the
as required or judged necessary by the responsible fundamental modes) were accurate.
engineer. The initial displacement field for 'e transient

response analysis, corresponding to one g gravity
DESCRIPTION OF THE COMPUTER CODES USED loading conditions, was also obtained via a static

analysis with the RE.XBAT program.
The bulk of the analyses described herein was

performed with the two computer programs REXBAT The transient response analysis was performed
[1,2] and STINT [3,4], and the graphic results were with the out-of-core version of the STINT program,
generated with REXBAT and with the DEFORM which employs the REXBAT generated mass and
program (M. The REXBAT program, a linear elastic stiffness supermatrices for the "dynamic" model (as
in-house code the current version of which is called discussed above) in its direct integration of the
REXBAT-7, is actually an ensemble of processors equations of motion
(called program "stages") that are intimately related
through local and global data bases. These stages, (M) (aft)) + [K] (x(t)) = (f(t)) (1)
each of which is a stand-alone processor the internal
construction of which has been optimized for (where {aft)) is the vector of nodal accelerations) to
efficiency in performing the task(s) at hand, work produce the desired displacement and velocity
together to define the finite element model; to histories, (x(t)) and (v(t)), respectively. The STINT
compute and assemble the element and other program that was employed in these efforts Is an
contributions to the mass and stiffness supermatriees implicit time-integration program, designed to treat
[MI and (K] that characterize the configuration to be large problems, for which the supermatrices
analyzed; to Impose boundary conditions and define describing the finite element model and required by
loading cases, to perform static and eigensolution the integrator are too large and complex to fIt within
analyses; and to determine element forces and the available core space on the computer system
stresses corresponding to the displacement results being used. This version of STINT, which is
that are obtained by the REXBAT program and/or by especially suitable for treating "stiff" systems of
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equations that are often encountered with structural
dynamics problems, can use the trapezoidal rule or
the 3-step Park linear multistep method [31,
employing pseudo-force techniques to shift the
nonlinear contributions from [M] and [K] (and from /
other sources) into the modified right-hand-side /
vector (f), and using matrix-scaling techniques [31 to
avoid refactorizations with variable timestep
computations. For this analysis, the trapezoidal rule
was used with a constant timestep size in order to
minimize the computational expenses and to simplify
the stress and graphic post-processing operations.

The DEFORM program was used to generate
"snapshot" plots of the "dynamic" model of the
antenna configuration at various times during its
transient response (showing the deflections of the
complete antenna and showing the deformations,
which were obtained by removing the ship motions
from the entire displacement field) and to produce
motion pictures of the entire transient response
history.

CONSTRUCTION OF THE "DYNAMIC" MODEL

The "dynamic" model of the complete radar
antenna was assembled from the set of finite element
models constructed to represent the individual major
structural components: the base, the turntable, the
arms, the antenna support, and the antenna
reflector. In the construction of these individual
models, attempts were made to describe the actual
structural components that they represent as
faithfully as possible; but in order to keep the sizes
and complexities of these models within reasonable
bounds, and in order to keep the computational
expenses for solving the transient response problem Figure 3. Finite Element Models of MaJor
for the assembled antenna as low as possible, it was Structural Components
necessary to omit some structural details judged to
be of minor importance in determining the overall extraneous forces are introduced by rigid-body
dynamic behavior of the configuration. Small motions and to validate their load-transfer
cutouts, bosses, stress concentration effects, and capabilities.
various other details, therefore, were not included in
these "dynamic" models. In the actual radar antenna, as noted above, the

turntable and its attached structural components can
These finite element models were constructed in rotate about the azimuthal axis, and the

the usual way by definition of node points (which are antenna-support structure can rotate about the
characterized by their initial spatial locations and elevation axis. In assembling the complete "dynamic"
the sets of admissible displacements, called "degrees model for this analysis, however, it was necessary to
of freedom", associated with them), and by choose a single fixed position with specific azimuthal
specification of the sets of finite elements which and elevation orientations. These orientations could,
have specified geometric and material property of course, be varied, if necessary, in future analyses.
attributes, that are connected to each other via these
node points. In constructing these models, eccentric All of the bearings in the assembled "dynamic"
stiffeners were represented by beams with "rigid model were modeled in the following manner. Each
links". For these elements, the beam end-point pair of nodes, one located on the outer race of the
centroids are attached to "slave" nodes, which in turn bearing and the other on the inner race, is linked with
are connected to the "primary" structural node points radial and normal springs representing the bearing
via rigid links. The "slave" nodes, here, have no stiffnesses (spring constants) in these directions.
degrees of freedom associated with them; the Additionally, one pair of nodes is linked with a
primary nodes do. Closely-spaced ribs were modeled tangential spring representing the motor and
with orthotropic quadrilateral plates utilizing a gear-drive inertia restraint against rotation. This
"smearing" technique, modeling technique is valid as long as the torques

produced by the dynamic forces do not exceed the
Before assembling the complete "dynamic" locked rotor torque of the motor and gear-drive

model of the antenna configuration, the individual combination. It should be noted that the radial
major structural component models (see Fig. 3) were springs only approximate the true bearing behavior.
checked, as described above, to ensure that no The actual behavior can only be accurately
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TABLE 1

VITAL STATISTICS FOR FINITE ELEMENT "DYNAMIC" MODELS
OF THE MAJOR STRUCTURAL RADAR ANTENNA COMPONENTS

MAJOR NODE BEAM TRIANGLE QUAD SOLID
COMPONENTS POINTS ELEMENTS ELEMENTS ELEMENTS ELEMENTS

REFLECTOR 37 0 12 36 0
SUPPORT 164 68 32 72 0
ARMS 195 32 20 200 16
TURNTABLE 255 66 96 213 18
BASE 402 126 36 234 18

represented by contact elements, which are not size being chosen here to give a sufficiently large
available in the REXBAT program. number of steps in the lowest fundamental response

modes. This step size choice was, of course, strongly
Non-structural equipment such as motors, gear influenced by the conflicting requirements to

drives, cables, counterweights, etc., were represent the higher-frequency responses as
represented in the assembled "dynamic" model by accurately as possible, and to keep the computational
inclusion of concentrated mass points. These points expenses reasonable.
were located at the centers of gravity of the
equipment and were connected to adjacent structure The forces and stresses for each element in the
by a network of "rigid" bars that are only capable of assembled "dynamic" model were computed using the
transmitting axial forces. displacement fields for each time step during the

transient response analysis, with the appropriate
The complete assembled "dynamic" model has stages of the REXBAT program. The highest stressed

1061 node points with 4152 degrees of freedom, and region was earmarked for further detailed study, as
includes 62 bars, 292 beams, 196 triangles, 755 described below. The radar antenna, in various
quadrilaterals, 52 solid elements, 8 concentrated
mass points, and 26 stiffnesses representing bearing
springs. Table 1 displays some pertinent information
regarding the finite element "dynamic" models of the
individual major structural components. The
assembled "dynamic" model is shown in Figure 4, in
which some lines have been removed for clarity.

As with the individual component models, the
assembled "dynamic" model of the antenna
configuration was checked to ensure that no
extraneous forces are introduced by rigid-body
motions, for load-transfer capabilities, and for
several of its fundamental vibration modes.

TRANSIENT RESPONSE ANALYSIS

During an underwater shock test, the shock wave
travels through the fluid medium and the ship (or
floating shock platform) to the antenna
configuration. The response of the ship (or the
floating shock platform) at the lower surface of the
base of the radar antenna was used as the forcing
function for the transient response analysis
performed here. The initial conditions for this
analysis were the displacement field that corresponds
to a one g gravitational force field (the
displacements of the antenna structure under its own
weight) and a nulled velocity vector.

The transient response analysis described here
was performed with an implicit time integration
scheme using the trapezoidal rule and a fixed. time
step. The use of an implicit, rather than explicit,
integration method made It posible to employ a Figure 4. Finite Element Model of
relatively large time step, with the particular step Complete Antenna
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undeformed and deformed states, is shown in Figures
4 through 8. Figure 4 shows the undeformed
configuration at time t = 0; Figures 5 and 6 show the
undeformed configuration (dashed lines) and the
deformed configuration (solid lines) at two
representative instants of time. Figures 7 and 8 show
similar results, but here the "rigid-body" motions
(i.e., the displacements at the lower surface of the
base structure) have been removed in order to make
the deformations of the structure more apparent. In
all of these figures, the actual displacements, and
deformations, have been exaggerated in order to
illustrate the response results more clearly.

The displacement results for each time step of
the transient response analysis were employed, with a
slightly simplified version of the "dynamic" finite
element model, to make motion pictures of the
responding radar antenna configuration. These
movies, produced with the DEFORM program, proved
most valuable in providing physical insight into and
confidence in the computed structural responses.
Qualitative data about the largest deformations and
the most rapid changes of deformations, difficult to
extract from the large stacks of printed output
obtained, were easily observed in the movies. It is
interesting to note, too, that for this analysis the
region of highest stress was not one in which these
motions were greatest. '"

Figure 6. Undeformed and Deformed
Configuration at t-t 2

, I'

--- I

* -. , t

Figure 7. Undeformed and Deformed Con-
Figure 5. Undeformed and Deformed figuration at t-t 1 with Floating barge

Configuration at t-t I  Platform Notion Removed
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convenient if the spatial locations of the boundary
nodes that are common to the two models coincide
exactly, so that the displacements from the transient
response analysis at those nodes can be imposed
directly on the boundary of the refined model s
displacement boundary constraints, without the need
to us a suitable (and possibly quite complex)
Interpolation scheme to determine the desired
conditions from the information that is available.

The refined model constructed in this effort for
the turntable structure, shown in Figure 9, has 729

--- -node points with 4104 degrees of freedom, it
includes 32 bar elements, 40 beams, 145 triangles and
720 quadrilateral plate elements. As usual, this
refined model was subjected to the above-described
"rigid-body" check and was examined for load
transmission capabilities by independent analyses
with the REXBAT program.

Figure 8. Undeformed and Deformed Con-
figuration at t-t2 with Floating Barge

Platform Motion Removed

STRESS ANALYSIS OF A SELECTED REGION

Examination of the stress results obtained from Figure 9. Refined Finite Eleme nt Model
the transient response analysis of the complete of Antenna Turntable
"dynamic" model indicated the spatial locations
where, and the times when, the stresses in the
complete model were highest. With accurate, useful Displacements obtained from the transient
stress results as the ultimate goal of this analysis, a response analysis for a selected time "t" were applied
refined finite element model containing the as boundary constraint conditions, and interior
highest-stressed region (which turned out to be within forces, computed as described above, were applied as
the turntable structure, in this case) was "external" loadings. The linear elastic stress analysis
constructed. This model included many structural then performed, with REXBAT, produced the desired
details that had to be omitted in the "dynamic" model refined stress distribution. The peak stress obtained
of that component. In doing this, one naturally with the refined model was 67% higher than that
wishes to ensure that the boundaries of this refined obtained in the turntable from the transient response
model are far enough away from the peak stress analysis.
region that is of interest, since the stress levels at,
and very near, these boundaries are not free to vary CONCLUDING REMARKS
significantly from the levels obtained in the transient
response analysis for the original, "dynamic" model. Details pertaining to the time history for base

excitation and the time increment used for the
The boundaries for the turntable component are integration scheme, and concerning the structural

located at the interfaces between it and the arms and responses (in particular the stress levels) obtained,
between it and the base structure. It is important to are given in (7]. Analytical results obtained with
be sure that the boundaries for the refined "static" both the "dynamic" and "static" models will be
model contain at least all of the corresponding node compared with test results when they become
points in the counterpart "dynamic" model. It is most available.
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DISCUSSION obtained by linear interpolations other
than by direct timing conditions. The

Mr. Dyrdahl (Boeing Co): Did this time step is of the order of 62 micro-
analysis result in changing the hardware seconds.
at all? Was it a worthwhile thing to do
for that kind of equipment? Mr. Repperger (Wright-Patterson APB):

How do you know whether that finite
Mr. Heller: Yes, it resulted in some element model really replicates the
improvement, empirical data. What is your goodness

of fit, what are your criteria?
Mr. Dyrdahl: A better understanding or
better hardware? Mr. Meller: In this particular case we

knew the frequency of the complete
Mr. Heller: It resulted in a better antenna so when we subjected the model
understanding of the structure to deter- to the frequency search we could deter-
mine the stress levels, but not particu- mine whether or not it was a suitable
larly that chart that I showed, a representation of the actual structure,
similar analysis resulted in stress and it was.
levels which caused some modification to
the structure. Mr. Repperger: Do you have any empiri-

cal data to validate the model response
Mr. Dyrdahl: How much time did you have and the empirical data response to show
to spend on this analysis? that they were equivalent or similar in

some sense?
Mr. Heller: I have done so many
together that I really can't tell you Mr. Heller: In some previous analysis I
exactly how much one single one would predicted some reponses that were later
take because we analyze a particular verified by tests.
loading condition.

Mr. Repperser: Did you just look at the
Voice: Could it be done in a month? response modes and resonances?

Mr. Waller: It would take about between Mr. Weller: Just the actual response.
a month and two months just to create The only reason I was looking for modes
the dynamic model. But once you have is just to be sure that the model had
the finite element model then the the correct fundamental or at least the
analysis itself shouldn't last longer lowest fundamental resonant frequency.
than a couple of weeks. But once that is done, there is no more

modal analysis.
Mr. Urbanik (Forest Products Labors-
tory): Could you comment on the number Mr. Walchak (NSWC White Oak): I am
of slides it took to prepare or the interested in your forcing function, did
number of computer drawn graphs that you you use the one from the at sea tests or
had to prepare for the animated mode were they from the FSP inputs?
shape movie?

Mr. Weller: This particular one was
Mr. Weller: The second and fifth parts from the FSP tests.
of the movie contain somewhere around
650 slides and each slide corresponds to Mr. Walchak: Did you find this to be
one time indication point. The last more severe?
part, that was slowed down by a factor
of three, contains three times as many Mr. Heller: No.
slides but the additional points were
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FATIGUE LIFE PREDICTION FOR SIMULTANEOUS STRESS

AND STRENGTH VARIANCES UNDER RANDOM VIBRATION

R.G. Lambert

General Electric Company
Aircraft Equipment Division, Utica, NY 13503

Simple closed form expressions have been found to accu-
rately predict the fatigue life of structures subjected to
random stresses where the applied stress and the material's
strength are simultaneous random variables. These equations
are in familiar engineering terms. Comparisons between
analytical predictions and empirical results have been shown
to be good whenever such comparisons were made.

INTRODUCTION ing the resulting standard deviation

Many closed form analytical expres- ( A = +
sions have previously been derived to
predict structural fatigue life and mech- in place of the strength standard devia-

anical reliability for randomly applied tion term (A). The reasoning behind

stresses [1-5]. These expressions have this approach was as follows: Fatigue

been shown to be simple, practical and failure occurs when stress exceeds

accurate. They apply to single and mul- strength regardless of whether the stress

ti-degree-of-freedom systems as well as is "too high" or the strength is "too
to single level or step-stress load sit- low". Both deviations from nominal

cause a reduction in fatigue life. Sinceuations. Fracture Mechanics effects are the standard deviations of stress and

included. In all of these cases, the strength are independent of each other,

stress/strength parameters were treated tegsh e ddent ean-square
as random variables independently, not they should be added in the mean-square
smuanov le sense. This approach, as judged by
simultaneously. Monte Carlo simulation techniques, gives

somewhat accurate results but not as ac-In most practical cases, the stress/ crt shpdfr

strength parameters are simultaneous curate as hoped for.

random variables. Stresses vary from Accuracy was improved by multiplying
part to part and subassembly to subassem- the stress standard deviation (6) by the
bly due to dimensional and geometrical
differences between parts, fabrication term (2Nm)2 /B. Nm is the median stress
and assembly variances, and structural cycles to failure. It is the fatigue
damping and stiffness variances of adja- life if the analysis is done determin-
cent structures. Strengths vary because istically (i.e., if A and 6 are zero).

materials' fatigue curves are a scatter- B is the slope parameter of the materi-
band of failure points, not single lines. al's "S-N" fatigue curve. This term made

the entire expression almost identical

APPROACH SUMMARY to the rigorously derived equation for
the case of A = 0.

An attempt to rigorously derive a
fatigue life expression with the stress/ Accuracy was further improved in the

strength parameters treated as simulta- region of early fatigue failures by sub-

neous random variables was unsuccessful tracting the term

in that the final expression was exceed-
ingly complex. Therefore, a different (2Nm)I/8 A6
approach was evaluated. This approach
modified the variable strength fatigue
life expression (1) by adding the stress
(6) and strength (A) standard deviations The portion v2'-"77'9 was required to
in the mean-square sense and substitut- provide accuracy for brittle and ductile
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materials. This worsened the accuracy where X and Z are fatigue curve constants
in the region of the late failures. The and B is a slope parameter [1]. AS is
above term needed to be added instead of the cyclic sinusoidal stress range, a
subtracted in that region (i.e., a sign is the random rms stress. Ns is the
change for N > Nm). This worsened the sinusoidal cycles to failure. Nm is the
accuracy in the middle failure region. median number of random stress cycles to
The multiplying term failure. These fatigue curves are zero-

width (i.e., nonscatterband) lines of

2 erf [20 (N - ij failure points.

10,000 rsl. -te
restored accuracy to all failure regions.

The resultant standard deviation ip

term is: _ _ _00 -( 00

/A 2 ( 2 S2/ 2 (2Nm)I/A I -

10 a UIUISOIOAL 6ThE3M -10

Accuracy of the above expressions A

was judged by comparison to Monte Carlo a-INDo RWSST

simulation results. The Monte Carlo 10 o I I

simulation technique had its accuracy 10 IV 10 10 1& 1&

and practicality checked by comparing w(cvciUs)
its results with those known to be the-
oretically correct and with available Fig. 1 - Typical sinusoidal and
empirical results, random fatigue curves

Fatigue life is expressed in terms Table 1 shows typical parameter val-
of probability of failure as a function ues for several materials. Refer to the
of applied stress cycles and both aver- Symbols section for Metric-Conventional
age and minimum cycles to first failure. Units conversion.
For the most part data is presented in
the form of histograms of cycles to [ ][ 1_ 1 1/B
failure because of the histogram's sen- C ' - stress units (3)
sitivity to differences between theo- 012 2
retical and tallied results. i

FATIGUE CURVE REPRESENTATION A 2 ai stress units (4)

Figure 1 shows the typical sinus- where aj 7 fatigue strength coefficient
oidal and random fatigue curves for a [6,71. af may be thought of as being
given structural material. These curves the material's cyclic "true" ultimate
are of the following form: strength. It should be noted that B = 9

for ductile materials and B=20 for

a-11 stress units (1) brittle materials.

-1/B Equation (2) represents a fatigue
a C Nm -  stress units (2) strength-life curve where both the ma-

TABLE 1. TYPICAL FATIGUE CURVE CONSTANTS

A Bt

(ksi) (MPa) (ksi) (MPa)

Copper Wire 81.9 565 9.28 36.9 254

7075-T6 180 1240 9.65 80 552
Aluminum Alloy

AZ31B 43.3 299 22.37 13.6 94
Magnesium Alloy
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terial strength ' and applied rms stress ard deviations A and 6 stress units re-
are deterministic. The fatigue strength spectively. Nf is a dependent random
can be treated as a Gaussian random var- variable that depends upon the parameter
iable of mean value C and standard devi- values in equation (8). Nm is the
ation A. The applied stress can also be median value of the random variable Nf.
treated as a Gaussian random variable of Both Nm and Nf represent cycles to
mean value j and standard deviation 6. failure.

Equation (2) then becomes A sample of the random variable Nf
is generated by generating a sample of

(/)c\ each C and o, then performing the opera-
Nm = cycles (5) tion indicated by equation (8). Each

sample of C is drawn from a Gaussian
distribution of mean value C and stand-

where ard deviation A. Each sample of a is
similarly drawn from a Gaussian distri-

N = median cycles to failure bution of mean a and standard deviation
m 5. Negative values of C and a are dis-

= mean value of strength carded. The samples of Nf are sorted
and stored in array bins according to

a = mean value of applied stress the sample's value. The quantity of Nf
samples that fall into each bin is summed

ANALYTICAL DERIVATION and stored. A printout of the quantity
of samples in each bin of the array rep-

The derivation of the fatigue life resents a histogram of Nf for specific
expressions begins with the derivations values of U, A, a, 6 and B.
of equations for the probability density
function of cycles to failure p(Nf) and COMPARISON OF SIMULATION AND THEORETICAL
the probability of failure at N applied RESULTS
stress cycles F(N). It can be shown

Theoretical results for the case

-(h 2(1B)I rwhere the applied stress is not a random
S -h-rv) variable (i.e., 6 - 0) are as follows

p(Nf) ff  f 1 r []:

_r ( 1  eh
2 /r F(N) = 0.5 + erf ( 1 (9)-- 27a err (a 1 ) + e

_ 2h erf (a2)1/ (6) A histogram array bin quantity q for a

4J bin that extends from Na to Nb is

where the variables c 1, a2, h, r and v q - {F(Nb) - F(Na)) Q (10)

are complicated functione of Nf.c *where

F(N) -Probability that Nf > N Q total Nf sample size

N
F(N) - f P(Nf) dNf (7) q - bin quantity

0
Q - 10,000 for all cases.

It can be seen by examining equations
(6) and (7) that finding a simple closed Figure 2 shows the expected excellent
form expression for F(N) does not appear agreement between theoretical and tal-

likely, lied results for Case 1 of Table 2.

SIMULATION TECHNIQUE Similarly theoretical results for

A Monte Carlo technique was used as the case where the fatigue curve is

the simulation method for judging the treated as a single line (i.e., A 0)

accuracy of the proposed fatigue life are as follows [1]:

expressions. From equation (5), () a

Nf ( ) cycles (8) F(N) - 0.5 - erf (N 
1

f ((D1)

where C and a are Gaussian random vari- Figure 3 shows the expected excellent
ables of mean values U and a and stand- agreement between theoretical and tallied
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results for Case 2 of Table 2. Thus, sense and substitute this result into
the simulation technique is considered equation (9) as follows:
to be qualified for further use.

1000- F(N) = 0.5 + erf[ 1
(i2)

THEOETICAL 
(12)

--- TALLIED where

P= /72 + (13)
Z -e 61- o

0.05 Figure 4 shows the theoretical and tal-
lied results for Case 3 of Table 2 and
equation (12). Comparison of the above
results indicates that i' gives reason-
able accuracy but not as good as hoped

0 .. for. This is especially true in the re-
0 5 10I s gion of first failures where *' gives

Nx tO'(CYCLES) results that are not conservative.

Fig. 2 - Histogram of Nf: Case 1 0-0

THEORETICHEORETICA0.0
100 TALLIELLIE

rC =00 -Alea 0.0
all .00.506

It shudb7oe ht6i sal

AlllZ 00 7 0..0. 0 -- --

0 9 .6l 0 10 16 20

NM MIx W (CYCLES)
J ! Fig. 4 -Histogram of Nf: Case 3

]oI It should be noted that 6 is usually

0 5o is less than A in absolute value by a factor
of approximately four. This is because

P4 x 10(CYCLES) a is usually less than C by the same
Fi. 3factor for Nm in the high cycle fatigue
Fig. 3 - Histogram of Nf: Case 2 region (e.g., from equation (5),

INITIAL EVALUATION 
/= Nm1/ 0

The first proposed method of analyz- For Nm = 6.5 x 105 and 8 = 9.6, '/a=4).
ing cases where both the applied rms Therefore, *' is relatively insensitive
stress and strength are simultaneous was to values of 6 and will no longer be
to add both variances in the'mean square considered as a candidate expression.

TABLE 2. CASE PARAMETER VALUES

A j 6 8 N

Case (MPa) (ksi) (MPa) (ksi) (MPa) (ksi) (MPa) (ksi) (cycles)

1 1187 172.11 63.8 9.25 302 43.87 0 0 9.6 5 x 105

2 1187 172.11 0 0 238 34.52 11.9 1.73 9.6 5 x 106

3 1187 172.11 63.8 9.25 302 43.87 15.2 2.2 9.6 5 x 105

4 1187 172.11 63.8 9.25 302 43.87 15.2 2.2 9.6 5 x 105

5 1 93.8 13.6 4.8 0.70 52 7.56 26.1 3.78 22.3 5 x 105

NOTE: Except for zero values, A/ - 6/- - 0.05
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PROPOSED FATIGUE LIFE EXPRESSIONS ated. Only two typical ones will be re-
ported here. Refer to Cases 4 and 5 of

The following expressions are pro- Table 2. Case 4 is identical to Case 3
posed for computing fatigue life param- except * from equation (17) is used in-
eters: stead of *' from equation (13).

F(N) = probability of failing at N Histograms of Nf are shown in Figs.
applied stress cycles 6 and 7. Agreement between theoretical

and tallied results are considered ex-
[g";N l/- } cellent. The following observations

F(N) - 0.5 + erf/[ N; J can be made:m(14)

a 2 1) The material's ductility (i.e.,
erf (a) = f e /2 dy (15) 8 value) has a large effect on

V'i 0 the spread of the histogram.

N2) The shape of the histogram is
N = median cycles to failure nonsymmetrical. The generalshape is to rise more sharply

8 than to decay.
Nm = cycles (16) 3) Agreement between theoretical

and tallied results is still ex-
mean value of applied rms cellent even when the histogram
stress is so spread that it appears to

be truncated at the left (i.e.,

are random fatigue curve greatly distorted).
constants 4) Large enough values were as-

signed to A and 6 to cause the
(2N)1/B first failure to occur at cycles

(2Nm)2/862 well below Nm . From a practical
m V2B Th -viewpoint such unreliable struc-

(17) tural elements would most likely
be redesigned.

2 erf [20 ( ) - 1)] (18)

Figure 5 is a plot of versus N/N THEICALI - _ ----- TALLIED
= " / J AiC., - o.os

1.00 -Ali - 0.05

.. 1.0 1.11 N. .,0. . ., ..
-1.00 S 1 ( 10 Is

Fig. 6 - Histogram of Nf: Case 4

Fig. 5 - Correction factor versus N/Nm

600

N1  average number of cycles to ___TMEORETICAL

first failure _ TALLIED0

" - [ 371954511 "*,, 0 .05

N1 -1 -N 1.- cycles (19) 5-P =22.37--- 1 m [ (2 "' Ci) J

n = minimum cycles to first 0
min failure 0 s 10 is 20

. [ NI x I (CYCLES)

N mn = 4.26 cycles (20) Fig. 7 - Histogram of Nf: Case 5
1Mn [ 4.26]

PROPOSED EXPRESSION RESULTS Table 3 shows a comparison between
theoretical and tallied results of the

Many cases of parameter values using average and minimum cycles to first fail-
equations (14) through (20) were evalu- ure, N1 and N1Min, respectively. Agree-
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TABLE 3. COMPARISON OF CYCLES TO FIRST FAILURE RESULTS

Case Nm  N1 (cycles) NlMin (cycles)

(cycles) Tallied Calculated Tallied Calculated

1 500,000 61,916 69,356 39,116 42,749

2 5,000,000 947,484 693,326 800,307 706,843

4 500,000 35,177 32,507 12,374 6,014

5 500,000 981 734 442 17

ment is considered excellent. Equations Is
(19) and (20) are considered accurate. THEORETICAL

---- TALLIED
).10.

COMPARISON WITH EMPIRICAL DATA SAMPLE SIZE: 100

The proposed fatigue life expres- A 10
sions have previously been shown to agree
with the Monte Carlo simulation tallied'--.,
results. Now the theoretical and tal- 0.
lied results will be compared with the 0 s 10 is 20 25 30 35

empirical resulLs reported in Refs. 2, 8 N x 20,S00(CYCLES)
and 9. In Ref. 8, J.T. Broch describes
fatigue life test results of fiberglass Fig. 8 - Histogram of Nf: J.T. Broch
single-degree-of-freedom end mass canti- example
lever beams subjected to random stresses.
A sample size of 100 beams was used for Is-
the tests. The test parameters are as
follows: THEORETICAL

EMPIRICAL

: 84 Pa (12.2 ksi)

6 = 2.4 MPa (0.348 ksi)o 5.

= 228 MPa (33 ksi)

A = 12.1 MPa (1.75 ksi) 0 5 10 Is 20 25 30 35

E = 1.86 x 104 MPa (2700 ksi) N x 2.50(CYCLES)

Fig. 9 - Histogram of Nf: J.T. Broch
8 - 12 1 data

Figure 8 shows a comparison of the 1-1
theoretical and tallied histograms for EMPIRICAL
the above parameters. Large variances
in the tallied are noted. However, the 10------ -------- TALLIED

overall histogram shapes are In general
agreement. Figure 9 compares theoreti- 8 _-

cal and empirical data. Again large va- 1 UU fl,
riances are noted in the empirical data. ---
The overall histogram shapes are in gen--_'________-
eral agreement. Figure 10 compares the - "--
empirical and tallied histograms. They 0 s 10 Is 20 25 SO 35

too generally are in agreement with each N 2.SO(CCLS)

other. Figure 11 shows that the variance Fig. 10-Empirical-Tallied Histograms:
of the tallied data is smoothed out con- J.T. Broch example
siderably as expected by increasing the
sample size from 100 to 10,000. This
indicates that the previous relatively Figure 12 is a histogram of cycles
large variances for the tallied and m- to first failure N1 . Also shown are
pirical data are an expected result of calculated and tallied values of N1 and
the small sample size of 100. N, empirical. Quantitatively,
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J= 33,983 cycles alone was the random variable can be used

calc'd for simultaneous stress/strength vari-

ances by substituting 0 for A.

tallied The Monte Carlo simulation technique
was judged to be both accurate and prac-

N1 = 42,950 cycles tical due to good comparisons with re-
empirical sults known to be theoretically correct

and with available empirical results.
All of the data indicates good agreement
among theoretical, Monte Carlo and em- 0.25-

pirical results. T

0.200 - THEORETICAL
9 -- ' -- .. EMPIRICAL:

NA VAIR DATA

THEORETICAL
- TALLIED

500 -

N..4 SAMPLE IE: 10,000 C 0.050

0 N M 191.7015- 0 I '

-~00 10 200 300 400 S00 M0 700

0 Ng x 1000(CYCLES)

0 520.1.(CYCL3) Fig. 13 - Histogram of Nf: NAVAIR data

Fig. 11 - Histogram of Nf: SYMBOLS
Large sample size SYMBLS

A material constant; true ultimate
A, CALCULATED stress

SA~MPLeSZ:10 A T AL LEMPcALD constant of random fatigue curve

4- E modulus of elasticity

2-0 l, , erf (ci) error function of argument a

0 16 20 30 F(N) probaility of failure at N
N X 100(CYCLES) cycles

Fig. 12 - Histogram of N1 : ksi thousands of pounds per square
J.T. Broch example inch

Figure 13 shows additional empirical N applied stress cycles
fatigue data 9]. Again the theoretical
results are in good agreement with em- NN histogra bin width
pirical results for 7075-T6 Aluminum al- a'b
loy (sample size: 100) regarding histo- N number of stress cycles to
gram shape. The following parameter f failure
values were used for the theoretical
curve: N median stress cycles to failure;

Nm - 1.8 x 105 cycles cycles to 50% failures

- 0.052 N1  stress cycles to first failure

S- 9.65 N1  average value of N1

SUMMARY OF RESULTS NlMin minimum value of N1

p(Q) probability density functionof a
The single expression for * provides

accurate fatigue life results for ductile q histogram quantity
and brittle materials. All of the fa-
tigue life and mechanical reliability Q total sample size
equatioss In Refs. 1 through 5 that or-
igisally applied to cases where strength Ms root mean square
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DYNAMIC RESPONSE OF THE PROGRESSIVELY DAMAGING STRUCTURES*

M. G. Srinivasan
Argonne National Laboratory

Argonne, Illinois

and

G. U. Fonseka and D. Krajcinovic
University of Illinois at Chicago Circle

Chicago, Illinois

The continuous damage theory, originally su ested by
Kachanov, is extended to a dynamical problem. He theory is
characterized by a kinematic state variable defining the evo-
lution of voids and microcracks in a smoothed or statistical
sense. Concentrating on brittle cracking, a simple fracture
surface is proposed. The derived equations are subsequently
used to solve a one-dimensional wave propagation problem us-
ing the method of characteristics. Numerical results for
several pressure pulses are presented, thus illustrating a
method for obtaining estimates of the damage level in a solid
as a function of time and space.

INTRODUCTION spread of the population of defects in a
smoothed or statistical sense. The in-

In many instances of practical in- troduction of this state variable makes
terest the ultimate failure of a solid the relation between the theory and ac-
body is preceded by a gradual evolution tual phenomenon similar to the relation-
of count less number of microcracks. ship between the classical plasticity
voids and defects. Failure occurs when theory and the rearrangement of disloca-
this process reaches a critical level at tion distribution in a plastic solid.
some point or region of the solid. Away This phenomenological theory provides
from this region of total failure the useful results for practical applica-
density of m crocracks, voids etc., tions although it does not account for
gradually decreases with distance. In the detailed stress distribution in the
this context it is appropriate to intro- neighborhood of actual microcracks.
duce the concept of a "continuous or
distributed damage" for the quantitative This subject of study has attracted
description of the phenomenon. The con- many investigators in the last few dec-
ventional fracture mechanics approach of &dos (Refs. [l]-[251). Some of these
studying the initiation and propagation works have been summarized briefly in
of one or more well defined macrocracks !Z61. According to the presented evi-
is not suitable for treating the phenom- dence it appears unlikely that a simple
enon described above, universal damage model applicable to

both ductile and brittle types of fail-
The distinguishing characteristic ures could be constructed. Experimental P

of the continuous damage theory is an observations suggest, for example, that
internal (or hidden, kinematic state the voids generated by plastic flow are
variable that defines the growth and more or less spherical while the micro-

cracks generated at the interface of

Work reported in this paper was con- crystals are planar.
ducted under the support of the Argonne Kachanov [171 has proposed a model
National Laboratory and the NationalScie ce F und tion thro gh rant todefining damage as the loss in effectiveScience Foundation through grants toar a o e ch r ss e ti n n s lv g
the University of Illinois at Chicago area of each cross section in solving
Circle. problems of brittle (low strain) creep
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rupture. Many other investigators have of w is given by
employed the same model seeking solu-
tions for other problems. In most of WF = 0.5 (5)
these cases the investigations are char-
acteristized by monotonically increasing and
loads. In the present paper Kachanov's
orinal model is extended to dynamical
loa ing of a brittle rod. A simple S - 4 F 6)
fracture surface is proposed in order to
study the phenomenon of spalling. Nu- where a is the tensile strength of the
merical results for different loading material. It may be noted that in the
cases are obtained by using the method above formulation no material constants
of characteristics, unrelated to tensile strength are in-

troduced. Damage, w, varies spatially
ANALYTICAL MODEL and temporally from 0 (undamaged to

0.5 (fractured) in a continuous manner.Consider a one-dimensional rod made

of a brittle material. Let o(x,t) and FREE-FREE ROD
E(x,t) be the stress and strain respec-
tively at section "x" at time "t." When As an illustration of the general
this rod is subjected to some dynamic theory consider the problem of the dy-
loading causing spalling to occur at namic behavior of a finite, brittle rod
some section, the only irreversible me- with free boundaries subjected to a
chanical process taking place is crack- compressive stress-pulse at one of its
ing. In order to record the history of free boundaries. The constitutive equa-
the process an internal variable char- tions (2 and 3) for the rod in the in-
acteristizing spatial and temporal evo- cremental form are
lution of damage needs to be introduced.
Let w(x,t) be the damage parameter re- do = E(l-w)dc - Eedw (7)
lated to the density of defects such as
voids, microcracks, etc. and

Based on thermodynamic and statis- Ed if g>0 and do>0
tical grounds Krajcinovic et al [261 ad
showed that the fracture surface (ana-
logous to the yield surface of plastic- dw - (8)
ity) and the differential damage law may
be written as: 0 otherwise

S
F(,w) - (1) since it can be shown that a • 0 and

and do > 0 is equivalent to c > 0 and dc>O.

The equation of motion for the rod

dw - 1 da for F-0 and t>O, dc>O is
S1

(2) pvt - a, -0 (9)

dw - 0 otherwise II
where o is the mass density of the rod

where E is the Young's modulus, S the material (assumed constant) and v the
damage constant and the largest value particle velocity. The subscripts t and

of w actually recorded at a point up to x stand for the time and space variables
the current time. The stress-strain respectively and the comma denotes par-
law, derived from energy considerations tia1 differentiation. Making use of the
(see [26]) is given by continuity relation

a - E(l-w)c (3) £,t - Vx (10)

The ultimate failure criterion - which and the damage law (8), Eq. (7) may be
also corresponds to infinite energy dis- shown to take the form
sipation density rate - is obtained from
the condition that rupture occurs in a E I
static, monotonic test when 0

,t - E (l-w) - - (11)

do. 0  (4) where the notation < > is used to denote
37 the term that will vanish unless a and

do are both positive.

By manipulating equations 
(2)-(4), one

can verify that at fracture the value
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Equations (9) and (1i) form a sys- It is convenient to select a value for
tem of quasi-linear partial differential At that is constant and satisfies the
equations which is particularly well above inequality everywhere in the x-t
suited for the application of the method plane. Since csco, the time step can be
of characteristics, selected as At-Ax .

The governing system of equations

can be rewritten in matrix form as t

!,t + B w 0 (12) 1ods a-I a n+1

where P

"~ ~ ~~~~ w[ -[]A-[ ],0 "(13 ), , /

with A U 8 C

1 (14) AX AX 6"

Omitting the intermediate details,
it can be shown [27], that the wave Fig. 1. Scheme for Numerical Integration
speeds t c are given by

Referring to Fig. 1 and denoting by

c a c ilw- (15) P the n-th node at time t.At, let Q and
o '(-w - (1 R be the points at which the two char-

acteristic curvesdrawn from P intersect
where c is the speed at which stress the time line t, at which the solution
waves propagate and c - /Frp , the uni- is known. Since the exact curves PQ and
axial wave speed in aS undamaged elastic PR are not know a priori, it is possible
rod. Note that the wave spetd, c, dur- to approximate them bystraight line seg-
ing compression or unloading from ten- ments drawn from P with slopes
sion is constant, and equal to Co/x . dxwhere
This follows from Eq. ( t), and implies jy cQ, and - - c, Q and R
nondissipative, purely elastic behavior- are points at which the two approximate
with a reduced elastic modulus, E(lI)- characteristic lines PQ' and PR' inter-
if o<O or do<O. Further, the character- sect the time line at t. The values c,_
istic conditions are and c1 , are obtained by linear inter- -

do dv .dx polation as
- c j - 0 o n a - c ( 1 6 )

do dv. ,dx ; CR,- (19)
H Oc 0 on 3r" " c (17) -l

Since c is not constant in general, it is
not always possible to integrate the The solutions for a and v at Q' and R'
characteristic equations (16) and (17) are also obtained by linear interpola-
in closed form. However, it is relative- tion as:
ly simple to solve them by means of a
finite difference approximation. - ^,\

The rod is replaced by a series of BQ - 0B - (aB-oA)- -)
nodes at equal intervals Ax. A typical
step in the integration procedure is to (CR,)
express the solution at the n-th node . o * (o)fc_
for time t + At, given the solution at 0R' B CB c0
nodes n-l, n and n+l for time t. For a (20)
given ax, the time increment at mustsatisfy the stability requirement, V - v - (v-vA)

At C Ax (18) yc(.)

1 7
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The characteristic equation (16) on PQ' 
takes the difference form 

Similarly the characteristic equation 
(17) on PR' takes the form 

(22) 

Si~ultaneous solution of equations (21) 
and (22) yields the solution at the n-th 
node for time t+6t as: 

c9 ,aR,+cR,crQ,+pcQ,cR,(vR,-vQ,) 
0 P~ Cc

9
, + cR,) 

v = i' 
(cQ,vR' + cR,vQ,)-(crQ,-crR,) 

(23) 

It remains to determine the damage fac­
tor w and wavespecd c at P. If crp and 
(crp - crR) are both positive, using equa-
tions (7) and 8 it is possible to write 

(24) 

Solving this quadratic equation for wp 
and choosing the negative sign for 
the radical, it follows that 

Wp • } ((1 + 

-~(:-.. ] 
(2 5) 

Subsequently cp is obtained by Eq. (15) 
as 

( 26) 

On the other hand, if both crp and 
(crP-crB) are not positive 

Wp • WB 
(27) 

At the boundary nodes the above 
procedure needs some modification. If 
P is a node on tr.e left boundary only 
Eq. (22) is available. If P is a node 
on the right boundary only Eq. (21) is 
available, In either case the addition­
al equation required for determination 
of ap and Vp comes from the.prescribed 
boundary condition at the boundary. For 
instance in the case of free boundary ap 
is known while f~ a fixed boundary Vp 
vanishes. 

cr(O) 
E PULSE 1 

0.625X 10-4 / 

0 0.5 1.0 1.5 

PULSE 3 
/ 

2.5 
tc0 T:--
l 

Fig. 2. Stress Pulses Applied at Free End x • 0 
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As a numerical example consider a
rod of length L with both ends free sub- E AEL 2*dt
jected to a compressive stress-pulse at dissipated-2)
its left free end. The dagage modulus
S is taken to be 0.5 x lO'E (corres- The energies are non-dimensionalized
ponding roughly to concrete [211) and with respect to the factor AOL. They
the peak value of the pulse is equal to are computed by numerical integration
S/8 which corresponds, according to (6), using Simpson's rule.
to half the rupture stress. Non-dimen-
sionalizing the length with respect to Results for three different pulse
L, all stresses with respect to E, the shapes were computed for the illustra-
velocities with respect to co and time tion of the proposed model. All three
with respect to L/co, the non-dimension- pulses (Fig. 2) had the same peak value
al steps ax and at are taken to be 0.05. of S/I and the same total impulse.

While pulse I is symmetric and has a
The energy supplied to the rod is shorter duration, pulses 2 and 3 are

equal to the work of the applied pulse unsyimetric and of a longer duration.
and is given by Pulse 2 loads at a rapid rate and un-

loads at a such slower rate while pulse
tsxo( 3 loads at the slower rate and unloads

Einput A f o(O,t)v(O,t)dt (28) at the faster rate.
o

where A is the cross-sectional area and
toax the duration of the pulse. The
total dissipated energy is given (see
[26] as

i it 6, 6.3 0.4 6. 0. ., 6. S
x/L

Fig. 3. Damage along Length of Rod due to Pulse *l
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Fig. 4. Damage along Length of Rod due to Pulse 03
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The distribution of damage along evolution of damage. In other words
the length of the rod at two different the accumulation of damage associated
time instants (corresponding to two and with passage of tensile waves is des-
four passages of phase through the rod) cribed as a continuous process.
is shown in Figures 3, 4 and 5 for the
three pulses. It is evident from these It was not the intent of the paper
figures that the maximum damage and its to fit the experimental data for any
location are dependent upon the pulse particular material. Rather, attention
shape even if the peak values of all is focused on the fact that a rational
the pulses are identical. This is ex- description of the spall phenomenon
plained by the fact that only monoton- should include an internal variable re-
ically increasing tensile stresses can flecting the change in material integri-
cause damage and the interaction of the ty. Hence for a specific material it
incident and reflected pulses at any might be necessary to establish a dif-
section depends upon the pulse shape. ferent damage law based on simple exper-
For instance, there is no damage at any imental data.
section for T = 2, for pulse 3. This is
because for times Ts2, the incoming com- The numerical example illustrates
pressive pulse cancels out the reflected how the theory may be used for predict-
tensile pulse at all sections of the rod. ing damage in a structural member. When
It is an important point that the damage generalized to a three-dimensional case
is continuous. In other words, even and damage laws characteristic of par-
though failure will occur at the section ticular real materials this theory opens
where w reaches 0.5, every section of the way for describing the damage through-
the rod is damaged to some extent, out a structure subjected to severe

loading.
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VEHICLE SYSTEMS 

LATERAL DYNAMICS OF C4 MISSILE 

F. H. Wolff 
Westinghouse R&D Center 
Pittsburgh, Pennsylvania 

A planar model of the C4 missile involving nonlinear 
force-deflection characteristics for the seals and pads 
was developed. Rigid body equations of motion based on 
small angle motion were solved to calculate the lateral 
motion of the missile during launch. After matching the 
calculated results to a PS-80 test record, variations in 
seal characteristics, pad characteristics, missile 
travel time, and initial conditions were studied to 
determine the sensi-tivity of the lateral dynamic calcu­
lations. 

NOMENCLA'l'URE 

'• •• •·• - ol \ ~. 
........ ..:.~ ........ 0...:.. 

r : -·· ~ 
\J..J..a._J 

- angular deflection of missile (rad) 

y - vertical motion of missile (in) 

YG - missile C.G. (in) 

~-~G - missile weight (lb) 

I missile mass moment of in~rtia 
(lb sec2/in) 

YP. -pad locations (in) 
J 

KP~,KP~,KP~ -linearized pad stiffness 
J J J (lb/in) 

6P 1 - pad precompression (in) 

c. -pad offset (i~) 
J 

8P. - rel~tive defl~ction across pad (in) 
J 

PP. -pad force (lb) 
J 

YSj - seal locations (in) 

KS. - linear seal stiffness before 
J inverting (lb/in) 

6S. 
J 

- deflection at which seal inverts 
(in) 

0Sj - relative deflection across seal 
(in) 
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FS. -maximum seal force (lb) 
J 

FT - tether force (lb) 

F6p - destabilizing pressure force (lb) 

INTRODUCTION 

The Westinghouse Marine Divi­
sion (MARD) in Sunnyvale, California 
under contract with the Navy to provide 
launch seals for the trident missile, 
test the proposed designs during launch 
conditions. Peashooter tests (PS) at the 
Hunters Point Facility in San Francisco 
involve firing a missile from a tilted 
launch tube (dock mounted) with a gas 
generator. During a launch several 
variables are monitored1 e.g., pressure 
and missile deflections. For some of 
the Peashooter tests lateral motions 
were recorded which exceeded acceptable 
limits. MARD then contracted the West­
inghouse Research and Development Center 
to perform an analysis of the launch 
dynamics. The analysis involved develop­
ing a model of the missile to predict 
the dynamics of the missile during a 
launch. Supplementing the calculations 
with results from a R&D analysis of the 
dest&bilizing forces on the ~issile gave 
insight into what caused the undesirable 
motions and what could be done to reduce 
them. 

A planar model which represents 
motion in the 90-27ou plane of the 
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missile was developed. The seal and pad
characteristics were modeled with non- &M. MnI
linear springs acting between the Y
missile and launch tube. Rigid body !
equations of motion were formulated to Y-
describe the missile dynamics during _ _ _ _

launch: x-horizontal deflection and YP8 _ _ _8

0-angular motion. The vertical travel S
of the missile (y) was obtained from
test data. The equations were written _ _7

in terms of small angle motin where P7
second order terms such as 6' were YP6 F4
neglected. After calibrating the model,
the calculations were validated by yS
closely matching the PS-SO test record.
In addition, the extreme sensitivity of YS

the calculated deflections to slight 0 Pvariations in certain parameters was rY
demonstrated. WS !Is

A Fortran computer program was YP3 C. I P3
written to enable numerous calculations
to be made. The equations of motion Y Wr i
were integrated using a 4th Order Runge- 2 P2
Kutta algorithm with error control. Y2 S$
Basically, the error control involved YPl Pl
calculating a single and a double step -S1  51
solution. Then an extrapolated solution
formed from the above was compared with YS
the double step solution. If the solu- IF8
tions were not within specified error
bounds, the entire algorithm was Fig. 1 - Model for calculating lateral
repeated for one half the original step excursion of C4 missile during
size. This procedure was repeated until launch (PS-S0 Test Model)
either the error criteria was satisfied
or nonconvergence occurred.

MODEL . bSP

To determine the lateral excur- ill y 
>YP , Jo

sion of a C4 missile during a launch, f MON. " M Upw

the planar model of Fig. I was con- yPI; Ix-fy vYPjlO

sidered to represent displacements *p I pI>
occurring in the 90-2700 plane. The
near diametric symmetry of the missile- I ,
tube configuration permitted a planar -bp O.j . li <-
model to be used. Considering the 

I

missile to be a rigid body, three
degrees of freedom are involved:
lateral motion of the missile c.g., x;
missile travel along the tube, y; and
rotation about the missile c.g., 0. Fig. 2 - Pad force-deflection charac-
However, the y motion was eliminated as teristics (symmetric pad
a degree of freedom by using empirical arrangement - no conduit)
data on the vertical travel.

in the plane diametrically opposite the
The shock isolation pads which conduit so that at the tube centerline*

vary in height from 7 in. to 14 in. there is a net pad force towards the
concentrically enclose the missile at 2700 plane (Fig. 3). The actual para-
various elevations. The pads were con- meters values used for the base case
sidered to be nonlinear springs acting (Table 1) were taken from static deflec-
at 9 elevations with the force-deflec- tion tests reported in reference 1. The
tion characteristics shown in Fig. 2. force-deflection characteristics con-
A conduit which extends the length of structed from tests on neoprene and
the missile in the 2550 plane causes a
slight asymmetric affect on the pad .
force-deflection characteristic; i.e., Zero displacement
there is more stiffness from the pads
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urethane pads are shown in Fig. 4. TABLE 1
These characteristics are based on a
precompression of 0.15 in. of the pads Neoprene and Urethane* Pad
by the missile. Dashed lines represent Characteristics for Base Case *S0-17
test results while solid lines repre-
sent resulting composite characteristics AW ,UMM' KP 91 1 5 P
which were used in this analysis (Fig's. lb YP , (0 11. L A. .ln.l II.l
2 and 3). Bottoming characteristics of IV4
the pads were not included in the simu- I NO -41 MM .1 .6
lation. q 30 W1 .- 1 .6

5 111 I= .15 .5

4101 1111 111 .15 .
4 n m ur .is .e

s M 11 -11 n .1 .6

we a I 10 .15 .6
S m -am I. go" .e

I m d lly > V~ F V Y>Yyj 1110 Fi -ly YGY9 I
(11YI U :I - lse is .6

K", (I.I + SPI 1p 16 5 JI

Fig. 3 - Pad force-deflection charac-
teristics (Aziauth effects -
conduit in 2700 direction) Although the pads have shown

to exhibit hysteresis effects effects by
test, this complicated behavior was not
included in the model. The damping
mechanism of the pads would tend to
remove energy from the lateral response
so the occasional oscillations present
in the calculations could be eliminated

_ / "by including pad hysteresis.

The seals which are located at
6 elevations were also modeled as non-

SIM/ . linear springs. Briefly, the seals
Shp /'nobIWiO exert a destabilizing force on the

M - WuW missile; i.e., as the missile moves
towards the tube the force on the missile

r S is in a direction to produce even greater
/ *i.6=- motion. The very complicated behavior of

the seals was the gujject of extensive
analytical studies" ,F. Figure 5 used in

4 s 7.a -1.._._[ this analysis represents the approxima-
-lO tion of these results for the net lateral

destabilizing forces from a pressurized
launch seal./

EQUATIONS OF MOTION

There are several external
forces which act on the missile during
launch:

1. A tether force (FT) which simulates
a hydrodynamic load on the missile
as the submarine moves through the

Fig. 4 - Composite spring constants for water is applied to the missile nose
22-1/2", 14 in. high neoprene via a cable during the pea shooter
and urethane pads

Zero displacement

11



tests. This load was modeled as a
linearly varying force starting when

FS._ the missile first enters the water
A (y - 30 in.) to full valve 4400 lb

+F 1 (PS-SO test) at y - 120 in.

AS 1  FTm40~I~ 30 < y <120

and (1)

jFT - 4400 y 120

11) MlissiftSkithIsnU 2. SicShemsilonltb r
~> S 1 .FS~ 0tilted 50 (PS-SO test) there is a

111) MissIimIn Cofld t~h SM component of weight which acts in
Y SYSj WillF% -FS 2 ... FSj_11 0 the horizontal direction
65 - - y +YG -YS j)e WG Sin 50 - 70,000 Sin 50 Pd 7000 lb (2)

_K," .- jil~iSS The gravity load and the
FAj initial pad forces due to the conduit

s * S A .3 bS2-A 2 IsIA cause the missile to misalign initially.
(,A..L1 Ii " I sl* Although there is a retainer force (the

lISj GS, exact nature of which is not known) there
Sip Cwutim -Cmmion s~Is I-) is some unknown initial condition which

Fig.5 -Negaivesealfore-delecion for this analysis was considered to be 0.

characteristics From the free body diagram
(Fig. 1) the 2 differential equations of
motion can be written. The horizontal

TABLE 2 motion equation is
Seal Characteristics for 6 8

Base Case #80-17 WG-iF S~ ~ ~
Sol kSale *si Muuswr Asi Fu T -1FS 311 ~ 3

ML. YS,

4111.1 Ms1111.1 M i. where the pad (FP) and seal (FS) forces

are defined in Fig's. 2, 3, and 5. From
2 c~g.,the angular rotation equation is

4 is5t 6S I

5 we - IS 1 - (YT-YG) FT +L (y+YG-YS) FSj

+ I (y+YG-YP.) FP
III yYsj WIM -S.1 Jul 3

ItI)YAYSMW FFS-S...S 1 -1 .6 where I is the mass moment of inertia.

UNBAANCEPRESSURE FORCE

sF j-~ NAAC The additional load needed to
- (sj~sjjj~.(,.A~sJA~:Is,>s 4 account for the lateral dynamics after

the 6th seal is passed appears to be due
to the unbalance of pressure around the
missile. Once the missile passes the
6th seal the missile-eccentricity in the
tube causes gas flow past the muzzle
seal. This gives an unbalance pressure
around the missile which is a destabiliz-
ing load. Figure 6 shows 3 pressure
readings taken during the PS-SO shot
which helps to identify the magnitude of
the load. P1 was recorded at an

192



elevation of 250 in. while P7 and P9 (Y'YS
were taken at 340 in. Since P7 and P9 PAP - 100,000 -

are diametrically opposed and at the N
same elevation they can be used to
estimate the subsequent unbalance force, for YS6 < y < YN

The equations of motion (eq's. (3), (4))
then become

m W^ 6 8
libe WG - I FSj- I FPj + FAtP (5

Pi fin' and

3 6

lIi- (YT-YG) FT + [ (y+YG-YS 1 FS* j-l J

8 Y31 + I (y+YG-YP ) FPj (YG- ) FAP

.A .0 .9 1.0 LI L2 1.3
ratmp COMPARISON OF PS-80 TEST AND

Fig. 6 - Pressure loss in upper tube CALCULATED RECORDS
annulus (PS-80 test) After adjusting parameters,

Assuming a sinusoidal distri- the results of the PS-80 trajectory cal-
bution of pressure around the missile culation compared favorably with the
peripher of pPS-0 test record (Fig. 7). The initialperiphery of pad forces due to the azimuth effects

yield a transient sufficient to cause
fP7 + P9 + (P9 - P7) Cox the first seal to go onto the pads;

2 e.g., in PS-80 where the pad forces
oppose the gravity load, the initial pad

where * is measured from the 90-2700 offset must be great enough
plane, the differential force d(FAP) at (cj > .04 in.) to cause initial motion
any position # is then towards the 2700 direction. Hence, the

lot seal destabilizing force causes the
initial 0.2 in. peak. The 2nd and 3rd

d(FAP) h r d# seals also go onto the pads; if they did
not the response would show oscillations.
These destabilizing seal forces oppose

where h is the height over which the the restoring pad forces preventing the
unbalance pressure acts. The component skirt from swinging beyond the reference
of force acting along the'90-2700 plane axis.
is

The missile lateral excursion
21r recovers until the 4th seal inverts at

FAP - J d(FAP) Cos . - hr (P9-P7) about y - 120 in. The 4th, 5th, and 6th
o seals all go onto the pads causing the

skirt and muzzle deflections to reach
Using average pressures of P7 35 psi 0.55 in. and -0.3 in., respectively,
and P9 R 50 psi (Fig. 6) acting over before the pads begin to limit them.
the entire height of h-YM-YS 6 - 125 in. However, when the skirt passes the 6th
gives seal (y > 235 in.) the effects of the

large destabilizing pressure forces
FAP % 125x37xw (50-35) R 100,000 lbs become evident.

The best match to the PS-80
The destabili;ing pressure test record (Fig. 7) is labeled Run

force which decreases linearly as h #80-17 which is referred to as the base
decreases was applied at a location case. The base case pad and seal para-
halfway between the c.g. and the skirt meters are shown in Table I and 2. All

of the computer runs made are listed in
Table 3 which describes their deviations
from the base case.
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Fig. 7 - Calculated and test deflec- Fig. S - Effects of various pad offsets
tions of C4 missile skirt and (.04, .05, .06) on PS-go calcu-
muzzle during simulated launch lated lateral deflections
(PS-SO) (Tether Load - 4000 1b)

case because it gave the best overall
SENSITIVITY OF LATERAL DYNAMIC match to the test record, particularly,
CALCULATIONS TO PARAMETER VARIATIONS the initial deflection.

The lateral motion calculations Figure 9 shows the influence
exhibit a significant dependence on of slight changes in maximumt seal
choice of pad and seal parameters, forces PS: refer to Table 3 for exact
initial conditions, and vertical travel description of computer runs. Run
curve. Figures 8 through 12, which #80-10 with the 2nd seal at 12,000 lb
dramatize these effects, suggests that while all others at 10,000 lb has the
a a predictive tool for launch dyna- largest initial peak, because the 2nd
mics, the calculations without suppor- seal is largely responsible for the
tive test data are questionable. response between y - 35 in. and 70 in.

For Run #80-11 the 2nd seal was reduced
The pad asymmetry due to the tod 10,000 lb while the 4th seal was

conduit near the 2700 plane appears to increased to 12,000 lb, hence, the
be largely responsible for the initial smaller initial excursion but larger
transient by causing the first seal to motion when the 4th seal dominates
go onto the pad. Figure 8 shows the (y - 105 in. to 145 in.). Run @80-12
PS-SO calculated deflections for 3 shows all seals at 10,000 lb (base
different pad force-deflection curve case). When all seal maximum forces
offsets (.04, .05, and .06 in.). For are 9000 lb (Run #80-13) the response
an offset of .04 in. (Run 080-6), the is smaller.
pad forces are not sufficient to overcome
the gravity load (7000 lb); accordingly, Because the exact position
the initial large deflections are absent. of the missile at the initiation of
The subsequent response is also smaller. the launch is not known, the base case
Runs #80-4 (.06 in.) and #00-7 (.05 in.) initial condition was selected to be 0.
illustrate the initial transient when However, consider what happens if the
the pad offset is great enough to cause missile is given an initial displace-
the first seal to go onto the pad. Pad ment of .03 in. (Fig. 10); there is a
offset of .05 in. was choosen an base significant difference in the lateral
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deflections, particularly, during the ADDITIONAL TRAJECTORY CALCULATIONS
early portion of the record. Figure 13 which show. a poor

Knowing the exact missile comparison between test record PS-93
vertical travel curve in important. and calculation Run #80-23 illustrates
Figure 11 shows two slightly different the difficulty in predicting trajectory

travel curves both of which would be in calculations. However, when the
the physical range. Figure 12 illus- unbalance pressure was arbitrarily
trates a significant difference in the halved the calculated motions compared
trajectory motions for the two travel well with the test record.
curves. Run *90-17 (base case) where
the missile moves slightly faster shows Regardless of the quantitative
significantly smaller deflections merits of the calculations, the effecti
because the seal destabilizing forces of variations can be studied. For
are acting for slightly shorter time. example, Fig. 14 shows the favorable
The faster missile travel gives lower influence of removing the 4th seal (Run
maximum deflections which also occur #80-20) and removing the first 4 seals
later in the travel variations in this (Run #80-18) when compared to the base
parameter could explain different tra- case. The lateral deflections are
jectories measured during "identical* reduced by removing seals.
test shots.

TABLE 3

Data for PS-80 Computer Simulations (Tether - 4000 lb, Tilt - 50)
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Fig. 13 Comparison of teat and calcu- Fig. 15 -improvement of solid urethane
lated lateral deflection. when pads near top of missile on
first 4 seals are removed PS-80 calculated lateral

deflections

u WO 5133-A

C_ uMM-A
LN Ft=7=k 5

Run W-IlII IatU1lom)L

LUO Sw, *-a laml rmwaw; % Sm (-I.r

0.1 U 2w

to -t

0.0-.8 1,

-.60
0u s0 30 MU MNU no w

Fig. 14 -Effect of removing seals on Fig. 16 -Test and calculated lateral
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Figure 15 shows how the Removing seal forces resulted
lateral deflections are reduced to in significant reduction in lateral
acceptable levels when stiff upper pads deflections: eliminating all 6 seal
(pads 7, 8) are considered. It is forces and the destabilizing pressure
likely that a fix such as this would load gave deflections less than 0.2 in.
correct the stability problem regard-
less of the seal designs. The lateral Increasing the stiffness of
excursions are only slightly greater the top 2 pads provides a possible
than the optimum case when all 6 seals method of limiting the missile deflec-
are removed (Run #80-22). tions even with destabilizing seal and

pressure forces present. Preliminary
Figure 16 contains test and calculations indicate that the forces

calculated deflections for shot #413 exerted on the missile by the stiffer
where tilt and tether load are directed pads are less than present design.
towards conduit (2700 plane). The com-
parison is good for most of the trajec-
tory with the calculated response REFERENCES
showing some oscillation that most
likely would be eliminated if pad 1. G.E. Rudd and J.F. Meier, "Long
hysteresis were included. Also, the Term Stiffening of Neoprene Launch
calculation is somewhat over-predictive. Tube Liner Pads for the Poseidon
The tilt and tether load in the direc- Missile", Westinghouse Research
tion of the conduit appears to improve Report 70-8B7-MONIT-Rl, May 1970.
the lateral motions.

2. A.J. Molnar, "Missile Launch Seal
Analysis", Westinghouse Research

CONCLUSIONS Report 73-1B5-MSEAL-Rl, October
1973.

The investigation reported
herein establishes that C4 missile 3. A.J. Molnar, "Destabilizing Lateral
trajectories can be calculated with Forces from Pressurized Launch
sufficient accuracy to match Peashooter Seals", Westinghouse Research Report
tests in spite of the complicated 78-8E7-SEALB-Rl, August 1978.
destabilizing seal forces if calibrat-
ing the model is permitted. By adjust-
ing certain variables over a narrow
range of physical values a close match
can usually be obtained. The extreme
sensitivity of the calculations to
slight variations in key parameters,
which are not precisely known, make it
virtually impossible to predict exactly
the trajectory motions without cali-
brating. However, qualitative effects
can be studied confidently and with
available test data trajectory calcula-
tions can be a valuable design tool.

Both test and calculated
trajectories indicate the factors which
adversely affect the lateral stability
during a launch:

1. Destabilizing seal forces caused by
seals inverting onto the pads (par-
ticularly the 4th and 6th seals).

2. Destabilizing non-uniform pressure
load which occurs once the missile
passes the 6th seal because of
missile eccentricity in the tube
and flow past the muzzle seal (this
force may be small and insignificant
in a tactical underwater launch).

3. The azimuth effects of the pads
strongly influence the initial
transients.
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ANALYSIS OF SUBCRITICAL RESPONSE MEASUREMENTS FROM

AIRCRAFT FLUTTER TESTS

J. C. Copley

Royal Aircraft Establishment
Farnborough, Hampshire, England

This paper describes a method for the analysis of sub-
critical response measurements obtained during aircraft
flutter tests. Suitable forms of input signal, and the
derivation of transfer functions using Fast Fourier
Transforms are discussed. The transfer functions are
subsequently analysed to give frequency and damping
estimates. Because the effects of atmospheric turbu-
lence degrade the measurements, and hence the estimated
parameters, a method for assessing the magnitude of the
accuracy of the estimates is developed. Examples of the
application of the analysis method to typical response
,data are given.

INTRODUCTION the frequency domain. This is similar
to the approach adopted in modal analy-

An important part of the design of sis of structures but the nature of air-
an aircraft is the avoidance of flutter craft flutter makes the analysis more
within the intended flight envelope, difficult. The modes may be close in
Initially the designer must rely on frequency and/or highly damped, and in
theoretical calculations, but these are some cases a lightly damped mode obscures
followed by wind-tunnel model tests and a significant heavily damped mode. A
eventually a flight flutter test to con- further complication is that atmospheric
firm that satisfactory flutter margins turbulence introduces errors into the
have been achieved, response measurements which affect the

accuracy of any estimates of frequency
In the simplest form of these and damping. A method is given here for

tests, the aim is to determine the the estimation of the magnitude of
critical conditions at which flutter possible errors.
occurs. One experimental approach is
the 'peak hold' technique, in which the TRANSFER FUNCTION MEASUREMENT
power spectrum of the response to turbu-
lence in monitored. This can provide an Before considering the problems of
indication of the critical conditions, transfer function analysis it is appro-
and possibly of system frequency and priate to examine how the transfer
damping trends. An alternative approach functions may be measured. The avail-
is to measure the trend of significant ability of Fast Fourier Transform tech-
system properties at a set of subcriti- niques applied to digitally sampled in-
cal conditions. A known excitation is puts and outputs has contributed to the
applied, and various responses are achievement of short test times. Many
measured. The data may then be analysed possible input signals may be used, the
to provide numerical values for system commonest being slow or fast frequency
frequencies and dampings. These allow sweeps, pseudo random or periodic random
the approach to flutter to be monitored, noise, or impulses. Use of pseudo ran-
and allow an assessment of the validity dom noise requires the introduction of
of theoretical calculations, windowing [21and possibly overlapping of

successive records during the data pro-
The analysis may be performed in cessing in an attempt to minimise the

many ways (see for example [11I1 effect of leakage. Slow sweeps may be
this report describes a technique of similarly treated 13). The effect of
fitting to system transfer functions in these additional operations on the
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measured transfer function is not easily F + iwG
calculable, but empirically it has been H () +-j
found to introduce errors. For periodic p _T
random noise, fast sine sweeps, and j-1 - + 21wc ij W+ (j

impulses, it is usually possible to
ensure that, for practical purposes, X + iWY
conditions for a leakage free measure- + F + iwG + P P (3)
ment are met. Fast sine sweeps and p p 2

periodic random inputs are normally pre-
ferred because it is relatively easy to is therefore used as the model. The sec-
control their spectral energy ond and third terms on the right hand
distributions, side represent contributions to the

response in some frequency range from
Calculation of transfer functions modes above and below that range. The

from input and responses may be perfor- difference between the measured transfer
med using standard techniques [2]. It is function Hk at frequency wk and the
desirable to use as many independent theoretical model is
records as flight conditions and consid-
erations of test time permit. The
coherence function may be used as a ek = Hk - Hp(iWk) (4)
method of assessing the accuracy of the
transfer function measurement, but in
aircraft flutter testing there is To obtain estimates of the model
usually little that can be done to parameters the weighted summed square c
improve measurements where the coherence is minimised
is low.

n
TRANSFER FUNCTION ANALYSIS e

The aim of the analysis process is

to determine numerical values for the
parameters of a suitable theoretical
expression so as to provide the best where n is the number of data points,
representation of the measured transfer
function. and Wk is the weight attached to point

k . If measurements of more than one
Using the British form of flutter transfer function have been made, the

equations, the response of the system to summation is taken over all available
a sinusoidal input Qei0t may be data to ensure consistent frequency and
calculated from damping estimates. To minimise c

requires solution of

(-1W2 + iwB + C)q = 0 (1)
a 0 M 0 1 < i <n (6)

where B and C are square matrices, ax i v

q is a column of generalised displace-
ment coordinates and Q is a column of where x represents the nv distinct
generalised forces. Eq. (1) is the
usual equation of motion for an n de- parameters of Eq. (3).
gree of freedom system with viscous Eqs. (6) are nonlinear, and are
damping. The transfer function of the solved iteratively by the Gauss-Newton
system it represents may be written method. If the solution is A , and the
14,71 current estimat, of i is x , write

x = x +Sx . Then

H (iW) = 2 (2) 0 = ac (k) = -___ +6
p22ax ~ ax1

.,-W + 
2
1wC jWj + W

for any position p on the structure. ac Cx) + sx a 2 (x)

Eq. (2) includes all the modes of 
1 aa

the system, but the experimental data or
may only contain a few of them. The 6x - R p (7)
modified form

where R a a 3 (x) and P - x)
R ax.xx
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Hence z is updated, and the pro- is an eatimator of a2 , and the covar-
cess repeated until convergence Is Lance matrix of the parameters
achieved. The convergence is determined
by monitoring the error c , rather than T.S
the individual values xi . This itera- V(x) = E (x- S2 R (1)
tive solution is numerically well behaved

provided suitable initial estimates for
frequency and damping values can be Eqs. (10) and (11) allow the esti-
obtained. It may be possible for the mation of the variance of the ith
engineer to supply satisfactory initial parameter
estimates, but in some circumstances (eg

close frequencies) this is difficult. In (12)
such cases estimates are found using the i S2
polynomial ratio method proposed by
Sanathanan and Koerner [5). This If then x1  is assumed normally distri-
linearises the least squares fit equa- buted, confidence intervals may be
tions, and therefore allows estimation calculated, eg
of parameters directly without any prior

knowledge of the syste. Experience has prIx - 20 1 < xi + 2cio > 0.95
however shown that the equations invol- t
ved may become ill-conditioned for
systems with many modes. To avoid this, In practice, V is unknown, and
each frequency range where the transfer some arbitrary choice must be made. For
function has a large amplitude is anal- flutter tests, the effect of turbulence
ysed separately, and the estimated fre- may be represented as an additional
quencies and dampings assembled to pro- unknown input to the system. As a first
vide initial estimates for the subsequent approximation, the response to this extra
iterative solution. excitation will be large at frequencies

where the response to the known forcing
ACCURACY OF RESULTS is large, thus we may take

Transfer function measurements lek1 IH k1
obtained during flutter tests are
inevitably d9graded by the effects of or
atmospheric turbulence which will affect 1
estimates of frequencies and dampings. Wk Hk;
The coherence function gives an indica-
tion of the accuracy of the basic
measurement, but this indication cannot RESULTS
easily be extended to the parameter
values. Useful results may however be The analysis method described has
obtained from an analysis of the statis- been applied to data from several
tical properties of the least squares flutter tests. The two examples presen-
fit. ted are both wind tunnel model tests in

which a control surface was used to pro-
If the errors e at each separ- vide the forcing. The first results were

ate data point are uno~rrelated, their obtained from a low speed binary model
covariance matrix may be written in a low turbulence tunnel, with fast

sine sweep excitation. The transfer

V(e) - E(e*e T ) a - 2V (8) function measurements are of good
quality (Fig 1), and this is reflected
in the estimated frequency and damping

where V is a diagonal matrix express- values (Fig 2).
ing the expected magnitude of the errors
at each point. If the matrix W of The second set of results are from
Eq. (5) is taken to be V-1 , then it tests on a high speed model (M = 0.8)
may be shown [61that where the excitation signal was periodic

random. This aeroelastic model has many

E(i - x 0 (90 degrees of freedom, but results are
t  0presented only for the two modes concer-

ned in the flutter. The transfer
where x is the true solution and i function measurements are obviously
the identified solution (ie the results badly degraded by the response to tur-
are unbiased), bulence (Fig 3), but the estimated fre-

quency and damping values show good

22 (1) agreement with theoretical calculationsS2  2 (10) (Fig 4).
p v
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To assess the validity of the
estimated onfidene intervals, the G.s
transfer function of the low speed model
was measured use hundred time at a 2.4
fixed condition, and each transfer 2.0 64
function mas analysed. The variance of -/
each parameter m calculated from the
separate eatimates, tand compared with
the estimated veriance. tach separate 7.)
analysis also gives a confidence _.
Intervali thp, momher of times this
failed to include the true value was
counted. For a 9SI confidence interval, Transducer A Numbers against
there should be about five such failures points are frequencies
in one hundred masurements. The results in Hz

of these calculations are given in
Table 1, and Indicate that the estimated
variance and confidence intervals are
valid.

CONCLUSION .

This paper has described a method
for the analysis of transfer function
measurement obtained during flutter
tests. The information available from
this analysis gives valuable insight Transducer Q 6.7
into the behaviour of the system, and
provides guidance in the conduct of the
test. The analysis gives quantitative Fig 1 Transfer function plots for low speed
data that may be compared directly with model V = 0.781V F
earlier theoretical calculations, and

provides quantitative estimates of the
accuracy of that data. +

SYMBOLS 
• m 2

B modified damping matrix
C modified stiffness matrix 6.
E( ) statistical expectation Z %
FP ,G terms describing residual
p p contribution of other modes at 4

position p I
F P, effective forcing of mode j at IL 2-
G position p 2Cpi

Hp (io) theoretical transfer function at __, _,_,_,___,

position p 0.1 0.6 0.7 u 0.9 oA
Hk  measured transfer function at

frequency wk
I unit matrix
P defined by Eq. (7)
Q column of generalised forces 11
R defined by Eq. (7)
S defined by Eq. (10)
V diagonal matrix defined by -w 301

Eq. (8) AR i
V( ) statistical covariance matrixio m
V a diagonal matrix whose terms

are Wk

X ,Yp terms describing residual con-
tribution of other modes at . t
position p ________________

•k  error at frequency wk Si is 0.7 0s o 1.

np number of experimental data SCale speed
points

nv  number of parameters in Eq. (3) Fig 2 Subcritical frequencies and dampngs
for low speed model

202



q column of generalised
displacements

x vector of parameters of Eq. (3)
xi  element of x

i estimated value of x
x t  true value of x

e sum of squares of errors LS
Ci damping ratio of mode j 44

o measure of experimental variance
w angular frequency Nooio.s ag*oift

frequency of mode j Tromoduw A points an mfewaseo

Superscripts 
i f

* complex conjugate
T matrix transpose U
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TABLE I

Standard Deviation Estimates for Measurements on Low Speed Model

Mode Mean Standard Deviation Failure

Measurement Prediction Count

Frequency (Hz) 5.24 0.0730 0.0795 5

Damping (S critical) 24.8 1.66 1.48 10

2 Frequency 7.20 0.0099 0.0097 11

Damping 3.41 0.127 0.133 4

204

__



INTI.CDUCTION 

AIRCRAFT RESPONSE TO OPERATIONS ON RAPIDLY REPAIRED 

BATTLE DA.'iAGED RUNWAYS AND TAXIWAYS 

Tony G Gerardi, Aerospace Engineer for the Structures and Dynamics 
Divi!Jion, "\ir Force 'Wright Aeronautical Laboratories 

at Wright-Patterson Air Foree Base OR 

and 

Lapsley R Caldvell, Lt Col, HAVE BOUNCE Project Manager, Air Force 
Engineering Services Center at Tyndall AFB FL 

In a theater of var, airbasea will be prime targets of attack. In 
order to launch and recover our aircraft in retaliation. rapid repair of 
damaged surfaces is required. Current Air Force Requirements (AFM 93-2) 
call for the repair of a 15.24m z 1524m.(SO z 5000 ft) ~in~ BPerating 
Strip (MOS} within four hours after the attack. These rapid repaira will 
be made uAing aluminum AH-2 mats and will result in a surface that is 
rougher than normal and consequently higher than normal loads will be in­
duced into the aircraft. The question of how much surface roughness can 
a given aircraft configuration tolerate, arises. To answer than queation, 
Air Force project HAVE BOUNCE was born. The goals of project HAVE BOUNCE 
are to determine the ground loads capabilities of each aircraft. The 
planned approach for reaching these goals is through computer simulation, 
flight t~sting, and subsequent repair criteria development. The objective 
of this paper is to summarize the Rapid Runway Repair/aircraft reaponae 
effort. 

Jmm 

In a theater of var, airbases will be prime 
targets of attack. In the European theater, 
threat analysts st,gges t very extensive damage 
to runway9, taxiways, command posts, choke 
points and other important targets. As illus­
trated in Figure 1, hundreds of craters result­
ing from general purpose 1- ·mt<>, cannon and 
rocket fire damage, delayrd [use bombs above 
and below the surface, li~~ anti-personnel 
weapons littererl on the surface and other 
special runway denial weapons can be expected 
during nn attack. In order to launch and 
recover our aircraft in retaliation, rapid 
runway repair teams must construct a ~inimum 
Qperating ~trip (MOS). 

-·n TlJMlYI 

Before the repairs can begin, however, 
damage assessments must be made, the unexploded 
ordinance must be rbnoved, a command post must 
be set up and a site for the MOS must be 
selected. This is all part of the Air Force's 
Rapid Runway Repair (RRR) Program which is a 
subset of a Base Recovery Afte'C Attack (BRAAT) 
Plan. 

Current Air Force requirements (Reference 
1) call for the repair of a 15.24m X i524m 
(50 x 5000 ft) HOS using aluminum AM-2 mats. 
The repaired surface will result in a runway 
thnt ia rougher than normal and consequently 
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Fig. 1 - Airfield After An Attack 

higher than normal loads will be induced into 
the aircraft. The question ariaea aa to how 
much surface roughness can a given aircraft 
configuration tolerate, To answer that ~ues­
tion, Air Force project HAVE BOUNCE was bor~. 

HAVE BOUNCE is a aubaet of the Rapid Runway 
Repair Program and its objeetive ia to estab­
lish runway repair "smoothness" requirements. 
Figure 2 typifies an AM-2 mat bomb crater 



repair. After backfilling with debris, select capabilities in the ground environment.
fill material is compacted in the last .3048m
(12 inches) of the repair. Finally, the AN-2 REPAIR CRITERIA: Using the fully validated
mt, which is assembled off the runway, is computer program, surface repair criteria can
towed into place and anchored to the runway be established and distributed to the ERR crews
with bolts on the leading and trailing edge in the operational commands. The repair
reaps. A full size A4-2 mat is 23.77. (78 ft) criteria will be designed to provide maximum
x 16.46i (54 ft) x 3.8cm (1.5 inches) high. repair speed and flexibility.
The leading and trailing edge ramps are 99. cm
(45 inches) long. Notice that same upheaved SIMULATIONS
pavement will remain and that crater settling
will occur compounding the roughness problem. Mathematical modeling of aircraft during
Other types of repairs, such as crushed stone ground operations is not new. These models vary
with membrane covers are also being considered, in complexity from simple linear single degree

of freedom systems to very complex, flexible
models incorporating all of the tire and strut
non-linearities. Reference 2 from the 47th
Shock and Vibration bulletin contains a mathe-
matical model developed at the Air Force WrightM MATE Aeronautical Laboratories. Figure 3 is the free
body diagram used to develop that mathematical
model. This computer program known as TAXI is
one of those being used in the HAVE BOUNCE
program.

Fig. 2 - Cross Section of epaired Crater

the approach being taken in HAVE BOUNCE, pre- -~c

sent the status and plans for the future and to
solicit fresh ideas relating to the problem nfrom the shock and vibration commonityM

APPRACi TO DAVE BOUNCE -

Fig. 3 - Simulation Maftheatical Model
The gpals of project HAVE BOUNCE are to

deteine the ground roughness capability of
sosicit arrt currently in the USA inventory F-4E TEST EFFORTS

and to establish surface "smoothness" repairrequirements based on those aircraft capabili- Most of the work done so far has been on the
ties. The planned approach for reaching these F-A aircraft. Beginning in 1977, a simulationgoals is through computer simulation, flight study by the Boeing Company (Reference 3),
testing, and subsequent development of repair indicated that the F-A aircraft could exceed
criteria. certain structural limits when traversing AM-2

SIMULATION: UnvelidAted or partially mat repairs. Multiple bomb damge repairs in
validated coi puter prograns mathematically particular could produce excessive loads when
describing the dynatlc response of an aircraft traversed at speeds that tune the bump wave-traversing rough surface profiles are used to lengths to the aircraft's natural frequencies.

identify potentially unsafe test conditions. The results of this study generated a great
In addition, these models limit the testing by deal of interest in the operational comands
eliminating unnecessary (low response) tests. USAFE, TAC, etc. This interest led to more com-
Finally, they are used to identify suspected puter simulations and finally to two F- e test
critical aircraft structures, prograns. The first test progran (Phase I)

FLIGHT TESTS: Armed with the knowledge of completed in 1976, (Reference 4) verified that
where and ho to instrument the aircraft and an excessive loads could be induced into the air-
established matrix of test conditions, a fully craft as predicted. In addition, Phase I tests
instrumented aircraft is used to validate the verified that certain changes in strut servicing
mathematical model. In addition, testing pro- could drmuatically improve the F-A's ability to
vides for a dynamic demonstration of aircraft traverse rough surfaces.

eitintumne aicrf is use to vaidt th veife tha ceaIIrtai chage in stu srv ing



Figure 4 shows a time history of measured isticated instrumentation in Phase II. dynamic
vertical load for the left main landing Sear response of aircraft components such as ester-
for standard and modified strut servicing. nal stores was measured. Simulations (Reference

7) predicted that high loads would be measured
F4 WU iwa. LS on the outboard pylon carrying either fuel or

inJL UB H Ibombs. Figure 6 shows that for all speed ranges
f pylon loads were well under those predicted.

LOAD There is still uncertainty as to why the eter-
nal store predictions were incorrect, but
improper representation of pylon preload is

# I py= "M suspected. Computer predicted vertical loads
for the landing gear compared favorably to
measured values. Figure 7 is a plot showing

63 peak main landing gear vertical loads, pre-
dicted curves and measured data (dots and
squares), for the full ground roll speed range

I ow ciof the F-.E.

I I I1 I

I 2s 21 U U U 2 i

Fig. 4 - Comparison of Measured Response for
the Standard and High Pressure
Strut Servicing

0UTOV PYtO% SItATION

By increasing the main landing gear upper M LODA

chamber precharge pressure, the F-I's tolerance
to rough runways is dramatically improved. The /
F-I main landing gear (MLG) was designed for
high sink speed aircraft carrier landings, not fEst
for taxiing. These two design conditions work
in opposition to each other. When taxiing, the
F-I MEG strut has only 1.27cm (.5 inch) of M 0a m s IN 120 IN tl lIN

stroke remaining which results in a very stiff ean sWO OTS)
suspension with little energy absorbing capa- Fig. 6 - Pylon Loads, Predicted and
bility. By servicing the upper chamber of the Measured
strut with higher pressure so that 7.62cm (3
inch) of stroke remains, the aircraft is sus-
pended on a much higher (softer) portion of the
load stroke curve as shown in Figure 5. This mi , TA2 W MW&TI .SM I
increase in pressure lowered the F-I's heave oap mom smn
(vertical translation) frequency from 1.9 to
.9F 7 - 21au P

(1 TINO (7051

aug~W DATAe i

IO

Fig. 7 -Measured vs Predicted
"Ms Main Landing Gear

A great deal was learned with the extensive
16 15 2 5 m 31 3 a F-IE testing and simulation efforts:

-F-I Main Landing Gear Load 1. Rough runway repairs can induce exces-
Fig. Curve sive loads in the F-4 aircraft.

Stroke Curve
2. Simulations can accurately predict F-4
rigid body response.

Phase II testing of the F-IE (Reference 
5 3. St r s in gsp

and 6) was completed in 1980. Using more soph- 3. Strut servicing changes can improve the
F-I's rough surface operational capability.
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4. Current simulations did not predict
F-4E pylon response accurately.

OTHER TEST EFFORTS
0o os

The C-141B and C-130K aircraft have also &ms

undergone HAVE BOUNCE testing. Both aircraft 11 Im

show a greater tolerance to operation on rough
surfaces than the P-4. Unlike the 1-4, the

nose landing gear (NLG) vertical load was the Ge .

parameter that was most critical for these A A ---_INEW --- mANm

aircraft. Both the C-1415 and the C-130K 
OA- WINItN

responded primarily in pitch rather than heave -

and therefore, NLG loads were of concern under

resonant conditions. In addition, the large
pitching moment caused by hard braking, as
during landing rollout, will result in high NLG u a u is In i

loads, which when coupled with a repair mat
encounter can cause excessive NLG loads. The

braking condition is difficult to simulate Fig. 9 - C-141D Engine Pylon Peak Vertical

because of anti-skid and pilot inputs. The Response

approach taken has been to assume a constant

hard brakes application. It is conceivable The C-130K simulations were more accurate

that the pilot would attempt to control the as can be seen in figure 10 and 11 where sim-

pitching during landing impact by proper brake ulated (dotted) and test (solid) time histories

applications, are compared for the NLG vertical load and wing

Results indicate that significant engine root vertical acceleration respectively. Peak

pylon notion occurred during some of the C-i41S values are within a few percent.

testing and some relatively high response was

measured on the C-130 wing. This was expected

for these more flexible aircraft structures.

Plots of predicted and measured values for the -

rigid body and flexible responses of the C-141

and C-130K aircraft are shown in figures 8 n -

through 11. Figure 8 is a plot of peak NW
load versus velocity for the C-i4D traversing

two full length *4-2 mats spaced 21.3m apart. WIN a 00%

The predicted values were acceptable below 80
knots, but above 80 knots test data shows that
MA peak loads barely exceed static value. A ------
Figure 9 shows the engine pylon response for

the sme test conditions. Here braking tests

produced pylon responses well in excess of

those predicted particularly at 57 knots. The - I i

C-i4D simulation program will be modified 1 1 2 3

based on test results so that more accurate NO a

predictions can be made. Fig. 10 - Measured and Simulated C-130K
Nose Landing Gear Loads

- ,

t ~~~~ ~ n -- r -Ulrl
I / -. 

s

- --- m -- - -" A

Fig. 8 - C-141B Nose Landing Gear Peak 
TWE li1ts

Loads Fi. 11 -Measured and Simulated C-130K
Wing Root Response
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RAPID RUNWAY REPAIR (c ) CRIRIA The spacing between repairs was based on a
four second "time to damp" criteria. Test data

Baed on the test results and thousands of show that four seconds after an initial bump

simulations using 7-4 computer programs, in- encounter sufficient damping takes place that a

terim rapid runway repair criteria (Reference second bump encounter can be treated as a

8) was prepared and delivered to the opera- single bump.

tional commands for the F-4E aircraft. Repair Since this repair guidance is based on the
criteria for the C-141B and C-130K have not speed of the aircraft as it traverses the MOS;
been generated at this time. density ratio, wind, aircraft gross weight

The F-4E repair criteria were designed to and center of gravity will affect the repair

give repair crews maxism flexibility in an procedures. In fact, as shown in Figure 12,

effort to reduce repair time to a minimum and the NOS applies only to the F-4E aircraft.
as a result, these criteria are somewhat cor- This interim runway repair criteria, which
plex. was delivered to the operational couands is

The basis for the repair criteria is de- tailored to specific conditions, it is complex
tuin the F-AE to the bumps. Knowing the- and somewhat conservative. It was designed to
aircraft's speed versus distance down the run- provide the officer in charge with KOS selec-
way for a takeoff roll, certain limitations can tion criteria and the repair crews with maximumway fortaeof Frl, certailtaon can flexibility so that an acceptable MOS can bebe established. Figure 12 is a plot of an cntutdi iiu egho ie

P-A's speed versus distance down the KOS. The constructed in a minimu length of time.

repair quality and multiple repair spacing One of the major stumbling blocks associ-
requirements depend on where they are located ated with the HAVE BOUNCE Project is the trans-
n the MOS. formation of predicted aircraft dynamic

response into runway repair criteria. Consid-
ering that many different aircraft types and
configurations will operate from a variety of
runway repair shapes and sizes, establishing

001 mm Nw Rpm M repair criteria for a MOS that is acceptable
Iam soto all of these variations is increasingly
os. F4.c J difficult. One purpose of this paper is to

0 7% ISO solicit fresh ideas from the shock and vibra-
tion community on how to present MOS selection

SMATO criteria and repair procedures to the opera-I '- tumut nAI tional commands.

nmens my NATO INVOLVEMENT

At C The RRR problem is in reality a NATO prob-
KrM lem. Following an attack, aircraft from many

nations will be operating on various types of
repairdd surfaces. The British use aluminum

inte mnfiv class-60 repair mats, the Federal Republic of
Fig. 12 - F-4/NOS Repair Criteria Germany (FRG) uses the U.S. built AM-2 mats,

etc. It becomes evident with the large air-
craft/repair matrix, that an "international"
roughness criteria needs to be established

Repair quality ranges from an "A" where no This subject was addressed at the Advisory
upheaval or settling are permitted to "" where Group for Aerospace Research and Development
7.6cm of settling (sag) and upheaval are per- (AGARD) specialists meeting in Williamsburg,
sitted. The mat height will add another 3.8cU. Virginia in the Spring of 1979 and in Cologne,
For the F-42 sample shown in Figure 12, in the Germany in the Fall of 1979. The enthusiatic
first runway section sag in a full length response from all nations represented has led
repair would act as a second bmp encounter and to two AGARD specialists meetings on the sub-
therefore resonance could cause excessive ject. In the Spring of 1981, a half-day
loads. Beyond the initial section, the air- "precursor" meeting which highlights the run-craft's speed and frequency of response will way/airfield aspects of the problem is planned
allow the aircraft to "fly" over the sag, to be held in Turkey. A full two-day meetingtherefore a "C" (3.8cm high with sag permitted) in the Spring of 1982 which will complete thequality repair is sufficient, treatment of runway/airfield aspects and add

During the period where rotation is initiated considerations of: landing gear, structural
and until a full 12* angle of attack is achieved, and dynamic analysis and testing, ground and
lift is building fast. As the struts are being flight operations, and design criteria. The
unloaded, the aircraft becomes more and more Spring 1982 meeting is planned to be held in
tolerant to runway roughness thus permitting Portugal. AGARD's intent is to provide a
rougher ("D" or better in Figure 12) and clearinghouse of information on the subject,
consequently faster bomb crater repairs, bring the experts together and help define
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solutions to the runway denial problem within ness", Gerordi, Tony G, Wright-Patterson

NATO. Air Force Base OH, September 1977

ROUGH RU14WAY TEST FACILITY 3. "Roughness Criteria for Bomb Damage Repair
of Airfield Pavements", Kilnar, J R, Boeing

The Air Force Wright Aeronautical Labora- Commercial Airplane Company, Seattle WA,

tories is considering the development of a Report CREDO-TR-77-50. February 1980

large facility (Figure 13) capable of simula-
ting an aircraft traversing a rough surface. 4. "HAVE BOUNCE Phase I Test ResultO', Redd,
The project called Aircraft Ground Induced L T, and Borowski, R A, Major, Edwards Air

Loads Excitation (AGILE), will consist of Force Base, California, AFFC-TR-79-1, 6510

large computer controlled hydraulic shakers Test Wing, California, April 1979.
capable of inputing large amplitude, multi-
ple bumps into each landing gear of an instru- 5. "HAVE BOUNCE Phase 11 Test Results",

mented aircraft. AGILE could not completely re- Edwards Air Force Base, AFFTC-R-80-4,

place flight testing, but could significantly David C Lenai, Captain and Borowski,

reduce it as well as add some capabilities that Richard A, Major, June 1980, Final Report

are unattainable from flight testing. 6. "HAVE BOUNCE Phase 11 Test Results Spall

Tests", Edwards Air Force Base, AFFTC-TR-
80-4, Redd, L Tracy, September 1980, Final
Report

7. "Digital Computer Program for the Predic-
tion of Taxi Induced Aircraft Dynamic
Loads", Boeing Military Airplane Develop-
ment, F08635-76-C-0102, July 1979

8. "Interim Guidance For Surface Roughness
Criteria", Caldwell, Lapley R, Lt Col, and
Jacobson, Frederick J, 2Lt, ESL-TR-79-37,
October 1979

Fig. 13 - Aircraft Ground Induced Loads

Excitation (AGILE) Facility

SUMARY

In smmary, the Surface Roughness Portion of
the 3 T problem carries a high U.S. Air Force
priority and has stimulated interest within
NATO.

The approach of using flight test validated
computer programs to generate rapid runway re-
pair criteria has proven to be acceptable,
although alternate methods of presenting that
criteria to the repair crews are being sought.

Planning is underway to evaluate most air-
craft in the U.S. inventory with emphasis on
the tactical aircraft (F-15, F-16, A-10, etc).
Testing on the F-15 is scheduled to begin in
the sumer of 1981.

DEFERENCES

1. "Disaster Preparedness and lase Recovery
Planning", Department of the Air Force,
Washington D.C., AYR 93-2, July 1974

2. Shock and Vibration Paper, "Digital Simula-
tion of Flexible Aircraft Response To
Symmetrical and Asymmetrical Runway Rough-
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DISCUSSION

Mr. Seville (Structural Dynamics
'esearch Corp.): Is it just the noise
gear loads that establish the limits for
the aircraft? Or is it perhaps ride
quality or the ability of the pilot to
see?

Mr. Gerardi: It is going to be
dependent on the aircraft. For P-4 it
was the main landing gear that was
responsible. In the C-130 and the C-141
the noise gear was the problem. We've
also other considerations for example in
the C-130, we had some fairly high wing
root loads. Also, pylons and stores are
things that have to be looked at. So it
is not Just one item.
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A METHOD FOR DETERMINING THE EFFECT OF TRANSPORTATION

VI RATION ON UNITIZED CORRUGATED CONTAINERS

Thomas J. Urbanik, Engineer
Forest Products Laboratory,* Forest Service

U.S. Department of Agriculture

A unitized stack of containers in transit is susceptible to dynamic over-
loading due to vibrations in the transporting vehicle. The boxes' compressive
stiffnesses interact with the content masses to amplify or attenuate the vehicle
motions through the height of the column. Modeling a unit load as a multiple-
degree-of-freedom vibration system provides a method for evaluating it based on
its sensitivity to the frequencies inherent to the transportation environment.
This report presents the theoretical analysis of the analog that represents a
stack of containers and an example that carries the lathematics through a package
design problem. To supplement the manual computations which are too time-
consuming for practical packaging design, a computer program--not included
herein--is discussed. This program plots the transmissibility in each container
over a range in frequencies. An example using the program shows how to interpret
the plots and compare the effects of transportation vibration on different unit
loads.

ABBIVIATIONS USED manual handling. The unit arrangement,
although reducing the potential for shock

CPS = cycles per second damaege, requires greater consideration of the
G = gravities damage which might be caused by vibration.
Hz = hertz
kN 3 kilonewton Even where dropping or impacting a package
kX/m = kilonewtons per meter does not occur, the product is still exposed to
kN.s/m a kilonewtons x seconds per meter transit vehicle vibrations enroute between the
lbf = pounds-force manufacturer and recipient. And this most
lbf/in. = pounds-force per inch probable source of damage become an environ-
1.8 SECIIN. = pounds-force x seconds per inch ment over which the package designer has little
LBM = pounds-mass control; his option is to design vibration pro-
Hg = megagram tection into the package system.
sm = millimeter

m/ 2 = meters per second squared Shocks and impacts acting on single pack-

N = newton ages in simulated small parcel shipping envi-
- a seconds roments have been well analyzed in numeroussreports 15]. Some studies 13,4] have also

examined the damsge susceptibility of corru-

INTRODUCTION gated shipping containers due to vibrations.
But all these publications, although accurate

Shipments of like packages have come documentation of the pertinent vibration

increasingly to be unitized for reasons of theory, were still aimed at the single package
economy. Mechanically arranging and stacking environment and are limited to a single-degree-
containers on a single pallet or other platform of-freedom analysis.

offers the advantages of mechanized transfer Where quantities of similar packages are
and storage with protection from the hazards of shipped as a unitized lot, a new approach to
manual handling. Thus, effective methods of the vibration analysis is required. The vibra-
packaging can be used which do not require tion theory developed for the single parcel
dealing with the levels of shock typical with environment my grossly underestimate the

severity of acceleration levels in a unitized
*Maintained at Madison, Wis., in coopera- load. For example, the dynamics in a stack of

tion with the University of Wisconsin. containers ten high on a pallet may approach a
modeled ten-degree-of-freedom system with ten
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critical frequencies, each being potentially appendix carries the problem through the de-
damaging, tailed mathematics; only the results are pre-

sented here.
Because corrugated boxes compress due to

their contained weights, they act like springs A manufacturer finds his containers
and the resulting stack natural frequencies my totally disarrayed when unitized and shipped
fall within the range of the transportation via a particular carrier. The transportation
environment 131. The weight of the product environment is monitored and he learns that a
supported by the resilient container behaves significant input occurs at 0.25 G acceleration
like an analogous spring-mass system to amplify at 5 Nz. Before adopting a new design and

or attenuate the vibratory motion delivered to suggested antiskid treatment, he requests an
its base. It is thus reasonable to evaluate analysis to learn if the new approach will
the effectiveness of a unit load based on how indeed solve the problem.
well it protects both the product and the con-
tainer from transportation vibration damage. The new design calls for vertically alined
For instance often a product's component sub- boxes stacked four high on a pallet with each
assemblies will necessitate avoiding accelera- box containing a rigid, fixed, nonload-
tion levels within certain frequency bands. Or supporting content W weighing 246 N (55.3 lbf)

frictional holding forces must be maintained to and an antiskid treatment applied to the top
insure protection from load disarrangement and and bottom flaps of each box. All boxes are
subsequent stack toppling and product impact identically constructed, and from cyclic top-
damage. Also, the lower containers may require to-bottom compression tests on similar boxes
protection from dynamic crushing. the box stiffnesses are estimated relative to

their equilibrium supporting loads. Also, from
This report was thus written to demon- vibration test observations it is estimated

strate for package engineers how to apply the that the box material contributes about 30 per-
fundamental theory for analyzing vibration cent of critical damping. To analyze the unit
forces in a unitized load. It deals with the load, first the contents are characterized by
most common shipping container, a corrugated lumped masses and the boxes, by spring and
fiberboard box, and shows how to evaluate a damping elements. The pallet in this case is
unit load of boxes for protection against effectively rigid compared to the stiffness of
vibration damage. In essence, it presents a the boxes. Thus, the four high stack (fig. 1)
theoretical method for predicting the critical is represented by a 3 degree of freedom model
frequencies of a unit load, the maximum accel- where the weight In the bottom box and the
eration level, and the dynamic compression of stiffness of the top box do not affect the
the bottom boxes. stack.

To do this, this report uses the results Then using the cyclic compression test
obtained by Godshall in the investigation of procedure given by Godshall in (3) the con-
the effects of vibration on single boxes [31 tainer stiffnesses are linearized from the com-
and extends them to a stack of boxes. It con- pression curves at
siders the stacking configuration where boxes
on a rigid pallet are vertically stacked with
their corners alined, and the box, not the Xl = 135 kN/m (771 lbf/In.)
product, supports the load. It next uses the
theory in a computer program for plotting the
containers' responses to vibration. Graphs K 2 = 106 kN/m (607 lbf/in.)
produced via this program show how the damage
susceptibility of a unit load changes when
properties of box compression resistance, cor- K3 z 87.6 kN/m (500 lbf/in.)
rugated damping characteristics, weight per
box, and stack height are changed.

These values and the weights of the contents
are used to predict the natural frequencies of

I. DESIGN CONSIDERATION the system.

The hazards of transportation frequently
reveal themselves with toppled stacks and fl - 4.84 Hz
crushed containers. Sometimes the damage is
concealed until the packaged product is put
into service. Given enough resources a shipper f2 = 12.7 Hz
can make trial and error adjustments to the
package system until an effective method of
unitizing is determined. But analysis rather f3 = 18.5 Hz
than trial and error would improve efficiency.
Solving a typical problem shows how the results
obtained from an analysis can be used to evalu- The excitation frequency at 5 Hz is close to
ate the effectiveness of a unit load. The the first natural frequency of the box stack.
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supporting weight. With knowledge of the rele-
tive displacements, F1, between adjacent
containers

1aKID, + 3 V-307 (293.9lbDO

F2 0 K2D 5 . 2 W a 9"6.2 N (217.2 lbf)

7 3 a Y33 * V * 501.3 1 (112.7 1.bf)

ffah/Mj I/hA/hJIf so force exceeds the load-carrying capacity
for the respective container, the design in mot
likely to fail from dynamic compression over-

=3 I1AW loading.

500&o 5uI. COMMUT PROM M~ RVAIAUTING
IMITIZID MOAW

555 W day 5.5 One can examine the response in a con-
tainer stack by repeatedly solving the equa-
tions of motion at different frequencies.
lowever, it can be more useful for design Pur-
poses to observe bow the response of the unit
load changes as one or more of the parameters
vary. computr-plotted graphs can show varying
levels of product damae. susceptibility across
a range of packaging options--for instance,
with containers differing In mechanical proper-

U 45 @20ties and contained weights. Vibrational analy-1 146 029sis computer programs like those comrcially
Figure I. -- khamatic diagram of a four-high available (61 are usually written to deal with

stack arrangement, showing the relation- general problems beyond the present need so as
ship between a colum of boxes and the to have broad spectrms of asatability. Fair
vibration model. this reason, we have developed a specialized

(H 1"6 029) program for the multiple-degree-of-redomn
analysis described in this paper. (Due to

The analysis is therefore continued to deter- limitations of space, our program is not repro-
mine if the damping adequately reduces the duced in this article, but my be requested
stack response to the 5 lx vibration. A solu- from the author along with all necessary defi-
tion to the equations of motion with damping nitions and subroutines.) The following dis-
considered gives the acceleration level in each cussion Illustrates the utility of our program
container. and amy suggest the benefits to be derived from

165j314"I) S/2-GA0aw(1"114 this and similar computer progr am.

To illustrate the computer program in a

"*So 6/0 3 7JSI
6  OA .C rep quantitative comparison, consider again an

12 8.7J1'9example where a package designer desires to
weigh the advantages between two palletized
loads for protection against a 5-tx input at

~~~~~~11 6ler(1t 69 , coo (31.4t-1.609) 0.25 0 acceleration. The situation is similar
to that in the previous example--that is, four

fte response in the top box exceeds 1.0 G in vertically alined boxes, each containing 246 N
acceleration and bouncing would occur, thus (55.3 lbf). Another alternative is to package V
making the atishid treatment ineffective, the product in stronger, larger boxes able to
The design mat either be altered, or more contain 328 N (73.7 lbf), but vertically alined
effective but costly methods of unitizing be in a three-high stack. Therefore, the pallet's
employed, loaded weight is conserved although the product

is packaged and unitized differently.
One can also determine If ay box has boon

loaded beyond its msmim comress ion strength The designer tests the two box types in
by eamining the comressing load!7 on a box top-to-bottm compression to establish their
due to dynamic cempression plus the equilibrium stiffnesaes relative to their equilibrium sup-

porting loads, as Suggested by Godshall (31;
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figure 2 illustrates the results. On the trends are observed regarding the major ampli-
three-tier pallet, the boxes support 328 N fication and attenuation ranges for the
(73.7 lbf) at the second layer and 656 N 0.3 critical damping analysis and are sinsma-
(147.4 lbf) at the bottom layer. Tangents rized in table I.
drawn to the solid line curve in figure 2 at
these ordinate values suggest relative stiff- The potentially damaging frequencies,
nesses of 117 (666) and 142 kN/m (810 lbf/in.). those amplifying the input by at least two,
For the boxes on the four-tier pallet sup- have broadened fro, a band of 3.23 to 6.23 Hz
porting 246 (55.3), 492 (110.6), and 738 N for the four-tier pallet to a band of 4.40 to
(165.9 lbf) from top to bottom, their stiff- 7.63 Hz for the three-tier pallet. Reducing
nesses may be similarly assumed from the dashed the stack levels has made the load sensitive
line curve in figure 2 to be 87.6 (500), 106 to higher frequencies. The attenuation region
(607), and 135 kN/m (771 lbf/in.). Each box is has also shifted to the higher frequencies for
roughly estimated to absorb energy at 0.3 times the three-level stack. However, the tran"mis-
its critical damping ratio, and the analysis is sibilities at the resonant levels are changed.
supplemented with a comparison between 0.1 and Although the three-hiSh stack is sensitive to
0.7 times the critical damping ratios, a wider frequency range, a greater input magni-

tude would be necessary to cause damage.
These physical parameters thus define the

computer program input and are subsequently The decision to choose between the two
organized on cards following two executions, designs would be based on experience with

present designs and inferences from this
The plotted output from the two analyses experience regarding anticipated transportation

is produced in figures 3 and 4. The damping inputs. If the designer feels confident that
ratio used in an analysis may be recognized by the 5-Rz vibration is the most prominent, a
extending a horizontal line from the last point decision to accept the three-high stack to
in a dashed-line curve to intersect the bottom avoid high-level tranamissibilities would be
of the characters "DR." Some significant logical.
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-- Figure 2.--Top-bottom compression curves for two box types. Solid curve is for a box

designed to contain 73.7 pounds in a three-high stack; dashed line is for a box
designed to contain 55.3 pounds in a four-high stack.
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. I .Figure 4.--Vibrational alysis of three-h
1I2. stack arrangement usin two containers with

different stiffness values and equal masses.
.,/,:I: "148 E SECIB :91' (Actual computer plots, but with redundant

......... ............ .... labels deleted.)

*_ (M 145 685)

I The significance of damping becomes appar-
_- - ent at the higher frequencies. At these fre-

- : -. "quencies, damping, which is proportional to the

- - - - - -base velocity, dissipates energy at an in-
acreasing rate. It can be seen from the plots

"". .. for all masses that even for a lightly damped
4, system of 0.1 critical, the responses at

natural frequencies beyond the first do not

.0 2.5 .0 1! . . . ,. .. even approach the severity of the first reso-

FREQUENCY INFUT [CPS) nant response. To the designer this suggests
that he say safely abbreviate his analysis by

Figure 3.--Vibrational analysis of a four-high examining only the first natural frequency.
stack arrangement using three containers
with different stiffness values and equal Further analyses can be performed by
masses. (Actual computer plots, but with determining if the bottom containers can with-
redundant labels deleted.) stand the dynamic compression-loading condi-

tion. The user may do this by adjusting cer-
(N 145 684) tain subroutines in the computer program to

generate the relative transuissibilities be-
tween adjacent masses. The plotted output
would then be interpreted as the factors by
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Table I.--Bgnary of 0.3 critical deping analysis (figures 3 and 4)

N-ximm

stack Ilemnmt Amplification, Attenuation, tranmis-

height 30. transmissibility > 2 transmissibility < I tibisits
- - sibility

3 boxes 1 5.23-6.46 7.73 2.20

3 boxes 2 4.40-7.63 9.50 3.32

4 boxes 1 4.26-4.90 5.59 2.15

4 boxes 2 3.58-5.64 6.61 3.63

4 boxes 3 3.23-6.23 5.23 4.72

which to multiply a displacement input mani- I1. NULTIPLKo-GURI-OF-FEKDOK
tude to obtain container compressions. VIBRATION THEORY

The dynamic compression loading value can A mechanical structure may often be
be conservatively determined by considering the modeled as a multiple-degree-of- feedom system
limiting case of relative displacement between of looped masses with adjacent linear cou-
the base and mass one. Adding this to the plings. The solution to the system becomes an
statically supporting weight ivaes the maximum expression for the displacement of each element
force experienced by the bottom box. For an relative to time t in terms of sow known

input magnitude Y in G's at a frequency f in input. For the dynamic system shown in

Ex, and a bottom container stiffness I in kz/M figure 5, the input is a base displacement with
I a harmonic motion of a constant amplitude Y at

the critical load CL can be determined from the the frequency L.
transmissibility in the bottom mass Tr1 .

Y coo (Wt) (1)

9507 Il Y (Tr1 + 1)
CL = (nf) 2  1W The analysis will consider only the steady

state response that occurs after the input has
been applied long enough for the transients to
dissipate. If linear stiffness and viscous

If this value is greater than the load-carrying damping are assumed, the output at each element
capacity of the bottom box, it will obviously I will be a similar harmonic displacement at
cause failure and the design would be rejected. the same frequency L with an amplitude i and

phase 0i from the input.i

For the four-high stack example, the 
i

transmissibility at 5 Is and 0.3 critical
damping is 1.82. Thus the critical load is i X cos (s + 0 ) (2)

CL tool • 135 0.23 (1.82 - 1) * 738 6 9+ 736
(2 )2 For design cansiderations it is usually desir-

able to express the solution in term of the

-1"4 9 (376.1 lbf) transmissibility TrI at each element, where

This compares safely with the exact value of Tri = Ai/Y (3)
1307 N (293.9 lbf) determined in the previous
example. Because the uaximm compressive
strength of this box (fig. 2) is at least By differentiating equations (1) and (2) with
3069 N (690 lbf), the critical load of 1684 N respect to time, it can be shown that the dis-
(375.1 lbf), is well below the failure level, placement transmissibility is equal to both the

velocity (i) and acceleration (Ii1 Y) trans-

missibilities. Therefore, the response ratios
developed from a displacemnt input define also
the response ratios when the input is expressed

ale
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Figure S.--Schmatic diagram of a box stack modeled as a vibration system with

N degrees of freedom.

(N 146 030)

in its acceleration mode. The modal shape or K1I (y-x) c6I4) K2(X 1X2 ) .C(i-i2)
pattern may also be of interest. This becomes

I/cc' *2/, ... t/) "xi X t1(Xi-x) ci--i I - M1 *(x1_ 1-t+) "C M*ii

where a is selected to conveniently normalize +nxa nnI * CUfl- A)
the series of numbers.

Of primary significance are the natural Here, K is the resisting force due to a unit
frequencies of the system. For n degrees of
freedom there vill be a frequencies where, if copression, C is the resisting force due to
damping is neglected, the input would produce compressing at a unit velocity, and Hi is the
an infinite response In each element. Wheredampn8 s cosidredthesystm aproahesss lumped at an infinitely small point.
damping is considered, the system approaches Rearranging and collecting terms into a more
a maximum response near these frequencies and desirable form produces
is said to resonate.

The dynamics of the system may be modeled (KI+K2)XI *
nl  

+ (C1 
+ 
C2)* " 12X2 - CA ' kly + Cl'

by a series of differential equations ex-
pressing the summation of forces existing at K I - + (K I )X * At + (C1 C W
each element. "-i i

-r ~~iI -c l~~ • 0

£41~ £4 W £4t1 £ 41

-9nX.1 - .n1 + Cox. . 0

na-i ma- as m a
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Uxpressing the hrmonics in the real components ..

of their complex notation equivalents (7) makes f(Kl#K2 ) - .0 Jb.cl1 2 J' 1^ - (g2 ,JrC112x'
the system solution more readily attainable.
Accordingly: .1K I+JaCI)T

Y - [eJt

= ju eJ

t ti il) - INi + j-Ci + (Ki 9Ji

Xi = X iieJ(uti)

ii  -~ .,i eJ(wt*d(K0 
Jc0 

i)
lj~~

= "w
2 i eJ (wt4 i) " fK*JCU jiD'eC jt._ r n I'%nW

2
j.C na iaJ* . 0

If this system of equations is expressed

where j denotes the imaginary unit. in its equivalent matrix notation, matrix

With these substitutions, the system becomes algebra may be applied to extract the solution.
The component expressions become:

(1 1 K 2 )X+eJIej ) - .2,ile(-**) The (n x 1) output displacement matrix

jW(C -)X~~w i+* K2i 2e (it#2) - 1JVC'J(wt+ 2) = zXi
-+1

K= fz~ j wt .ju~ Jet i2eJ42

Klii, eJ( Wti-1) - ju i lJac i

" (Ki 1Ki0 1)iIeJ( iI) - .
2MikeJ(t*i) 

e J
#
i

" jw(C,+C 0 1 )X J(U+

-j+J le J (wt#* ) -d J0i,)llej(wt+ 141 0 L a n

the (n x 1) input displacement matrix
-I nm-lJ( 1 .jci n-i)

+ ".eoj(W4). WM J " [ar -4+

L

amL
0

Collecting terms again and dividing through

each equation by ejut produces the final equa- the (n x n) diagonal mass matrix
tion system form.
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hI =-- 1  where a and b are real numbers. The amplitude
N/2  is calculated as

(2 2 ) 1

and the phase difference as
n (5)

the (n x n) stiffness natrix = tan' (bi/at)

[KJ = K1 +92  -K2  With damping neglected in equation (9), the
response becomes infinite when, according to

"][2 12 +3 "K3 matrix theory (1), the expression

-K I. KieKi4  -K1  2K -UPIN]
-1 1 xi l 4i~x I]- 2.

-Kn In is equivalent to the zero-filled matrix. The

values of to that satisfy this condition then

become the atural frequencies of the system.

and the (n x n) damping matrix

Appendix

(C' = CI+C2  -C2

-C2  C The problem presented in the main text can
2 C _3 be analyzed once the physical parameters and

system input are defined.

-Ci- 1 Ci+C il "Ci+l The 3 degree of freedom model is subjected to

an input of 0.25 G acceleration at 5 Es. Kach

-C Cn element has a weight W of 26 N and it is esti-
(7) mated that the box material contributes about

30 percent of critical damping CCR where

The final mathematical model for the
dynamic response of the idealized vibrating = 2(M K1)1/2
system becomes IR I I

[] 02 (m + Julc]] [z a (KI * J'1 ) (
y |  (8) for each model element. The stiffnesses are

linearized from the static compression test
where the system displacement may be expressed as curves to be

( 1) - z ] - .s i ] J .[c (z J VC 1 ) (T ) () K1  = 1 3 5 k nI

Because acceleration transmissibility is equal
to displacement transmissibility, an equivalent K2 - 106 Wm
expression for the acceleration response
becomes

-1-mK 13 = 87.6 W/ro
I;;- l,'fl.J-ci iu- .C1 ) 1t! (10)

S+(The matrices for solution may be set up
To express the response of each mass in the with appropriate units for compatibility. The
form of equations (2) and (3), an element from mass matrix is
the displacement matrix of equation (9) takes
the form

Vi  Wi(kN)/9.81(m/s
2)

a a1

4-



2 a 3  0.2,6/.51 -1.57 zo', + 3.2 a 1o14 - 1.65 1032

u0.0251 *1.27 z 10 = 0

I)a 0 0.51 0 hedre the root: bcm

,,  0.oo5 o• 0
0 0.0251 10 2 930.5 8-

The sttffaeso matrix ts 2 a 641 -2

(1 = 241 -154 0 2

-10 194 - 6 3  1.353 x 104 a-2

Is appropriate units the natural frequencies
are

The dmping matrixto

C 1  = 0.3 x 
2(0.0251 HS a 13S im)

1 2

f 2 a 12.7 No

a 1.10 U . rir
f3 a 18.5 UN

C2 = 0.3 a 2(0.0251 a 106)1/2 * 0.979 W @to To investigate the affect of damping,

equation (10) cam be solved Ihen the values
with cmatible umits are substituted. Cos-

C 3 0.3 x 2(0.0251 z 67.6)1/2 a 0.m • timing the analysis,

w a SEM a 2m radians
(C) a 2.08 -0.979 0

.979 1.87 40.565 a 31.42 s-

-. 0882 -2- o -. A" . S"w 2= 987.0 s-

The natural frequencies of the system may
be calculated from the matrix formed by .m/s 2 /GY • 0.25 G a 9.81 mn/

* 2.45 "/•2  (11)
(1K] _ ,,21.]

The input acceleration matrix becomes

Equating the determinant of this matrix to

zero, the values for w may be solved from one (Ti-2.45
of amorous techniques (). Accordingly,

2 4 - 0 .0 2 5 1 .2 -1 0 6 0

-106 194 - 0.0251 -817.6 0

0 -57.4 57.4 - 0.0253 •2
S. 1 -. Real and imaginary components may be collected

separately.
frm which

I1



[NJ.2 IN) = -217 -106 0 1
-106 16 -57.6 1j3 tilS

[ 0 -87.6 62.9] .=A..SI, 5  .l6co(iA-Sl

- -X2 
- .37,

j ( 3 1 .
4

t '5
G 

)
M/S2 , 0.85 6 coo ) .t151

siC] 65.4 -3.8 0 3 . 1I.0 j(1At-1.019),.2 . 1.13 0 coo (31.At-1.6f0)

0 -27.9 27.9 To determine if any box has been loaded
. beyond its maximm compression strength, com-

Tbine equations (11) and (12).

[843- 9 2(31.4t-1.929)M/s 2

WC I Y] z $4.91 x2x1 . 40 'oJ(31"4t-'.'3) M/S

Xl-Yz 4161(31.4t-1.741) /2

The matrix algebraic expression for the accel- From these the boxes' compressions my be ax-

eration response is now formed: pressed in terms of relative displacements, V.
Because harmonic displacement is a constant

1xI - 217 j65.4 -106 - 30.8 0 multiple of harmonic acceleration, the con-
0 1-stants of integration are equal to zero.-106 j30.8 169 + JS8.6 -17.6 - J27.: 

174)
-7.6 - 27. 6 2 .9 Dl I X- y . _A.2 2*J(31.t1l'7l) -4.22 = co (31.4t-1.741)

[3 j49 
D2 ' Xl- ' 4 .61J(31 &t13S)M e - -4." 6 aM c (31.4t-1. l34)

D3 - X3X 2  -2 .91 1.(3it 195") : - A : :: (.. -2n.) =

Without demonstrating the calculations, the
indicated matrix is inverted (2,!) and the The compressing load F on a box then becomes
response becomes the force due to dynamic compression plus the

equilibrium supporting weight. Accordingly:

I-.19.7 - j129 -A3.4 - J238 -92.3 - 331o1
-43.A - j238 -83.0 - J488 -181. - 636 Fa K 1  1+3Wa13071

L92.3 - j310 -1A1. - J636 -201. - J77 JI I

[00331 + 05 F

02 2 2

F X353 + W - 501.3 N

Finally -
33

0.5 7 - J8 1

L-0.421 IJ1.0 (12)

or

U28
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ACOUSTIC ENVIRONMENT ON THE SURFACE OF A LARGE-SCALE
POWERED MODEL OF A VECTORED-ENGINE-OVER-THE-WING

STOL CONFIGURATION

L. L. SHAW and S. Y. LEE*
Air Force Wright Aeronautical Laboratories

Flight Dynamics Laboratory
Wright Patterson, AFB 45433

This paper presents the results of an acoustic measurement program on a
large, powered, highly maneuverable, supersonic STOL fighter model. The
model incorporated vectored-engine-over-the-wing (VEO) concept including
spenwise blowing to provide lift augmentation. This concept exposes portions
of the wing and flap structure to high fluctuating pressure levels. Twelve
microphones were installed on the surface of the model to define this en-
vironment. Six of these were specially developed high temperature trans-
ducers capable of withstanding up to 10930C. The model was tested at NASA
hes Research Center. Test parameters included engine pressure ratio, wind
tunnel dynamic pressure, angle of attack, yaw angle, flap angle and canard
angle. The effect of each of these parameters on the fluctuating pressure
environment was defined. The results show that levels as high as 167 dB
exist on the upper surface of the flap. Levels resulting from a prediction
method in the literature agreed with the measured values for only very limit-
ed conditions.

INTRODUCTION

Several concepts exist which can augment ratio of 2.0 and exhaust temperature of 5930C.
the life of an aircraft and thus provide STOL The VEO concept has been jointly developed by
capability. One such concept is the vectored- General Dynamics, USAF, and NASA. (2,3)
engine-over-the-wing (VEO). Over-the-wing na-
celles vector the exhaust over the flap giving One penalty associated with lift augmenta-
lift augmentation. The concept includes span- tion by directing exhaust over wings and flaps
wise blowing which strengthens the leading edge is a significant increase in the fluctuating
vortex thus delaying wing flow separations, pressure and temperature on these surfaces and
Both of these concepts were combined in a large other nearby structure. It is necessary to de-
powered scale model, representative of a highly fine these environments so that the structuremaneuverable supersonic STOL fighter configura- can be designed to withstand them. Based on
tion which was tested by NASA Ames in the 40X80 this need an acoustic survey was performed to

foot wind tunnel. ( ' ) The model was powered by determine the fluctuating pressure levels on
two General Electric J-97 turbojet engines, the surface of NASA's large scale powered
The exhaust was vectored by means of a two-di- VEO/STOL model. The port side was instrwiented
mensional, half-wedge convergent-devergent noz- with twelve microphones. Six of the micro-
zle. The nozzle preturns the flow to 250 and phones were capable of withstanding tempera-
exhausts over the flap uppersurface, providing tures up to 10930C and temperatures as high as
exhaust vectoring capability. Sixteen percent 704C were observed. The main test parameters
of the flow ahead of the nozzle was blown span- and respective ranges were engine pressure ra-
wise (SWB) over the wing at an agle njinally tio (EPR) 1.1 to 2.2. tunnel dynamic pressure
parallel to the 400 wing leading edge. Each (q) 527 to 3016 N/m2, angle of attack -80 to
engine developed 9340N of thrust at a pressure 360, yaw angle -100 to 300, and flap -100 to

300. Acoustic data were obtained for most lo-
cations and test parameters. The data were re-

*Visiting scientist from the Agency for Defense duced in the form of one-third octave band
Development of the Republic of Korea under a spectra. The highest levels were measured on
scientist exchange program. the flap where overall levels of 167 dB were
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recorded for the highest EPR. Levels on the foot wind tunnel where it was tested. Figure
center section of the wing near the spanwise 3 illustrates the model and propulsion system
blowing nozzle were as high as 160 dB. Total geometries. The model was powered by two Gen-
variation of the levels over the range of EPR eral Electric J-97 turbojet engines. As shown
values was typically 20 dB. The effect in in- in Figure 4 16% of the exhaust was diverted in-
creasing dynamic pressure was to increase lev- to the SWB duct where it blows spanwise over
els approximately 4 dB. Angle of attack had the wing upper surface. The main flow is
only a small effect on the levels. Variations through a 2-D nozzle which preturned the ex-
at all locations were less than 2 dB. Yaw an- haust 250 onto the upper surface of an adjust-
gle variations also had a small effect on the able trailing edge flap, providing total ex-
levels. Flap angle affected the overall levels haust vectoring of -100 to +400. Further de-
approximately 3 dB. Comparison of the measured tails about the model are available in Refer-
data with existing prediction methods showed ence 1.
only fair agreement.

MODEL DESCRIPTION

The NASA model tested was a highly maneuer-
able supersonic STOL fighter. The model incor-
ported vectored-engine-over-the-wing (VEO)
which includes spanwise blowing (StWB), two-di-
mensional nozzles, canards, and an aft fuselage
control surface (beaver tail). Figure 1 and 2
show the model installed in the NASA Ames 40X80

FIGURE 2 Picture of Model Showing Nozzle
I. and Flap

1 33
3W IS

m .t

16 X"!11 m -- I

941. inu-gm S.
I M -- 3I

11 W1 - a10

FIGURE 1 Picture of Model in the NASA Ames FIGURE 3 Details of Model and Instrumenta-
40X80 Wind Tunnel tion Location
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During the test one parameter was varied while
all others were fixed, and the data recorded

SIF for the range of the parameter. The ranges of
each of the test parameters are presented in
Table I.

NOWZ- TAKEU I

DATA CIASSIFICATION

fYNAIC GU OF SIESLIP FLAP CNMAR ENGIE
'tW RSSURE ATTACK ANGLE ANGLE ARGUE MMRATIO

Q (PASCAL) a (DEREE) B (DEGREE) 0F (DAMEE) f(DEGREE]Mra

0 0 0 30 0 1.1 1.1
tO to

_-2.2 2.2

551s-3040 -8 to 36 0 30 0 1.9 1.9

2.1 2.1
f SLl~m '551.SI 1762 0. 20 -10 to 30 30 0 1. 1.

2V NZZtA 551, 1762 -8 to 36 0 30 0 1.A

2.1 II
1106 0 to 2 0 30 -10 to 20 2.1 2.1

561s3040 -8 to 36 0 -10 0 1.9 1.9

FLA 2 2.1
551 20 -10 to 30 o 2.1 2.

W~OIS muS rOILI -7 - 2.1

FIGURE 4 Sketch Illustrating Spanwise Blow-
ing Nozzle LOCATION EFFECT

Microphones were located at twelve posi-
tions on the model as shown in Figure 3. TheINSTRUMENTATION overall acoustic levels from the eleven oper-
able transducer locatiums showed as much as

The port side of the model was instrumented 40 dB variation. This is shown in Figure 5
with twelve microphones. Six were standard where data for two jet Mach numbers of 0.70 and
off-the-shelf Gulton microphones Model number 0.78 are presented. The data spread for one
10010028, and six were specially developed high specific Mach number includes data for all
temperature microphones developed by Kaman Sci- other parametric variations. The variation in
ences Corp. model number KM-2000. The low tem- the overall sound pressure level from most of
perature microphones can operate in tempera-
tures up to approximately 177*C while the high
temperature microphones can withstand tempera-
tures up to 10930C. Approximate locations of
the microphones are shown in Figure 3. Two low
temperature microphones were installed on the 10- _ 61,20.7
fuselage near the engine inlet, (number 1 and . . 0 --. o I
2) two were on the vertical tail (3 and 4), one
was on the strake aft of the wing/flap trailing g I,
edge (6), and one on the beaver tail control 1110..
surface (5). Three high temperature micro-
phones were installed on the wing, (10, 11,
12), two on the flap behind the exhaust nozzle ,
(7 and 8), and one on the aft strake (9). High
temperature microphone number 10, mounted near- j Ii
est to the SWB nozzle was inoperable during the
entire test. All of the other microphones were 4 4o
operable most of the time. A complete descrip- 0
tion of the type of high temperature micro-
phones used is presented In Reference 4.

Igo

TEST PROCEDURES
ito S : I ' ' I g •

The model was tested in the 40X80 foot NASA I, I 3 6 S 7 5 S 10 1

Ames wind tunnel facility. The parameters dur- MICROPHONE NUMBER
ing the test were wind tunnel dynamic pressure, -N
angle of attack, yaw angle, flap angle, canard FIGURE 5 Comparisons of Data Spread from
angle of attack, and engine pressure ratio, all the Microphones
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the microphones was less than 9 dB. Micro-
phone locations 11, and 12 exhibited 12 dB data
spread. As would be expected the highest aver-
age levels occur on the flap, microphones 7 and
8. However, microphone 9, located adjacent to
the exhaust flow, shows average levels about
the same as on the flap. The lowest levels
occur at microphone 1 and 12 located near the
cockpit and outer wingtip respectively. A sig-
nificant change in level between microphone
pairs 6-9 and 11-12, can be observed in the
figure. An explanation for the large change
between locations 11 and 12 is the spanwise
blowing. The levels clearly indicate that mi- 0
crophone 11 was in the spanwise flow while mi- "
crophone 12 was not. The difference in the
levels between microphone 6 and 9, both located
on the aft strake, is due to microphone 9 being
nearer to or in the edge of the jet flow while _0_

microphone 6 was inboard of the flow. 0.1

Figure 6 shows typical one-third octave STROUNAL NO - fd/Vj

band spectra for each of the measurement loca- FIGURE 7 Typical Spectra Normalized with
tions. Variations in the spectrum shapes are Strouhal Number
readily apparent. The peak frequency is seen
to vary with location. The peak frequencies
have been normalized with Strouhal based on JET VELOCITY EFFECT
flap length, and typical spectra shapes are
shown in Figure 7. In general, the spectra The model was powered by two J-97 turbojet
display, a 20 dB/decade slope below the peak engines. They wer operated at jet exit veloc-
Strouhal value and -8 dB above it. ities from 116 m/s to 458 m/s corresponding to

jet exit Mach numbers from 0.23 to 0.82. The
levels on the flap from microphone 7 are shown
in Figure 8. The first observation is that the

"I : "/s
* 0.01

SI

oFIGURE 8 One-Thrd Octave Band Spectral

FIGURE 6 Typical Spectra Shapes From Microphone 7
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overall levels increase 20 dl over this jet to low, and at microphone 12 they were 15 dB
Mach number range. The variation of the levels too high.
with jet Mach number will be discussed more
below. A second observation is that the fre- The microphones located on the flap, 7 and
quency of the peak broadband level increased 8, and microphone 9 were exposed to high speed
with jet Mach number. The frequency for the flow. A second prediction approach i-s given in
peak level corresponds to a Strouhal number Reference 6 for measurement locations in the
near 1.0, where the Strouhal number is based on jet flow. This approach consists of using
the flap length. The sae value, for a similar three different normalized spectra and inter-
location, was observed in Reference 5. polating these for specific locations. Spectra

from microphones 7 and 9 are compared to the
In order to evaluate the effect of jet ve- second approach in Figure 9-b. At first took

locity on the OASPAL value of n, from the ex- it appears that the agreement is very bad but
pression the major variations is a difference in the

peak broadband frequency. If the predicted
spectra were shifted to a peak broadband fre-

P2 = a V n  quency of approximately 0.5, the agreement

was determined for all microphone locations.
The result was that n varied from 3.0 to 4.0
considering all locations. Reference S dis- I~o A
played n values of 3.4 to 4.2 from measurements ' 4 A

on the flap directly behind the nozzle and the 0 A e
nearby fuselage. The agreement is very good. rme€W A A A A
As discussed in Reference 5 the deviation of 140 A
the calculated slope from the generally accept- 0
ed value of 4 may be due to a nonlinear rela- U

tionship between the value V at the exit, 0

which is used to calculate n, and the local -
velocity at the transducer location. 0

The measured levels were compared to the 0 .
results of a prediction method for USS noise
given in Reference 6 where

1101 ,
0 0.2 0.4 0.6 0. 1.0

OASPL - 10 log (WV02 ) + 30 - 20 log(r) MACH NUMBER
FIGURE 9-a Comparison of Measured and Pre-

40.01 6 F dicted Levels

+ 0lg[ 1 + sin * Cs( 0 F)
+ 10 log9 cos 1

22

where
p - Jet Density
V a Jet Velocity
D - Effective jet diameter
r a Distance bet mn center of flap

trailing edge and observation
point

e Angles locating observation .
point

6F- Flap angle

Measured and predicted levels for microphones 3

and 4 are shown in Figure 9-a. It is evident
the prediction method is more accurate at the
higher Mach numbers. The predicted levels are n . .
more than 10 d9 too low at the low Mach number. m mn,)
Predicted levels for the other locations, ex-
cept 9 and 12, showed similar comparisons. At FIGURE 9-b Comparison of Measured and Pre-
microphone 9 the predictions were about 15 dB dicted Spectra
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would be much better. The maximum predicted test results. An explanation for this is that
level at the jet edge is only 2 dB lower than increasing the forward freestream velocity re-
the measured level from microphone 9 while the duces the spreading of the jet flow and thus
predicted level on the jet centerline is 4 dB reduces the acoustic energy reaching this lo-
below the measured value. No explanation for cation.
the difference in the frequency of the peak
broadband levels is apparent. Somewhat different results were obtained

for this location at angles of attack other
than 00. Figure 11 shows that the effect of

FORWARD VELOCITY EFFECT forward velocity is much less at the angles
of attack above 200. This trend was observed

Acoustic data were obtained for forward at other locations also.
velocities from 0 to 70 m/s. Higher veloc-
ities were not obtained because of wind tun-
nel limitations. In general, the effect of
forward velocity was to reduce the sound pres-
sure level. This reduction is illustrated
clearly in Figure 10 for the microphone 9 lo- , MwLoPOY 436JET VELOCIT: 436 14/S

cation. The data shown are for the maximum FORWAROwy: 0 - 30 X/Sjet velocity and flap angle of 300. A 10 dB 4-34

reduction is obtained going from 0 to 7 m/s. 4 5

Most other locations experienced reductions A- 53

less than 10 dB. Specifically the levels on 0- 70 0

the flap were reduced 4-5 dB which agress o 0
with the reductions presented in Reference ,m 0 0 A 0 0 20
5. 1 A 0V A A • •

An equation is given in Reference 6 to I a a 0
predict the forward velocity effect on the 9. A

sound pressure level. This equation is 4 06
0 A A

SPI = 10 K log [1 - VF/ I

where K is a coefficient depending on relative
location, VF Is the forward velocity, and V

is the jet velocity. For the microphone 9 1501
location this expression predicts less than 1 o- 0 10 30 40

dB effect for a forward velocity of 71 m/s.
For this location, poor correlation is ob- ANGLE OF ATTACK

served between the prediction and the current FIGURE 11 Data Illustrating Forward Velocity
Effects and Different Angles of
Attack

FLAP ANGLE EFFECT
-- ,CROUWO,. S

FLAP AKI: W Acoustic data were obtained for two flap
avocfv:436 /S angle settings of, 300 and -I0, which repre-

sents nominal takeoff/landing and cruise/man-
euver configurations respectively. In the
-10° position the engine exhaust impinges on
the flap at a 250 angle. Figures 12-15 dis-
play typical variation of the spectra from the

I different locations. Flap setting had very
little effect on the levels at microphone loca-
tions l and 2 because they were so far from the
engine exhaust. Microphone locations 3 and 4,

0 on the vertical fin, displayed 4 dB increases
in the overall level as a result raising the
flap to the -10 setting. Figure 12 shows that

ISO_,_ _ _ _ the increase in energy is above 250 Hz. MI-
0 10 20 30 40 5'0 70 crophone locations 5, 6 and 9 located on the

aft strake and beavertail, showed variations
FORWARD VELOCITY- HIs from 0 to 7 dB. Figure 13 illustrates an in-

FIGURE 10 Data Illustrating Forward Velocity crease of 7 dB at microphone 9 with most of
Effects the energy being added at the lower frequen-
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FTLAS ODOW
i / •FLAPS WoN FLAPS UP

&L 5 i FLAPS UP4!

-- -

O'F-ThIHZ OCTAVE MQ CE!:?R FREQUENCY - HZ ONE-THIRD OCTAVE SA CENTE2 PmGi4CYa

FIGURE 12 One-Third Octave Band Spectra FIGURE 14 One-Third Octave Band Spectra
frown Microphone 4 showing Flap frown Microphone 7 Showing Flap
Angle Effect Angle Effect

iT FLFS D FLAPS D"d

4FLPPS UP LPSU

*1 ,ll. . I IL I 1 I. II I t ~ .~ I ± I I I I I I  |
-l mm m m * so m am

O-TI OCTAVE CENTER FREUENCY - HZ M-THIM OCTAVE WD CENTEMR FRPIENCY - "Z

FIGURE 13 One-Third Octave Band Spectra FIGURE 15 One-Third Octave Band Spectra

from Microphone 9 showing Flap from Microphone 8 Showing Flap

Angle Effect Angle Effect
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ctes. Microphone 7 and 8 were located on the and near ti- cockpit. Figure 17 shows that on
flap directly behind the exhaust nozzle. the beavertail the levels were about the same
These were not symmetrically located on the as for either engine operating. The reason
flap. Microphone 8 was twice as far from the for this is that microphone 5 was nearly equi-
nozzle centerline and outboard of microphone distant from both engines. Microphones 1 and
7. Variations in the acoustic levels on the 2 showed siwilar results.
flap were larger than anticipated. Figures 14
and 15 display the results from the surface of If one tries to sum the acoustic power
the flap. The results reveal that the overall from each of the engines to obtain the both
level at the microphone 7 location decreases engines level, it is evident that the measured
when the flap is raised to the -100 position both engines level does not always agree.
while at the microphone 8 location it in- Since the engine exhausts are relatively close
creases. It is seen in Figure 14 that the together, flow interactions could easily cause
spectrum shape changes at microphone 7 but in the both engines level to differ from the sum
Figure 15 at microphone 8 the shape is essen- of the individual engine noise sources.
tially the same. It appears that a frequency
band from approximately 200-1000 Hz is ampli-
fied due to impingment of the exhaust on the
flap. No flaps-up data were obtained from
microphones 9, 10 and 11.

* BOTM EMAWI
* PM.T (6. O

SINGLE ENGINE EFFECT 
._

Data were recorded for the port engine
only, starboard engine only, and both engines
operating. The results in general showed what
was expected, that is, both engines operating
gives the highest level and the port engine
only is higher than starboard engine only.
The data In Figure 16 are from Microphone 9. /"

Two of the other measurement locations did not
show this trend they were on the beavertail • /

" BE% E'GINES

SPO E.1G. ONLT
* ST9T5RLI ONLT

It' -t-THM0q OCTWE[ OW CNTEP FKEOU"T - HZ

FIGURE 17 One-Third Octave Band Spectra from
V M-icrophone 5 Showing Single Engine

Effect

ANGLE OF ATTACK EFFECT

The model was tested at angles of attack
from -80 to 360. Data from each microphone
for the various angles of attack are shown in
Figure 18. Increasing the angle of attack
generally increased the sound pressure levels

-, around 2 dB except at the two measurement lo-
• , .:LI t ., .I .. _t, IL cations near the cockpit. At these locations6W-,m. CKME O M--Mo - ,Z the levels increased as much as 9 dB. Most of

attack which indicates that separation was oc-

FIGURE 16 One-Third Octave Band Spectra from curring. It was noted in Reference 1 that
Microphone 9 Showing Single Engine separation on the wing leading edge also oc-
Effect curred at approximately 20°.
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FLAP I :11 FLAP APGLE : W
tN • POW&I II W : 63 N/S AME OF ATTACK: 0
&T INAIAM : I3 Ws 170 FORWARD VELOCITY: 57 '4/S

JET VELOCITY: 384 M/S

7

---------------

0 9

L S

I.. *

$IN I ._I 180
ae so l doe a

* 4-- 4_

ANGLE OF ATTACK
0

FIGURE 18 One-Third Octave Band Spectra Show-
ing Angle of Attack Effect

3.

0~- 2

CANARD ANGLE EFFECT 140 6__ _ _

Acoustic data were obtained for various
canard angles (-100 to +20). No significant
change in levels were anticipated. The over-
all levels from all the microphones showed I
less than 2 dB variation for all of the canard
angles. 1 ________0_ __

-10 0 10 20 30

YAW ANGLE EFFECT YAW ANGLE

The model was tested at yaw angles from FIGURE 19 One-Third Octave Band Spectra Show-
-100 to 300 where positive yaw is nose to the ing Yaw Angle Effect
left. Figure 19 presents the overall levels
from each of the microphones for the various
yaw angles. It is clearly seen that the from only the port engine was as high as the
acoustic levels were not affected significant- level from both engines.
ly with yaw angle. The only microphone loca- 3. Higher levels are experienced on the
tion that showed more that 1 dB change was nu- aircraft when the flaps are in the cruise con-
mber 1. It is believed that a larger yaw ef- figuration as opposed to take-off configura-
fect would have been experiences if the model tion.
was yawed to larger negative values. This is 4. A significant portion of the aircraft
because all of the microphones were located on structure is exposed to levels high enough to
the port side thus they were partially shield- result in acoustic fatigue if not properly
ed from the free stream flow when yawed in the designed.
position direction. S. Forward velocity reduced the acoustic

level at most positions on the aircraft.
6. The angle of attack of the aircraft

SUMARY OF RESULTS AND CONCLUSIONS normally affected the levels around 2 dB ex-
cept near the cockpit where flow separation

The following results and conclusions were may have occurred.
observed as a result of this investigation. 7. Canard angle and yaw angle variations

had only a small effect on the acoustic en-
1. The high temperature microphones were vironment.

successful In obtaining acoustic data in a 8. The acoustic levels were shown to vary
high temperature environment. with jet exit velocity raised to the power of

2. At some locations the measured level 3.0 to 4.0.
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DISCUSSION Hr. Seville: OK, but when you had them
both on it was only a minor change from

Mr. Getline (General Dynamics-Convair): the situation with the single one on.
What microphones were you using? In one plot you showed both of those

having the same level when they were
Mr. Shaw: The high temperature micro- both turned on the level didn't change,
phones? it was all combined. Can you explain

that?
Mr. Getline: Yes.

Hr. Shaw: Yes, do you want me to answer
Hr. Shaw: They were developed by Kaman your question?
Sciences, Inc. for the Air Force about 5
years ago. They are called Kaman 2000. Hr. Seville: OK, the second question is

can you go into a little bit of detail
Mr. Getline: What was the diameter of on this microphone that you have that
the sensitive face of the microphones? goes up to 2000 degrees Fahrenheit?

Mr. Shaw: Half inch. Mr. Shaw: The special high temperature
microphone? Yes there was a need about

Mr. Getline: Were these microphones 5 years ago to develop these microphones
flush mounted in the structure? because at the Flight Dynamics Lab we

felt that we did desire data at the
Mr. Shaw: Yes. higher temperatures so one of the

branches vent under contract with Kaman
Mr. Getline: Was there any attempt made Sciences to develop these. They, in
to separate the acoustic field from the turn Investigated and found some special
flow field. You have both in there and material that could be used to construct
with a half inch diameter it seems to me these microphones. They did so and we
that you have lost a lot of your high acquired six microphones. I believe
frequency response from the flow field these were the only six made at that
and I Just wondered if any attempt was time. At that time they cost $5000. We
made to separate these two because you went back and asked to repair these and
have two different phenomena going on at the possibilities of purchasing more and
the same time. they said no way because the same

material was not available.
Mr. Shaw: No, that might be an area of
improvement. Mr. Seville: Are they cold or what is

the construction?
Mr. Getline: I think you might get a
little better correlation with your Hr. Shaw: "o, they are an inductive
predictions and your test results type transducer. Internally they have
because it seems to me that you didn't two coils and the facing of the coil
get within a 10 db even at the closest varies with the fluctuatng pressure thus
and if you separate out these two changing the inductance between the two
effects you might find you get a little coils. I could give you more
better correlation with your prediction, information or refer you to a document

on the microphones, if you wish.
Mr. Shaw: A point well taken. Thank
you. Mr. Seville: Ok, it sounds like we need

to talk.
Mr. Seville (Structural Dynamics
ResrchCop.!: I have two questions Hr. Shaw: Kaman Sciences are con-
or you tat relate to the slides which aidering developing these microphones
showed a comparison of the one engine again or trying to develop the material
on, two engines on and then both engines to be used in them to make them avail-
on. The plot showed that with one able to the public. Since we've done
engine on there was a significant the work there have been a few people
difference between one engine on and expressing interest in obtaining this
then the other engine on. type of microphone but they are not

available at the present.
Mr. Shaw: Right.
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ACTIVE STABILIZATION OF A SHIP BORNE CRANE

S. Sankar and J. Svoboda
Department of Mechanical Engineering

Concordia University
Montreal, Quebec, Canada

This paper presents the dynamic performance of an active-stabilizer
for controlling a ship-borne crane under heavy wather. The governing
equations are derived and solved using digital simulation. The math-
ematical model served as a basis for the dynamic design study of the
crane system. The active-stabilizer for the crane uses a heavy compen-
sating boom to decouple the submersible from the motion of the support
ship. The motion compensation system uses an active strvo-control sys-
tem operatin in parallel with a soft hydro-peumatic spring. The crane
boom maintafns its position in respect to the shore by monitoring both
the acceleration of the boom tip and the boom angular position. The
active compensation system consisting of a linear hydraulic servo actua-
tor coupled in parallel with a hydraulic accumulator allows for adjust-
ment of the gas prechange pressure according to the load. The study
indicates that the sizing of the actuator system and its adjustment
capability affects significantly the energy requirements of the active
damping servo actuator system. The effect of varying system parameters
on the dynamic perfomance of the active-stabilizer is also studied. A
multi-variable optimization technique is used to select the optimal
gains of the PID controller so as to achieve the minimae movement of the
crane boom tip.

INTRODUCTION rol, compensating for heave and for the vertical
components of the ship roll and pitch movement.

Increased offshore activities of the recent The design is aided by digital computer using
years resulted in greater demand for suitable the MIMIC language. The system control strategy
equipment. The safety and performance of off- is presented and the performance of the system
shore operations are severely limited by wave in response to wave input is predicted. The
induced vessel motions. As a result, there is effects of various parameters on the compensator
a demand for systems or techniques that can make is also shown. The feasibility of application
operations possible in higher sea states without of a formal design optimization procedure is
sacrificing safety or performance. briefly discussed.

Motion compensation systems represent one of SYSTEM DESCRIPTION AND MODELLING
the most important equipment design areas. The
generalized criterion of performance of a motion The schematic of the system is shown In Fig.
compensation system is the amplitude ratio of I. The system is based on a similar design des-
the dynamic fluctuation of the controlled vari- cribed in [3] and operates as follows. The
able to its steady state value. In other words, crane boom attached to the crane mast at a pivot
the purpose of such systems is to retain a con- point (A) is moved by the hydraulic actuator in
stant position of certain ship-borne equipment such a way that the vertical motion (Y ) of the
component - e.g. a ship-mounted 200-ton derrick crane tip (B) is kept to a minimum. This is
[1], a platform (2], or a crane hoist [3]. Thus achievgd by sensing the tip vertical accelera-
a safe and efficient operation even in rough sea tion (YS). The acceleration signal Is fed into
conditions is possible. the controller where it is processed and comp-

ared with the reference signals. It results in a
This paper discussed the design and analysis correction signal (I R) which drives the actua-

of a motion compensation system for ship-borne tor via an electro-hydraulic sorvovalve In ord-
crane. The system In question Is a 1-axis, act- er to minimize the discrepancy. The design of
Ie electro-hydraulic system with feedback cont- the controller is shown in Fig. 2. The measur-
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ed boom tip Icceleration signal (YB) is twice Q1 - CD AV -V(*ZPJp(-P ... if XV>O (11)
integrated (Te, Y8). These three signals are
cqmpared with the corresponding acceleration Q2 = CD AV -. (2/p).(P 2-Po)...if XV<O (12)

(BR), velocity (BR) and position (YBR) refer-
ence signals. The discrepancies are multiplied The servovalve dynamics:
by the acceleration, velocity and position gains
(KA. KV, KD) and suined into the controllgr out- XV I (1/V)./t(XVR-XV).dt + XVO (13)
put (IR). Thus, when the boom velocity (YB) is
considered as the controlled variable, a PID- where XVO is the initial value of Xv.
controller is formgd. To keep the boom tip
steady, the YBR - YR 0 ahd YBR - const. Obv- Ay = Kx • Xy (14)
iously other controller configurations, such as
P, 1, D, PI or PD, can be formed, simply by omit- The motion compensation controller:
ting the irrelevant variables. Also, it is con-
ceivable to expand the system to achieve 2 - or IR  KA(YBR-Y8) + KV(tBR-t8) + KP(YBR-YB) (15)
even 3 - axis motion compensation.

The function of the accumulator and the bal- XVR - K1  R (16)

ance valve is to reduce the hyitmulic power nec- The accumulator aas pressure and volume:
essary for the above described active motion
compensation. The pressurized oil stored in the PA - PAO " VAo/VA (17)
accumulator is acting on the actuator piston
area (A3) thus compensating for the load force. VA " Oft (A3 " YH - QB) dt + VAO (18)
The accumulator pressure (PA) is regulated by
charging the accumulator via the balance valve. where VAO is the initial value of VA .
The valve senses the pressure difference (Pl-P 2)
at the servovalve output and charges or bleeds The balance valve operation:
the accumulator (PA) balancing the servovalve
output. XV8 - KB (PI-P 2) (19)

The equations forming the mathematical model AV8 a KX2 • XV8  (20)
of the crane system are as follows (refer to
Figs. 1 and 2): =B - CD AV8 .v/ P(PS-PAT ...if XVB>O (21)

The crane geometry: QB - CD AV8 '¢7W/)'(PA-PO)'' if XVB O (22)

a - arctan ( '1o/A) (1) The hydraulic power:

a arc cos [(X2 + IM2 - 1M2) / (2 X )] (2) = (Q1
+ * Pl + Q2  " P2 + QB

+ " PA) (23)

YB " U " cus e +U. sin (3)
H(4) In addition, the model contains several log-

ic controls for the orientation of the friction

The hydraulic actuator lisplacement and velocit forces and flowrates and for limiting of the
pressure values. Table I gives the crane siz-

YH f tH " dt + YHO (5) ing parameters used in the design example.

9H  (1/I) d/t (FH-FL) dt + tHO (6) ACTIVE STABILIZER PERFORMANCE

where YHO and tHO are the initial values of The active stabilizer model is used for the
evaluation of the system feasibility. This is

Y" aM tH respectively, followed by the adjustment of some important
parameters and sizes for the perforwance evalu-

The actuator and load forces: ation. Thus the preliminary system design is
accomplished prior to scaled model experiments.

FH a P1 (AllA12) - P2 " A2 + PA'A3 - FF (7) It is feasible, as a next step, to consider
employment of a formal optimization procedure,

FL - W • *U - cos (w-)/(Z -• - sin a/M )(8) to further improve the system performance.

The actuator pressures and flowrates: To accomplish the preliminary design task,
the system model Is subjected to the ship roll

P1 a (B/V1) "/t [Q1-(Al1-A12) Hj] dt + PlO (9) movement described as:

P2 = (O/V2) 'P ( A2 * tH - Q2) dt + P20 (10) e - C1 sin (C2 • t)

where P and P20 are the initial pressures of where the constants (C1. C2) are so chosen,

Pl and R respectively, that the amplitude and frequency of the roll



are + 150 and 0.25Hz respectively. First a sys- the Laplace transform gives the transfer func-
tern ithout an accumulator and with the acceler- tion of the active system (displacement trans-
ation control only (recall Fig. 2) was investi- missibility ratio):
gated. The acceleration gain (KA) is adjusted
to obtain the best motion compensation of the X K
boom tip (minimum YE). (i' + KA)s 2 + KV s + K

Equations (1-23) governing the dynamics of From the above equation it is evident that
the crane are solved using MIMIC programimng the undampeQ,,a tural frequency is given by
(Continuous System Modelling Lanuage) on a COC I/r tr e Kfqcy ie b y

Cyber 172. The Runge Kutta nmerical integra- tK/M + Ko . Since rA can be arbitrarily se-

tion method with variable step size is used in lected to a positive or negative value. the sys-

the MIMIC language for solving the non-linear ten natural frequency can be adjusted to any de-

system differential equations. It should be sired value. Positive KA will produce a low

noted that the gains Ky and Kp in equation (15) natural frequency and increase the isolation

are set to zero for this case. The results Ind- region. Thus K can be selected to produce the

icate that the acceleration of the tip is maint- desired static deflection.
ained close to zero; however, the maximum posi- The damping ratioQf the actiye system is
tional error, (YB-YSR)ax increased with increa- gi e Ke/p[nM ra)Kol/ th anyesied
sing values of KA. The acceleration gan Thus, any esred

is adjusted to obtin the best motion compensa- damping ratio can De achieved by selecting aniton of the bom tip, i.e. m tnim m ( mB-YBR). appropriate value of KV . From the active sys-
This procedure was repeated for the velocity tam transfer function, the high frequency trans-
control (K) only and again for the position missibility is asymptotic to a slope of -40db/
control (Kp) only. n both cases, inc sitng decade of frequency as shown in Fig. 4a. Thus

thero se ofly the activ isolato allowrcontolno
the gain Ky or Kp decreases the maximum position- the use of the actve isolator allows control of

al error. However, it should be pointed out that the resonant mpltude without compromising the

decreasing KA or increasing either KV or Kp be- high frequency performance.
yond certain values introduced instability in From Fig. 3, the relative displacement
the system. Because of the above facts, a feed- transmissibility ratio, Tr of the active system
back scheme that has acceleration, velocity and
displacement controls (PlD Control) is proposed can also be expressed as
in this paper. The value of gains KA, KV and Kp
calculated based on individual controls only, are
then used as the gains for a PID control and the T *O
simulation of the active crane system was repeat- r 'I I s2+2E2 n I+
ad. It was found that the positional error con- Xo
siderably reduced in comparison to the case when 2
only one control was used. where "n - K/(M+KA)

In the following step the accumulator is E .,Kv/2 [(M+KA)K)
1/2

added and the volume (VAO) and precharge press-
ure (PAO) are selected. Finally, the balance n1/2 n
valve is connected and valve gain (KB) selected. It is evident from the above equation that
Here the adjustment is more arbitrary, since reaches unity for w>un and has a slope of
both the quality of the motion compensatign (Y5)  Tr reae of fr q>>cnin h e of
and minimization of the hydraulic power ( H) has oa e of frequency in the neighbourhodto be observed.,WH of the natural frequency especially for <n

as shown in Fig. 4(b).
The effect of feedback gains KA, K and Kp The effect of gains in the PID controller

on the performance of the active stabilYzer is the e fo an i thePDnte
difficilt to be envisaged from the non-linear on the Crane s performance is presented in Figs.
set of coupled differential and algebraic equa- 5, 6 and 7. The results indicate the absolute
tions (1-23) describing the dynamic behavior of aximum posstional error of the boom tip emx
the system. In order to appreciate the signifi- frequency of 0.25Hz. It can be mien from these
cance of each of the feedback loops, an active fgres, for a constat cvalue of K and Ko the
isolator of a one-degree of freedom system as fgue or a cnstia v al e s f threa-
shown in Fig. 3 Is considered. It is represen- value of le I initiay decreases for A ca-

ted by an Idealized controllable force genera- sing KA ancen increases with KA. A similar

tor and a conventional spring. Here the force performance behavior resulted for variation in

generator is controlled by an isolated mass ac- Kv as shown in Fig. 6. However, in the case of

celeration signal and velocity signal generated Ko, Increasing the gain, monotonically decree-

by integrating the acceleration signal. The X the value of Is 1. A typical time res-

acceleration and velocity gains are KA and K ponse of the crane Iltion compensation is shown

respectively. The integration is represented in Fig. 8.

by the 1/s term. In order to study the influence of KA, Kv

Writing the equations of motion and taking and Kp for various excitation frequencies, the
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system simulation was repeated with a constant 2. The method requires the use of k > p + 1
roll amplitude of +15* and the frequency var- vertices, each of which must satisfy all the
ied from 0.025 Hz to 25 Hz. The results are imposed constraints. These vertices may be in-
presented in Figs. 9, 10 and 11 which indicate itially found by starting at a point that satis-
a characteristic similar to the relative dis- fies all constraints. The remaining k - 1 points
placement transmissibility plot of the single in the first complex are obtained by the use of
degree of freedom active system as shown in pseudorandom number ri in the relationFtg. 4(b).

Fig 4().x
t - a t + rt(bi-at) ; t a 2. ..... k

OPTIMAL SELECTION OF KA, Kv AND Kp II PID
CONTROLLER where r( are uniformly distributed over the in-

interval [0.1]. These points satisfy the lower
The design objective in the active stabili- and upper bound constraints. If some implicit

zation of a ship borne crane is to minimize the constraints are violated, then the trail point
vertical movement of the boom tip, YB by adjust- is moved halfway toward the centroid If the al-
Ing the gains, KA, Kv and Kp of the PID control- ready accepted points. The centroid XX is given
ler. Although the ships' roll motions induced by
by wave action are complex, they are typically I 1
dominated by sinusoidal motions with +150 amp- XX - Xk
litude and 0.25 Hz [2]. Then, it is proposed k=l
in this paper to identifX the optimal gains, for il j2
the motion controller, KA, K* and K' using the where X1, X ..... X are available feasible
sinusoidal motion outlined agove. P Mathemati- vertices. The superscripts represent vertex
cally this problem can be posed as a non-linear number. For example, in a two-dimensional opti-
programming problem as: mization,

Objective Function: i.e.,
Mmn ( (t (,,.. )2 1t X l x2  I represents (x ).

K* K* 3. The objective function F(X) to be minimAzed
v' p is evaluated at each xertex and the vertex Xv at

where t - 8s, (two wave cycles) which the function F(X) assumes the largest val-
ue is reflected by computing

Subject to Constraints: jr (1+ a) _. v ; a>

(KA)lower < KA < 'KA)upper where io is the centroid of the remainihg vert-

ices and calculated from

v lower _ K _ v upper
(K*) K*<(K') 1 k

p lower p _ upper t-1

The lower and upper bounds in the constraints A recommended value for the over-reflection co-
are selected in such a way that the system efficients a is 1.3 but the choice is not crit-
stability is not affected. ical [4].

OPTIMIZATION ALGORITHM 4. If the function value F( r) (F(iv) end
Ir is feasible, replace the point gr with Iv

In this work, a modified sequential simplex and repeat Step 2. If F( r) > F( XV), the over-
optimization method is used which has a flexible reflection is reduced to 01/2, and e new Rr is
rather than a rigid geometric simplex of points, computed and tried. Ihis is repeated until
This method is also referred to as the 'complex' c < 0, where 8 - 10- Is a s tisfactory value.
method and is attractive not only because of its If %he reflection F(2r) (F(Xv) does not hold
ease of programming, efficiency, and flexibility, even for thal small value of a, then the proj-
but also because of Its ability to provide global ectqd point xr is replaced by the original val-
information [4, 5, 6]. The optimization proced- ue Xv and the second worst vertex is reflected
ure is outlined below: instead. This process keeps the complex moving

toward the minimum unless the centroid is very
1. Minimize F(X), XI a {Xlx 2 ,x3 ,..., xp close to it.

where (X is a vector of variables 5. For a nonconvex function, the centroid of
all the feasible points may not itself be feas-

x1, x2, ... , Xp to be optimized subject to ible. In this case all tht points of the com-
plex are discarded except Xe, the point at

a1  xt c_ bt ;I - 1, 2, ... , p which the objective function was the lowest val-
ue. Then a new complex is generated by using

gi(X) 10 ;J a 1, 2, ... , q[ , 140



xk . xe + r (xo - x7) ; i - 1,2, ..... p [2 C.R. Burrows and T.P. Adams, "Control of
i I i i Flexibly Mounted Stabilization Platform,"

where 00: xo , 0  ..., x i ts the old infeas- ASNE Transactions, J. Dynamic Systems,
tble x2t x0" Measurement and Control, pp. 174-182,

ible centroid. Sept. 1977.

6. The process is terminated when the complex [3) W.D.R. Thomas, "Ship Crane Compensates for
shrinks to an acceptable small size; such a Heavy Weather", Design Engineering, Engin-
termination criterion can be expressed as eering Institute of Canada, pp. 47-48, Oct.

1978.

S F() k)]2 [4] Box, M.J., "A New Method of Constrained Op-t=1 - < timizatton and a Comparison with Other Meth-ods", Computer J. No. 8, pp. 42-52, 1965.

where c > 0 is a predetermined small convergence
number. [5] Michaud, D. and Modrey, J.. "A Designer-

Augmented Optimization Strategy: Concept
OPTIMIZATION RESULTS AND DISCUSSION of Implementation", ASME Paper No, 75-DET-

99, 1975.
The optimization technique outlined was pro-

grammed in Fortran and used as a function retrie- [6] Sankar, S. and Hargreaves, D.R., "Hybrid
val in Mimic main programming. The optimal val- Computer Optimization of a Class of Impact
ues obtained are listed in Table 2. The optimal Absorbers", Simulation, Vol. 33, No. 1,1979.
adjusbtent of the controller resulted in the im-
provement of the motion-compensation. The int- NOMENCLATURE
egral of the square of the error calculated over 2
a period of 2 wave cycles (8 s) listed in Table A11 ,1 2 ,2 , 3 = actuator piston areas (m )

2 indicate that the performance is quite impress- 2)
ive and has improved almost 94% over the initial AV servovalve metering area (m
choice. If it is further desired to reduce the
steady-state misalignent of the crane boom, one Ave = balance valve metering area (m)
can introduce an acceleration feed-forward com-
pensation. Such a study will be extended in our boom length (i)

future investigation. A ' boom portion length (m)

ACONCLUSION = mast height (m)

The computer-aided design study of a simple o actuator length (Initial) (m)
1-axis active stabilization of a ship-borne o
crane is successfully accomplished. The system
is simple and uses a single variable sensing of CD = valve discharge coefficient
boom tip, i.e., acceleration of boom tip. The FF actuator friction force (N)
study serves as a basis for a scaled hardware
model. It is shown that when a PID controller
is employed, a satisfactory performance can be FH actuator net force (N)

expected. The system can be easily expanded to
2- or 3-axis motion compensation. The study FL  load force (N)
also indicates an optimization strategy for mfn-
imizing the integral of square of error between ]R controller output (Ap)
the instantaneous vertical position of the boom 2
tip and a reference position. The results show KA - acceleration gain (Amp-s /m)
that by selecting optimal gains of the PID Con-
troller, the performance index can be improved KB  balance valve gain (m/Pa)
over 94%. KI  servovalve gain (m/Amp)
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PO return pressure (Pa) in , boom tip vertical displacementreference signal (m)

PS =supply pressure (Pa)P2 S acuator pressures (P) YH = actuator displacement (m)
3pressures (B boom tip vertical velocity (m/s)

Q9 balance valve flowrate (m /s) boom tip vertical velocity refer-

Q1,2 actuator flowrates (m3/s) BR ence signal (m/s)

t - time (s) -H actuator velocity (m/s)

accumulator gas volume (m) 8 boom2tip vertical acceleration(m/s )

V = actuator volues (n) .
-BR boom tip vertical acctleration

load weight (N) reference signal (m/sz)

WH - hydraulic power (W) = angle between 'M and JU (rad)

XV a servovalve spool displacement (m) 8 = oil effective bulk modulus (Pa)

XVB balance valve spool displacement - boom angle (rad)
p = oil density (kg/m 2)

X servovalve spool displacement ref-
eVR erence signal (m) e -ship roll angle (rad)

YB= boom tip vertical displacement (m) TV = servovalve time constant (s)

TABLE 1: PARAMETERS OF THE MOTION COMPENSATED SHIP-BORNE CRANE

All-A12 a 1.89 x 1D 3 m2  CO - 0.6 W = 196 x 103 N

A2 - 13.82 x 10- 3 m2  Ps - 20.7 x 106 Pa 8 - 700 x 103 Pa

A3 - 15.71 x 10- 3 m2  VAmax = 50 x 10- 3 m3  
TV a 0.02 s

U?- 8.0m V1 - 15 x 10- 3 m3

- 15.0m V2 - 15 x 10- 3 m3

TABLE 2: OPTIMAL VALUE OF KA, Kv and Kp

QUANTITY

PARAMETER
PRELIMINARY ADJUSTMENT OPTIMUM ADJUS MENT

Acceleration gain KA 25.7 x 10. 3 knp-s 2/m 20.6 x 10- 3 Amp-s 2/m

Velocity gain Kv  0.1056 Amp-s/m 0.1990 Amp-s/m

Position gain Kp 7.27 x 10- 3 Amp/m 85.4 x 10- 3 Amp/m

Error ,, J(YB-YBR)2 dt
02 750.0 x 10' 3 m 45.7 x 10' 3 m

(over 2 wave cycles)
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