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The typical case for simulated annealing for the matching problem is also analyzed. Since we were not able to discover a method to exactly analyze the average time complexity of simulated annealing for the matching problem for "typical" graphs, we used approximations to estimate the average time complexity and then checked the accuracy of the approximation with data from computer simulations. Our results indicate that if we only consider graphs that have at least as many edges as they have nodes then the average time complexity of simulated annealing for a typical graph with $n$ nodes is $\Theta(n^2)$.

A technique for producing easy-to-analyze annealing processes, called the template method, is given. It is our hope that this method will produce interesting examples of simulated annealing that will help us to understand the heuristic. We provide two examples of using the template method to analyze the finite-time behavior of simulated annealing as a function of the temperature schedule. A generalization of simulated annealing, which we refer to as the threshold random search algorithm, is presented. We also give conditions under which no monotone decreasing temperature schedule is optimal.

Finally, we discuss the use of quadratic penalty methods in conjunction with simulated annealing to solve problems with equality constraints. An experimental evaluation is made between adaptive and static quadratic penalty methods, and it is shown that adaptive quadratic penalty methods can provide low-valued solutions over a wider range of penalty parameter values than static quadratic penalty methods.
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In this thesis, results of a study of the heuristic random search optimization method called *simulated annealing* are given. Most of the results are concerned with the average amount of time simulated annealing takes to find an acceptable solution.

We analyzed the average time complexity of simulated annealing for the matching problem. Although the matching problem has worst-case polynomial time complexity, we show that there is a sequence of graphs where the average time complexity of a "natural" version of simulated annealing is at least exponential. In contrast, we show that the "natural" version of simulated annealing has a worst-case polynomial average time complexity if it is only required to find "near" maximum matchings. An exponential lower bound on the minimum average time complexity over a wide class of simulated annealing algorithms when our attention is restricted to constant temperature schedules is also given.

The typical case for simulated annealing for the matching problem is also analyzed. Since we were not able to discover a method to exactly analyze the average time complexity of simulated annealing for the matching problem for "typical" graphs, we used approximations to estimate the average time complexity and then checked the accuracy of the approximation with data from computer simulations. Our results indicate that if we only consider graphs that have at least as many edges as they have nodes then the average time complexity of simulated annealing for a typical graph with \( n \) nodes is \( O(n^4) \).

A technique for producing easy-to-analyze annealing processes, called the *template* method, is given. It is our hope that this method will produce interesting examples of simulated annealing...
that will help us to understand the heuristic. We provide two examples of using the template method to analyze the finite-time behavior of simulated annealing as a function of the temperature schedule. A generalization of simulated annealing, which we refer to as the threshold random search algorithm, is presented. We also give conditions under which no monotone decreasing temperature schedule is optimal.

Finally, we discuss the use of quadratic penalty methods in conjunction with simulated annealing to solve problems with equality constraints. An experimental evaluation is made between adaptive and static quadratic penalty methods, and it is shown that adaptive quadratic penalty methods can provide low-valued solutions over a wider range of penalty parameter values than static quadratic penalty methods.
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CHAPTER 1

INTRODUCTION

Simulated annealing is a heuristic random search technique, introduced independently by Kirkpatrick et al. [1] and Černý [2], for finding approximate solutions to combinatorial optimization problems. It is a variation of the local improvement technique in which an initial solution is repeatedly improved by perturbing it until it reaches a "local minimum," i.e., a solution where no improvement is possible by perturbing it. A drawback of the local improvement method is that the search may terminate in poor local minima. Simulated annealing tries to avoid getting stuck in poor local minima by randomly accepting some perturbations that worsen the solution as well as accepting all perturbations that improve it.

Simulated annealing has many of the attractions of the local improvement method, such as the relative ease of implementation on new problems and the modest amounts of memory usually required by these implementations. Since simulated annealing is a simple heuristic method, it has been applied to solve a variety of problems, such as generating error-correcting codes [3], restoring images automatically [4], and designing VLSI circuits automatically [1], and since simulated annealing typically requires only a modest amount of memory, it has usually been applied to solve problems with many variables. Empirical results show that simulated annealing will usually find a better solution than the local improvement method, but at a cost of a longer run time.

With these properties, simulated annealing has been and will be applied to find approximate solutions to many useful problems. Hence, it is important to analyze the performance of simulated annealing and identify important parameters that govern that performance. For the remainder of this introduction we will precisely describe a simulated annealing algorithm applied to solving a
generic combinatorial optimization problem, briefly review some of the directions of past theoretical research, and discuss the organization of this thesis.

Suppose we want to solve the generic combinatorial optimization problem

$$\min \{ c(s) : s \in S \},$$

where $S$ is a finite set and $c$ is a cost function $c : S \rightarrow \mathbb{R}$. In addition, suppose we have a transition probability matrix $R$ over $S$ and a sequence $(T_k : k \geq 0)$ (called the temperature schedule) of positive extended real valued numbers. Typically, the temperature schedule is monotone decreasing to zero. A state $s$ is referred to as a neighbor of $s'$ if $R_{ss'} > 0$. A simulated annealing algorithm applied to this problem constructs a sequence $(X_k : k \geq 0)$ of states in the following way. An initial state $X_0$ is chosen. Given $X_k = s$, a potential next state $Y_k$ is chosen with probability distribution

$$P[Y_k = s' | X_k = s] = R_{ss'}.$$

Then we set

$$X_{k+1} = \begin{cases} Y_k & \text{if } c(Y_k) \leq c(s) \\ Y_k & \text{with probability } p_k \text{ if } c(Y_k) > c(s) \\ X_k & \text{otherwise,} \end{cases}$$

where

$$p_k = \exp \left\{ \frac{-\max\{c(Y_k) - c(s), 0\}}{T_k} \right\}.$$

This specifies how the sequence $(X_k : k \geq 0)$ is chosen. The random process $(X_k : k \geq 0)$ produced by the algorithm is a discrete time Markov chain, and we will call it the annealing process on system $(S, c, R)$ and with temperature schedule $(T_k : k \geq 0)$.

For some specified time $K$ (which is possibly a random time), the algorithm returns $X_K$. If the amount of memory permits, the algorithm can be modified to return the lowest valued member of $(X_0, X_1, \ldots, X_K)$ rather than $X_K$. Note that if the temperature schedule is identically equal to zero then the simulated annealing algorithm is a local improvement algorithm.
We now briefly review some directions of past theoretical research on simulated annealing. One of the popular directions of theoretical research on simulated annealing is to determine conditions on the transition probability matrix $R$ and the temperature schedule $(T_k: k \geq 0)$ so that
\[
\lim_{k \to \infty} P[X_k \in S^*] = 1,
\]
where $S^*$ is the subset of states of $S$ that have minimal cost. The results of this type lead to insights on the dynamics of the annealing process.

Another direction of theoretical research is to analyze the finite time behavior of the annealing process. We will give short descriptions of three results of such analysis. The first result, by Mitra et al. [5], is an upper bound on the distance between the state probability vector of $X_k$ and a probability vector $(\pi_s: s \in S)$ such that $\sum_{s \in S} \pi_s = 1$. The following is a simple corollary to their result. Suppose the temperature schedule $(T_k: k \geq 0)$ is such that $T_k = \frac{\gamma}{\log(k + k_0 + 1)}$, $k_0 \geq 1$, and $\gamma \geq rL$, where $r$ is the radius of the graph underlying the annealing process $(X_k: k \geq 0)$ and $L$ is a Lipschitz-like constant of the cost function. Then, for a large number of iterations $k$,
\[
\sum_{s \in S} |P[X_k = s] - \pi_s| = O(1/k^{\min(a,b)}),
\]
where $a$ and $b$ respectively increase and decrease with increasing $\gamma$.

The second result, by Gelfand and Mitter [6], is a lower bound for $P[X_j \in S^*: \text{for some } j \leq k]$. If the temperature schedule $(T_k: k \geq 0)$ is such that $\exp(-1/T_k) = k^{-1/\Gamma}$ and $\Gamma$ is large enough, then this lower bound converges exponentially fast to zero. However, if $\Gamma$ is sufficiently small, the bound converges to a strictly positive number.

The third result, which is a corollary to a result by Lundy and Mees [7], is an upper bound on $E[\min\{k: X_k \in S^*\}]$, and is derived in the following way. Let $c^* = \min(c(s): s \in S)$. Suppose for some positive $r$ there are positive scalars $\alpha$ and $\gamma$ such that for all $j \geq 0$,
\[ c(X_{j+1}) - c(X_j) < \gamma \]

and

\[ E[c(X_{j+1}) - c(X_j) | c(X_j) > c^*] \leq -\alpha. \]

A trivial extension of Wald's equation [8] yields

\[ E[\min\{k: X_k \in S^*\}] < \frac{c(X_0) - c^* + r\gamma}{\alpha}. \]

However, Lundy and Mees do not indicate how to find values of \( \alpha \) and \( r \).

Besides trivial examples, most theoretical results on the finite-time behavior of the annealing process have been derived without much consideration of typical applications of simulated annealing. Therefore, the bounds of these results may be very loose if they are directly applied to a particular application. In Chapters 2 and 3, we analyze simulated annealing for a particular nontrivial problem, the matching problem. Upper and lower bounds on the average time it takes a simulated annealing algorithm to find a solution of the matching problem are presented in Chapter 2. These bounds are worst-case bounds over all instances of the problem of a specified size. In Chapter 3, we attempt to determine the average length of time a simulated annealing algorithm takes to find a solution to the matching problem for a "typical" instance. The results of Chapter 3 are based on approximations, and these approximations are checked for accuracy by comparing them to with data from computer simulations.

In Chapter 4, we present a collection of results. A simple technique to cook up easy-to-analyze annealing processes is given in Section 4.2. It is our hope that interesting annealing processes that will help us to better understand simulated annealing will be produced by this method. In Section 4.3, we present a random search heuristic, called the threshold search algorithm, that is a generalization of simulated annealing. In Section 4.4, conditions are given that insure that no monotone decreasing temperature schedules are optimal.
In Chapter 5, we consider using simulated annealing to solve problems that have equality constraints. A technique used to solve problems with equality constraints is the quadratic penalty method, which transforms an equality constrained problem into an unconstrained problem. Simulated annealing can then be used to solve the transformed problem. The method of multipliers is an adaptive quadratic penalty method, and through experiments we compare this method, and a variation of this method, with the quadratic penalty method.

Finally, we summarize the results of this thesis and provide possible directions for future research in Chapter 6.
CHAPTER 2

MATCHING PROBLEM: AVERAGE PERFORMANCE FOR WORST-CASE GRAPHS

2.1. Introduction

The introduction of this chapter is divided into four subsections. The motivation of the results of the chapter is provided in Subsection 2.1.1. Subsection 2.1.2 contains the basic simulated annealing algorithm for the matching problem that is analyzed in Subsection 2.1.3, Sections 2.2 and 2.3. In Subsection 2.1.3, a convergence in probability result of the basic simulated annealing algorithm in Subsection 2.1.2 is given. Finally, an organization of the rest of the chapter is presented in Subsection 2.1.4.

2.1.1. Motivation

In this chapter, we consider simulated annealing applied to maximum matching, a fundamental problem in combinatorial optimization. An instance of the maximum matching problem is a simple graph $G = (V, E)$, where $V$ denotes the set of nodes of $G$ and $E$ denotes the set of (undirected) edges of $G$. A matching $M$ in $G$ is a subset of $E$ such that no two edges in $M$ share a node. The maximum matching problem, for instance $G$, is to find a matching in $G$ with maximum cardinality.

The maximum matching problem is easy in the sense that there is a known deterministic algorithm which solves the problem in $O(\sqrt{|V||E|})$ steps (see [9]), where $|V|$ is the cardinality of $V$. However, we do not consider maximum matching to be trivial, since the deterministic algorithm is somewhat subtle.
2.1.2. The basic simulated annealing algorithm for maximum matching

We will here describe what is perhaps the most obvious way to apply simulated annealing to search for the maximum matching of a graph $G = (V,E)$. Let $T_1, T_2, \ldots$ be a nonincreasing temperature schedule. We say that an edge $e$ is matchable relative to a matching $M$ if $e \notin M$ and if $M + e$ is a matching (here $M + e$ is our notation for $M \cup \{e\}$, which we use only if $e \notin M$). Let $Q(M)$ denote the set of matchable edges relative to matching $M$.

To begin the algorithm, choose an arbitrary matching $X_0$ in $G$ -- for example, $X_0$ could be the empty set $\emptyset$. Having selected $X_0$, $X_1$, $X_2$, $X_k$, choose $X_{k+1}$ as follows. Choose an edge $e$ at random, all edges in $E$ being equally likely.

If $e$ is matchable relative to $X_k$, let $X_{k+1} = X_k + e$.

If $e \in X_k$, let $X_{k+1} =$ \begin{align*}
    X_k - e & \quad \text{with probability } \exp(-1/T_k) \\
    X_k & \quad \text{with probability } 1 - \exp(-1/T_k).
\end{align*}

Else, let $X_{k+1} = X_k$.

Note that $(X_k : k \geq 0)$ is an annealing process on system $(S, c, R)$, where $S$ is the set of all matchings, $c(s)$ is the negative of the cardinality of $s$, and $R$ is a transition probability matrix over $S$ such that

\[
    R_{ij} = \begin{cases} 
        \frac{1}{|E|} & i \neq j \text{ and } |i \Theta j| = 1 \\
        0 & |i \Theta j| > 1 \\
        1 - \sum_{k \neq i} R_{ik} & i = j.
    \end{cases}
\]

2.1.3. Convergence in probability

We begin by giving some standard notation [10]. Given a matching $M$ in $G$, a node $v$ is exposed if no edge in $M$ is incident to $v$. A path $p$ in $G$ is a sequence of nodes $p = [v_1, v_2, \ldots, v_k]$, where $k \geq 1$, the nodes $v_1, v_2, \ldots, v_k$ are distinct, and $(v_i, v_{i+1}) \in E$ for
1 \leq i \leq k-1. The length of such a path is $k-1$. The path is augmenting for $M$ if its length is odd (so $k$ is even), if $v_1$ and $v_k$ are exposed, and if $[v_i, v_{i+1}] \in M$ for even values of $i$ with $2 \leq i \leq k-2$.

A well-known result of Berge and Norman and Rabin is that a matching $M$ does not have maximum cardinality if and only if there exists an augmenting path for $M$ [10, Theorem 10.1].

Let $M_0$ be a matching which does not have maximum cardinality, and let $[v_1, v_2, \ldots, v_k]$ be an augmenting path for $M_0$. Starting from $M_0$, it is possible for the basic simulated annealing algorithm to reach a higher cardinality matching by passing through the sequence of matchings $M_1, M_2, \ldots, M_{k-1}$ given by

- $M_1 = M_0 - [v_2, v_3]$  
- $M_2 = M_1 + [v_1, v_2]$  
- $M_3 = M_2 - [v_4, v_5]$  
- $M_4 = M_3 + [v_3, v_4]$  
- $\vdots$  
- $M_{k-3} = M_{k-4} - [v_{k-2}, v_{k-1}]$  
- $M_{k-2} = M_{k-3} + [v_{k-3}, v_{k-2}]$  

and finally

- $M_{k-1} = M_{k-2} + [v_k, v_{k-1}]$.

The matchings in the sequence have cardinality at least as large as the cardinality of $M_0$ minus one. In the terminology of [11], the depths of the local maxima for the matching problem are at most one. The following theorem is thus an immediate consequence of [11, Theorem 1]. A matching $M$ is said to be maximal if no edge is matchable relative to $M$. Let $S^*$ denote the set of matchings with maximum cardinality.

**Theorem 2.1** Let $G = (V, E)$ be a graph with a nonempty set of edges $E$. If all maximal matchings of $G$ are in $S^*$ then

$$\lim_{k \to \infty} P[X_k \in S^*] = 1$$ if and only if $\lim_{k \to \infty} \exp(-1/T_k) = 0$.

If some maximal matching is not in $S^*$ then
\[
\lim_{k \to \infty} P(X_k \in S^*) = 1 \text{ if and only if } \lim_{k \to \infty} \exp(-1/T_k) = 0 \text{ and } \sum_{k=0}^{\infty} \exp(-1/T_k) = \infty.
\]

Theorem 2.1.1 gives a large-time asymptotic result for each fixed instance \(G\), and the conditions do not depend on the size of \(G\). In contrast, our goal in this paper is to give asymptotic results as \(|V|\) tends to infinity. Interesting, general work on the analysis of simulated annealing run for a finite number of iterations has appeared (see [5], [12], and [6], for example). However, the general theory does not determine, for example, whether simulated annealing exactly (or nearly) solves the maximum matching problem in an amount of time growing as a polynomial in \(|V|\). Moreover, it is not clear yet that any general theory could answer such questions. In this chapter, we present results that we would like to see established more generally.

2.1.4. Organization of the chapter

In Section 2.2, we show that for a certain family of graphs the basic annealing algorithm, or any other algorithm in a fairly large related class, cannot find maximum cardinality matchings using average time that is upper bounded by a polynomial in \(|V|\). In contrast, we show, in Section 2.3, that a degenerate form of the basic simulated annealing algorithm (obtained by letting \(T_k\) be a suitably chosen constant, independent of \(k\)) produces matchings with nearly maximum cardinality using average time that is upper bounded by a polynomial in \(|V|\). Sections 2.2 and 2.3 can be read independently. In Section 2.4, we present a lower bound on the average time simulated annealing takes to find nearly maximum cardinality matchings when the temperature schedule is restricted to be of constant value.

2.2. The Impossibility of Maximum Matching in Polynomial Average Time Using Certain Simulated Annealing Type Algorithms

Certain local search algorithms for the maximum matching problem will be considered in this section. The algorithms will not be restricted much in an attempt to include several implementations of simulated annealing. Both the basic simulated annealing algorithm (given in Subsection
2.1.2), when \( X_0 = \emptyset \), and a particular multistart-descent algorithm will be included. Nevertheless, it will be proved that the algorithms cannot reach a maximum matching in average time bounded by a polynomial in \(|V|\), for a particular family of graphs.

First, we allow the "temperature" to depend on both time and the current and past states of the algorithm. Second, we assume that the type of each move can be specified from among the three possibilities whenever they exist: addition of an edge, deletion of an edge, no change. The key restriction we do impose is that given the type of a move, the location of the edge to be added or deleted is uniformly distributed over the possible locations.

We thus view the sequence \( X_0, X_1, \ldots \) of states generated by the algorithm as a controlled Markov process. Suppose that "controls" \( a_i \) and \( d_i \) are given such that for each \( t \),

C.1. \( a_i, d_i, a_i + d_i \in [0, 1] \) with probability one, and \( a_i \) and \( d_i \) are functions of \( (X_0, \ldots, X_t) \).

\[
P[X_{i+1} = M' | X_i = M, X_{i-1}, \ldots, X_0] = \begin{cases} 
1 - a_i - d_i & \text{if } M = M' \\
da_i/|M| & \text{if } e \in M \text{ and } M' = M-e \\
a_i/|Q(M)| & \text{if } e \in Q(M) \text{ and } M' = M+e \\
0 & \text{if } |M \triangle M'| \geq 2,
\end{cases}
\]

where \( M \triangle M' \) denotes the symmetric difference of \( M \) and \( M' \) (recall that \( Q(M) \) is the set of edges matchable relative to \( M \)).

Clearly, if we choose the controls appropriately we can use this controlled Markov process to mimic the basic simulated annealing process of Subsection 2.1.2. We can also control the Markov process to mimic a multistart-descent algorithm (although only at half speed). To do this we assume that \( X_0 = \emptyset \). We then let \( a_i = 1 \) for \( 0 \leq t < S_1 \), where \( S_1 \) is the first time that a maximal matching is reached. Then we let \( d_i = 1 \) for \( S_1 \leq t < 2S_1 \), which guarantees that \( X_t = \emptyset \) for
We then keep repeating this process.

The family of graphs we will focus on is \( \{G_1, G_2, G_3, \ldots \} \), where \( G_n = (V, E) \).

\[
V = \{u_{ij}: 1 \leq i, j \leq n+1\} \cup \{v_{ij}: 1 \leq i, j \leq n+1\},
\]
\[
E = H \cup B, \quad H = \bigcup_{j=1}^{n+1} H_j, \quad B = \bigcup_{j=1}^{n+1} B_j,
\]
\[
H_j = \{(u_{ij}, v_{ij}): 1 \leq i \leq n+1\} \quad \text{for } j \text{ such that } 1 \leq j \leq n+1,
\]
and
\[
B_j = \{(v_{ij}, u_{kj}): 1 \leq i, k \leq n+1\} \quad \text{for } j \text{ such that } 1 \leq j \leq n.
\]

Graph \( G_n \) is a bipartite graph with \( 2(n+1)^2 \) nodes and \( (n+1)^3 \) edges. For each \( j \), the subgraph of \( G_n \) induced by the nodes of edges of \( B_j \) is a complete bipartite graph, and the subgraph of \( G_n \) induced by \( H_j \) consists of \( n+1 \) disjoint edges. The set of edges \( H \) is a matching, and it is maximum since it leaves no nodes exposed. In addition, there are no other maximum matchings since, by induction, any matching which has no nodes exposed must include the edges in \( H_1, H_2, \ldots, H_{n+1} \). As an example, \( G_3 \) is sketched in Figure 2.2.1.

The main result of this section is the following theorem.

**Theorem 2.2.1** There exist positive constants \( \sigma_1 \) and \( \sigma_2 \) such that the following is true. For any \( n \geq 1 \), let \( (X, \mathbb{X}, \delta) \) be a controlled process for finding the maximum matching of \( G_n \) satisfying conditions C.1 and C.2. Define \( R^* \) by

\[
R^* = \min \{k: X_k \text{ is a maximum matching}\}.
\]

Then

\[
E[R^* |X_0 = \emptyset] \geq \sigma_1 \exp(\sigma_2 n).
\]

In the proof of Theorem 2.2.1, a function \( g(M) \) is used to measure the distance from a matching \( M \) to the unique maximum matching \( H \). We will present the function \( g \) after defining some of its components. Let \( V_0(M) = U_{n+2}(M) = 0 \). For all \( j \), such that \( 1 \leq j \leq n+1 \), let \( U_j(M) \) (resp.
Figure 2.2.1. Sketch of $G_3$. 
Let $V_j(M)$ be the number of nodes in $\{u_{ij} : 1 \leq i \leq n+1\}$ (resp., $\{v_{ij} : 1 \leq i \leq n+1\}$) that are exposed relative to $M$. The function $g$ is such that, for a matching $M$,

$$g(M) = c|B \cap M| + \sum_{j=1}^{n} \psi(V_j(M),U_{j+1}(M)),$$

where $c = 18$.

$$\psi(x,y) = 2 \min\{x,y\} + I_{\{x \geq 0,y \geq 0, x \neq y\}},$$

and $I_{\{\}}$ is the indicator function. Note that $g(M)$ includes the term $|B \cap M|$ and a second term which is related to the set of edges in $B$ that are matchable relative to $M$. Some trivial properties of $g$ are that $g$ is nonnegative, $g(H) = 0$, and $g(\emptyset) = 2n(n+1)$.

The next set of lemmas and definitions is used to show that $(g(X_k): k \geq 0)$ tends to drift away from zero (and hence $(X_k: k \geq 0)$ drifts away from $H$) when $(g(X_k): k \geq 0)$ is below a certain threshold (see Equation (2.2.3), p. 18). After the lemmas and definitions the proof of Theorem 2.2.1 is presented.

**Lemma 2.2.1** Suppose $x,y \geq 0$. Then

(a) $\psi(x+1, y) - \psi(x,y) \begin{cases} \in \{1,2,3\} & \text{if } y \geq \max\{x,1\} \\ = 0 & \text{otherwise.} \end{cases}$

(b) $\psi(x, y+1) - \psi(x,y) \begin{cases} \in \{1,2,3\} & \text{if } x \geq \max\{y,1\} \\ = 0; & \text{otherwise.} \end{cases}$

(c) $\psi(x+1, y+1) - \psi(x,y) \in \{2,3\}$.

**Proof** Easy by inspection of Table 2.2.1.

$\blacksquare$
Table 2.2.1. Values of $\psi(x,y)$.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>

**Lemma 2.2.2:** Let $M$ be a matching of $G_p$.

(a) Suppose $e \in M \cap H_j$. Then $g(M-e) - g(M) > 0$ if and only if

$$V_{p-1}(M) \geq \max\{U_j(M), 1\} \quad \text{or} \quad U_{p+1}(M) \geq \max\{V_j(M), 1\}.$$

(b) $g(M-e) - g(M) \in \{0, 1, \ldots, 6\}$ for $e \in M \cap H$.

(c) $g(M-e) - g(M) \in \{-c+2, -c+3\}$ for $e \in M \cap B$.

**Proof:** It is easy to see that, for $e \in M \cap H$,

$$g(M-e) - g(M) = \psi(V_{p-1}(M), U_j(M) + 1) - \psi(V_{p-1}(M), U_j(M))$$

$$+ \psi(V_j(M) + 1, U_{p+1}(M)) - \psi(V_j(M), U_{p+1}(M)).$$

and, for $e \in M \cap B$,
\[ g(M-e) - g(M) = -c + \psi(V_j(M) + 1, U_{j+1}(M)) + 1 - \psi(V_j(M), U_{j+1}(M)). \]

Note that Lemma 2.2.2 can be easily deduced from these equations and Lemma 2.2.1.

For each matching \( M \) of \( G_n \), define

\[ A(M) = \{ e \text{ is matchable relative to } M \text{ and } g(M+e) \neq g(M) \}, \]
\[ D(M) = \{ e \in M : g(M-e) \neq g(M) \}, \]
\[ A_+(M) = \{ e \in A(M) : g(M+e) > g(M) \}, \]
\[ A_-(M) = \{ e \in A(M) : g(M+e) < g(M) \}, \]
\[ D_+(M) = \{ e \in D(M) : g(M-e) > g(M) \}, \]
\[ D_-(M) = \{ e \in D(M) : g(M-e) < g(M) \}. \]

**Lemma 2.2.3:** Let \( M \) be a matching of \( G_n \) and let \( 0 < \delta < 1 \). Then

(a) \( D_+(M) \subseteq M \cap H, \quad D_-(M) = M \cap B, \quad A_-(M) \subseteq H-M, \quad A_+(M) = B \cap Q(M), \)

(b) \( |A_-(M)| \leq 2|A_+(M)|, \)

(c) \( |D_-(M)| \leq n\delta \) if \( g(M) < nc\delta, \)

(d) \( |D_+(M)| \geq n(1 - \delta(\frac{c}{2} + 1)) \) if \( 0 < g(M) < nc\delta. \)

**Proof:** Part (a) is a consequence of parts (b) and (c) of Lemma 2.2.2 and the fact that \( c > 3. \)

We will now prove the following two facts, which imply part (b): every edge in \( A_-(M) \) has a node in common with an edge in \( A_+(M) \) and for every edge in \( A_+(M) \) there are at most two edges in \( A_-(M) \) that have nodes in common with it. Let \( e \in A_-(M) \). Then \( e \in H_j \) for some \( j \) by part (a), and moreover at least one of \( V_{j-1}(M) \) or \( U_{j+1}(M) \) is strictly positive by part (a) of Lemma 2.2.2. Thus, there is at least one edge \( e' \) in \( B_{j-1} \cup B_j \) which is matchable relative to \( M \) and has a node in common with \( e \). Then \( e' \) is in \( A_+(M) \) and hence we can conclude that every edge in \( A_-(M) \) has a node in common with an edge in \( A_+(M) \). On the other hand, part (a) implies
A_-(M) \subseteq H, A_+(M) \subseteq B, and therefore for every edge in A_+(M) there are at most two edges in A_-(M) that have nodes in common with it. Part (b) is proved.

By part (a)

$$|D_-(M)| \leq |B \cap M| \leq g(M)/c < n\delta,$$

which proves part (c).

We now prove part (d), which will complete the proof of Lemma 2.2.3. Let M be a matching with $0 < g(M) < nc\delta$. The fact that $g(M) > 0$ implies that M is not equal to the unique maximum matching $H$, which in turn implies that there exists at least one exposed node. Since $g(M) < nc$, M contains fewer than n edges from $B_1 \cup B_2 \cup \cdots \cup B_n$. Hence $M \cap B_k = \emptyset$ for some $k$. Now, the set of nodes

$$Z = \{v_{ij}; 1 \leq i \leq n+1, 1 \leq j \leq k\} \cup \{u_{ij}; 1 \leq i \leq n+1, k+1 \leq j \leq n+1\}$$

contains exactly half of the nodes of the graph. Since $M \cap B_k = \emptyset$, each edge in M is incident to a node in Z and a node not in Z. Thus, Z contains half, and therefore at least one, of the exposed nodes, so at least one of the 2n numbers

$$V_1(M), \ldots, V_n(M), U_2(M), \ldots, U_{n+1}(M)$$

is nonzero. By the symmetry between the $U_j$'s and $V_j$'s, we can restrict attention to the case that for some $j$ with $1 \leq j \leq n$, $U_{j+1}(M)$ is as least as large as any of the other 2n-1 numbers. Then $U_{j+1}(M) \geq \max\{V_j(M), 1\}$ so $M \cap H_j \subseteq D_+(M)$ by part (a) of Lemma 2.2.2. Hence

$$|D_+(M)| \geq |M \cap H_j| = n+1 - V_j(M) - |M \cap B_j|$$

$$= n+1 - \min\{V_j(M), U_{j+1}(M)\} - |M \cap B_j|$$

$$\geq n - g(M)/2 - g(M)/c \geq n(1 - \delta(\frac{c}{2} + 1)),$$

which proves part (d).
Lemma 2.2.4: Now set $\delta = 1/43$. If $M$ is a matching of $G_n$ such that $0 < g(M) < nc\delta$, then

$$|A(M)|^{-1} \sum_{e \in A(M)} [g(M+e) - g(M)] \geq 1 \text{ if } A(M) \neq \emptyset$$

(2.2.1)

and

$$|D(M)|^{-1} \sum_{e \in D(M)} [g(M-e) - g(M)] \geq \frac{1}{2} \text{ if } D(M) \neq \emptyset.$$  

(2.2.2)

Proof: By part (a) of Lemma 2.2.3 and parts (b) and (c) of Lemma 2.2.2, we have

$$g(M+e) - g(M) \geq \begin{cases} 
  c - 3 & \text{if } e \in A_+(M) \\
  -6 & \text{if } e \in A_-(M),
\end{cases}$$

which, together with part (b) of Lemma 2.2.3, yields

$$|A(M)|^{-1} \sum_{e \in A(M)} [g(M+e) - g(M)] \geq |A(M)|^{-1} [(c-3)|A_+(M)| - 6|A_-(M)|] \geq 1.$$  

Similarly, by part (a) of Lemma 2.2.3 and parts (b) and (c) of Lemma 2.2.2, we have

$$g(M-e) - g(M) \geq \begin{cases} 
  \geq 1 & \text{if } e \in D_+(M) \\
  \geq -c + 2 & \text{if } e \in D_-(M),
\end{cases}$$

which, together with parts (c) and (d) of Lemma 2.2.3, yields (2.2.2).

Proof of Theorem 2.2.1: Let $t(0) = 0$, and, for all $k > 0$, let $t(k) = \min \{ t > t(k-1): g(X_t) \neq g(X_{t(k-1)}) \}$. We can and do assume that $P[R* < +\infty | X_0 = \emptyset] = 1$. It follows that, with probability one, $R* \in \{ t(1), t(2), \ldots \}$, which implies that

$$P[t(k+1) < +\infty | R* > t(k), X_0 = \emptyset] = 1.$$  

Given a matching $M$, define $s(M,1)$ and $s(M,-1)$ to be the normalized sums appearing in Inequalities (2.2.1) and (2.2.2) respectively, whenever they are well defined. By Lemma 2.2.4, $s(M,\emptyset)$
\[ \geq 1/2 \text{ if } 0 < g(M) < ncs \text{ and if } s(M,\theta) \text{ is well defined.} \]

Let \( \Theta_k = 1 \) if the jump at time \( t(k+1) \) is caused by the addition of an edge, and let \( \Theta_k = -1 \) if the jump at time \( t_{k+1} \) is caused by the deletion of an edge.

Suppose \( M \) is a matching with \( 0 < g(M) < ncs \). Then

\[
E[g(X_{(k+1)}) - g(X_{(k)}) | X_{(k+1)-1} = M, \Theta_k = \emptyset, X_{(k+1)-2}, \ldots, X_0] = s(M,\theta) = \frac{1}{2}.
\]

Averaging over appropriate values of \( \Theta_k \) and \( (X_i : t(k) < i < t(k+1)) \), it follows that

\[
E[g(X_{(k+1)}) - g(X_{(k)}) - \frac{1}{2}] g(X_{(n)}) < ncs, R^* > t(k), X_0, \ldots, X_{(n)} \geq 0. \tag{2.2.3}
\]

Also, by parts (b) and (c) of Lemma 2.2.2, the magnitudes of the increments of \( g(X_i) \) are bounded by \( c - 2 \). Thus, Theorem 2.3 of [13] is in force if we define \((Y, \epsilon_0, a^*, b^*)\) by

\[
Y_k = -g(X_{(n)}), \quad \epsilon_0 = \frac{1}{2}, \quad a^* = -ncs, \quad \text{and} \quad b^* = 0. \tag{2.2.4}
\]

Using the fact that \( Y_0 = -g(\emptyset) = -2n(n+1) \leq a^* \), this produces constants \( \eta > 0, \rho \in (0,1) \) and \( D^* > 0 \) such that

\[
P[g(X_{(n)}) = 0, R^* > t(k-1) | X_0 = \emptyset] \leq u, \tag{2.2.5}
\]

where \( u = D^* \exp(-\eta ncs)/(1-\rho) \). The term \( P[R^* = t(k) | X_0 = \emptyset] \) is less than or equal to the left side of Inequality (2.2.5), because if \( X_{(n)} \) is the maximum matching then \( g(X_{(n)}) \) is equal to zero. Therefore, \( P[R^* = t(k) | X_0 = \emptyset] \leq u \). Since \( R^* \in \{t(1), t(2), \ldots\} \) and, for all \( k, t(k) \geq k \), we have

\[
P[R^* > k | X_0 = \emptyset] \geq P[R^* > t(k) | X_0 = \emptyset] = 1 - \sum_{j=1}^{k} P[R^* = t(j) | X_0 = \emptyset] \geq \max\{0, 1-ku\}.
\]

Hence,
Thus, taking \( \sigma_1 = (1-p)/2D^* \) and \( \sigma_2 = \eta c \delta \), Theorem 2.2.1 is proved.

Remark: Some extra work shows that Conditions D.1 and D.2 of [13] are satisfied for \( Y, a^* \) and \( b^* \) given in (2.2.4) and \( \eta = .0033683, \rho = .9998, a^* = -n\delta c, b^* = 0 \) and \( D^* = 1 \). This shows that Theorem 2.2.1 above is true for \( \sigma_1 = .0001 \) and \( \sigma_2 = .0014 \).

2.3. Near Maximum Matching in Polynomial Time

Let \( d^* \) denote the maximum node degree of the graph \( G \) and let \( m^* \) denote the maximum of the cardinalities of matchings in \( G \). The next theorem is the main result of this section.

Theorem 2.3.1: Let \( \beta > 1 \). Consider a run of the basic simulated annealing algorithm (of Subsection 2.1.2) with \( T_k = T \) for all \( k \), where \( \exp(-1/T) = \lambda \), and \( \lambda \) is given by

\[
\lambda = \frac{1}{3|V|\omega^*} \quad \text{and} \quad \omega^* = \beta |V|(2d^*)^{\beta-1}.
\]

Let \( R \) denote the random time \( R = \min\{k: |X_k| \geq m^*(1-1/\beta)\} \). Then \( \mathbb{E}R \leq 24\beta^2|V|^5(2d^*)^{2\beta-2} \).

Remarks: (1) If \( \beta \) and \( d^* \) are bounded as \( |V| \rightarrow \infty \), then \( \mathbb{E}R = O(|V|^5) \). In the proof below we see that three of these five factors of \( |V| \) arise from our upper-bound \( D_1 \) on the mean time the algorithm takes to make a single move. A smaller average run time can be achieved by using an efficient implementation of an algorithm that simulates \( X_{J(1)}, X_{J(2)}, \ldots \), where \( J(k) \) is the time process \( (X_k: k \geq 0) \) makes its \( k \)th move (see [14]).

(2) Since \( 2d^* \leq 2|V| \), we have with no restriction on \( d^* \) that \( \mathbb{E}R \leq 6\beta^22^\beta|V|^{3+2\beta} \). Also note that if \( \beta > m^* \) then \( X_R \) is a maximum matching.
(3) We will briefly comment on our choice of constant $T$ (equivalently, on our choice of temperature). It must be large enough so that the process $(X_k; k \geq 0)$ "jumps sufficiently often", which is reflected in the bounds given in Lemmas 2.3.1 and 2.3.2a below. On the other hand, $T$ must be small enough so that there is a net drift towards larger matchings, enabling us to obtain the bound of Lemma 2.3.3 below.

We chose $T_k$ to be independent of $k$, though we can see some motivation for letting it decrease as $k$ increases. More precisely, it is clear that an improved algorithm can be obtained by letting $T_k$ be a decreasing function of $|X_k|$. For example, it is shown in the proof of Claim 2.3.1 below that a matching $M$ in $G$ has an augmenting path of length at most $1 + 2|M|/(m^* - |M|)$. This bound increases sharply as $|M|$ approaches the final value of $|X_k|$, which is $m^*(1-1/\beta)$, and in the proof we replace $|M|$ in the bound by this final value. However, working with the $|M|$-dependent bound shows that a larger value of $T$ can be used when $|X_k|$ is small so that the algorithm "jumps more often," while maintaining a sufficient drift towards larger matchings.

We chose $T_k$ to be independent of $k$ primarily for two reasons: (1) we wanted to demonstrate that $T_k$ can be chosen independently of the algorithm state ("open-loop" in control-theoretic terms) and (2) we do not think the complexity bounds can be improved much by letting $T_k$ be either a function of $|X_k|$ or a decreasing function of $k$, because our choice of $T_k$ is tuned to the situation when $|X_k|$ is close to its target value $m^*(1-1/\beta)$, and this situation is the most time consuming for the algorithm anyway.

Finally, we think it is significant that we need to decrease $T$ as the problem size increases. It suggests that if the sequence $T_1, T_2, \ldots$ is to be chosen independently of the graph, it should be decreasing.
Proof: Define a random process \( (Y_k: k \geq 0) \) by

\[
Y_i = X_{J(i)} \quad i = 0, 1, 2, ...
\]

where \( J(0) = 0 \) and, for \( i \geq 0 \),

\[
J(i+1) = \min\{k > J(i): X_k \neq X_{k-1}\}.
\]

and define

\[
R(Y) = \min\{i: |Y_i| \geq m^*(1 - \frac{1}{\beta})\}.
\]

Note that \(|Y_{i+1}| - |Y_i| \in \{-1, 1\}\) with probability one for each \( i \).

Next, define a random process \( (Z_k: k \geq 0) \) by

\[
Z_i = Y_{S(i)} \quad i = 0, 1, ...
\]

where \( S(0) = 0 \), \( S(1) = 1 \) and, for \( i \geq 1 \),

\[
S(i+1) = \min\{j: j > S(i), |Y_j| - |Y_{j-2}| \in \{-2, 2\}\},
\]

and define

\[
R(Z) = \min\{i: |Z_i| \geq m^*(1 - \frac{1}{\beta})\}.
\]

Define constants \( D_1 \), \( D_2 \) and \( D_3 \) by

\[
D_1 = 6|V|^2 \omega^*, \quad D_2 = 2\omega^*, \quad D_3 = 2|V|.
\]

Lemma 2.3.1:

\[
E[J(i+1) - J(i)|J(i), (X_0, X_1, \ldots, X_{J(i)})] \leq D_1.
\]

Lemma 2.3.2a:

\[
E[S(i+1) - S(i)|S(i), (Y_0, Y_1, \ldots, Y_{S(i)})] \leq D_2.
\]

Lemma 2.3.3:

\[
ER(Z) \leq D_3.
\]

We will next prove Theorem 2.3.1, assuming the lemmas are true. We have
\[ ER = E[J(R(Y)] = \sum_{y=0}^{y'} E[(J(i+1) - J(i))|_{i < R(Y)}] = \sum_{i} E[J(i+1) - J(i)|i < R(Y)]P[i < R(Y)]. \]

Now the outcome of the event \( \{i < R(Y)\} \) is determined by \((J(i), (X_0, ..., X_{J(i)})\) so we can apply Lemma 2.3.1 to get

\[ ER \leq \sum_{i=0}^{y'} D_iP[i < R(Y)] = D_iE(Y). \]

Similarly, the fact \( R(Y) = S(R(Z)) \) and Lemma 2.3.2a imply that \( ER(Y) \leq D_2ER(Z) \). We conclude that \( ER \leq D_1D_2D_3 \) from \( ER \leq D_1ER(Y) \), Lemma 2.3.3, \( ER(Y) \leq D_2ER(Z) \), and Lemma 2.3.3. This will establish the theorem once we prove the three lemmas above.

\[ \square \]

**Proof of Lemma 2.3.1:** By the strong Markov property of \((X_k; k \geq 0)\),

\[ E[J(i+1) - J(i)|J(i), (X_0, X_1, ..., X_{J(i)})] = E[J(i+1) - J(i)|Y_i]. \]

Since \( \lambda_k = \lambda \) for all \( k \), the transition probabilities of \( X \) are time invariant, so

\[ E[J(i+1) - J(i)|Y_i = M] = P[X_{k+1} = X_k|X_k = M]^{-1}. \]

Now, fix a matching \( M \). One of two cases is true:

1. **Case 1:** Some edge in \( E \) is matchable relative to \( M \). Then
   \[ P[X_{k+1} = X_k|X_k = M] \geq \frac{1}{|E|}. \]

2. **Case 2:** No two of the \( |V| - 2|M| \) exposed nodes are connected by an edge in the graph.

Then

\[ |E| \leq \binom{|V| - 2|M|}{2} = |M|(|2|V| - 2|M| - 1) \leq 2|M||V|. \]

so that
Hence, in either case, $E[J(i+1) - J(i)|Y, = M] \leq \max\{|E|, 2|V|/\lambda\} = D_1$. 

\[ P[X_{k+1} = X_k | X_k = M] = \frac{\lambda |M|}{|E|} \geq \frac{\lambda}{2|V|} \]

\[ \text{Proof of Lemma 2.3.2a: Lemma 2.3.2a is trivial for } i = 0, \text{ so we fix } i \text{ with } i \geq 1. \text{ Let } m \text{ be an integer with } 1 \leq m < m^*(1-1/\beta). \text{ Define a set of matchings } B \text{ by } B = \{ M : |M| = m-1 \text{ or } |M| = m \} \text{ and let } M_0 \text{ be a fixed matching in } B. \text{ Consider the event } F = \{ Y_{S(i)} = M_0, Y_{S(i)-1} \in B \text{ and } R(Z) > i \}. \text{ The outcome of } F \text{ is determined by } (S(i), (Y_0, Y_1, \ldots, Y_{S(i)})), \text{ and the union of events of the form of } F \text{ as } M_0 \text{ and } m \text{ vary as above is equal to the event } \{ R(Z) > i \}. \text{ Hence, it suffices to prove that } \]

\[ E[S(i+1) - S(i)|S(i), (Y_0, Y_1, \ldots, Y_{S(i)})]_{F} \leq D_2 \]

for arbitrary fixed values of $m$ and $M_0$ as above. Without loss of generality, we assume that if $|M_0| = m-1$ then $Q(M_0) = \emptyset$; otherwise, $F = \emptyset$ (recall that $Q(M_0)$ is the set of matchable edges relative to $M_0$).

If the event $F$ is true then $S(i+1) = \min\{j > S(i) : Y_j \notin B\}$. Using this and the strong Markov property of $(Y_k : k \geq 0)$ we have

\[ E[S(i+1) - S(i)|S(i),(Y_0, \ldots, Y_{S(i)})]_{F} = E[\min\{j > S(i) : Y_j \notin B\} - S(i)|Y_{S(i)} = M_0]_{F} \]

\[ = E[S|Y_0 = M_0]_{F}, \quad (2.3.1) \]

where $S$ denotes the stopping time $S = \min\{j \geq 1 : Y_j \notin B\}$.

Let $\tilde{B}$ be the set of matchings $\tilde{B} = \{ M : |M| \geq m-1 \}$. Note that $B \subset \tilde{B}$. We let $(\tilde{Y}_k : k \geq 0)$ denote a stationary-transition Markov chain with state space $\tilde{B}$ and one-step transition probabilities determined by conditioning $(Y_k : k \geq 0)$ to stay in $\tilde{B}$ for each consecutive jump:

\[ P[\tilde{Y}_{k+1} = M'|\tilde{Y}_k = M] = P[Y_{k+1} = M' | Y_k = M]/\Delta(M) \]
Define a stopping time $\bar{S}_n$ by $\bar{S}_n = \min(k \geq 1: \bar{Y}_k \in \bar{B} - B)$. Let $\bar{S}_n$ denote a random variable on the same (or possibly enlarged) probability space as $(\bar{Y}_0, \bar{Y}_1, \ldots)$ such that

$$P(\bar{S}_n > k | \bar{Y}_0, \bar{Y}_1, \ldots) = \prod_{j=0}^{k-1} \Delta(\bar{Y}_j).$$

Let $\bar{S} = \min(\bar{S}_n, \bar{S}_{n-1})$. If we impose the conditions $\bar{Y}_0 = M_0$ and $Y_0 = M_0$ then $(\bar{S}, (\bar{Y}_k: 0 \leq k < \bar{S}))$ and $(S, (Y_k: 0 \leq k < S))$ have the same distribution. Since $\bar{S} \leq \bar{S}_n$, it follows that

$$E[S | Y_0 = M_0] \leq E[\bar{S}_n | Y_0 = M_0]. \quad (2.3.2)$$

Lemma 2.3.2a is implied by (2.3.1), (2.3.2) and Lemma 2.3.2b, which is stated and proved next.

**Lemma 2.3.2b**: Under the conditions given in the proof of Lemma 2.3.2a

$$E[\bar{S}_n | Y_0 = M_0] \leq 2\omega^*. \quad (2.3.3)$$

**Proof of Lemma 2.3.2b**: Either $|M_0| = m$ or $|M_0| = m-1$. We will prove that if $|M_0| = m$, then

$$E[\bar{S}_n | Y_0 = M_0] \leq 2\omega^* - 1. \quad (2.3.3)$$

This will imply the lemma in general. Hence, we assume that $|M_0| = m$ for the rest of the proof of Lemma 2.3.2b.

For any matching $M$, let $f(M)$ denote the length of the shortest augmenting path for $M$. The function $f(M)$ is well defined if $M$ is not a maximum matching (in particular if $|M| = m$), and $f(M) \in \{1, 3, 5, \ldots\}$. Let $\bar{L}$ denote the maximum of $f(M)$ over all $M$ with $|M| = m$. 
Claim 2.3.1 \[ 15 \] \[ L \leq 2^\beta - 1. \]

Proof Let M be a matching with \(|M| = m\) and let \(M^*\) be a maximum cardinality matching in \(G\). Let \(G'\) denote the graph with a set of nodes \(V\) and a set of edges \(M \triangle M^*\), where \(M \triangle M^*\) denotes the symmetric difference of \(M\) and \(M^*\). Each node in \(G'\) has incident to it at most one edge from \(M\) and at most one edge from \(M^*\). Thus, all maximal connected components of \(G'\) are paths or cycles, and all cycles have even length. The cycles and even length paths each have an equal number of edges from \(M\) and \(M^*\), while each odd length path has exactly one more edge of \(M^*\) than \(M\) and is an augmenting path for \(M\). Thus, there are at least \(m^* - m\) node-disjoint augmenting paths for \(M\), which, altogether, have at most \(m\) edges of \(M\). Thus, one of the augmenting paths has no more than \(m/(m^* - m)\) edges of \(M\) and hence has length at most \(1 + 2m/(m^* - m)\). Finally, \(1 + 2m/(m^* - m) \leq 2^\beta - 1\), since \(m \leq m^*(1 - 1/\beta)\), and the proof is complete.

Claim 2.3.2 Suppose \(M\) is a matching with \(|M| = m\) and define \(p_0\) and \(p_1\) by

\[ p_0 = \frac{1}{2m} \quad \text{and} \quad p_1 = \min\left(\frac{d^*}{m}, 1 - p_0\right). \]

Then for all \(k \geq 0\)

(a) \(P[|f(Y_{2k+2})| \leq f(M) - 2|Y_{2k} = M|] \geq p_0\) if \(f(M) \geq 3\),

(b) \(P[|Y_{2k+1}| \geq m+1|Y_{2k} = M|] \geq p_0\) if \(f(M) = 1\),

(c) \(P[f(Y_{2k+2}) > f(M) + 2|Y_{2k} = M|] = 0\),

(d) \(P[f(Y_{2k+2}) = f(M) + 2|Y_{2k} = M|] \leq p_1\).

Proof We will first prove part (a) under the assumption that \(f(M) \geq 3\). Choose an augmenting path \(p\) for \(M\) of length \(f(M)\) and label some of the nodes and edges of it as indicated in Figure 2.3.1. Since \(p\) is an augmenting path of the shortest length, no neighbor of \(u_1\), except possibly...
node \( v_1 \), can be an exposed node. Also, if \( u_1 \) and \( v_1 \) are neighbors, then \( w_1 \) and \( v_2 \) are not. Thus, there are at most two choices for an edge \( e' \), namely \( e_1 \) and possibly either \([u_1, v_1]\) or \([w_1, v_2]\), such that \( f(M - e_1 + e') \geq f(M) \). There is also at least one choice of \( e' \), namely \( e' = \bar{e}_1 \), such that \( f(M - e_1 + e') = f(M) - 2 \). Thus,

\[
P[f(\bar{Y}_{2k+2}) = f(M) - 2 | \bar{Y}_{2k+1} = M - e_1] \geq 1/3.
\]

This is true with \( e_1 \) replaced by \( e_2 \) as well, so

\[
P[f(\bar{Y}_{2k+2}) = f(M) - 2 | \bar{Y}_{2k} = M] \geq P[\bar{Y}_{2k+1} = M - e_1 \text{ or } \bar{Y}_{2k+1} = M - e_2 | \bar{Y}_{2k} = M]/3
\]

\[
= \frac{2}{3|M|} \geq \frac{1}{2|M|} = p_0.
\]

This establishes part (a) if \( f(M) \geq 5 \).

We will now complete the proof of part (a) by considering the case \( f(M) = 3 \). Let \([v_1, w_1, w_2, v_2]\) be an augmenting path for \( M \) of length 3 and let \( e = [w_1, w_2] \). Then \( e \) is in \( M \),
and nodes \( v_1 \) and \( v_2 \) are not neighbors. Now, if \( e' \) is an edge such that

\[
f(M - e + e') \geq 3
\]  

then \( e' \) must be incident to either \( v_1 \) or \( w_1 \) and to either \( v_2 \) or \( w_2 \).

Moreover, if \( e' = \{v_1, w_2\} \) is such an edge, then \( v_2 \) and \( w_1 \) must not be neighbors. Thus, there are at most two choices of \( e' \) such that (2.3.4) is true, namely \( e \) and possibly one of \( \{v_1, w_2\} \) or \( \{v_2, w_1\} \). There are also at least two values of \( e' \) such that \( f(M - e + e') = 1 \), namely \( \{v_1, w_1\} \) and \( \{v_2, w_2\} \). Thus,

\[
P[f(\overline{Y}_{2k+2}) = f(M) - 2 | \overline{Y}_{2k} = M] \geq \frac{2}{4} P[\overline{Y}_{2k+1} = M - e | \overline{Y}_{2k} = M] = p_0.
\]

Part (a) is proved.

Turning to part (b), assume that \( f(M) = 1 \). Then \( Q(M) \) is not empty. Hence,

\[
P[|\overline{Y}_{2k+1}| \geq m+1 | \overline{Y}_{2k} = M] = P[|\overline{Y}_{2k+1}| = m+1 | \overline{Y}_{2k} = M] = |Q(M)|/(|Q(M)| + \lambda m)
\]

\[
\geq (1+m\lambda)^{-1} \geq (1+m)^{-1} \geq p_0,
\]

so that part (b) is proved.

Parts (c) and (d) will now be proved. Choose an augmenting path \( p \) for \( M \) of length \( f(M) \).

Let

\[
\Gamma_* = \{(e_1, e_2): e_1 \in M, e_2 \text{ is matchable relative to } M - e_1, \text{ and } f(M - e_1 + e_2) \geq f(M) + 2\}.
\]

Suppose \( (e_1, e_2) \in \Gamma_* \). Then \( e_1 \) and \( e_2 \) are incident to a common node (otherwise \( e_1 \) is matchable relative to \( M - e_1 \) and \( e_2 \) is matchable relative to \( M \), and hence \( f(M - e_1 + e_2) = f(M) = 1 \), a contradiction) and \( e_1 \neq e_2 \). Since \( p \) is not an augmenting path for \( M - e_1 + e_2 \), at least one of \( e_1 \) or \( e_2 \) is incident to a node of \( p \). This means that either \( e_1 \) is an edge of \( p \) or \( e_2 \) is incident to one of the exposed nodes on the ends of \( p \). Thus, we have narrowed down the possibilities to one of the four cases shown in Figure 2.3.2. We can rule out the first three of these cases, because in these cases there is an augmenting path for \( M - e_1 + e_2 \) with length at most the length of \( p \). We have thus
Figure 2.3.2. Four possibilities for \((e_1, e_2)\) are pictured. Edges in the path \(p\) are drawn straight and horizontally. Edges in \(M\) are bold. Nodes \(v_1\) and \(v_3\) are the end nodes of an augmenting path for \(M - e_1 + e_2\). Only the fourth possibility can really occur.

shown that if \((e_1, e_2) \in \Gamma_+\), then \(e_2\) is incident to an exposed node of \(p\), \(e_1\) and \(e_2\) are incident to a common node, and \(e_1\) is not in the path \(p\). It follows that \(f(M - e_1 + e_2) = f(M) + 2\), for any \((e_1, e_2) \in \Gamma_+\), which proves part (c).

Define

\[ W = \{ e_2 : (e_1, e_2) \in \Gamma_+ \text{ for some } e_1 \}. \]

If \(e \in W\) then there is exactly one edge, call it \(w(e)\), such that \((w(e), e) \in \Gamma_+\). Each edge in \(W\) is incident to an exposed node of \(p\) so that \(|W| \leq 2d^*\). Thus,

\[
P[f(\tilde{Y}_{2k+2}) = f(M) + 2 | \tilde{Y}_{2k} = M] = \sum_{(e_1, e_2) \notin \Gamma_+} P(\tilde{Y}_{2k+2} = M - e_1 + e_2, \tilde{Y}_{2k+1} = M - e_1 | \tilde{Y}_{2k} = M)
\]
= \sum_{w} P[\bar{Y}_{2k+2} = M - w(e) + e | \bar{Y}_{2k+1} = M - w(e)]P[\bar{Y}_{2k+1} = M - w(e) | \bar{Y}_{2k} = M]

\leq \sum_{w} \frac{1}{|Q(M-w(e))|} \cdot \frac{1}{|M|} \leq |W| \frac{1}{2} \frac{1}{|M|} \leq \frac{d^*}{|M|}.

Together with parts (a), (b), and (c), this proves part (d) so that Claim 2.3.2 is completely proved.

We will now complete the proof of Lemma 2.3.2b using Claims 2.3.1 and 2.3.2. Define a process \((U_k: k \geq 0)\) by \(U_k = \frac{1}{2} (1 + f(\bar{Y}_k))I_{1\leq \bar{S}_2 \leq \bar{S}_k}\). Note that \(U_k\) takes values in \(\{0, 1, \ldots, L\}\) where \(L = (1+\bar{L})/2\). Claim 2.3.1 implies that \(L \leq \beta\) and Claim 2.3.2 implies that

\[
P[U_{k+1} = i | U_k = j, U_{k-1}, \ldots, U_0] =
\begin{cases}
  \geq p_0 & \text{if } i = j-1 \\
  = 0 & \text{if } i \geq j+2 \\
  \leq p_1 & \text{if } i = j+1
\end{cases} \quad (2.3.5)
\]

Let \((W_k: k \geq 0)\) denote the Markov chain with one-step transition probabilities shown in Figure 2.3.3. From Equation (2.3.5) it follows that if \(W_0 = U_0\), then the Markov chain \((W_k: k \geq 0)\) stochastically dominates the process \((U_k: k \geq 0)\). Hence,

\[
E[\bar{S}_* | \bar{Y}_0 = M_0] + 1 = 2E[\min(j: U_j = 0) | \bar{Y}_0 = M_0]

\leq 2E[\min(j: W_j = 0) | W_0 = f(M_0)]

\leq 2E[\min(j: W_j = 0) | W_0 = L]

= \frac{2}{p_0} \sum_{j=0}^{L-1} (L-j)^j \left[ \frac{p_1}{p_0} \right]^j
\]
Figure 2.3.3. One-step transition probabilities for the Markov chain \( (W_k; k \geq 0) \).

\[
\leq \frac{2L}{P_0} \left( \frac{P_1}{P_0} \right)^{L-1} \leq \frac{2\beta}{P_0} \left( \frac{P_1}{P_0} \right)^{\beta-1} \leq 2\omega^*.
\]

This establishes Inequality (2.3.3), so the proof of Lemma 2.3.2b, and hence also the proof of Lemma 2.3.2a, is complete.

\[\Box\]

Proof of Lemma 2.3.3: In the first part of the proof, we will refer to the setup in the proof of Lemma 2.3.2a. By the reasoning there, we see that for \( i \geq 1 \),
The term $\Delta(\bar{Y}_j)$ is equal to
\[
P[Y_{k+1} \in \bar{B} | Y_k = \bar{Y}_j] = \begin{cases} 
\frac{|Q(\bar{Y}_j)|}{|Q(\bar{Y}_j)| + \lambda(m-1)} & \text{if } |\bar{Y}_j| = m-1 \\
1 & \text{if } |\bar{Y}_j| \geq m.
\end{cases}
\]

As in the proof of Lemma 2.3.2a, we assume that if $|M_o| = m-1$, then $Q(M_o) \neq \emptyset$. Hence, if $\bar{Y}_0 = M_o$ and $|\bar{Y}_0| = m-1$, then $Q(\bar{Y}_0) \neq \emptyset$. Moreover, if $|\bar{Y}_j| = m-1$ for some $j \geq 1$, then $\bar{Y}_{j-1}$ is a matching containing $\bar{Y}_j$ and so $Q(\bar{Y}_j) \neq \emptyset$. Thus, given $\bar{Y}_0 = M_o$, $Q(\bar{Y}_j) \neq \emptyset$ whenever $|\bar{Y}_j| = m-1$, for all $j \geq 0$. Therefore, given $\bar{Y}_0 = M_o$ we have $\Delta(\bar{Y}_j) \geq (1+(m-1)\lambda)^{-1} \geq (1+\frac{\lambda|V|}{2})^{-1}$. Also, note that $|\bar{Y}_j| \geq m$ for at least half of the values of $j$ with $0 \leq j \leq \bar{s}_x-1$. Thus,
\[
\bar{s}_x^{-1} \sum_{j=0}^{\bar{s}_x-1} \Delta(\bar{Y}_j) |\bar{Y}_0 = M_o| \geq E[(1 + \frac{\lambda|V|}{2})^{\bar{s}_x/2}] |\bar{Y}_0 = M_o| \geq (1 + \frac{\lambda|V|}{2})^{-\omega^*}
\]
\[
\geq \exp(-\lambda|V|/\omega^*/2) = \exp(-1/6) \geq 5/6,
\]
where for the second inequality we used Lemma 2.3.2b and Jensen's inequality, and for the last two inequalities we used the inequality $\exp(u) \geq 1+u$. Therefore, for $i \geq 1$,
\[
P([Z_{i+1}] > |Z_i|, |Z_0, \ldots, Z_i|_{(R(Z)) > i}) \geq (5/6)I_{(R(Z)) > i}.
\]
Now $|Z_{i+1}| - |Z_i| \in \{-2,-1,1,2\}$ so that
\[
E([Z_{i+1}] - |Z_i|, |Z_0, \ldots, Z_i|_{(R(Z)) > i}) \geq (\frac{5}{6} - 2 \cdot \frac{1}{6})I_{(R(Z)) > i} = \frac{1}{2}I_{(R(Z)) > i},
\]
which implies that the process
\[
(|Z_i| - \frac{i-1}{2})I_{\{R(Z) > i\}} + (|Z_{R(Z)}| - \frac{R(Z) - 1}{2})I_{\{R(Z) \leq i\}}, \quad i = 1, 2, \ldots
\]

is a submartingale uniformly bounded from above. Thus, by a version of Doob's optional sampling theorem [16, Theorem 7.4.6.ii]

\[
E \left[ |Z_{R(Z)}| - \frac{R(Z) - 1}{2} \right] \geq E \left[ |Z_1| - \frac{1-1}{2} \right] \geq 0,
\]

which yields

\[
ER(Z) \leq 2E|Z_{R(Z)}| + 1 \leq 2m^* + 1 \leq |V| + 1 \leq D_3.
\]

Lemma 2.3.3, and hence Theorem 2.3.1, are completely proved.

\[\square\]

2.4. Simulated Annealing when Temperature Schedules are Constant

In this section, we consider the limitations of restricting our attention to degenerate temperature schedules that have only a single value. The main result of this section is the theorem following the next set of definitions. Let \( G'(n, d^*) \) be the set of all graphs with \( n \) nodes and maximum node degree \( d^* \), \( M'(G) \) the set of all matchings of graph \( G \), and \( m^*(G) \) the size of the largest matching of \( G \). Let \( R(G) \) be the set of all symmetric transition probability matrices \( R \) over \( M'(G) \) with the following property: for all \( i, j \in M'(G) \), there is a positive integer \( k \) and a sequence \( i = i(1), i(2), \ldots, i(k) = j \) of matchings from \( M'(G) \) such that \( R_{i(h),i(h+1)} > 0 \) for all \( h \) such that \( i \leq h \leq k-1 \). Let \( c \) be the cost function on \( M'(G) \) such that \( c(M) = -|M| \). Suppose \( R \) is a transition probability matrix over \( M'(G) \). Let \( (X_k^{G,R,T}; k \geq 0) \) be the annealing process on system \( (M'(G), c, R) \) with temperature schedule \( (T_k; k \geq 0) \) such that \( T_k = T \) for all \( k \geq 0 \).

**Theorem 2.4.1:** Suppose \( \beta \) and \( d^* \) are real numbers and \( n \) is a positive integer such that \( \frac{n}{4} \geq \beta \geq \max\{8, \frac{2n}{d^*-1}\} \). Let \( \Omega(\beta, n, d^*) \) equal
\[
\max_{G \in G'(n,d^*)} \inf_{\theta \in (0,\beta]} \min_{\rho \in \mathbb{R}(G)} \max_{M \in M'(G)} \mathbb{E}[\min\{k : |X_k^{(G,R,T)}| \geq (1-\beta^{-1})m^*(G)\} \mid X_0 = M].
\]

Then
\[
\Omega(\beta, n, d^*) \geq \frac{\left\lfloor \frac{n}{\beta} \right\rfloor^2}{\left\lfloor \frac{n}{\beta} \right\rfloor + 1} - 1.
\]

Remarks: (1) From Theorem 2.4.1, if \( \beta \geq \frac{n}{4} \) then
\[
\Omega(\beta, n, d^*) \geq \Omega\left(\frac{n}{4}, n, d^*\right) \geq \frac{\left\lfloor \frac{n}{16} \right\rfloor}{5} - 1.
\]

(2) Note that Theorem 2.3.1 implies that
\[
\Omega(\beta, n, d^*) \leq 24\beta^2 n^5 (2d^*)^{2\beta-2}.
\]

(3) Theorem 2.4.1 and part (2) of these remarks imply that if \( \beta \) is at least two and is constant on \( n \) then \( \Omega(\beta, n, n) \) is upper and lower bounded by polynomial functions of \( n \) such that the functions have exponents that are linear functions of \( \beta \).

We will prove Theorem 2.4.1 after presenting two lemmas and defining a graph \( \Lambda(\lambda_H, \lambda_L) \), which is a generalization of the graph \( G_n \) of Section 2.2. Graph \( \Lambda(\lambda_H, \lambda_L) \), shown in Figure 2.4.1, consists of \( 4\lambda_H\lambda_L \) nodes and has maximum node degree \( 2\lambda_H + 1 \). Just as in graph \( G_n \), the edges of \( \Lambda(\lambda_H, \lambda_L) \) are partitioned into the subsets \( H_1, H_2, \ldots, H_{\lambda_H}, B_1, B_2, \ldots, B_{\lambda_L-1} \). These subsets are indicated in Figure 2.4.1. For each \( i \), such that \( 1 \leq i \leq \lambda_L \), \( H_i \) consists of \( 2\lambda_H \) edges that are disjoint, and, for each \( j \), such that \( 1 \leq j \leq \lambda_L-1 \), the subgraph induced by the nodes of the edges of \( B_j \) is a complete bipartite graph consisting of \( 4\lambda_H \) nodes. Also note that \( H = \bigcup_{i=1}^{\lambda_L} H_i \) is a unique maximum matching of \( \Lambda(\lambda_H, \lambda_L) \). If \( \lambda_H = \lambda_L = n \) then \( \Lambda(\lambda_H, \lambda_L) \) is isomorphic to \( G_{2n-1} \) of Section 2.2.
Lemma 2.4.1: Let $\lambda_H$ and $n$ be positive integers such that $n \leq 2\lambda_H - 1$. Let $S_n$ be the set of all matchings of $\Lambda(\lambda_H, \lambda_L)$ of size $|H| - n$. Then

$$\frac{|S_{n+1}|}{|S_n|} \geq \frac{(2\lambda_H-n)^\lambda}{n+1}.$$ 

Proof. Suppose $M$ is a matching of $S_n$. Then $M \Theta H$ is a set of $n$ node-disjoint paths, and each path is characterized by a sequence of edges $e_1, e_2, \ldots, e_{2k+1}$, where $e_1 \in H_j$, $e_2 \in B_j$, $e_3 \in H_{j+1}$, $e_4 \in B_{j+1}$, \ldots, $e_{2k+1} \in H_{j+k}$ for some $j$ and $k$. We will call such kinds of paths stretched paths. Since $(H \Theta M) \Theta H = M$, there is a one-to-one and onto correspondence between elements of $S_n$ and elements of the set, $T_n$, of all sets of $n$ node-disjoint stretched paths.
We will now proceed to show that

\[
\frac{|T_{n+1}|}{|T_n|} \geq \frac{(2\lambda_H-n)^{\lambda_t}}{n+1},
\]

(2.4.1)

which is sufficient to prove the lemma. Observe that from each element \( t \) of \( T_n \) we can generate elements of \( T_{n+1} \) in the following way. We find a stretched path \( p \) that starts in \( H_1 \), ends in \( H_\lambda_t \), and is node-disjoint from any of the paths in \( t \). Since \( n \leq 2\lambda_H - 1 \), there are at least \((2\lambda_H-n)^{\lambda_t}\) such paths \( p \). Then we add the path \( p \) to set \( t \) to form an element of \( T_{n+1} \). In this way, each element of \( T_n \) can generate at least \((2\lambda_H-n)^{\lambda_t}\) elements of \( T_{n+1} \). But, each element of \( T_{n+1} \) can be generated in this way by at most \( n+1 \) elements of \( T_n \). We can then conclude the Inequality (2.4.1).

Lemma 2.4.2: Let \( S \) be a finite set and \( c \) be a cost function on \( S \). Let \( R \) be a symmetric transition probability matrix over \( S \) such that for all \( i, j \in S \), there is positive integer \( k \) and a sequence \( i = i(1), i(2), \ldots, i(k) = j \) of states in \( S \) such that \( R(i_h)i_{h+1} \geq 0 \) for all \( h \) such that \( 0 \leq h \leq k-1 \). Let \( \gamma \) be some constant.

\[ \zeta_\gamma = \{ s \in S : c(s) \leq \gamma \text{ and } R_{ss'} > 0 \text{ for some } s' \text{ such that } c(s') > \gamma \}, \]

\[ \gamma_\circ = \min \{ c(s) : s \in S - \zeta_\gamma \}, \]

and

\[ A_\gamma = \{ s \in S - \zeta_\gamma : c(s) = \gamma_\circ \}. \]

Let \((X_k : k \geq 0)\) be the annealing process corresponding to \((S, c, R)\) with a temperature schedule \((T_k : k \geq 0)\) such that \( T_k = T \) for all \( k \geq 0 \). Then for \( T > 0 \) there is a state \( s \in S \) such that

\[ E[\min \{ k > 0 : c(X_k) \leq \gamma \} | X_0 = s ] \geq \frac{|A_\gamma|}{|\zeta_\gamma|}. \]

Proof: If \( \zeta_\gamma \) or \( A_\gamma \) are empty then the lemma is trivial to prove. Thus, we will assume that both \( \zeta_\gamma \) and \( A_\gamma \) are not empty. Since the purpose of the proof is to lower bound \( E[\min \{ k > 0 : c(X_k) \leq \gamma \} | X_0 = s ] \), without loss of generality we will assume that all states in \( \zeta_\gamma \).
have cost exactly equal to \( \gamma \). We have assumed that \( T > 0 \) and \( R \) is a symmetric transition probability matrix over \( S \) such that for all \( i, j \in S \), there is an integer \( k \) and a sequence \( i = i(1), i(2), \ldots, i(k) = j \) of states in \( S \) such that \( R_{i(h-1)i(h)} > 0 \) for all \( h \) such that \( 0 \leq h \leq k-1 \), and, therefore, process \( (\tilde{X}_k; k \geq 0) \) has the limiting distribution \( (\pi_s; s \in S) \), called the Gibbs distribution, where

\[
\pi_s = \exp(-c(s)/T) / \sum_{s' \in S} \exp(-c(s')/T).
\]

Then

\[
\sum_{s' \in S} \sum_{s \in S} \pi_s \exp(-c(s)/T) E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s] = (\sum_{s \in S} \pi_s)^{-1}.
\]

Thus, there is a state \( s \in \zeta_{s'} \) such that

\[
(\sum_{s \in S} \pi_s)^{-1} \leq E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s].
\]

Since

\[
E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s] = 1 + \sum_{s' \in S} R_{s' \delta} \exp(-[c(s) - c(s')]/T) E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s]
\]

and \( \sum_{s' \in S} R_{s' \delta} \leq 1 \), there must exist a state \( s \in S - \zeta_{s'} \) such that

\[
\exp(-[c(s) - c(s')]/T) E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s] \geq (\sum_{s \in S} \pi_s)^{-1}.
\]

The previous inequality implies

\[
\exp(-[c(s) - c(s')]/T) E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s] \geq (\sum_{s \in S} \pi_s)^{-1} = 1 - \sum_{s \in S} \exp(-[c(s) - c(s')]/T) / |\zeta_{s'}| \exp(\gamma/T).
\]

which in turn implies

\[
E[\min[k \geq 1: \tilde{X}_k \in \zeta_{s'}] / \tilde{X}_0 = s] \geq \frac{\sum_{s \in S - \zeta_{s'}} \exp(-[c(s) - \gamma]/T) / |\zeta_{s'}| \exp(-[c(s) - c(s')]/T)}{|A_\gamma| \exp(-/[\gamma_0 - \gamma]/T) / |\zeta_{s'}| \exp(-/[c(s) - c(s')]/T)}
\]

\[
\geq \frac{|A_\gamma| \exp(-/[\gamma_0 - \gamma]/T)}{|\zeta_{s'}| \exp(-/[c(s) - c(s')]/T)}
\]
\[ z \exp((c(s) - c(\gamma)) - (\gamma_0 - \gamma)/T) |\Lambda_{\gamma}|/|\zeta_{\gamma}| \]

\[ \geq |\Lambda_{\gamma}|/|\zeta_{\gamma}|. \]

and we are done. 

\[ \square \]

\textbf{Proof of Theorem 2.4.1:} Let \( \lambda_H = \left\lfloor \frac{n}{\beta} \right\rfloor \) and \( \lambda_L = \left\lfloor \frac{\beta}{4} \right\rfloor \). Then \( \Lambda(\lambda_H, \lambda_L) \) is a graph with at most \( n \) nodes and maximum node degree at most \( d^* \). For positive integer \( k \), let \( S_k \) be the set of all matchings of \( \Lambda(\lambda_H, \lambda_L) \) of size \( |H| - k \). From Lemma 2.4.1, \[ \frac{|S_{k+1}|}{|S_k|} \geq \frac{(2\lambda_H - k)^{\lambda_L}}{k+1} \] for all \( k \leq \left\lfloor \frac{n}{\beta} \right\rfloor \). Thus, for all \( k \leq \left\lfloor \frac{n}{\beta} \right\rfloor \), we have

\[ \frac{|S_{k+1}|}{|S_k|} \geq \frac{(2\lambda_H - \left\lfloor \frac{n}{\beta} \right\rfloor)^{\lambda_L}}{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L}} = \frac{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L}}{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L}}. \]

Let \( Q = \frac{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L}}{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1}} \). Then \( |S_k| \leq (1/Q)^{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1-k}} |S_{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1}}| \) for all \( k \leq \left\lfloor \frac{n}{\beta} \right\rfloor \). Therefore,

\[ \sum_{k=0}^{\left\lfloor \frac{n}{\beta} \right\rfloor} |S_k| \leq |S_{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1}}| \sum_{k=0}^{\left\lfloor \frac{n}{\beta} \right\rfloor} (1/Q)^{k+1} \leq |S_{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1}}| \sum_{k=0}^{\infty} (1/Q)^{k+1}. \] (2.4.2)

Since we have assumed that \( 8 \leq \beta \leq \frac{n}{4} \), \( Q \) is greater than one, and, thus, the right side of (2.4.2) is finite and is equal to \( |S_{\left\lfloor \frac{n}{\beta} \right\rfloor^{\lambda_L+1}}|(Q-1)^{-1} \). Hence, it follows that
Let $G = \Lambda(\lambda_H, \lambda_L)$. Lemma 2.4.2 and (2.4.3) imply that, for any $T > 0$ and any transition probability matrix $R \in R(G)$,

$$\max_{M \in M'(G)} E[\min(k : |X_k^{(G,R,T)}| \geq |H| - \lfloor \frac{n}{\beta} \rfloor) | X_0^{(G,R,T)} = M] \geq \frac{\lfloor \frac{n}{\beta} \rfloor}{\lfloor \frac{n}{\beta} \rfloor + 1} - 1. \quad (2.4.4)$$

Since $(1 - \beta^{-1})m^*(\Lambda(\lambda_H, \lambda_L)) = (1 - \beta^{-1})|H| \geq |H| - \lfloor \frac{n}{\beta} \rfloor$, Inequality (2.4.4) implies that, for any $T > 0$ and any transition probability matrix $R \in R(G)$,

$$\max_{M \in M'(G)} E[\min(k : |X_k^{(G,R,T)}| \geq (1-\beta^{-1})m^*(G)) | X_0^{(G,R,T)} = M] \geq \frac{\lfloor \frac{n}{\beta} \rfloor}{\lfloor \frac{n}{\beta} \rfloor + 1} - 1,$$

which implies the theorem.

\[2.5. \text{ Speculations}\]

We believe that Theorem 2.2.1 is true for constants $\sigma_1$ and $\sigma_2$ much larger than what we provided in the proof and that ER is significantly smaller than the upper bound given in Theorem 2.3.1. Moreover, we conjecture that for $0 < r < 1$, the average time needed for the controlled processes described in Section 2.2 to reach a matching having cardinality at least the maximum possible minus $|V|^r$ is not upper bounded by a polynomial in $|V|$ for some sequence of graphs.

We believe that graph $\Lambda(\lambda_H, \lambda_L)$ of Section 2.4 and the techniques of Section 2.2 could be used to prove this conjecture.
The upper bound on ER given in Theorem 2.3.1 is valid for all graphs with a specified number of nodes and maximum node degree value. In the next chapter, we try to bound ER when we restrict our attention to graphs $G$ that are "typical" in some sense.

Our methods of analyzing simulated annealing, like the deterministic methods known for solving the maximum matching problem, do not easily carry over to "industrial strength" variations of the problem or to other problems. More work will be needed to evaluate the average time complexity of simulated annealing and other search heuristics for a wide range of problems.
CHAPTER 3

MATCHING PROBLEM: AVERAGE PERFORMANCE FOR TYPICAL GRAPHS

3.1. Introduction

In Theorem 2.3.1, we presented an upper bound on the average amount of time the basic simulated annealing algorithm of Subsection 2.2.1 takes to find a matching with size at least a fraction \( \frac{1 - \beta^{-1}}{\beta} \) of the maximum matching. If \( \beta = \frac{|V|}{2} \) then the upper bound is

\[
6|V|^2(2d^*)^{\frac{|V|}{2}}. \tag{3.1.1}
\]

Expression (3.1.1) is an upper bound on the average amount of time the algorithm takes to find a maximum matching of a graph \((V,E)\) with maximum node degree \(d^*\). Therefore, if we exclude graphs with no edges then (3.1.1) is exponential in \(|V|\). However, (3.1.1) is a bound applying to all graphs of a specified number of nodes and value of maximum node degree.

Our objective of this chapter is to find an upper bound on the average time complexity of simulated annealing for the matching problem for a "typical" graph. We will make this objective precise after the following definitions. Let \( m \) be an increasing positive integer valued function of \( n \). Typically, \( m(n) = \lfloor cn^d \rfloor \) where \( d \) and \( c \) are constants. In this chapter, we will use \( m \) as a function only of \( n \), so we write \( m \) for \( m(n) \). Let \( G(n,m) \) be the set of all graphs with node set \( \{1, 2, \ldots, n\} \) and \( m \) edges. Suppose \( A_n \) is the subset of all graphs in \( G(n,m) \) with some property \( Q \), and \( |A_n|/|G(n,m)| \to 1 \) as \( n \to \infty \). Then we say that almost every graph has property \( Q \). Our aim is to find a small function \( g \) such that for almost every graph the average time it takes the simulated annealing algorithm of Subsection 2.1.2 to find a maximum matching, if the graph has \( n \) nodes, is at most \( g(n) \). In this sense, \( g(n) \) upper bounds the average time complexity of simulated annealing for the matching problem for a "typical" graph with \( n \) nodes and \( m \) edges.
Since we do not know of an exact analytical method to find a small function \( g \), we use heuristic approximations of the annealing process to estimate one. The approximations of the annealing process and an estimate for a small \( g \) are presented in Section 3.2. The estimate is compared with computer simulations in Section 3.3, and conclusions are given in Section 3.4.

3.2. Approximations and Estimates

We are interested in approximating two processes. The first is the annealing process \((X_k: k \geq 0)\) of the basic simulated annealing algorithm of Subsection 2.1.2 for a "typical" graph in \( G(n, m) \) and \( T_i = T \) for all \( i \geq 0 \). Note that since the sequence of temperature values is not decreasing, \((X_k: k \geq 0)\) is not, strictly speaking, an annealing process. We will approximate \((X_k: k \geq 0)\) by a process \((Y_k: k \geq 0)\) that also has a parameter \( T \). We will then use \((Y_k: k \geq 0)\) to approximate

\[
E[\min\{k: X_k \text{ is maximum}\} | X_0 = \emptyset], \tag{3.2.1}
\]

when the graph is a typical element of \( G(n, m) \), and to find a value of \( T \) so that (3.2.1) is small.

The second process we are interested in approximating is \((X_k: k \geq 0)\), which is the limit in distribution of the process \((X_{jk_k}: k \geq 0)\) as \( T \to 0 \), where \( J(0) = 0 \) and \( J(k+1) = \min\{j \geq J(k): X_j \neq X_{jk_k}\} \) for all \( k \geq 0 \). The following is a procedure for simulating \((X_k: k \geq 0)\). Let \( \tilde{X}_0 \) equal a matching. Having selected \( \tilde{X}_0, \tilde{X}_1, \ldots, \tilde{X}_k \) choose \( \tilde{X}_{k+1} \) as follows. If \( \tilde{X}_k \) is maximal then choose an edge \( e \) at random from \( \tilde{X}_k \), all such edges being equally likely, and let \( \tilde{X}_{k+1} = \tilde{X}_k - e \). If \( \tilde{X}_k \) is not maximal then choose an edge \( e \) at random from the set of edges matchable relative to \( \tilde{X}_k \), all such edges being equally likely, and let \( \tilde{X}_{k+1} = \tilde{X}_k + e \). Note that \((X_k: k \geq 0)\) is not dependent on a temperature parameter, and, by the theorem of Berge and Norman and Rabin [10, Theorem 10.1], it will eventually visit a maximum matching.

We will approximate \((\tilde{X}_k: k \geq 0)\) by \((\tilde{Y}_k: k \geq 0)\), which we define as the limit in distribution as \( T \to 0 \) of \((X_{j_{jk_k}}: k \geq 0)\), where \( J'(0) = 0 \) and \( J'(k+1) = \min\{j \geq J'(k): Y_j \neq Y_{j_{jk_k}}\} \) for all \( k \geq 0 \).
Then we will use \((\bar{Y}_k : k \geq 0)\) to approximate
\[
E[\min\{k \geq 0 : \bar{X}_k \text{ is maximum}\}|X_0 = \emptyset], \tag{3.2.2}
\]
when the graph is a "typical" element of \(G(n,m)\). We are interested in estimating (3.2.2) for two reasons. First, in Section 3.3, how close \((\bar{Y}_k : k \geq 0)\) approximates \((\bar{X}_k : k \geq 0)\) is determined by comparing the estimate (3.2.2) with data from computer simulations. This will be an additional check on how accurately \((Y_k : k \geq 0)\) approximates \((X_k : k \geq 0)\). Second, simulating \((\bar{X}_k : k \geq 0)\) is an alternative to the simulated annealing algorithm for the matching problem, which at times may be preferable. Hence, we are also interested in its time complexity.

This section is organized as follows. Process \((Y_k : k \geq 0)\) is presented next. Using \((Y_k : k \geq 0)\), we give an estimate of a value of \(T\) that should make (3.2.1) small. Finally, we present an estimate for (3.2.1) (resp., (3.2.2)) using \((Y_k : k \geq 0)\) (resp., \((\bar{Y}_k : k \geq 0)\)).

The state space of \((Y_k : k \geq 0)\) is \(\bigcup_{i=0}^{\lfloor n/2 \rfloor} \{s(i,0), s(i,1), s(i,2), s(i,3)\}\) and each state corresponds to a type of matching rather than a particular matching. State \(s(i,j)\) corresponds to matchings of size \(i\) that have their matchable edges configured in the following way: for \(j\) equal to, respectively, 0, 1, 2, or 3, the set of matchable edges is, respectively, empty, a single edge, a path of length three, or two disjoint edges. The transition probability \(P[Y_{k+1} = s(a_1,b_1)|Y_k = s(a_0,b_0)]\) approximates the "typical" one-step transition probability of \((X_k : k \geq 0)\) from an \(s(a_0,b_0)\)-type matching to an \(s(a_1,b_1)\)-type matching. Note that an \(s(i,j)\)-type matching does not exist for all \(i\) and \(j\) such that \(0 \leq i \leq \lfloor n/2 \rfloor\) and \(0 \leq j \leq 3\). For example, all edges are matchable relative to a matching of size zero, but, there are at most three edges that are matchable relative to an \(s(0,0)\)-, \(s(0,1)\)-, \(s(0,2)\)-, or \(s(0,3)\)-type matching. These inconsistencies are due to the fact that process \((Y_k : k \geq 0)\) is based on some assumptions on \(G(n,m)\), \(T\), and process \((X_k : k \geq 0)\). We ignore these inconsistencies, because process \((Y_k : k \geq 0)\) is relatively simple and it seems to do a fair job of approximating the
behavior of \((X_k : k \geq 0)\).

We will now discuss three assumptions on \(G(n,m)\), \(T\), and process \((X_k : k \geq 0)\) that process \((Y_k : k \geq 0)\) is based on. First, we assume that \(\frac{n}{2} \exp(-1/T)\) is a small fraction. Under this assumption if \(X_0\) is a matching that is not maximal then with high probability the next matching \((X_k : k \geq 0)\) visits will be a larger matching. We make this assumption because we are only interested in values of \(T\) that make (3.2.1) small, and if \(T\) is large enough so that the long-term drift of \((X_k : k \geq 0)\) is not towards larger matchings then (3.2.1) will be large.

Second, we assume that the average degree of the graph \((= \frac{2m}{n})\) is small relative to \(n\). For the rest of this chapter we will use \(d\) for the average degree. We are most interested in the case when \(\frac{d}{n}\) is small, because for a fixed value of \(n\), the smaller \(d\) is the more time it takes \((X_k : k \geq 0)\) to reach a maximum matching.

Third, suppose that \((X_k : k \geq 0)\) typically occupies matchings of size \(i\). Then we assume that \(n - 2i\) is small. The value \(n - 2i\) is an estimate of the number of exposed nodes relative to a matching of size \(i\). The estimate will be accurate if \(m \geq cn \log n\) and \(c > \frac{1}{2}\), for then maximum matchings typically have cardinality near \(\frac{n}{2}\) (see [17]). Our assumption that \(n - 2i\) is small should be consistent with the assumption that \(\exp(-1/T)\frac{n}{2}\) and \(\frac{d}{n}\) are small, because then we would expect that for a large fraction of the time, before reaching a maximum matching, \((X_k : k \geq 0)\) will be in matchings that have size that are near maximum.

Before describing \((Y_k : k \geq 0)\) in more detail we will simplify the notation by letting \(p(a_1,b_1;a_0,b_0) = P[Y_{k+1} = s(a_0,b_0) | Y_k = s(a_1,b_1)]\) and \(q = n - 2i\). A schematic description of \((Y_k : k \geq 0)\) is given in Figure 3.2.1. Each box in the figure corresponds to the state labeled on its left or upper left corner. Inside each box is the configuration of matchable edges for that state.
Figure 3.2.1. State diagram of the \( (Y_k : k \geq 0) \).
where $\emptyset$ means no matchable edges. An arrow from a box corresponding to state $s(a_0,b_0)$ to a box corresponding to $s(a_1,b_1)$ means the transition probability from $s(a_0,b_0)$ to $s(a_1,b_1)$ is positive. We do not indicate by arrows the positive transition probability of a state to itself. The transition probability values are presented in Figure 3.2.2. We will ignore states $s(0,0)$, $s(\lfloor n/2 \rfloor, 2)$, and $s(\lfloor n/2 \rfloor, 2)$, because there are no transitions out of these states with strictly positive probability.

Next we will give heuristic reasons for our choice of the states and transition probabilities of $(Y_k: k \geq 0)$. Note that all transition probabilities of $(Y_k: k \geq 0)$ that correspond to increasing the size of the matching are chosen to be consistent with the configuration of matchable edges of the state of which it came from. For example, there are three matchable edges relative to an $s(i,2)$-type matching. Matching one of these edges gives you an $s(i+1,0)$-type matching and matching either one of the other two edges gives you an $s(i+1,1)$-type matching. Hence, $p(i,2;i+1,0) = m^{-1}$ and $p(i,2;i+1,1) = 2m^{-1}$. We assume $\exp(-1/T)\frac{n}{2}$ is small and, therefore, if $(X_k: k \geq 0)$ is in an $s(i,2)$- or $s(i,3)$-type matching then with high probability the next matching it visits will be a larger one. Thus, for all $i \leq \lfloor \frac{n}{2} \rfloor$, we ignore the possibility of a transition from either states $s(i,2)$ or $s(i,3)$ that corresponds to decreasing the matching size.

We will now discuss the transitions out of $s(i,0)$, which is the state corresponding to maximal matchings of size $i$. In this discussion, we will suppose $M$ is a "typical" maximal matching of size $i$. We assume that for each $e \in M$ the end nodes of $e$ do not have a common neighbor, which is consistent with the assumption that $\frac{d}{n}$ is small. Since $M$ is maximal, for all edges $e \in M$, all matchable edges relative to $M-e$ share a node in common with $e$. Thus, we can partition $M$ into two subsets $A$ and $B$, where subset $A$ contains all edges $e$ such that each node of $e$ has at least one neighbor that is exposed relative to $M$, and subset $B$ contains all edges $e$ such that at most one node of $e$ has a neighbor that is exposed relative to $M$. 

For all $i$ such that $1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor$,

\[
p(i,0;i-1,2) = \min\{1,((n-2i)(d-1)/n)^2\}i^{\frac{\exp(-1/T)}{m}},
\]

\[
p(i,0;i-1,1) = \max\{0,1-((n-2i)(d-1)/n)^2\}i^{\frac{\exp(-1/T)}{m}},
\]

\[
p(i,1;i-1,2) = \min\{2(d-1),i\}^{\frac{\exp(-1/T)}{m}},
\]

and

\[
p(i,1;i-1,3) = \max\{0,i-2(d-1)\}^{\frac{\exp(-1/T)}{m}}.
\]

For all $i$ such that $0 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1$,

\[
p(i,2;i+1,0) = \frac{1}{m},
\]

\[
p(i,2;i+1,1) = \frac{2}{m},
\]

and

\[
p(i,3;i+1,1) = \frac{2}{m}.
\]

All other transition probabilities are zero, with the exception of transition probabilities from a state to itself.

Figure 3.2.2. Transition probabilities of $(Y_k: k \geq 0)$. 
Our estimate of the size of A and our characterization of the types of "typical" edges in sets A and B are based on the following argument. Let \( e = [i, j] \) be a "typical" edge of \( M \). We assume that the degree of each node of \( e \) is \( d \). We also assume that for each neighboring node \( v \) of \( i \) or \( j \) that is neither \( i \) nor \( j \), the probability of \( v \) being exposed relative to \( M \) is \( \frac{d}{n} \). Combining these assumptions on \( e \) and the assumption that \( q \) and \( \frac{d}{n} \) are small we have the following approximations:

\[
P[\text{The nodes of } e \text{ have no exposed neighbors}] = (1 - \frac{d}{n})^{2(d-1)} = 1 - \frac{2(d - 1)}{n}q. \tag{3.2.3}
\]

\[
P[\text{Each node of } e \text{ has exactly one exposed neighbor}] = ((d - 1)\frac{d}{n}(1 - \frac{d}{n})^{d-2})^2 = ((d - 1)\frac{d}{n})^2. \tag{3.2.4}
\]

and

\[
P[\text{Each node of } e \text{ has at least one exposed neighbor}] = (1 - (1 - \frac{d}{n})^{d-1})^2 = ((d - 1)\frac{d}{n})^2. \tag{3.2.5}
\]

Approximations (3.2.3) and (3.2.5) and the assumption that \( q \) and \( \frac{d}{n} \) are small imply that most of the edges \( e \) of \( B \) are such that \( e \) is the only matchable edge relative to \( M - e \). Hence, if \( e \in B \) then \( M - e \) is likely to be of type \( s(i-1,1) \). Approximations (3.2.4) and (3.2.5) imply that most of the edges \( e \) of \( A \) are such that the set of matchable edges relative to \( M - e \) is a path of length three. Therefore, if \( e \in A \) then \( M - e \) is likely to be of type \( s(i-1,2) \). Approximation (3.2.5) implies that \(|A| \) is approximately \((q(d-1)/n)^2|M|\). Since \( B = M - A \), we approximate \(|B|\) by \([1-(q(d-1)/n)^2]|M|\). Based on these approximations, we let

\[
p(i,0;i-1,2) = \min\{1, (q(d-1)/n)^2 \} i \frac{\exp(-1/T)}{m} \quad \text{and} \quad p(i,0;i-1,1) = \max\{0,1-(q(d-1)/n)^2 \} i \frac{\exp(-1/T)}{m}.
\]
We will now discuss the transitions out of $s(i,1)$, which is the state that corresponds to matchings of size $i$ that have exactly one matchable edge relative to it. For $e = [u, v] \in M$, $H_e$ is the set of edges $[u', v']$ in $M$ such that $u'$ or $v'$ is adjacent to one of $u$ or $v$. Let $U_e$ be the set of all nodes such that there is a path of length at most four from $v$ to a node of $e$. The following assumption is consistent with the assumption that $\frac{d}{n}$ and $q$ are small. We assume that the subgraph induced by $U_e$ is a tree, and all nodes in $U_e$, except the nodes of $e$, are matched. Under these assumptions, an edge $e' \in M$ is such that $M-e'$ is an $s(i-1,2)$-type matching if and only if $e \in H_e$ (see Figure 3.2.3 for an example of $H_e$ under these assumptions). We expect that if $e' \in H_e$ then the set edges matchable relative to $M - e'$ would be a path of length three. Since we assume $q$ and $\frac{d}{n}$ are small, we also expect that most edges $e' \in M - H_e$ are such that the set of edges

![Diagram](image)

**Figure 3.2.3.** In this example, the matched edges are bold and $H_e = \{e_1, e_2, e_3, e_4\}$. 
matchable relative to $M - e'$ are two disjoint edges. Therefore, we assume that if $e' = M - H_e$ then $M - e'$ is an $s(i-1,3)$-type matching. Since $|H_e|$ is the sum of the degrees of the nodes of $e$ minus two, we approximate it with $2(d - 1)$. Based on these approximations, we let $p(i,1;i-1,2) = \frac{\min\{2(d-1)j\}}{m} \exp(-1/T)$ and $p(i,1;i-1,3) = \frac{\max\{0,i-2(d-1)\}}{m} \exp(-1/T)$.

We now turn to determining a value of $T$ that will make (3.2.1) small. Let

$$D(j) = \min\{k: Y_k = s(j+1,0) \text{ or } s(j-1,0)\},$$

$$A_{j,j+1} = P[Y_D(j) = s(j+1,0) \mid Y_0 = s(j,0)],$$

and

$$A_{j,j-1} = P[Y_D(0) = s(j-1,0) \mid Y_0 = s(j,0)] = 1 - A_{j,j+1}.$$  

We will approximate (3.2.1) by

$$E[min\{k \geq 0: Y_k = s(\frac{n}{2},0)\} \mid Y_0 = s(0,1)].$$

which is equal to

$$\frac{\lfloor \frac{n}{2} \rfloor - 1}{2} \sum_{j=2}^{\lfloor \frac{n}{2} \rfloor - 1} E[D(j) \mid Y_0 = s(j,0)] \frac{1}{A_{j,j+1}} \sum_{i=j}^{\lfloor \frac{n}{2} \rfloor - 1} \prod_{k=j+1}^{i} \left( \frac{A_{k,k-1}}{A_{k,k+1}} \right)$$

$$+ E[D(1) \mid Y_0 = s(1,0)] \sum_{j=1}^{\lfloor \frac{n}{2} \rfloor - 1} \prod_{k=2}^{j} \left( \frac{A_{k,k-1}}{A_{k,k+1}} \right) + m.$$  

(3.2.7)

where $\prod_{k=j+1}^{j} (\cdot) = 1$.

To prevent (3.2.7) from being exponential in $n$, we want $T$ to be such that $A_{j,j-1}/A_{j,j+1} \leq \frac{1}{2}$ for all $j \leq \lfloor \frac{n}{2} \rfloor - 1$. Then (3.2.7) is at most

$$\frac{\lfloor \frac{n}{2} \rfloor - 1}{2} 3 \sum_{j=2}^{\lfloor \frac{n}{2} \rfloor - 1} E[D(j) \mid Y_0 = s(j,0)] \sum_{j=2}^{\lfloor \frac{n}{2} \rfloor - 1} E[D(1) \mid Y_0 = s(1,0)] + m.$$  

(3.2.8)

It can be shown that if $2 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1$ then $A_{i,j-1}/A_{i,j+1}$ equals...
\[
\max \left[ 0, \left( \frac{n}{(d-1)q} \right)^2 \right] \min \left\{ i, 1, 2(d-1) \right\} \exp(-1/T) \frac{1}{2} \frac{3+\min\{i,2(d-1)\}}{3+\min\{i,2(d-1)\}} \exp(-1/T)
\]
\[
\leq \left( \frac{n}{(d-1)(n-2i)} \right)^2 (d-1) \exp(-1/T) \frac{4}{3}
\]
\[
\leq \frac{n^2}{d-1} \exp(-1/T) \frac{1}{3}.
\]
Thus, if \( T \) satisfies \( \frac{n^2}{d-1} \exp(-1/T) \frac{2}{3} \leq 1 \) then \( A_{i,i-1}/A_{i,i+1} \leq \frac{1}{2} \) for \( 2 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor - 1 \). Although we want \( T \) to satisfy \( \frac{n^2}{d-1} \exp(-1/T) \frac{2}{3} \leq 1 \) we do not want \( T \) to be too small, otherwise \( E[D(i)|Y_0 = s(i,0)] \) will become very large. Hence, a value of \( T \) that makes (3.2.7) small is one where

\[
\exp(-1/T) = c \left( \frac{d-1}{n^2} \right),
\]
and \( c \) is a constant \( \leq 1.5 \). If \( (Y_k: k \geq 0) \) is an accurate approximation of \( (X_k: k \geq 0) \) then such a value of \( T \) will also make (3.2.1) small.

We now turn to evaluating \( E[D(i)|Y_0 = s(i,0)] \). The exact expression for \( E[D(i)|Y_0 = s(i,0)] \) is complicated, so we will approximate it with

\[
\frac{1.5m}{\exp(-1/T) \min\{ 1, \left( \frac{d-1}{n} (n-2i)^2 \right)^i \}} \tag{3.2.9}
\]

This is an accurate approximation if \( T \) is very small. Using Approximation (3.2.9), we get the following approximation for (3.2.8):

\[
4.5m \left\{ \exp(1/T) \sum_{i=2}^{(d-1)/2-1} \frac{1}{\min\{ 1, \left( \frac{d-1}{n} (n-2i)^2 \right)^i \}} \right\} + m
\]
\[
\leq (4.5m) \exp(1/T) \left\{ \sum_{i=2}^{(d-1)/2-1} \frac{1}{i} + \sum_{i=2}^{(d-1)/2-1} \frac{1}{i \left( \frac{d-1}{n} (n-2i)^2 \right)} \right\} + m
\]
\[
\begin{align*}
&= (4.5m)\exp(1/T) \left\{ \log(n) + \frac{n^2}{(d-1)^2} \left[ \frac{1}{2} \sum_{i=2}^{\lfloor n/2 \rfloor} \frac{1}{i(n-2i)^2} + \sum_{i=\lfloor n/6 \rfloor+1}^{\lfloor n/2 \rfloor-1} \frac{1}{i(n-2i)^2} \right] \right\} \\
&\leq (4.5m)\exp(1/T) \left\{ \log(n) + \frac{n^2}{(d-1)^2} \left[ \frac{1}{2} \sum_{i=2}^{\lfloor n/2 \rfloor} \frac{1}{(n-4i)^2} + \sum_{i=\lfloor n/6 \rfloor+1}^{\lfloor n/2 \rfloor-1} \frac{1}{(n-2i)^2} \right] \right\} \\
&= (4.5m)\exp(1/T) \left\{ \log(n) + \frac{n^2}{(d-1)^2} \left[ \frac{n/6}{2n^2} + \frac{6}{n} \sum_{i=1}^{\infty} \frac{1}{4i^2} \right] \right\} \\
&\leq (4.5m)\exp(1/T)(\log(n) + \frac{5n^2}{2(d-1)^2}) \\
&= \frac{9}{8} \exp(1/T)(2d\log(n) + \frac{5n^2}{d^2}). \quad (3.2.10)
\end{align*}
\]

Finally, if \( \exp(-1/T) \leq 1.5 \frac{(d-1)}{n^2} \) then Expression (3.2.10) is our estimate of (3.2.1). Note that

\[
E[D(\lfloor n/2 \rfloor - 1) | Y_0 = s(\lfloor n/2 \rfloor - 1, 0)] \geq \frac{1}{12} \exp(1/T) \frac{nm}{(d-1)^2} = \frac{1}{24} \exp(1/T) \frac{n^2}{d}.
\]

Thus, if \((Y_k: k \geq 0)\) is a good approximation for \((X_k: k \geq 0)\) and \(d = o(n/\log n)^{0.5}\) then \((X_k: k \geq 0)\) will be such that for a large portion of its time before it visits a maximum matching it will be in near maximum matchings. This is consistent with one of our assumptions used to define \((Y_k: k \geq 0)\).

If \(c\) is a constant such that \(c \leq 1.5\) and \(\exp(-1/T) = c \frac{(d-1)}{n^2}\), then (3.2.10) will be approximately

\[
\frac{9}{4c} n^3 \log(n) + \frac{45}{8c} \frac{n^4}{d^2}. \quad (3.2.11)
\]

Therefore, if \((Y_k: k \geq 0)\) is a good approximation of \((X_k: k \geq 0)\), then (3.2.11) is an upper bound on (3.2.1) for almost every graph.

We now turn to approximating (3.2.2). Recall that \((\bar{Y}_k: k \geq 0)\) is the limit in distribution of \((Y_{k(k)}: k \geq 0)\) as \(T \to 0\), where \(J(0) = 0\) and, for \(k \geq 0\), \(J(k+1) = \min\{j \geq J(k): Y_j \neq Y_{k(k)}\}\). Let \(t_0 = 0\) and \(t_k = \min\{j \geq 0: \bar{Y}_j = s(k,0)\}\). It is straightforward to show that
E(t_{k+1} - t_k | \tilde{Y}_0 = s(0,1)) = 3\max\left(\frac{n}{(d-1)(n-2k)}\right)^2 + 1. \quad \text{Then}

E[\min(j \geq 0: \tilde{Y}_j = (\lfloor \frac{n}{2} \rfloor, 0)) | \tilde{Y}_0 = s(0,1)] = 3\sum_{i=1}^{\lfloor \frac{n}{2} \rfloor - 1} \max\left(\frac{n}{(d-1)(n-2i)}\right)^2 + 1 + 1

\leq \frac{3}{2} \left(\frac{n^2}{(d-1)^2} + n\right). \quad (3.2.12)

Finally, we will use (3.2.12) as our approximation for (3.2.2). If \((Y_k: k \geq 0)\) is a good approximation of \((X_k: k \geq 0)\) then (3.2.12) is an upper bound on (3.2.2) for almost every graph. Note that

\[ E[t_{\lfloor \frac{n}{2} \rfloor} - t_{\lfloor \frac{n}{2} \rfloor - 1} | \tilde{Y}_0 = s(0,1)] \geq \frac{3}{4} \left(\frac{n}{(d-1)}\right)^2 + 1. \]

If our approximations are correct then \((X_k: k \geq 0)\) will spend a large portion of its time in near maximum matchings before finding a maximum matching.

### 3.3. Experimental Results

In this section, we will experimentally evaluate how well \((Y_k: k \geq 0)\) approximates \((X_k: k \geq 0)\) and how well \((\tilde{Y}_k: k \geq 0)\) approximates \((\tilde{X}_k: k \geq 0)\). First, we will focus on evaluating the accuracy of \((\tilde{Y}_k: k \geq 0)\). We check the accuracy of \((\tilde{Y}_k: k \geq 0)\) by using it to predict the sample means and sample standard deviations of \(\tilde{J} = \min(j: \tilde{X}_j \text{ is maximum})\) and \(\tau = \tilde{t}_{m^*} - \tilde{t}_{m^*-1}\), where \(m^*\) is the size of the largest matching and \(\tilde{t}_k = \min(j: |\tilde{X}_j| = k)\). Recall that \(G(n,m)\) is the set of all graphs with node set \(\{1, 2, \ldots, n\}\) and \(m\) edges. If \((\tilde{Y}_k: k \geq 0)\) is an accurate approximation of \((\tilde{X}_k: k \geq 0)\) then for most graphs in \(G(n,m)\) the mean of \(\tilde{J}\) will be (3.2.12) and the mean of \(\tau\) will be approximately \(E[t_{\lfloor \frac{n}{2} \rfloor} - t_{\lfloor \frac{n}{2} \rfloor - 1} | \tilde{Y}_0 = s(0,1)]\), which is approximately \(\frac{3}{4} \left(\frac{n}{(d-1)}\right)^2\) if \(n\) is even.

We collected data from simulations of \((\tilde{X}_k: k \geq 0)\) as follows. For each \(\delta \in \{0, 0.25, 0.5, 0.75, 1.0\}\), we let \(m = \lfloor c_0 \delta^{-1}\rfloor\), where \(c_0 = 80(32)^{-1}\), and we considered five values of \(n: 32, 64, 128, 256,\) and 512. For each \((\delta, n)\) pair, we randomly and without bias selected one hundred
graphs from $G(n,m)$ with replacement. For each graph, we simulated $(\tilde{X}_k; k \geq 0)$ once. From these one hundred simulations we computed the sample mean $m(\tilde{J})$ and standard deviation $\sigma(\tilde{J})$ of $\tilde{J}$, and we computed the sample mean $m(\mathfrak{t})$ and standard deviation $\sigma(\mathfrak{t})$ of $\mathfrak{t}$. Note that $m(\tilde{J})$ (resp., $m(\mathfrak{t})$) is an estimate of the mean of (3.2.2) (resp., $E[\mathfrak{t} | \tilde{X}_0 = \emptyset]$) over all graphs of $G(n,m)$. The sample means and standard deviations are given in the tables in Figure 3.3.1. These tables also contain the values of (3.2.12), which are listed under $a(\tilde{J})$, and the values of $\frac{3}{4} \left( \frac{n}{(d-1)} \right)^2$, which are listed under $a(\mathfrak{t})$.

Note that the $m(\mathfrak{t})$ is at least a half of $m(\tilde{J})$, which is consistent with our prediction that $(\tilde{X}_k; k \geq 0)$ will spend a large portion of its time in near maximum matchings.

We estimate the rate at which $m(\mathfrak{t})$ and $m(\tilde{J})$ grow with $n$ using the following procedure. First, for each $\delta$, we find an argument $(\alpha(\mathfrak{t}), \beta(\mathfrak{t}))$ of

$$\min_{\alpha, \beta} \sum_{n=32, 64, 128, 256, 512} (\log(n) - \log(e^{\alpha n^\beta}))^2,$$

where $\mathfrak{t}(n) = m(\mathfrak{t})$ for the graphs with $n$ nodes. In this sense, for the value of $\delta$, $e^{\alpha(\mathfrak{t}) n^{\beta(\mathfrak{t})}}$ is the "best-fit" curve to values of $m(\mathfrak{t})$ as a function of $n$. Similarly, we find a pair $(\alpha(\tilde{J}), \beta(\tilde{J}))$ for values of $m(\tilde{J})$. The values of $(\alpha(\mathfrak{t}), \beta(\mathfrak{t}))$ and $(\alpha(\tilde{J}), \beta(\tilde{J}))$ are presented in Table 3.3.1. If $(\tilde{Y}_k; k \geq 0)$ is an accurate estimate of $(\tilde{X}_k; k \geq 0)$ we would expect $\beta(\mathfrak{t})$ to be approximately equal to $2(1-\delta)$ and $\beta(\tilde{J})$ to be approximately equal to $\max(2-2\delta, 1)$. We also list the values of $\max(2-2\delta, 1)$ (resp., $2(1-\delta)$) under $\beta(\mathfrak{t}^*)$ (resp., $\beta(\tilde{J}^*)$).

Table 3.3.1 shows that our predictions, (3.2.12) and $\frac{3}{4} \left( \frac{n}{(d-1)} \right)^2$, tend to be more accurate for sparse graphs. This is not surprising, since our approximations were based on the assumption of a sparse graph. In addition, our predictions seem to be asymptotic upper bounds of the sample means.
## Table 3.3.1:

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>2.02e+02</td>
<td>2.93e+02</td>
<td>1.44e+02</td>
<td>1.61e+02</td>
<td>2.77e+02</td>
<td>4.80e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>160</td>
<td>8.93e+02</td>
<td>6.64e+02</td>
<td>4.80e+02</td>
<td>6.67e+02</td>
<td>6.21e+02</td>
<td>1.92e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>320</td>
<td>2.90e+03</td>
<td>2.41e+03</td>
<td>1.73e+03</td>
<td>2.01e+03</td>
<td>2.23e+03</td>
<td>7.68e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>640</td>
<td>1.24e+04</td>
<td>1.06e+04</td>
<td>6.53e+03</td>
<td>8.37e+03</td>
<td>1.01e+04</td>
<td>3.07e+03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>1280</td>
<td>4.00e+04</td>
<td>2.96e+04</td>
<td>2.53e+04</td>
<td>2.49e+04</td>
<td>2.83e+04</td>
<td>1.23e+04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### \( \delta = 0.25 \)

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>2.02e+02</td>
<td>2.93e+02</td>
<td>1.44e+02</td>
<td>1.61e+02</td>
<td>2.77e+02</td>
<td>4.80e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>190</td>
<td>5.51e+02</td>
<td>4.65e+02</td>
<td>3.48e+02</td>
<td>4.07e+02</td>
<td>4.23e+02</td>
<td>1.26e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>452</td>
<td>1.24e+03</td>
<td>8.17e+02</td>
<td>8.61e+02</td>
<td>8.04e+02</td>
<td>7.54e+02</td>
<td>3.34e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>1076</td>
<td>3.19e+03</td>
<td>2.06e+03</td>
<td>2.18e+03</td>
<td>2.18e+03</td>
<td>2.04e+03</td>
<td>8.96e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>2560</td>
<td>8.33e+03</td>
<td>5.51e+03</td>
<td>5.62e+03</td>
<td>5.52e+03</td>
<td>5.36e+03</td>
<td>2.43e+03</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### \( \delta = 0.50 \)

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>2.02e+02</td>
<td>2.93e+02</td>
<td>1.44e+02</td>
<td>1.61e+02</td>
<td>2.77e+02</td>
<td>4.80e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>226</td>
<td>3.24e+02</td>
<td>2.35e+02</td>
<td>2.63e+02</td>
<td>2.32e+02</td>
<td>2.17e+02</td>
<td>8.36e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>640</td>
<td>5.98e+02</td>
<td>5.17e+02</td>
<td>4.95e+02</td>
<td>3.87e+02</td>
<td>5.04e+02</td>
<td>1.52e+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>1810</td>
<td>8.48e+02</td>
<td>9.53e+02</td>
<td>6.68e+02</td>
<td>8.09e+02</td>
<td>2.85e+02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>5120</td>
<td>9.49e+02</td>
<td>1.86e+03</td>
<td>1.03e+03</td>
<td>9.32e+02</td>
<td>5.45e+02</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### \( \delta = 0.75 \)

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>2.02e+02</td>
<td>2.93e+02</td>
<td>1.44e+02</td>
<td>1.61e+02</td>
<td>2.77e+02</td>
<td>4.80e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>269</td>
<td>3.25e+02</td>
<td>1.68e+02</td>
<td>2.08e+02</td>
<td>1.63e+02</td>
<td>1.61e+02</td>
<td>5.60e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>905</td>
<td>2.96e+02</td>
<td>1.68e+02</td>
<td>3.34e+02</td>
<td>1.81e+02</td>
<td>1.63e+02</td>
<td>7.12e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>3044</td>
<td>3.80e+02</td>
<td>1.98e+02</td>
<td>5.73e+02</td>
<td>1.79e+02</td>
<td>1.92e+02</td>
<td>9.47e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>10240</td>
<td>6.81e+02</td>
<td>3.22e+02</td>
<td>1.03e+03</td>
<td>3.15e+02</td>
<td>3.19e+02</td>
<td>1.29e+02</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### \( \delta = 1.00 \)

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
<th>m(t)</th>
<th>m(j)</th>
<th>a(t)</th>
<th>a(j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>2.02e+02</td>
<td>2.93e+02</td>
<td>1.44e+02</td>
<td>1.61e+02</td>
<td>2.77e+02</td>
<td>4.80e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>320</td>
<td>1.35e+02</td>
<td>7.83e+01</td>
<td>1.72e+02</td>
<td>8.22e+01</td>
<td>7.23e+01</td>
<td>3.79e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>1280</td>
<td>1.54e+02</td>
<td>6.56e+01</td>
<td>2.60e+02</td>
<td>6.83e+01</td>
<td>6.75e+01</td>
<td>3.40e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>5120</td>
<td>2.36e+02</td>
<td>1.03e+02</td>
<td>4.49e+02</td>
<td>9.01e+01</td>
<td>9.78e+01</td>
<td>3.23e+01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>20480</td>
<td>3.52e+02</td>
<td>7.99e+01</td>
<td>8.31e+02</td>
<td>7.50e+01</td>
<td>6.70e+01</td>
<td>3.15e+01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 3.3.1: Tables of sample means \( m(t) \) and \( m(j) \); sample standard deviation \( \sigma(t) \) and \( \sigma(j) \); and our estimate \( a(t) \) (resp., \( a(j) \)) of \( t \) (resp., \( j \)), based on the approximation \( \hat{Y}_k; k \geq 0 \) of \( \hat{X}_k; k \geq 0 \). The graphs considered have \( n \) nodes and \( m = \lfloor c_n n^{1.5} \rfloor \) edges.*
Table 3.3.1. Function $e^{\alpha(n)}n^{\beta(n)}$ of $n$ is the best-fit curve of $m(\tau)$ (resp., $m(\tilde{\tau})$) as a function of $n$. The value of $\beta(\tau^*)$ (resp., $\beta(\tilde{\tau})$) is the estimate of $\beta(\tau)$ (resp., $\beta(\tilde{\tau})$) based on the approximation $(\bar{Y}_k: k \geq 0)$ of $(X_k: k \geq 0)$.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\alpha(\tilde{\tau})$</th>
<th>$\beta(\tilde{\tau})$</th>
<th>$\beta(\tau^*)$</th>
<th>$\alpha(\tau)$</th>
<th>$\beta(\tau)$</th>
<th>$\beta(\tau^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-1.22</td>
<td>1.91</td>
<td>2.00</td>
<td>-1.16</td>
<td>1.82</td>
<td>2.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.73</td>
<td>1.33</td>
<td>1.50</td>
<td>0.69</td>
<td>1.26</td>
<td>1.50</td>
</tr>
<tr>
<td>0.50</td>
<td>2.52</td>
<td>0.80</td>
<td>1.00</td>
<td>2.64</td>
<td>0.69</td>
<td>1.00</td>
</tr>
<tr>
<td>0.75</td>
<td>3.75</td>
<td>0.42</td>
<td>1.00</td>
<td>4.25</td>
<td>0.21</td>
<td>0.50</td>
</tr>
<tr>
<td>1.00</td>
<td>4.15</td>
<td>0.24</td>
<td>1.00</td>
<td>5.51</td>
<td>-0.21</td>
<td>0.00</td>
</tr>
</tbody>
</table>

In Figure 3.3.2, we have three graphs, corresponding to $\delta = 0, 0.5, 1.0$. In each graph, we plot $m(\tilde{\tau})$, $e^{\alpha(\tilde{\tau})}n^{\beta(\tilde{\tau})}$, and (3.2.12) versus $n$ corresponding to the particular value of $\delta$ for that graph.

In Figure 3.3.3, we plot three graphs of $m(\tau)$, $e^{\alpha(\tau)}n^{\beta(\tau)}$, and $\frac{3}{4}(\frac{n}{(d-1)})^2$ versus $n$ for $\delta$ equal to 0, 0.5, 1.0. In these graphs, the best-fit curves approximate the sample mean data fairly accurately, except for the curve approximating $m(\tilde{\tau})$ when $\delta = 0$. These graphs also indicate that (3.2.12) (resp., $\frac{3}{4}(\frac{n}{(d-1)})^2$) is an asymptotic upper bound on $m(\tilde{\tau})$ (resp., $m(\tau)$).

Next we will determine how accurately $(Y_k: k \geq 0)$ approximates $(X_k: k \geq 0)$ when $\exp(-1/T)$ is approximately $\frac{3}{4}(\frac{d-1}{n^2})$. We check the accuracy of $(Y_k: k \geq 0)$ by using it to predict the sample means and the sample standard deviations of $\bar{I} = \min(k: X_k$ is maximum). If $(Y_k: k \geq 0)$ is an accurate approximation of $(X_k: k \geq 0)$, then for most graphs in $G(n,m)$ the mean of $\bar{I}$ will be bounded above by (3.2.10), which is approximately $3n^3 \log n + 7.5 \frac{n^4}{d^2}$.
Figure 3.3.2. Graphs of \( m(J) \) (= "Data"), \( e^{aJ} n^{bJ} \) (= "Best-Fit Curve"), and (3.2.12) (= "Approximation") versus \( n \), for \( \delta = 0, 0.5, \) and 1.0.
Figure 3.3.3. Graphs of $m(\tau) = \text{"Data"}$, $e^{a(\tau)}n^{b(\tau)} = \text{"Best-Fit Curve"}$, and $\frac{3}{4} \left( \frac{n}{(d-1)} \right)^2 = \text{"Approximation"}$ versus $n$, for $\delta = 0$, $0.5$, and $1.0$. 
For the values of \( n \) we considered, \( \bar{I} \) can be quite large, because the value of \( T \) we used was so small that for a large portion of the time \( (X_k; k \geq 0) \) would be sitting in maximal matchings. To be more computationally efficient in estimating the mean of \( \bar{I} \) we do the following. First, set a register \( \hat{I} \) to zero. Then simulate the process \( (X_{J(k)}; k \geq 0) \), where \( J(0) = 0 \) and 
\[
J(k+1) = \min\{j \geq J(k); X_j \neq X_{J(k)}\}.
\]
For every value of \( k \geq 0 \), we increment \( \hat{I} \) by
\[
\frac{m}{\gamma_k + |X_{J(k)}|},
\]
where \( \gamma_k \) is the number of edges that are matchable relative to \( X_{J(k)} \). When \( (X_{J(k)}; k \geq 0) \) reaches a maximum matching we stop the simulation and \( \hat{I} \) is our estimate of \( \bar{I} \).

We computed sample means of \( \hat{I} \) in the same way we computed sample means of \( \bar{J} \) and \( \tau \), i.e., for each value of \( n \) and \( \delta \), 100 graphs were randomly selected from \( G(n,m) \), and, for each graph, a simulation of \( (X_{J(k)}; k \geq 0) \) was done and statistics were taken. The sample mean \( m(\hat{I}) \) and the sample standard deviation \( \sigma(\hat{I}) \) of \( \hat{I} \) are given in the tables in Figure 3.3.4. Note that \( m(\hat{I}) \) is an estimate of the mean of (3.2.1) over all graphs of \( G(n,m) \). Also listed in the tables, under \( \alpha(\hat{I}) \), is the value of \( 3n^3 \log n + 7.5 \frac{n^4}{d^2} \). We also compute the pair \( (\alpha(\hat{I}), \beta(\hat{I})) \) for the best-fit curve \( e^{\alpha(\hat{I})} n^\beta(\hat{I}) \) of the values of \( m(\hat{I}) \) as a function of \( n \). The \( (\alpha(\hat{I}), \beta(\hat{I})) \) values are given in Table 3.3.2. If \( (Y_k; k \geq 0) \) is an accurate approximation of \( (X_k; k \geq 0) \) then \( \beta(\hat{I}) \) should be approximately \( \max\{3.4 - 2\delta\} \). Included in Table 3.3.2 are the values of \( \max\{3.4 - 2\delta\} \), which are listed under \( \beta(1^*) \). Just as in the analysis of the rate of growth of \( \bar{J} \) and \( \tau \), our predictions for \( \hat{I} \) tend to be more accurate for sparse graphs.

Note that \( \beta(\hat{I}) - \beta(\bar{J}) \) is approximately 2 for small values of \( \delta \) (\( \beta(\hat{I}) - \beta(\bar{J}) = 2.1, 1.9, 1.9, 1.7, \) and \( 1.4 \) for \( \delta \) equal to \( 0, 0.25, 0.50, 0.75, \) and \( 1.0, \) respectively). To see why this is so, observe that our choice of \( T \) is small so that the process \( (X_{J(k)}; k \geq 0) \) behaves like the process \( (X_k; k \geq 0) \). Therefore, the sample mean of \( \hat{I} \) should be approximately the sample mean of \( \bar{J} \) times the average value of \( J(k+1) - J(k) \) over \( k \) such that \( 0 \leq k \leq k^* \) and \( J(k^*) = \hat{I} \). Since \( T \) is small, this
<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m̄(l)</th>
<th>σ(l)</th>
<th>a(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>1.86e+05</td>
<td>2.17e+05</td>
<td>6.55e+05</td>
</tr>
<tr>
<td>64</td>
<td>160</td>
<td>2.75e+05</td>
<td>2.96e+05</td>
<td>8.30e+05</td>
</tr>
<tr>
<td>128</td>
<td>320</td>
<td>5.04e+07</td>
<td>4.02e+07</td>
<td>1.11e+08</td>
</tr>
<tr>
<td>256</td>
<td>640</td>
<td>6.34e+08</td>
<td>4.68e+08</td>
<td>1.57e+09</td>
</tr>
<tr>
<td>512</td>
<td>1280</td>
<td>1.20e+10</td>
<td>1.30e+10</td>
<td>2.31e+10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m̄(l)</th>
<th>σ(l)</th>
<th>a(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>1.86e+05</td>
<td>2.17e+05</td>
<td>6.55e+05</td>
</tr>
<tr>
<td>64</td>
<td>190</td>
<td>1.96e+06</td>
<td>1.83e+06</td>
<td>6.84e+06</td>
</tr>
<tr>
<td>128</td>
<td>452</td>
<td>1.77e+07</td>
<td>1.40e+07</td>
<td>7.09e+07</td>
</tr>
<tr>
<td>256</td>
<td>1076</td>
<td>1.67e+08</td>
<td>1.13e+08</td>
<td>7.35e+08</td>
</tr>
<tr>
<td>512</td>
<td>2560</td>
<td>1.71e+09</td>
<td>1.27e+09</td>
<td>7.67e+09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m̄(l)</th>
<th>σ(l)</th>
<th>a(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>1.86e+05</td>
<td>2.17e+05</td>
<td>6.55e+05</td>
</tr>
<tr>
<td>64</td>
<td>226</td>
<td>1.17e+06</td>
<td>9.31e+05</td>
<td>5.79e+06</td>
</tr>
<tr>
<td>128</td>
<td>640</td>
<td>7.70e+06</td>
<td>6.57e+06</td>
<td>5.07e+07</td>
</tr>
<tr>
<td>256</td>
<td>1810</td>
<td>4.25e+07</td>
<td>3.18e+07</td>
<td>4.40e+08</td>
</tr>
<tr>
<td>512</td>
<td>5120</td>
<td>3.33e+08</td>
<td>2.51e+08</td>
<td>3.80e+09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m̄(l)</th>
<th>σ(l)</th>
<th>a(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>1.86e+05</td>
<td>2.17e+05</td>
<td>6.55e+05</td>
</tr>
<tr>
<td>64</td>
<td>269</td>
<td>6.77e+05</td>
<td>5.30e+05</td>
<td>5.05e+06</td>
</tr>
<tr>
<td>128</td>
<td>905</td>
<td>2.80e+06</td>
<td>2.00e+06</td>
<td>4.06e+07</td>
</tr>
<tr>
<td>256</td>
<td>3044</td>
<td>1.32e+07</td>
<td>9.21e+06</td>
<td>3.36e+08</td>
</tr>
<tr>
<td>512</td>
<td>10240</td>
<td>7.27e+07</td>
<td>5.10e+07</td>
<td>2.83e+09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>m̄(l)</th>
<th>σ(l)</th>
<th>a(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>80</td>
<td>1.86e+05</td>
<td>2.17e+05</td>
<td>6.55e+05</td>
</tr>
<tr>
<td>64</td>
<td>320</td>
<td>4.08e+05</td>
<td>3.24e+05</td>
<td>4.53e+06</td>
</tr>
<tr>
<td>128</td>
<td>1280</td>
<td>1.24e+06</td>
<td>1.00e+06</td>
<td>3.56e+07</td>
</tr>
<tr>
<td>256</td>
<td>5120</td>
<td>4.77e+06</td>
<td>3.72e+06</td>
<td>2.99e+08</td>
</tr>
<tr>
<td>512</td>
<td>20480</td>
<td>1.67e+07</td>
<td>1.16e+07</td>
<td>2.59e+09</td>
</tr>
</tbody>
</table>

Figure 3.3.4. Tables of sample mean m̄(l); sample standard deviation σ(l); and our estimate a(l) of 1, based on approximation (Yk: k ≥ 0) of (Xk: k ≥ 0). The graphs considered have n nodes and m = [c0n1+2] edges.
Table 3.3.2. Function $e^{a(I)h^b(I)}$ of $n$ is the best-fit curve of $m(I)$ as a function of $n$. The value of $\beta(I')$ is the estimate of $\beta(I)$ based on the approximation $(\hat{Y}_k: k \geq 0)$ of $(X_k: k \geq 0)$.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\alpha(I)$</th>
<th>$\beta(I)$</th>
<th>$\beta(I')$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>-1.67</td>
<td>3.98</td>
<td>4.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.81</td>
<td>3.27</td>
<td>3.50</td>
</tr>
<tr>
<td>0.50</td>
<td>2.83</td>
<td>2.68</td>
<td>3.00</td>
</tr>
<tr>
<td>0.75</td>
<td>4.55</td>
<td>2.17</td>
<td>2.50</td>
</tr>
<tr>
<td>1.00</td>
<td>6.20</td>
<td>1.65</td>
<td>2.00</td>
</tr>
</tbody>
</table>

average will be roughly the average amount of time $(X_k: k \geq 0)$ takes to leave a maximal matching that has size proportional to $n$. This average time is approximately $\frac{m}{\exp(-1/T)} = \frac{2}{3} n^2$. Then $\beta(I') - \beta(I)$ should equal to 2.

In Figure 3.3.5, we plot three graphs of $m(I)$, $e^{a(I)h^b(I)}$, and $3n^3\log n + 7.5 \frac{n^4}{d^2}$ versus $n$ for $\delta$ equal to 0, 0.5, and 1.0. These graphs indicate that the best-fit curves are accurate approximations of the sample mean versus $n$. From these graphs it also seems that $3n^3\log n + 7.5 \frac{n^4}{d^2}$ is an asymptotic upper bound for $m(I)$.

We conclude this section with some final remarks. Our experiments show that the process $(Y_k: k \geq 0)$ is a reasonable approximation of $(X_k: k \geq 0)$, and if the graphs are sparse then $(Y_k: k \geq 0)$ is an accurate approximation of $(X_k: k \geq 0)$. This is not surprising, since one of our underlying assumptions used to define $(Y_k: k \geq 0)$ is that the graph is sparse. Note that $(Y_k: k \geq 0)$ leads to estimates that seem to be asymptotic upper bounds on the average amount of
Figure 3.3.5. Graphs of \( m(\hat{t}) \) (= "Data"), \( e^{\alpha(\hat{t})} \beta(\hat{t}) \) (= "Best-Fit Curve"), and \( 3n^3 \log n + 7.5 \frac{n^4}{d^2} \) (= "Approximation") versus \( n \), for \( \delta = 0, 0.5, \) and 1.0.
time \((X_k: k \geq 0)\) and \((\bar{X}_k: k \geq 0)\) take to find a maximum matching. If the estimates are actual asymptotic upper bounds then for almost every graph (3.2.11) is an upper bound for (3.2.1) if \(c \leq 1.5\). Note that if \(d\) is bounded below by one then (3.2.11) is \(O(n^4)\). Also note that the sample mean of \(\bar{t}\) is at least half the sample mean of \(\bar{J}\). This is experimental evidence which helps to justify another of our assumptions used in defining \((Y_k: k \geq 0)\): the number of exposed nodes is small.

3.4. Conclusions

In the previous chapter, we presented results which showed that solving the matching problem by the basic simulated annealing algorithm of Section 2.1.2 takes average time that is exponential in the size of the instance. In addition, we also showed that to find a near maximum matching only takes average time that is polynomial in the size of the instance. In this chapter, we found an estimate (3.2.10) of a small upper bound on the average amount of time the basic simulated annealing algorithm takes to find a maximum matching for typical graphs with \(n\) nodes and \(m\) edges. If \(m \geq n\) then (3.2.10) is \(O(n^4)\). We checked this estimate with data from simulations and it seems that this estimate is an asymptotic upper bound.

An important reason why we were able to analyze the performance of simulated annealing for the matching problem on "typical" graphs was that we were able to approximate the annealing process \((X_k: k \geq 0)\) by a process \((Y_k: k \geq 0)\) that was quite homogeneous. In Section 4.2, we present a method of generating homogeneous, easy-to-analyze annealing processes.
CHAPTER 4

THE TEMPLATE METHOD, THE THRESHOLD RANDOM SEARCH ALGORITHM, AND THE NONMONOTONICITY OF OPTIMAL TEMPERATURE SCHEDULES

4.1. Introduction

In this chapter, a collection of miscellaneous results is presented. In Section 4.2, we give a simple technique, called the template method, that produces easy-to-analyze annealing processes. A random search algorithm, which we refer to as the threshold random search algorithm is presented in Section 4.3. The algorithm is a generalization of simulated annealing. In Section 4.4, sets of conditions are given under which no monotone decreasing temperature schedule is optimal.

4.2. The Template Method

In Chapters 2 and 3, bounds and estimates on the average amount of time simulated annealing takes to solve the matching problem were derived. However, we do not know of any other nontrivial combinatorial optimization problems amenable to such analysis. One of the reasons why simulated annealing applied to solving the matching problem could be analyzed is that there is a great deal of homogeneity in the annealing process.

In this section, a simple method we call the template method will be given that produces annealing processes that have a great deal of homogeneity and, as a result, are easy to analyze. The annealing processes produced by the template method are homogeneous so that the states can be classified into a relatively small number of types of states. In addition, for any state $s$ and type $\alpha$, the transition probability from $s$ to some state of type $\alpha$ that has cost $\delta$ larger than the cost of $s$ is dependent only on $\alpha$, $\delta$, the type of $s$, and the temperature schedule. Our hope is that the use of this method will produce interesting annealing processes that will help us to better understand the simulated annealing heuristic. We will begin by presenting this method and then give three exam-
For the template method, we need a finite (preferably small) set $S^0$ of state types, a set $\Delta^c$ of real numbers (corresponding to changes in cost of the states), and a transition probability matrix $R^0$ from states in $S^0$ to states in $S^0 \times \Delta^c = \{(s, \delta) : s \in S^0, \delta \in \Delta^c\}$. We will also require the following condition on $R^0$. Let $Q^{(T)}$ be the probability transition matrix over $S^0$ such that

$$Q^{(T)}_{s,s'} = \begin{cases} \sum_{\delta \in \Delta^c} R^0_{s,s',\delta} \exp(-\max(0, \delta)/T) & \text{if } s \neq s' \\ 1 - \sum_{s \in S^0} Q^{(T)}_{s,s} & \text{if } s = s'. \end{cases}$$

We assume that for each $T > 0$, the Markov chain, which has states $S^0$ and transition probability matrix $Q^{(T)}$, is irreducible and, therefore, ergodic. Then this Markov chain has a limiting distribution $\pi^{(T)}$ on $S^0$, which we can compute by solving the system of linear equations $\pi^{(T)} Q^{(T)} = \pi^{(T)}$. We call the triple $(S^0, \Delta^c, R^0)$ the template system, and we call

$$\sum_{s \in S^0} \pi^{(T)}_s \sum_{(s', \delta) \in S^0 \times \Delta^c} \delta R^0_{s,s',\delta} \exp(-\max(0, \delta)/T)$$

the average drift of the template system $(S^0, \Delta^c, R^0)$ for temperature $T$.

The following is one interpretation of the average drift of the template system. Let a set of states $S^*$, a cost $c^*$ on $S^*$, and a transition probability matrix $R^*$ over $S^*$ be defined as follows. The set $S^*$ is the set of all finite sequences of the form $\{(s_0, \delta_0), (s_1, \delta_1), \ldots, (s_n, \delta_n)\}$, where $n \geq 0$, and $s_i \in S^0$ and $\delta_i \in \Delta^c$ for all $i$ such that $0 \leq i \leq n$. Let $\alpha \in S^*$, and let $(s, \delta)$ be the last pair in the sequence $\alpha$. Then say $\alpha$ is a state of type $s$. The cost $c^*$ of a sequence $\{(s_0, \delta_0), (s_1, \delta_1), \ldots, (s_n, \delta_n)\}$ is zero if $n = 0$ and is $\sum_{i=1}^n \delta_i$ if $n \geq 1$. The matrix $R^*$ is such that

$$R^*_{\alpha, \alpha'} = \begin{cases} R^0_{s, (j, \delta)} & \text{if } \alpha \text{ is a state of type } i \text{ and } \alpha' = \alpha \cup (j, \delta) \\ 0 & \text{otherwise,} \end{cases}$$

where $\alpha \cup (j, \delta)$ is the sequence formed by appending $(j, \delta)$ to the sequence $\alpha$. 
Let \((X_k; k\geq 0)\) be an annealing process on the system \((S^-, c^-, R^-)\) and with a temperature schedule that has all of its temperature values equal to \(T\). Then it is easy to see that
\[
\lim_{k \to \infty} E[(c^-(X_k) - c^-(X_0))/k] \text{ is equal to the average drift of the template system for temperature } T.
\]

A simple example of a template system \((S^0, \Delta^c, R^0)\) is when \(S^0 = \{A, B\}, \Delta^c = \{-1, 1\}, \) and \(R^0\) is such that
\[
R_{i,j,\delta}^0 = \begin{cases} 
1/2 & \text{if } i = A, j \in \{A, B\}, \text{ and } \delta = 1 \\
1/2 & \text{if } i = B, j = A, \text{ and } \delta = 1 \\
1/2 & \text{if } i = B, j = B, \text{ and } \delta = -1 \\
0 & \text{otherwise}
\end{cases}
\]
A state diagram of the system \((S^-, c^-, R^-)\) is partially presented in Figure 4.2.1. Each node corresponds to a state of \(S^-\) and inside each node is the type of the state. The cost \(c^-\) of the states is indicated on the left of the figure. An arrow from a state \(i\) to a state \(j\) indicates that \(R_{i,j}^- = \frac{1}{2}\).

Another example of a template system is given by \(S^0 = \{0, 1, 2\}, \Delta^c = \{-2 \times 10^5, -2 \times 10^2, 2 \times 10^2, 10^6, 10^8\}, \) and the matrix \(R^0\), which is defined by
\[
R_{i,j,\delta}^0 = \begin{cases} 
1/4 & \text{if } i=0, (j,\delta)\in \{(1,10^2),(0,10^4),(2,10^6),(0,10^8)\} \\
1 & \text{if } i=1, j=0, \text{ and } \delta = -2 \times 10^2 \\
1 & \text{if } i=2, j=0, \text{ and } \delta = -2 \times 10^6 \\
0 & \text{otherwise}
\end{cases}
\]
The average drift for the template system \((S^0, \Delta^c, R^0)\) is
\[
\frac{-10^2 e^{-10^2 T} + 10^2 e^{-10^4 T} - 10^6 e^{-10^4 T} + 10^8 e^{-10^8 T}}{4 + e^{-10^2 T} + e^{-10^8 T}}.
\]
Note that this average drift is not unimodal in \(T\). The implication is that we cannot guarantee that an iterative descent method will find a value of \(T\) that will minimize the average drift.

From this result we can also conclude that the average amount of time the following finite state annealing process takes to find an optimal solution is not unimodal as a function of
Figure 4.2.1. A partial state diagram of \((S^\circ, c^\circ, R^\circ)\) when \(S^\circ = \{A, B\}, \Delta^c = \{-1, 1\},\) and \(R^\circ\) is such that

\[
R_{i,j,\delta}^\circ = \begin{cases} 
1/2 & \text{if } i = A, j \in \{A, B\}, \text{ and } \delta = 1 \\
1/2 & \text{if } i = B, j = A, \text{ and } \delta = 1 \\
1/2 & \text{if } i = B, j = B, \text{ and } \delta = -1 \\
0 & \text{otherwise}
\end{cases}
\]
temperature. Let $S$ be the set of all pairs of integers $(i,j)$ such that $i \in \{0, 1, 2\}$ and $j \in \{0, 1, \ldots, 10^{100}\}$. Let $c((i,j)) = j$, and let $R$ be a transition probability matrix $R$ over $S$ such that if $(i_1,j_1) \neq (i_2,j_2)$ then

$$
R_{(i_1,j_1)(i_2,j_2)} = \begin{cases} 
1/4 & \text{if } i_1 = 0, j_2 \leq 10^{100} \text{ and } (i_2,j_2) \in \{(0,j_1+10^k),(0,j_1+10^k)\} \\
1/4 & \text{if } i_1 = 0, j_2 \leq 10^{100} \text{ and } (i_2,j_2) \in \{(1,j_1+10^k),(2,j_1+10^k)\} \\
1 & \text{if } i_1 = 1, j_2 \geq 0, \text{ and } (i_2,j_2) = (0,j_1-2x10^k) \\
1 & \text{if } i_1 = 2, j_2 \geq 0, \text{ and } (i_2,j_2) = (0,j_1-2x10^k) \\
0 & \text{otherwise},
\end{cases}
$$

and

$$
R_{(i_1,j_1)(i_1,j_1)} = 1 - \sum_{(i_2,j_2) \neq (i_1,j_1)} R_{(i_1,j_1)(i_2,j_2)}.
$$

Then the annealing process $(X_k: k \geq 0)$ on system $(S, c, R)$ and with a temperature schedule that has all of its values equal to $T$ is such that $E[\min\{k: c(X_k) \text{ is of minimum value}\}|X_0 = (0, 10^{100})]$ is well approximated by $10^{100}$ divided by the magnitude of the average drift of the template system $(S^0, \Delta^c, R^c)$ with temperature $T$ if this average drift is negative. Hence, $E[\min\{k: c(X_k) \text{ is of minimum value}\}|X_0 = (0, 10^{100})]$ is not a unimodal function of $T$, as stated earlier.

Before presenting the third and final example of a template system we give some useful definitions. Suppose $S$ is a set, $c$ is a cost on $S$, and $R$ is a transition probability matrix over $S$. We say that state $i$ is \textit{reachable} at height $E$ from state $j$ if there is a sequence of states $j = i(0), i(1), \ldots, i(p) = i$ such that $R_{i(k)(i(k+1))} > 0$ for $0 \leq k < p$ and $c(i(k)) \leq E$ for $0 \leq k \leq p$. State $s$ is said to be a \textit{local minimum} if no state $s'$ with $c(s') < c(s)$ is reachable from $s$ at height $c(s)$. We define the \textit{depth} of a local minimum $s$ to be plus infinity if $s$ is a global minimum. Otherwise, the depth of $s$ is the smallest number $E > 0$, such that some state $s'$, such that $c(s') < c(s)$, can be reached from $s$ at height $c(s) + E$.

For our third example, let $n$, $\lambda$, $\phi$, and $D$ be positive integers, where $\lambda < n + 1$ and $\phi < 2 + n$. Let $S^0 = \{0, 1, \ldots, D\}$, $\Delta^c = \{-1, 1\}$, and $R^c$ be such that
The average drift of the template system for the temperature $T$ is

$$\frac{(\exp(-1/T)\lambda)_n^D}{\sum_{l=0}^{D}(\exp(-1/T)\lambda)_l^n} [-1 + \exp(-1/T)\phi].$$

(4.2.1)

The motivation for our third example is that the average drift is approximately inversely proportional to the average amount of time a finite state annealing process $(X_k: k \geq 0)$, on the following system $(S,c,R)$, takes to find a minimum valued solution. As we shall see, the average amount of time $(X_k: k \geq 0)$ takes to find a minimum valued solution is dependent on the density of states, density of states around local minima, and the depth of local minima of the annealing process.

Suppose $D << 10^{100}$, and let $S$ be the set of all quadruples of integers $(i,j,d,k)$, where $0 \leq i \leq 10^{100}$, $0 \leq j < \phi^1$, $0 \leq d \leq D$, and $0 \leq k < \lambda^d$. Let $c$ be a cost function on $S$ such that $c((i,j,d,k)) = i + d$. Let $G$ be any graph with node set $S$ and edge set $E$ that has properties to be specified later. Let $R$ be a symmetric transition probability matrix on $S$ such that

$$R_{s,s'} = \begin{cases} 
1/n & \text{if } s \neq s' \text{ and } [s,s'] \in E \\
0 & \text{if } s \neq s' \text{ and } [s,s'] \notin E \\
1 - \sum_{s' \neq s} R_{s,s'} & \text{if } s = s'
\end{cases}$$

We will now present the properties of $G$. Set $S$ can be partitioned into subsets $T(i,j)$ of nodes for $i$ and $j$ such that $0 \leq i \leq 10^{100}$ and $0 \leq j < \phi^1$, where $T(i,j) = \{ (i,j,d,k) : 0 \leq d \leq D \text{ and } 0 \leq k < \lambda^d \}$. The subgraph of $G$ induced by subset $T(i,j)$ is a completely-balanced, $\lambda$-ary tree of height $D$ and has root $(i,j,0,0)$. (see [18] for the definition of a tree, a root of a tree, a leaf of a
tree, and the distance between nodes on a tree). Also, for each i and j, all nodes \((i,j,d,k)\) are at distance \(d\) away from root \((i,j,0,0)\). Note that \(c((i,j,d,k)) = d + c((i,j,0,0))\). In Figure 4.2.2, an example of a subgraph induced by \(T(i,j)\) is given as well as the cost of the nodes. For all i and j, the only nodes of \(T(i,j)\) that have neighboring nodes not in \(T(i,j)\) are the leaves of the subgraph induced by \(T(i,j)\). Note that each node \((i,j,D,k)\) is a leaf of the tree induced by subset \(T(i,j)\). If \(i < 10^{100}\) (respectively, \(i = 10^{100}\) then the nodes of the set \(\{(i+1,j,D,k) : \lambda(j-1) \leq j < \lambda j\}\) (respectively, \(\emptyset\)) are the only nodes that are neighbors of leaf \((i,j,D,k)\) such that each node is in a subset of \(T(i,j)\) for some \(\hat{i} \geq i\) and \((\hat{i},j) \neq (i,j)\). Hence, the edges of \(E\) are such that the leaves of the tree induced by \(T(i,j)\) are paired with the leaves of the tree induced by \(T(i+1,j)\) where \(j\) is such that \(\lambda(j-1) \leq j < \lambda j\). Note that the graph

Cost of node

\[
\begin{array}{c|c}
\text{node} & \text{cost} \\
\hline
i + 2 & \text{node} \\
\hline
i + 1 & \text{node} \\
\hline
i & \text{node}
\end{array}
\]

![Figure 4.2.2. The subgraph induced by \(T(i,j)\) when \(D = 2\) and \(\lambda = 3\) ](image-url)
induced by contracting subset $T(i,j)$ into a node for each $i, j$ is a completely balanced binary tree. The edges between the induced trees $T(i,j)$ are illustrated in Figure 4.2.3.

Let $(X_k, k > 0)$ be the annealing process on system $(S,c,R)$ with temperature schedule $(T_k, k > 0)$ such that $T_k = T$. This implies that if (4.2.1) is negative then the average amount of time it takes the annealing process to find a minimum valued solution given $X_0 = (10^{100},0,0,0)$ is approximately $10^{100}$ divided by the magnitude of (4.2.1), as we stated earlier. Note that $\phi$ is the rate at which the density of states of $(X_k; k \geq 0)$ is increasing with cost, $D$ is the depth of all the local minima, and $\lambda$ is the rate at which the density of states close to a local minimum is increasing with cost.

---

**Figure 4.2.3.** Part of the graph $G$ when $\phi = 2$. The triangles are trees induced by subsets $T(i,j)$. Arrows between two trees mean that the leaves of the two trees are paired.
To keep (4.2.1) small one can set $\exp(-1/T) = \frac{1}{2\phi}$. Then (4.2.1) becomes

$$\frac{-1}{2n} \frac{(\lambda/2\phi)^D}{\sum_{\mu=0}^D (\lambda/2\phi)^\mu}.$$ 

(4.2.2)

If $\phi \ll \lambda$ then (4.2.2) is approximately $-\frac{1}{2n}$. If $\phi \gg \lambda$ then (4.2.2) is approximately $-(\lambda/2\phi)^D \frac{1}{2n}$.

Hence, if $\phi \gg \lambda$, the value of $D$ strongly influences the average amount of time $(X_k: k \geq 0)$ takes to find a minimum valued state. If $\phi \gg \lambda$ then the average drift goes to zero exponentially as $D$ increases and, therefore, the average amount of time $(X_k: k \geq 0)$ takes to find a minimum valued state grows exponentially as $D$ increases.

We believe that for typical annealing processes, states around local minima that have cost much higher than the cost of the global minima corresponds to the situation where $\lambda > \phi$. If this is true then the depth of local minima will not be so important to the drift of the annealing process until the process is in a near optimal state.

4.3. The Threshold Random Search Algorithm

The threshold random search algorithm is used to solve combinatorial optimization problems:

$$\min\{c(s): s \in S\},$$

where $S$ is a finite set of states and $c$ is a cost function of $S$. Just as with simulated annealing, the threshold random search algorithm requires a transition probability matrix $R$ over $S$. In addition, a sequence of positive random variables $(t_k: k \geq 0)$, we call the threshold schedule, is needed. The threshold random search algorithm generates a sequence of states $(X_k: k \geq 0)$ as follows. An initial state $X_0$ is chosen from $S$. Given that $X_k = s$, a potential new state $Y_k$ is chosen from $S$ with probability distribution $P[Y_k = s' | X_k = s] = R_{ss'}$. Then we set
\[ X_{k+1} = \begin{cases} Y_k & \text{if } c(Y_k) - c(X_k) \leq t_k \\ X_k & \text{otherwise.} \end{cases} \]

If \( t_k = -T_k \log(U_k) \), where \((T_k; k \geq 0)\) is a temperature schedule and \((U_k; k \geq 0)\) is a sequence of independent random variables distributed uniformly over the interval \((0,1]\) then

\[
P[X_{k+1} = j | X_k = i] = \begin{cases} R_{ij} \exp(-\max\{0, c(j) - c(i)\}/T_k) & \text{if } i \neq j \\ 1 - \sum_{h \neq j} P[X_{k+1} = h | X_k = i] & \text{otherwise.} \end{cases}
\]

Thus, for this threshold schedule the threshold random search algorithm is equivalent to simulated annealing.

Let \((X^{(i)}_k; k \geq 0)\) be the process generated by the threshold random search algorithm with threshold schedule \(t\). It can be shown that there exists a threshold schedule that minimizes \(E[\min_{k \geq 0} c(X^{(i)}_k) \leq Y]\). More generally, as we shall see in the next corollary, it can be shown that there exists a threshold schedule that minimizes \(F\), where \(F(t) = E[\sum_{i=0}^{\infty} f^{(i)}(X^{(i)}_0, \ldots, X^{(i)}_k)]\), for some nonnegative functions \(f^{(i)}\). Note that if \(f^{(i)}(x_0, \ldots, x_i) = I_{\{c(x_j) > \gamma \text{ for all } j \text{ such that } 0 \leq j \leq i\}}\) then \(F(t) = E[\min_{k \geq 0} c(X^{(i)}_k) \leq \gamma]\).

The corollary is implied by the next proposition and the following simple observation: for every threshold schedule \(t\), there is a sample path \(t'\) of \(t\) such that \(F(t) \geq F(t')\). Therefore, when searching for threshold schedules that minimize \(F\) we can restrict our attention to deterministic ones. Without loss of generality we will only consider deterministic threshold schedules \((t_k; k \geq 0)\), where \(t_k \in \Delta\), for all \(k \geq 0\), and \(\Delta = \{c(j) - c(i); i,j \in S, R_{ij} > 0, \text{ and } c(j) > c(i)\} \cup \emptyset\). Let \(A\) be the set of such kinds of deterministic threshold schedules.

**Proposition 4.3.1** The functional \(F\) is minimized on \(A\).
Proof: It is straightforward to show that $A$ is compact with respect to the distance metric

$$d((t_k; k \geq 0), (s_k; k \geq 0)) = \sum_{k \geq 0} 2^{-k} |t_k - s_k|.$$  

We will now show that $F$ is lower semicontinuous on $A$, which will complete the proof. Since $\Delta$ is finite and $E[f^{(k)}(X_0^{(t)}, X_1^{(t)}, \ldots, X_k^{(t)})]$ depends only on the first $k + 1$ elements of the sequence $t$, $E[f^{(k)}(X_0^{(t)}, X_1^{(t)}, \ldots, X_k^{(t)})]$ is continuous on $A$. Thus, $F$ is lower semicontinuous because it is the sum of a collection of nonnegative continuous functions.

\[\square\]

Corollary 4.3.1: There is a deterministic threshold schedule that minimizes $F$.

Remark: A simulated annealing algorithm will typically be outperformed by a threshold random search algorithm with some deterministic threshold schedule. However, this is only of theoretical interest, at this point, since the problem of finding optimal threshold schedules is difficult.

4.4. The Nonmonotonicity of Optimal Temperature Schedules

Most analytical studies of simulated annealing consider only monotone decreasing temperature schedules. This is not surprising, since the purpose of the heuristic is to simulate an "annealing" process. In this section, we present sets of conditions under which no monotone decreasing temperature schedule is optimal. We will focus on the basic simulated annealing algorithm in Subsection 2.1.2, which is used to solve the matching problem for a graph $G$. Let $(S, c, R)$ be as in Subsection 2.1.2, and let $(X^{(T)}; k \geq 0)$ be the annealing process with temperature schedule $T$, where $X_0^{(T)} = \emptyset$. The following proposition contains the main results of this section.

Proposition 4.4.1: Suppose there is a maximal but not maximum matching $M$ of $G$ such that $|M| \leq m$. Then
(a) there is a temperature schedule $T$ that minimizes

$$E(\min\{k: |X_k^{(T)}| > m\}).$$

(4.4.1)

and for every $J \geq 0$ there is temperature schedule $T'$ that minimizes

$$P[|X_J^{(T')}| > m].$$

(4.4.2)

(b) there is a monotone decreasing temperature schedule $T$ that minimizes (4.4.1) if and only if the infinity-valued temperature schedule (i.e., $T_k = \infty$ for all $k$) minimizes (4.4.1); and (c) there is a $\tilde{J}$ such that if $J \geq \tilde{J}$ then there is no monotone decreasing temperature schedule that minimizes (4.4.2).

**Remark:** If $G$ is a single path consisting of $2n+1$ nodes, $m = 0.9n$ and $n$ is sufficiently large, then the infinity-valued temperature schedule does not minimize (4.4.1). To see this, observe that by Theorem 2.3.1 there is a temperature schedule such that (4.4.1) is $O(n^5)$. Now suppose that $T$ is the infinity-valued temperature schedule. If a matching $M$ of $G$ is such that $|M| > 0.75n$, then the number of matchable edges relative to $M$ is at most $0.5n$. The implication is that the ratio of $|M|$ over the number of matchable edges relative to $M$ is at least $0.6$, and, hence, since $T$ is the infinity-valued temperature schedule, $P[|X_{\min\{k > 0\}}: x_k = x_j| < |M| | X_i = M] \geq 0.6$. Then it is straightforward to show that (4.4.1) grows exponentially with $n$. Therefore, for this graph $G$, none of the optimal temperature schedules are monotone decreasing if $n$ is large enough.

To prove the proposition we will use the next lemma, which may be interesting in its own right. In the lemma we refer to a process $(\bar{X}_k^{(T)}: k \geq 0)$, which is a more general form of the process $(X_k^{(T)}: k \geq 0)$. We also refer to a functional $F(T)$ of temperature schedule $T$, where $F(T) = E[\sum_{j=1} r(j)X_j^{(T)}; \ldots; X_j^{(T)}]$ and $f^0$ is nonnegative. If $(\bar{X}_k^{(T)}: k \geq 0)$, is equal to $(X_k^{(T)}: k \geq 0)$ then both (4.4.1) and (4.4.2) have the form of $F(T)$.

**Lemma 4.4.1:** Let $\mathcal{S}$ be a set of states, let $\mathcal{C}$ be a cost on that set, and let $\mathcal{R}$ be a transition matrix over $\mathcal{S}$ such that if $\mathcal{R}_{ij} > 0$ and $\mathcal{C}(j) > \mathcal{C}(i)$ then $\mathcal{C}(j) - \mathcal{C}(i) = 1$. Let $(\bar{X}_k^{(T)}: k \geq 0)$
be the annealing process on \((\tilde{S}, \tilde{c}, \tilde{R})\), with temperature schedule \(T\). Let \(F(T) = E[\sum_{j=0}^{\infty} f(j)(\tilde{X}_0^{(T)}, \ldots, \tilde{X}_j^{(T)})]\), where \(f(j)\) is nonnegative. Then there is a temperature schedule that minimizes \(F\) and is monotone decreasing if and only if there is a temperature schedule \((T_k: k \geq 0)\) that minimizes \(F\), is monotone decreasing, and \(T_k \in \{0, \infty\}\) for all \(k \geq 0\).

Remark: If \(T\) is a zero-infinity valued temperature schedule, the annealing process \((\tilde{X}_k^{(T)}: k \geq 0)\) then there is a random threshold search algorithm with a deterministic threshold schedule that can produce an equivalent process.

Proof of Lemma 4.4.1: The "if" part of the lemma is immediate. We now turn to prove the "only if" part. Let \(T = (T_k: k \geq 0)\) be an optimal temperature schedule that is monotone decreasing. For each \(j \geq -1\), we will define a temperature schedule \(T(j) = (T_k(j): k \geq 0)\) inductively as follows. Let \(T(-1) = T\). For each \(j \geq 0\),

\[
T_k(j) = \begin{cases} 
0 & \text{if } k = j \text{ and } T_k(j-1) < \infty \\
T_k(j-1) & \text{otherwise,}
\end{cases}
\]

for all \(k \geq 0\).

We will now show that \(F(T(j)) = F(T(j-1))\), for \(j \geq 0\), by the following inductive argument. Suppose \(T(j-1)\) minimizes \(F\) and \(T(j-1) < \infty\). Note that

\[
F(T(j-1)) = \sum_{\alpha, \beta \in S} E[\sum_{i=0}^{\infty} f(i)(\tilde{X}_0^{(T(j-1))}, \ldots, \tilde{X}_i^{(T(j-1))}) | \tilde{X}_j^{(T(j-1))} = \alpha, \tilde{X}_{j+1}^{(T(j-1))} = \beta] \\
\times P(\tilde{X}_{j+1}^{(T(j-1))} = \beta | \tilde{X}_j^{(T(j-1))} = \alpha)P(\tilde{X}_j^{(T(j-1))} = \alpha),
\]

and the only terms in the expression that depend on \(T(j-1)\) are \(P(\tilde{X}_{j+1}^{(T(j-1))} = \beta | \tilde{X}_j^{(T(j-1))} = \alpha)\) for \(\alpha, \beta \in S\). Since \(\tilde{R}_{ij} > 0\) and \(c(j) > c(i)\) imply \(c(j) - c(i) = 1\), \(P(\tilde{X}_{j+1}^{(T(j-1))} = \beta | \tilde{X}_j^{(T(j-1))} = \alpha)\) equals one or \(e^{\exp(-1/T_j(j-1))}\). Hence, \(F(T(j-1))\) has the form \(A' + B' \exp(-1/T_j(j-1))\), where \(A'\) and \(B'\) are terms not dependent on \(T_j(j-1)\). Then it must be that \(B' \geq 0\), because \(T(j-1)\) minimizes \(F\) and \(T(j-1) < \infty\).
Therefore, \( F(T^{(0)}) = A' \leq A' + B' \exp(-1/T_j^{(j-1)}) = F(T^{(j-1)}) \) for all \( j \geq 0 \). By the optimality of \( T \), 
\( F(T^{(0)}) = F(T) \) for all \( j \geq 0 \).

Let \( T^{(m)} = (T_k^{(m)}; k \geq 0) \) be such that \( T_k^{(m)} = \infty \), if \( T_k = \infty \), and \( T_k^{(m)} = 0 \), otherwise. Using an argument similar to the one used in the proof of Proposition 4.3.1, one can show that \( F \) is lower semicontinuous on the set of all temperature schedules under the distance metric 
\( \delta(t, s) = \sum_{i=0}^{\infty} 2^{-i} |\exp(-1/t_i) - \exp(-1/s_i)| \). Since \( T^{(m)} \) is the pointwise limit of \( T^{(j)} \) and \( F(T) = F(T^{(j)}) \) for all positive \( j \), \( F(T^{(m)}) = F(T) \). Thus, \( T^{(m)} \) is optimal, zero-infinity valued, and monotone decreasing, and we are done.

\[ \square \]

**Proof of Proposition 4.4.1.** Part (a) follows from our argument in the proof of Lemma 4.4.1 that \( F \) is lower semicontinuous on the set of all temperature schedules, and the fact that the set of all temperature schedules is compact under the distance metric \( \delta \).

We now turn to prove part (b). The fact that \( R \) is symmetric and, for all \( i, j \in S \), there is a sequence of matchings, \( i = i(1), i(1), \ldots, i(k) = j \), such that \( R_{i(h), i(h+1)} > 0 \) for all \( h \) such that \( 1 \leq h < k \), implies that the infinity-valued temperature schedule leads to a finite value for \( F \). Write \( M = \{e_1, e_2, \ldots, e_n\} \), and let \( M_0 = \emptyset \), and \( M_i = \{e_1, e_2, \ldots, e_i\} \) for all \( i > 0 \). Since \( X_0^{(T)} = 0 \), for all \( i \) such that \( 1 < i \leq n \), \( R_{M_{i-1}M_i} > 0 \), \( R_{M_iM_{i+1}} > 0 \), and \( |M_{i-1}| > |M_i| \), then, for any temperature schedule \( T \), \( P[X_k^{(T)} \in \{M_0, \ldots, M_n\}] > 0 \) for all \( k \geq 0 \). Hence, \( F \) is infinite for all monotone decreasing zero-infinity valued temperature schedules, with the exception of the infinity-valued temperature schedule. We can then conclude that, the only monotone decreasing zero-infinity valued temperature schedule that can possibly be optimal is the infinity-valued one. The previous conclusion and Lemma 4.4.1 imply there is a temperature schedule \( T \) that minimizes (4.4.1) and is
monotone decreasing if and only if the infinity-valued temperature schedule minimizes (4.4.1). Thus, part (b) is proved.

We will now turn to prove part (c). Since $R$ is symmetric and for all $i, j \in S$, there is a sequence of matchings, $i = i(1), i(1), \ldots, i(k) = j$, such that $R_{i(h)i(h+1)} > 0$ for all $h$ such that $1 \leq h < k$, we know that

$$\lim_{k \to \infty} P[X_k^{(T)} \in \{M_0, \ldots, M_n\}]$$

exists and is strictly positive if $T$ is the infinity-valued temperature schedule. Then there is a $J$ such that

$$\inf_{\mathcal{G} \in \mathcal{J}} P[X_{j}^{(T)} \in \{M_0, \ldots, M_n\}] > 0. \quad (4.4.3)$$

Inequality (4.4.3), the fact that $M$ is maximal, and the fact that $R_{M_{i-1}, M_i} > 0$ and $|M_{i-1}| > |M_i|$, for all $i$ such that $1 < i \leq n$, imply that there exists an $\varepsilon > 0$ such that $\inf_{j} P[|X_j^{(T)}| \leq m] > \varepsilon$ for any monotone decreasing zero-infinity valued temperature schedule $T$. However, Geman and Geman [4], Hajek [13], among others, have shown that there is a temperature schedule $T$ such that

$$\lim_{k \to \infty} P[|X_k^{(T)}| \leq m] = 0.$$ 

Hence, there is a $J$ such that if $J \geq J$ then no monotone decreasing zero-infinity valued temperature schedule minimizes (4.4.2). Then Lemma 4.4.1 implies that there are no monotone decreasing temperature schedules that are optimal. Part (c) is now proved and we are completely done with the proof of the proposition.

$\square$
5.1. Optimization with Equality Constraints

In this chapter, we consider solving the following equality constrained problem (ECP) by simulated annealing.

\[
\text{minimize } f(x) \\
\text{subject to } x \in X, \ h(x) = 0,
\]

where \( X \) is the set of solutions, \( f: X \rightarrow \mathbb{R} \), and \( h(x) = (h_1(x), h_2(x), \ldots, h_k(x))^T \) for some \( k \geq 1 \).

We can also include inequality constraints in this form, since \( g(x) \leq 0 \) can be written as \( \max\{0, g(x)\} = 0 \). A solution \( x \in X \) is called feasible if \( h(x) = 0 \).

As an example, the following optimization version of the Graph Partitioning Problem [19] can be written as an equality constrained problem. An instance of this problem is a graph \((V, E)\), a positive integer \( K \), and a set of positive integers \( \sigma_1, \sigma_2, \ldots, \sigma_K \) such that \( \sum_{i=1}^{K} \sigma_i = |V| \). We call \((V_1, V_2, \ldots, V_K)\) a partition of \( V \) if each \( V_i \) is a subset of \( V \), the \( V_i \) are disjoint, and their union is \( V \). The capacity of the partition \((V_1, \ldots, V_K)\) is the number of edges \([u, v]\) such that if \( u \in V_i \) and \( v \in V_j \) then \( i \neq j \). The problem is to find a partition \((V_1, \ldots, V_K)\) with minimum capacity and such that \( |V_i| - \sigma_i = 0 \) for \( i = 1, 2, \ldots, K \).

Another optimization problem that can be written as an equality constrained problem is the optimization version of the Minimum Cut Linear Problem [19]. An instance for this problem is a graph \((V, E)\). The problem is to find a mapping \( \pi: V \rightarrow \{1, 2, \ldots, |V|\} \) that will minimize,
\[
\max_{1 \leq i < |V|} \left| \{(u,v) \in E: \pi(u) \leq i < \pi(v)\} \right|
\]
subject to \( |\{v \in V: \pi(v) = j\}| - 1 = 0 \) for \( j = 1, 2, \ldots, |V| \).

*Penalty* methods are techniques used to solve equality constrained problems. The basic idea of the methods is to substitute some or all of the equality constraints by adding to the cost function penalty terms that give a high cost to infeasible points. In this section, we will focus on the quadratic penalty method, which we will describe next, and variations of it. For any scalar \( c \), let us define the augmented Lagrangian function

\[
L_c(x, \lambda) = f(x) + \lambda^T h(x) + \frac{c}{2} |h(x)|^2.
\]

We refer to \( c \) as the *penalty parameter* and to \( \lambda \) as the *multiplier* vector (or simply multiplier). The quadratic penalty method consists of solving a sequence of problems of the form

\[
\min \{ L_{c_k}(x, \lambda_k): x \in X \},
\]
where \((\lambda_k: k \geq 0)\) is a bounded sequence and \((c_k: k \geq 0)\) is a penalty parameter sequence such that \(0 < c_k < c_{k+1}\) for all \( k \geq 0 \), and \( c_k \rightarrow \infty \). For many applications, \( \lambda_k = 0 \) for all \( k \geq 0 \). In this section, we consider using a simulated annealing algorithm to minimize the augmented Lagrangian function for each \( c_k \). Since the running time of simulated annealing is typically very long, we will only consider \( L_{c_k}(\cdot, \lambda_k) \) for \( k = 0 \).

Aragon et al. [20] demonstrated that the quality of solutions produced by the quadratic penalty method in conjunction with simulated annealing may be sensitive to the value of the penalty parameter. In their experiments, very large values of \( c_0 \) resulted in poor solutions, probably, because the annealing process was greatly restricted to what state it could move to. For very small values of \( c_0 \), the final solution of the simulated annealing algorithm was far from being feasible, and their greedy fix-up algorithm was not effective enough to produce good solutions. To find a good parameter value experimentally may be impractical, since simulated annealing is typically
very time consuming. Hence, it is worthwhile to find penalty methods that perform well over a wide range of parameter values. We will introduce adaptive penalty methods, which may be penalty methods of this type.

For the rest of this section, we will describe two adaptive penalty methods and the following simple hardlimiter penalty method. In Section 5.2, we compare the penalty methods by computer experiments. For the hardlimiter penalty method, we find an \( x \in X \) that will minimize \( f(x) + p(x, \gamma) \), where

\[
p(x, \gamma) = \begin{cases} 0 & \text{if } |x| \leq \gamma \\ \infty & \text{otherwise,} \end{cases}
\]

and \( \gamma \) is a nonnegative scalar parameter. Note that if \( \gamma = 0 \) then minimizing \( f(x) + p(x, \gamma) \) is equivalent to solving the equality constrained problem (ECP).

The two adaptive penalty methods we consider are similar to the quadratic penalty method, because they both involve minimizing an augmented Lagrangian function, but in the adaptive methods the multiplier is adaptively and periodically adjusted.

The first adaptive penalty method is inspired by the method of multipliers (see [21]), which is used in nonlinear programming, and the second method is a slight modification of the first. The procedure of the method of multipliers is as follows. Let \( (c_j; j \geq 0) \) be a positive monotone increasing sequence. For each \( j \), solve

\[
\text{minimize } L_{c_j}(x, \lambda_j)
\]

subject to \( x \in X \),

and if \( x_j \) is an optimal solution then

\[
\lambda_{j+1} = \lambda_j + c_j h(x_j).
\]
Note that in practice, in place of $x_j$, we use the solution $X_j$ found by the simulated annealing algorithm, which is generally not optimal.

In nonlinear programming applications the method of multipliers has advantages over the quadratic penalty method. For example, suppose that for the equality constrained problem (ECP) $X = \mathbb{R}^n$, $f: \mathbb{R}^n \rightarrow \mathbb{R}$, $h: \mathbb{R}^n \rightarrow \mathbb{R}^m$, and $f, g \in C^2$. In addition, suppose the following assumption holds.

Assumption (S) [21]: There is a solution $x^*$ that is a strict local minimum and a regular point of ECP, and $f, h \in C^2$ on some open sphere centered at $x^*$. Furthermore, $x^*$ together with its associated Lagrange multiplier vector $\lambda^*$ satisfies

$$z^T \nabla^2_{xx}(f(x) + \lambda^* h(x)) z > 0,$$

for all $z \neq 0$ with $\nabla h(x^*)^T z = 0$.

From Proposition 2.4 of [21], for any value of $\lambda_0$, there exists a $\bar{c} > 0$ such that if $c_j \geq \bar{c}$ then $x_j \rightarrow x^*$ and $\lambda_j \rightarrow \lambda^*$, where $x^*$ is a locally optimal solution of equality constrained problem and $\lambda^*$ is its corresponding Lagrange multiplier. However, if we fix $\lambda_j = 0$ for all $j$ (corresponding to the quadratic penalty function method) then to insure that $x_j$ converges to a locally optimal solution of the equality constrained problem we must have $c_j \rightarrow \infty$. This suggests that the method of multipliers may be less sensitive to the values of $c_j$. However, $c_j$ must still be sufficiently large. For example, suppose $f(x) = -x^2$, $h(x) = x$, and $X = [-1,1]$. If $c < 1$ then the points in $X$ that minimize $L_c(x,\lambda)$, for any value of $\lambda$ are in $[-1,1]$, and both -1 and 1 are infeasible solutions.

For the method of multipliers, it may be necessary to minimize a number of augmented Lagrangian functions. Since we intend to do the minimization by simulated annealing and simulated annealing, typically, takes a long time, this penalty method may be impractical. This motivates our next penalty method, which we call the dynamic method of multipliers. In this penalty method, simulated annealing is used only once to find the minimum of $L_c(x,\lambda)$, and the
multiplier \( \lambda \) is updated every \( Z \) iterations during this run. The update rule for \( \lambda \) is
\[
\lambda_{\text{new}} = \lambda_{\text{old}} + c\bar{h}
\]
where \( \bar{h} \) is the average value of \( h(x) \) observed since the last time \( \lambda \) was updated. Note that \( \lambda \) is updated so that \( h(x) \) will drift in the direction of zero. Hence, even if \( L_c(.,\lambda) \) is concave we have some hope that the final solution will be close to being feasible.

We list three disadvantages of this method: (1) there is the additional complexity of choosing parameter \( Z \); (2) if \( Z \) is small then updating \( \lambda \) could be very time consuming; and (3) computing \( \bar{h} \) may be time consuming if the number of equality constraints is large. We will set \( Z \) equal to the maximum number of neighbors a state in the annealing process has, which should be a large number. This is a somewhat arbitrary choice for \( Z \) and is not a general recommendation. Note that we can set \( Z \) to be sufficiently large so that the dynamic method of multipliers reduces to the quadratic penalty method. Since our value of \( Z \) will typically be a large value, the dynamic method of multipliers will be, in a sense, a perturbation of the quadratic penalty method.

The third disadvantage can be eliminated in many cases if \( \bar{h} \) is updated only when \( h_i(x) \) changes value or when \( \lambda_i \) needs to be updated.

5.2. Experimental Results

In order to compare the different penalty methods of the previous section we applied them to solve the optimization form of the Graph Partitioning Problem and simulated annealing was used to perform the optimization. Then computer experiments were done to compare the performance of the methods. We will first discuss the implementation of each penalty method. Then we will present and discuss the experimental results.

The basic form of our implementation of simulated annealing for the penalty methods is shown in Figure 5.2.1 (p. 84). The algorithm in this figure, as well as all other algorithms presented in this section, is written in pidgin Algol. We refer the reader to [10] for more details of
The input to the algorithm is a graph \((V,E)\), an integer \(K\), and positive integers \(\sigma_1, \sigma_2, \ldots, \sigma_k\) such that \(\sum_{i=1}^{K} \sigma_i = |V|\). For this instance of the problem, the set of states is the set of partitions of \(V\). If the quadratic penalty method, the method of multipliers, or the dynamic method of multipliers is used then the cost of partition \((V_1, \ldots, V_K)\) is its capacity plus
\[
\sum_{i=1}^{K} \lambda_i (\sigma_i - |V_i|) + \frac{c}{2} \sum_{i=1}^{K} (\sigma_i - |V_i|)^2.
\]
If the hardlimiter penalty method is used then the cost of a partition \((V_1, \ldots, V_K)\) is its capacity plus \(\sum_{i=1}^{K} p(\sigma_i - |V_i|, \gamma)\). Two partitions \((V_1, \ldots, V_K)\) and \((\bar{V}_1, \ldots, \bar{V}_K)\) are neighbors if \(\sum_{i=1}^{K} |V_i| - |\bar{V}_i| = 2\).

The main section of this algorithm is the while loop, which simulates the annealing process, and the fundamental procedure within the while loop is move(). Procedure move() chooses a random neighbor of the current partition, each neighbor being equally likely to be chosen. If the cost of the neighbor is at most the cost of the current partition then the neighbor is accepted as the new current partition. Otherwise, it accepts this neighbor as the new current partition with probability \(\exp(-\Delta/T)\), and with probability \(1 - \exp(-\Delta/T)\) it leaves the current partition as is, where \(\Delta\) equals the cost of the neighbor minus the cost of the current partition. The temperature parameter \(T\) is decreased, by multiplying it by \(TFACTOR\), and it is decreased after every \(MCLENGTH\) calls to move(). For our experiments, the value of \(MCLENGTH\) was chosen to be the number of neighbors a partition has \((=K-1)|V|\). This value of \(MCLENGTH\) was used in [22].

After the algorithm decreases \(T\), it checks to see if it should stop simulating the annealing process. Variable \(numaccept\) stores the number of times neighbors were accepted as new current partitions since the last time \(T\) was decreased. If \(numaccept\) equals zero then the annealing process
**BASIC SIMULATED ANNEALING ALGORITHM FOR GRAPH PARTITIONING**

Input: Graph \((V,E)\), positive integer \(K\), positive integers \(\sigma_1, \sigma_2, \ldots, \sigma_K\).
Output: A feasible partition of \(V\) with small capacity.

begin
\((V_1, \ldots, V_K) := \text{init\_state} ( )\), \(T := \text{init\_temperature} ( )\);
numaccept := 1, numtemp := 0;
while (numaccept > 0) and (numtemp < \(R\)) do
begin
numaccept := 0, numtemp := numtemp + 1;
for \(i := 1, 2, \ldots, \text{MC\_LENGTH}\) do move ( );
\(T := \text{TFACTOR} \times T\);
end
if for some \(i \forall V_i \neq \sigma_i\), then \((V_1, \ldots, V_K) := \text{greedy\_fix\_up} (V_1, \ldots, V_K);\)
end

procedure move ( )
begin
\((\bar{V}_1, \ldots, \bar{V}_K) := \text{random\_neighbor} (V_1, \ldots, V_K);\)
\(\Delta := \text{cost} (V_1, \ldots, V_K) - \text{cost} (\bar{V}_1, \ldots, \bar{V}_K);\)
if \(\Delta \leq 0\) then \((V_1, \ldots, V_K) := (\bar{V}_1, \ldots, \bar{V}_K)\), numaccept := numaccept + 1;
else if randunit ( ) \(\leq \exp (- \Delta/T)\)
then \((V_1, \ldots, V_K) := (\bar{V}_1, \ldots, \bar{V}_K)\), numaccept := numaccept + 1;
end

function randunit ( )
begin return (a random number uniformly distributed on the interval \([0, 1)\))
end

Figure 5.2.1. The basic implementation of the penalty method for graph partitioning, where the minimization is done by simulated annealing.
is assumed to be "frozen" and the simulation is stopped. Variable \textit{numtemp} stores the number of times \( T \) is decreased. If \textit{numtemp} exceeds a number \( R \) then the simulation is also terminated.

Initialization of the algorithm consists of initializing \textit{numtemp} and \textit{numaccept}, and calling \textit{init\_state()} and \textit{init\_temperature()}. Function \textit{init\_state()} returns a feasible partition of \( V \) where the annealing process can start from. Function \textit{init\_temperature()} returns an initial value for \( T \). The returned value is computed by randomly picking one hundred neighbors of an arbitrary feasible partition \((V_1, \ldots, V_K)\), and, for all neighbors that have bigger cost than \((V_1, \ldots, V_K)\), the sample average \( A \) of the cost of a neighbor of \((V_1, \ldots, V_K)\) minus the cost of \((V_1, \ldots, V_K)\) is computed. The temperature \( \hat{T} \) that is returned is such that \( \exp(-A/\hat{T}) = 0.4 \). This method of initializing the temperature value was also used by Aragon et al. [20] and Kirkpatrick et al. [1].

After the simulation of the annealing process the final partition \((V_1, \ldots, V_K)\) computed may be infeasible. The function \textit{greedy\_fix\_up(V_1, \ldots, V_K)} is called and it returns a feasible partition. It does this by sequentially transferring nodes from subsets \( V_i \) to subsets \( V_j \), such that \( |V_i| > \sigma_i \) and \( |V_j| < \sigma_j \), so that each transfer minimizes the increase in the capacity of the resulting partition.

We will now discuss the different implementations of the penalty function methods. For the hardlimiter (HL) and quadratic (Q) penalty methods, the implementation used is the one in Figure 5.2.1. The implementation of the method of multipliers (MM) is shown in Figure 5.2.2. In this implementation, the penalty parameters \( c_j \) are constant and equal to \( c \) and the augmented Lagrangian function is minimized \( J+1 \) times by simulated annealing. The first minimization is done by a long simulated annealing run and the next \( J \) minimizations are done by runs. In between minimizations the multiplier vector \( \lambda \) is updated.

The implementation of the dynamic method of multipliers (DMM) is shown in Figure 5.2.3. It is the same algorithm in Figure 5.2.1, excluding the additional lines enclosed in the two rectangles. These additional lines and the two additional variables \( \Delta h = (\Delta h_i : i = 1, 2, \ldots, K) \) and
begin
    (V1, ..., VK) := init_state (); T := init_temperature ();
    for i := 1, 2, ..., K do \( \lambda_i := 0 \);
    numaccept := 1, numtemp := 0;
    while numaccept > 0 and (numtemp < R) do
        begin
            numaccept := 0, numtemp := numtemp + 1;
            for j := 1, 2, ..., MCLength do move ();
            T := TFACTOR \( \times \) T;
        end
    \( \hat{T} := (TFACTOR)^{-numtemp/J} \times T \);
    for i := 1, 2, ..., J do
        begin
            T := \( \hat{T} \);
            for j := 1, 2, ..., K do \( \lambda_j + \lambda_j + c^*(\sigma_j - 1 V_j) \);
            numaccept := 1, numtemp := 0;
            while (numaccept > 0) and (numtemp < R/J) do
                begin
                    numaccept := 0, numtemp := numtemp + 1;
                    for t := 1, 2, ..., MCLength do move ();
                    T := TFACTOR \( \times \) T;
                end
            end
        end
    if for some i, \( |V_i| \not\in \sigma \), then (V1, ..., VK) := greedy_fix_up (V1, ..., VK);
end

Figure 5.2.2. The implementation of the method of multipliers.
Zcount are used in maintaining $\lambda$. Note that $\Delta h_i/Z$ is the sample mean of $\sigma_i - |V_i|$ since the last time $\lambda_i$ was updated.

For the algorithm in Figure 5.2.3, $\Delta h_i$ is updated after each call to move(). As remarked in the previous section, this can be very time consuming if $K$ is large. A more efficient method is to update $\Delta h_i$ only when $|V_i|$ changes value. To accomplish this we have a global counter globcount which is incremented immediately after every call to move(), and, for each $i$, such that $1 \leq i \leq K$ we have additional variables lastdiff$_i$ and lastcount$_i$: lastdiff$_i$ equals $\sigma_i - |V_i|$ and lastcount$_i$ equals the value of globcount when $\Delta h_i$ was updated last. Every time $|V_i|$ changes value or $\lambda_i$ is to be updated we increment $\Delta h_i$ by $\sigma_i - |V_i| + (\text{globcount} - \text{lastcount}_i - 1)\text{lastdiff}_i$, set lastdiff$_i$ to $\sigma_i - |V_i|$, and set lastcount$_i$ to globcount.

Our experiments consisted of three cases: $(n = 240, m = 300, K = 2, \sigma_1 = \sigma_2 = 200)$, $(n = 240, m = 300, K = 2, \sigma_1 = 160, \sigma_2 = 80)$, and $(n = 160, m = 200, K = 4, \sigma_1 = \sigma_2 = \sigma_3 = \sigma_4 = 40)$. For each case, ten graphs were randomly and independently generated where each graph in $G(n,m)$ was equally likely to be generated. Recall $G(n,m)$ is the set of graphs with node set $\{1, 2, ..., n\}$ and $m$ edges. For each case and parameter value considered, each algorithm was executed once for each of the ten random graphs. During these ten runs the average number of times $T$ was decremented (AVG#TDEC) and the average capacity of the final partition (AVGCAP) were recorded. The number of times $T$ was decremented is related to the running time of the algorithm, since the number of times $T$ was decremented multiplied by MCLength is equal to the length of the annealing process simulated.

For all three cases, the average degree of the graph (equal to $2|E|/|V|$) is 2.5 and we compared the following penalty methods:

- hardlimiter penalty method when $\gamma = 1$;
- quadratic penalty method when $c = 10^{-\Delta \sigma_i^2}$ for $i = 0, 1, \ldots, 10$;
begin
(V_1, ..., V_K) := init_state( ), T := init_temperature( );

for i := 1, 2, ..., K do \( \lambda_i := 0, \Delta h_i := 0 \);
Zcount := Z;

numaccept := 1, numtemp := 0;
while (numaccept > 0) and (numtemp < R) do
begin
numaccept := 0, numtemp := numtemp +1;
for i := 1, 2, ..., MLENGTH do
begin
move( )

for j := 1, 2, ..., do \( \Delta h_j := \Delta h_j + \sigma_j - |V_j| \);
Zcount := Zcount -1
if Zcount = 0 then
begin
for j := 1, ..., K do \( \lambda_j := \lambda_j + c\Delta h_j/Z, \Delta h_j := 0 \);
Zcount := Z;
end
end

T := TFACTOR * T;
end

if for some i \(|V_i| < \sigma\) then (V_1, ..., V_K) := greedy_fix_up(V_1, ..., V_K);
end

Figure 5.2.3. The implementation of the dynamic method of multipliers.
method of multipliers when $J = 4$ and $c = 10^{-4+i/2}$ for $i = 0, 1, \ldots, 10$;
dynamic method of multipliers when $Z = (K-1)|V|$ and $c = 10^{-4+i/2}$ for $i = 0, 1, \ldots, 10$.

For the hardlimiter penalty method, the quadratic penalty method, and the dynamic method of multipliers, we let TFACTOR equal 0.9. However, we let TFACTOR equal 0.81 for the method of multipliers, since it consists of multiple simulated annealing runs. The result was that the sum of the lengths of the annealing processes simulated were roughly the same for all the penalty methods. We will now discuss some of the details of each case.

**Case 1** ($n = 240, m = 300, K = 2, \sigma_1 = \sigma_2 = 120$): In this case, the resulting partition is required to be balanced. For all penalty methods, we ran all the algorithms with $R$ equal to 250. We also ran the algorithm for the hardlimiter penalty method for $R$ equal to 50, so that the length of the annealing process simulated would be roughly the same as for the other penalty methods. The data are given in tables in Figure 5.2.4 and are plotted in graphs in Figure 5.2.5.

**Case 2** ($n = 240, m = 300, K = 2, \sigma_1 = 160, \sigma_2 = 80$): In this case, the partition is required to be unbalanced. For all penalty methods, we ran all the algorithms with $R$ equal to 250. We also ran the algorithm for the hardlimiter penalty method with $R$ equal to 40, so that the length of the annealing processes simulated would be roughly the same as for the other penalty methods. The data are given in tables in Figure 5.2.6 and plotted in graphs in Figure 5.2.7.

**Case 3** ($n = 160, m = 200, K = 4, \sigma_1 = \sigma_2 = \sigma_3 = \sigma_4 = 40$): In this case, the partitions should be balanced, but we have four sets to the partition rather than two as in Case 1. For all penalty methods, we ran all the algorithms with $R$ equal to 75. The data are given in tables in Figure 5.2.8 and plotted in graphs in Figure 5.2.9.

For all three cases, the quality of solutions for the quadratic penalty method, the dynamic method of multipliers, and the method of multipliers were dependent on the value of $c$. Very small values of $c$ lead to poor solutions, because the solutions found by simulated annealing were far
Figure 5.2.4. Results from computer experiments for Case 1 \((n = 240, m = 300, K = 2, \sigma_1 = \sigma_2 = 120)\). AVGCAP = the average capacity of the final partition and AVG#TDEC = the average number of times \(T\) was decremented. \(Q\) = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
Figure 5.2.5. Graphs of results from computer experiments for Case 1 (n = 240, m = 300, K = 2, $\sigma_1 = \sigma_2 = 120$). AVG\text{\textcap} = the average capacity of the final partition and AVG\text{\text#TDEC} = the average number of times T was decremented. Q = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
<table>
<thead>
<tr>
<th>R</th>
<th>$\log_{10}c$</th>
<th>Q</th>
<th>MM</th>
<th>DMM</th>
<th>Q</th>
<th>MM</th>
<th>DMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>-4.0</td>
<td>31.6</td>
<td>29.3</td>
<td>30.4</td>
<td>61.2</td>
<td>52.0</td>
<td>37.8</td>
</tr>
<tr>
<td>250</td>
<td>-3.5</td>
<td>31.1</td>
<td>28.9</td>
<td>30.3</td>
<td>58.7</td>
<td>51.5</td>
<td>42.8</td>
</tr>
<tr>
<td>250</td>
<td>-3.0</td>
<td>29.9</td>
<td>29.3</td>
<td>24.8</td>
<td>42.9</td>
<td>47.7</td>
<td>34.8</td>
</tr>
<tr>
<td>250</td>
<td>-2.5</td>
<td>27.4</td>
<td>27.6</td>
<td>23.7</td>
<td>38.8</td>
<td>44.3</td>
<td>37.3</td>
</tr>
<tr>
<td>250</td>
<td>-2.0</td>
<td>27.6</td>
<td>26.5</td>
<td>24.7</td>
<td>29.6</td>
<td>39.6</td>
<td>34.6</td>
</tr>
<tr>
<td>250</td>
<td>-1.5</td>
<td>23.3</td>
<td>27.1</td>
<td>23.8</td>
<td>35.1</td>
<td>34.2</td>
<td>38.4</td>
</tr>
<tr>
<td>250</td>
<td>-1.0</td>
<td>24.5</td>
<td>26.8</td>
<td>24.2</td>
<td>33.7</td>
<td>38.8</td>
<td>30.9</td>
</tr>
<tr>
<td>250</td>
<td>-0.5</td>
<td>24.7</td>
<td>28.8</td>
<td>25.7</td>
<td>29.2</td>
<td>34.9</td>
<td>29.6</td>
</tr>
<tr>
<td>250</td>
<td>0.0</td>
<td>31.9</td>
<td>32.3</td>
<td>33.9</td>
<td>30.7</td>
<td>32.0</td>
<td>26.9</td>
</tr>
<tr>
<td>250</td>
<td>0.5</td>
<td>68.7</td>
<td>66.0</td>
<td>69.3</td>
<td>21.9</td>
<td>25.3</td>
<td>20.1</td>
</tr>
<tr>
<td>250</td>
<td>1.0</td>
<td>111.7</td>
<td>109.9</td>
<td>112.4</td>
<td>19.1</td>
<td>22.6</td>
<td>19.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>AVGCAP</th>
<th>AVG#TDEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>25.1</td>
<td>83.4</td>
</tr>
<tr>
<td>40</td>
<td>25.8</td>
<td>39.3</td>
</tr>
</tbody>
</table>

Figure 5.2.6. Results from computer experiments for Case 2 ($n = 240$, $m = 300$, $K = 2$, $\sigma_1 = 160$, $\sigma_2 = 80$). AVGCAP = the average capacity of the final partition and AVG#TDEC = the average number of times T was decremented. Q = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
Case 2: AVGCAP

Case 2: AVG#TDEC

Figure 5.2.7. Graphs of results from computer experiments for Case 2 (n = 240, m = 300, K = 2, \(\sigma_1 = 160, \sigma_2 = 80\)). AVGCAP = the average capacity of the final partition and AVG#TDEC = the average number of times T was decremented. Q = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
Figure S.2.8. Results from computer experiments for Case 3 (n = 160, m = 200, K = 4, \( \sigma_1 = \sigma_2 = \sigma_3 = \sigma_4 = 40 \)). AVGCAP = the average capacity of the final partition and AVG#TDEC = the average number of times T was decremented. Q = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
Figure 5.2.9. Results from computer experiments for Case 3 (n = 160, m = 200, K = 4, σ₁ = σ₂ = σ₃ = σ₄ = 40). AVGCAP = the average capacity of the final partition and AVG#TDEC = the average number of times T was decremented. Q = quadratic penalty method; MM = method of multipliers; DMM = dynamic method of multipliers; and HL = hardlimiter penalty method.
from satisfying the equality constraints and the greedy fix-up algorithm did not produce near optimal solutions. Very large values of \( c \) lead to poor solutions, because the large quadratic term in the augmented Lagrangian function restricted the movement of the annealing process.

For all three cases, the dynamic method of multipliers produced low-valued \( \text{AVGCAP} \) values over the widest range of values of \( c \) than the quadratic penalty method or the method of multipliers. In Figure 5.2.5 note that when \( c \) equaled 0.001 the dynamic method of multipliers produced a smaller value of \( \text{AVGCAP} \) and a larger value of \( \text{AVG#TDEC} \) than the quadratic penalty method or the method of multipliers. The implication is that there may be a quality of solution versus running time tradeoff in Case 1. However, there does not seem to be such a tradeoff in the other two cases.

Note that the dynamic method of multipliers yields better solutions than the quadratic method for small values of \( c \), while the reverse is true for large values of \( c \). This can partly be explained by the fact that in the dynamic method of multipliers the linear term of the augmented Lagrangian function behaves roughly like an extra quadratic term by the way it is updated. Hence, the dynamic method of multipliers is like a quadratic penalty method but with a larger penalty parameter.

A final observation is that the hardlimiter penalty method performed well when compared to the other penalty methods. For Case 1, the \( \text{AVGCAP} \) value of the hardlimiter method, when \( R \) equals 250, is smaller than the other penalty methods, and the \( \text{AVGCAP} \) value of the hardlimiter method, when \( R \) equals 50, is within 4% of the smallest \( \text{AVGCAP} \) value of the other methods. For Case 2, the \( \text{AVGCAP} \) value of the hardlimiter method, when \( R \) equals 250, is within 8% the smallest \( \text{AVGCAP} \) value, and the \( \text{AVGCAP} \) value of the hardlimiter method, when \( R \) equals 40, is within 11% of the best \( \text{AVGCAP} \) value. For Case 3, the \( \text{AVGCAP} \) value of the hardlimiter penalty method is within 4% of the smallest \( \text{AVGCAP} \) value of the other penalty methods.
Although the hardlimiter penalty method performs well over all cases, for certain values of $c$ the dynamic method of multipliers produces better solutions for Cases 2 and 3.

We will digress to make a comment on the sensitivity of the quadratic penalty method, the method of multipliers, and the dynamic method of multipliers to the value of $c$ in our experiments. The reason why $c$ should not be too small can be explained if we assume that the capacity of partition $(V_1, \ldots, V_K)$ is well approximated by $(1 - \sum_{i=1}^{K} \left( \frac{|V_i|}{n} \right)^2)m$, which is the average capacity of $(V_1, \ldots, V_K)$ over all graphs in $G(n,m)$. Then the augmented Lagrangian function is well approximated by $\Gamma(g_1, g_2, \ldots, g_K)$

$$
= (1 - \sum_{i=1}^{K} g_i^2)m + \sum_{i=1}^{K} \lambda_i(\frac{\sigma_i}{n} - g_i)n + \sum_{i=1}^{K} \frac{c}{2} \left( \frac{\sigma_i}{n} - g_i \right)^2 n^2 ,
$$

where $g_i = \frac{|V_i|}{n}$. The Hessian matrix of $\Gamma$ is $(-2m+cn^2)I$, where $I$ is the identity matrix. Therefore, $\Gamma$ is convex if $c \geq \frac{2m}{n^2}$ and concave if $c \leq \frac{2m}{n^2}$. In Figures 5.2.5, 5.2.7, and 5.2.9, note that as parameter $c$ decreases, the quality of solutions found by the quadratic penalty method begins to degrade after $c$ crosses the value of $\frac{2m}{n^2}$ ($\frac{2m}{n^2}$ is equal to 0.01 for Cases 1 and 2 and is equal to 0.016 for Case 3).

5.3. Conclusions

In this chapter, we considered solving the equality constrained problem by simulated annealing and penalty methods. In particular, we focused on the quadratic penalty method and adaptive variations of it. Our concern with the quadratic penalty method was that resulting solutions were sensitive to its penalty parameter values. Since simulated annealing is a very time consuming algorithm, finding a good penalty parameter value experimentally could be impractical.
This leads us to investigate adaptive penalty methods that would perhaps be less sensitive to parameter values. The two adaptive penalty methods we considered were based on the method of multipliers, and required the minimization of an augmented Lagrangian function. However, the multiplier vector of the function is dynamically and periodically adjusted. Of these two adaptive penalty methods our experiments showed that the dynamic method of multipliers worked best and produced low-valued solutions over a wider range of penalty parameter values than the quadratic penalty method. We think further investigation of adaptive penalty methods should be done.
CHAPTER 6

CONCLUSIONS

6.1. Summary of Thesis

This thesis consists of a collection of results, most of which concern the finite-time behavior of simulated annealing.

In Chapters 2 and 3, we analyzed simulated annealing when it is applied to the matching problem. In Chapter 2, we showed that in the worst case simulated annealing solves the problem in average time that is at least exponential in the number of nodes of the graph if (a) the simulated annealing algorithm is the basic simulated annealing algorithm in Subsection 2.2.1 or (b) if we restrict our attention to the constant-temperature schedules. An upper bound on the average time it takes the basic simulated annealing algorithm of Subsection 2.2.1 to find a near maximum matching is also given. If we only require the algorithm to find a matching of size at least a fixed fraction of the size of the maximum matching, this upper bound is polynomial in the number of nodes of the graph. An estimate on the average time the basic simulated annealing of Subsection 2.2.1 will solve the matching problem for a "typical" graph is given in Chapter 3. We also presented computer simulation data that demonstrated that this estimate was reasonable. If we restrict our attention to graphs that have at least as many edges as there are nodes, then the estimate is a polynomial function of the number of nodes of the graph, which contrasts the results in Chapter 2 and which is encouraging to proponents of simulated annealing.

Since there are efficient algorithms available to solve the matching problem [9], it is doubtful that simulated annealing will be used on that problem in practice. However, our analysis seem to be the first thorough theoretical analysis of the average time complexity of simulated annealing applied to a nontrivial combinatorial optimization problem. Also, we can at least test our intuition
and experience against these results. For example, since simulated annealing is a simple heuristic, we would not expect it to outperform more sophisticated methods in the worst case, and our exponential average-time lower bounds compared with the $O(\sqrt{|V||E|})$ time algorithm of [9] certainly supports this expectation.

In Chapter 4, we presented a collection of results. The template method and some examples of its use were given in Section 4.2, and the threshold random search algorithm was given in Section 4.3. In Section 4.4, we presented conditions which imply that no monotone decreasing temperature schedule is optimal.

The use of adaptive penalty methods to solve equality constrained problems by simulated annealing was investigated in Chapter 5. One of these methods (the dynamic method of multipliers) was shown, through experiments, to provide low-valued solutions over a wider range of parameter values than the static penalty method (quadratic penalty method) we considered. We believe further study of adaptive penalty methods should be done.

### 6.2. Directions for Future Research on Simulated Annealing

One direction for future research is to extend the results of Section 2.4. Rather than restricting ourselves to constant temperature schedules we may consider monotone decreasing temperature schedules. Since we are relaxing the constraints for the temperature schedules, we will have to consider a smaller set of transition probability matrices than the set $R(G)$ of Section 2.4 in order to maintain the same lower bound for $\Omega$.

A second direction for future research is to use a "physicist's" approach to analyze the behavior of simulated annealing for some NP-Complete problem. What we mean by a physicist's approach is to make reasonable assumptions to model the annealing process by a process that can be analyzed. Then experiments should be used to check the accuracy of the model. An example of this type of analysis, but on a known polynomial-time problem, was done in Chapter 3.
Consider the system \((S, c, R)\), where \(S\) is a set of states, \(c\) is a cost function on \(S\), and \(R\) is a probability transition matrix over \(S\). Let \((X_k; k \geq 0)\) be an annealing on the system \((S, c, R)\) with temperature schedule \(T\). Most theoretical research is concerned with determining a good temperature schedule. However, it may be that the performance of simulated annealing is more dependent on the choice of \(R\). A third direction for future research is to study how the choice of \(R\) affects the performance of simulated annealing. A related direction for future research is to come up with ways to systematically modify \(R\) that may improve the performance of the simulated annealing algorithm. For example, using \(R^2\) rather than \(R\) may be preferable in certain cases. The template method may be used to illustrate these cases.
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