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USE OF A THERMODYNAMIC ANALOGY FOR PNEUMATIC TRANSPORT

IN HORIZONTAL PIPES

Craig A. Myler.

University of Pittsburgh

The use of a thermodynamic analogy for pneumatic
transport in horizontal pipes of 0.0266 m and 0.0504 m
diameters was investigated. Glass particles of 67, 450, and
900 pm mean diameter and iron oxide particles of 400 um
diameter were transported using air as the carrier gas.

Experimental measurements included particle velocities,
pressure drop, and mass flow rate. To determine the phase
behavior of the flow required for the thermodynamic analogy:s
the above measurements were all taken in both the upper and
lower halves of the pipe. Particle velocities were obtained
by a cross-correlation of signals obtained from two new

probes developed for this purpose. Mass flows from the two
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halves of the pipe were obtained by splitting the flow with
a knife edged separator.

The thermodynamic analogy was found to be capable of
describing the phase behavior of the systems studied. This
included the dilute phase transport as well as strand type
conveying.

Basic modeling resulted in the presentation of a new
correlation for particle velocity and an expression for
solids friction factor. This correlation is capable of
predicting a minimum point in the pressure drop vs. gas
velocity relationship which is associated with saltation.

Electrostatic effects are discussed. These include a
reverse propagation of surface waves on the walls of the

pipe. Destructive electrostatic effects are also included.

DESCRIPTORS
Electrostatics Horizontal
Particle velocity Pneumatic transport
Pressure drop Thermodynamic analogy
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1.0 INTRODUCTION

Pneumatic conveying of solid particles has been
practiced for over 100 years. A considerable amount of
research has been performed to ascertain fundamental
properties of gas-solids systems as well as to provide
usable models from which system design can be performed.
There exist a variety of correlations for existing data as
well as different views of the primary mechanisms in this
type of transport. This can partially be attributed to
methodology of data collection and reporting as well as
insufficient data to support or deny theoretical models.

A specific area of research which requires more
fundamental knowledge is horizontal pneumatic conveying. A
wide range of phenomenon have been reported for horizontal
pneumatic conveyingr: the most of which can be directly
related to the affects of gravity. As the gas velocity in a
horizontal pneumatic system is decreased., solids
concentration in the bottom of the pipe increases. Further
decrease in gas velocity causes saltation of the solids in
varying degrees and configurations until, at a sufficiently
low gas velocityr solids transport ceases. The above
conditions are extremely difficult to describe
experimentally. Due to the unsteady nature of the flow
system under these conditions, primary variables are

difficult to measure. Averaging techniques can lead to



inaccuracies which in turn lead to conflicting reports. An
additional problem arises due to the variations possible
with the solid particles themselves. Variations in particle
sizer densityr shaper and other properties provide sources
for experimental findings which differ from experimenter to
experimenter.

An apparent method for overcoming these difficulties
in describing horizontal pneumatic transport is through the
use of a flow map or phase diagram which would describe the
flow behavior over a wide range of parameters for a given
gas—-solid system. One such approach is through the use of
an analog to a thermodynamic system. Phase diagrams for
thermodynamic systems provide system properties at various
conditions. 1In the case of a pure component phase diagram:
various models have been used to predict system properties
with great success.

The ideal gas law is probably the best known of this
type model. With this law, pressures, temperatures, and
molar volumes of gases can be reasonably predicted over a
suprisingly broad range for the simplicity of this model.

~

The basic tenant of the ideal gas model is that molecules do; )
- )
not interact among themselves. An analogy to this is dilute

phase pneumatic conveying systems where solids
concentrations are very small. The failure of the ideal gas
model occurs when there 1is molecular interaction.

Especially when the density of the system approaches that of



a liquid. It is this point which van der Waals addressed in

his classic equation of state:
(P + a/V2) (V- b) = RT (1-1)

This model of a thermodynamic system takes into account the
interactions between molecules and can predict the existence
of a liquid phase. It is this model which will form the
basis of the analog to pneumatic transport discussed in this
study.

In 1983, Tuba{l)* described the striking similarity of
phase diagrams produced by Matsen(2/3) for gas-solids
systems to those of thermodynamic systems. From this
similarity, an analog to the van der Waals equation of state
for thermodynamic systems was proposed for pneumatic
transport systems. The analog model proposed by Tuba took

the following form:

(J; + 2" ) (1/0 - v*) = R*Jg (1-2)
where -
I; = the dimensionless solids flux
J: = the dimensionless gas flux
d = the dimensionless solids concentration

*Parenthetical references placed superior to the line
of text refer to the bibliography.



The model was tested on data for the pneumatic conveying of
coal in a vertical system and a high correlation of the data
was achieved. The degree of correlation obtained and the
similarity to the Matsen type phase diagram suggested the
need for further study.

The phase diagram model of Tuba was directed toward
vertical systems with the intention of being able to map
dilute and dense phase regions of flow as well as provide a
prediction of choking. But what about horizontal systems?
As mentioned above, horizontal systems exhibit a striking
difference from vertical' systems in the effect of gravity.
The separation of the horizontal flow system into separate
'phases' appears to provide a prime reason for investigation
of the applicability of a thermodynamic analog to horizontal
pneumatic systems. With a phase diagram such as one
obtained through the use of van der Waals equation, the
coexistence of separate phases can be predicted. This is
the aim of the application of the van der Waals analog to
horizontal pneumatic conveying.

To test the analog model in horizontal systems required
experimental data which provided the three parameters in the
analog equation (Equation 1-2) for the two distinct phases
proposed to exist. This required the measurement of
particle velocity as well as solids mass flow rate in both

phases. Additionallyr the data set had to provide a



variation in the type of particle transported as well as a
variation in pipe diameters.

To acquire the necessary datar: two new probes were
developed which were capable of measuring particle
velocities at two points across the radius of the pipe. The
first of these was a modification of the electrostatic ring
probe,(4’5'6) which uses cross-correlation techniques to
determine particle velocities between two points along the
axis of the pipe. The second was a magnetic coil probe;,
which also uses the cross-correlation techniquef7) To
obtain the solids mass flow rate of each phase, the pipe was
split into two sections using a knife edges and the mass
flow rate of solids in the upper ané lower halves of the
pipe were obtained. With this information, an estimate of
the concentration gradient across the pipe was obtained.

Axial pressure drop and pressure drop fluctuations were
measured in both the upper and lower halves of the pipe. It
was hoped that these measurements would allow some
assessment of the 1lift occuring in horizontal systems. The
1lift aspects of the flow were not determined; however:,
pressure measurements between the upper and lower halves
displayed different characteristics which may shed some
light on the flow structure.

Classical modeling was performed with the result of a

new correlation being proposed which has the capacity to



predict a minimum pressure drop point in horizontal flows.
This model includes particle velocity and pressure drop
correlation. This model may eliminate the need for separate
correlations for saltation and pressure drop.

A discussion of electrostatic effects is included. For
a portion of the experimental work these effects were of

dramatic importance.



2.0 BACKGROUND

The complexity of completely describing a pneumatic
transport system is perhaps best described by Klinzing‘s) as
". . . one of the most challenging problems in fluid
mechanics.” This complexity is compounded by such things as
differences in particle shape and size, particle size
distribution, agglomeration of particles and the generation
of electrostatic potentials. Much work has been performed
in the area of horizontal pneumatic transport, yet there
remains wide discrepancies in the correlations of different
investigators. 1In addition to the correlations for pressure
drop and conveying velocity, there are numerous correlations
available to predict saltation. This situation leads to a
number of difficulties in design and operation of pneumatic

systems.

2.1 Classical Approaches
2.1.1 Force Balance Approach

An application of Newton's second law to the particles
and the gas in horizontal gas-solid system provides the
following equations:

du Am_ &P

| P _ )
m, — = dFp, - dFg, -~ — — * Fyq4 (2-1)

dt pp oX



au, Amg opP
Amg — = -dFp - deg - —_—
dt Pe oX
where: Fp = drag force
Fgp = frictional force for particles
ng = frictional force for gas

Fadd = additional forces

(2-2)

With selected representations for these forces, neglecting

the additional forcesr Equations 2-1 and 2-2 can be written

as:

9 3am et TepeP e (Up - T2 i 24m £ U2 A,
® at 4 (P, - Po) D, D, P
Uy -3am g4 TCpcPo(Up - U )2 24m £, 03 Am
pmg — = o 3 SO
dt 4 (P - Pp)p, D, Pe

At steady state, the acceleration terms are zero.

of Equations 2~3 and 2-4 at steady state yields:

PSP, P, 0
D ax

P P

2 2
24m £ UZ  24m £ Ug , [ Am,  Am, ] ap
t Dy P £

Expressing Amp and Amg in terms of void fraction:s
2-5 can be written as:
- p 2 2
2(1 - e)P g U +23Pfngf . apP

—=0
t D, )

D

oP
— (2-3)

éX

oP
—_ (2-4)

0X
Addition
(2-5)
Equation
(2-6)
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If all the parameters are constant along the axis of the
piper the pressure drop per unit length can be obtained as:
2 2
AP 2£(1 - e)P Uy 2f,ePcUs

— = + (2-7)
L Dy Dy

If the gas friction factor is obtained from single phase
correlations, there are three terms in Equation 2-7 which
must be determined to calculate a pressure drop for the
system. The three terms are fgr & and U,. For a given mass

p
flow rate of solids:, Up and & are related by:

Vs

p
Aol

e =1 - (2-8)
Empirical correlations for use in the force balance;,

Equation 2-7: normally give expressions for fg and U The

p*
particle velocity expressions are normally based on the
terminal velocity of the particles and the friction factor
is normally dependent on the particle velocity.

A few points should be made concerning the
discrepancies between correlations for use in the force
balance. First, there is the obvious exclusion of the
influence of gravity in the force balance development. This
is because the balance is done for the axial flow only and

the particles are assumed to have only axial velocity

components. A second point is that the drag coefficient is
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not easily determined for particle clouds or for particles
of irregular shape. Finally, factors such as pipe material,
wall roughness, particle size distribution, and gas humidity
may have a significant effect on experimental data.

The exclusion of the additional forces in Equation 2-1
is not so much an oversight as it is a realization of the
complexities such forces impart to correlation of
experimental data. An example of an additional force
present in pneumatic systems which greatly complicate
accurate correlation are the forces of electrostatics. Yet
these forces can play a major role in the force balance. A
striking example of this is the data obtained by zaltash(6)
in a study of electrostatics in vertical pneumatic
transport. In Zaltash's experiments: variation of the
relative humidity of the transport gas caused, in some
cases) a variation in pressure drop of 30% with all other
variables held constant. This example points out the
importance that additional forces not normally encountered
in single phase flows can have in gas-solid systems.

Finally, the force balance as presented here does not
directly address the affects of gravity on the horizontal
flow. Separate correlations for saltation velocities are
normally used in conjunction with the friction factor and

particle velocity expressions. Appendix F contains various
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correlations used for friction factors:, particle velocities:

and saltation.
2.1.2 Accounting for Gravity in Horizontal Systems

An attempt to account for the force of gravity in
horizontal systems was developed by Barth(9) ang is
prevalent in German literature. Barth's development centers
on the idea that the particles in a gas-solid flow attempt
to fall at their terminal velocity. To maintain suspension
of the particles, the gas must impart some energy to the
particles aside from that required to maintain their axial
velocity. To account for the energy necessary to maintain
the particle suspension, Barth uses the ratio of the
terminal velocity of the particles divided by the velocity
of the gas as a multiplication factor when calculating the
additional pressure drop due to solids in horizontal
transport.

Weber(10) develops a force balance which incorporates
this ratio of terminal velocity to gas velocity. His
resulting expression for steady horizontal conveying is:

AP ef Pl U, (1- e P vl

$ PP
— ==t -, - Py — +

L 2D, U, 2D,

(2-9)

This expression is without gas or so0lid acceleration.
Additionally, the solids friction factor is not the same as

those which would be obtained by the correlations given in
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Appendix Fr but, in the case of Weber's analysis: would be
of the type obtained from correlations such as those given
by Bohnet (11} or Siegel(lz). Additionallyr the 1lift term
has not been shown to be representative of the actual 1ift
occurring in the system; it only qualitatively includes the

force of gravity in a horizontal system.

2.1.3 Other Models.

Other models have been or are being used to describe
pneumatic transport systems. Some of these are variations
on the basic force balance approach: while others are either
more fundamentally based or more empirically based. A few
will bg described as representative of the variations taken
in approaching the problem of pneumatic transport.

2.1.3.1 Fundamental Constitutive Eguations. This approach

is perhaps the most rigorously correct method for modeling
gas-solid systems. It is also the most difficult, and to
dater even the simplest cases have not been solved. One
obstacle is developing the correct equation(s) to describe
the flow. By this is meant that the equations used should
be generally valid, with simplifications for certain
conditions made from the general equation. The violation of
this concept is noted for example in the constitutive

equations used by Ettehadieh and Gidaspow(l3) for modeling
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fluidized beds. Their expression for the gas momentum
includes friction terms obtained from the Ergun equation:
whichs as & goes to 1, does not reduce the equation to the
single phase momentum equation. This is not wrong in the
context of the equation,; which in their study was to model
fluidized beds where void fractions much less than one are
encountered.

A recent study performed by Massoudi (14) apparently
overcomes this difficulty. Massoudi's expressions for
continuity and momentum are based on mixture theory and
continuum mechanics. By defining the gas solid mixture as a
continuum and defining the mixture by means of a combination
of the individual components (components being the gas and
the solid in a monodisperse gas solid system) contributions
to the system as well as their interactions with each other.

The momentum balance for a two phase mixture is given as:

du,,

pp— = divPI - T + p b (2-10)
dt
du;

p— = dive8T - I + psh (2-11)
dt

Where: PT and 8T are partial stress tensors for the particle and gas
phases, respectively

L is an interaction parameter

b represents external body forces
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This development has not yet been validated by experiment,
but the approach is unique as a complete description for
gas-solid flows. Solutions to the equations will require
developments for the interaction term in the equations.
Perhaps not so obvious is how to determine the significance
of individual terms in the equations. The application of
dimensional analysis by Massoudi to his equations will be
discussed later.
2.1.3.2 Particle Path Approach. Another approach to
modeling pneumatic systems is the particle path approach
introduced by Molerus(15), rThis approach is a modification
of the basic force balance approach where the force of
friction is broken down into component parts depending on
the type of friction encountered. The type of friction is
determined by the path a particle takes in moving along the
pipe. Five different flight phases are considered by
Molerus. They are:

0 Flight under gravitational influence

o Particle-Particle collision

o Particle-Wall collision

o Sliding along the pipe wall

0 Pressure gradient effects
The combination of these five phases results in the

following equation for horizontal transport:
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(2-12)
2 . . _1/3 2 .. 2
AP SPfCDS(ReP)UfL [ pf; ' rPflll LU, & LUs
— + = 1 - — gl(sin® + ifcose) + Ep —_— —_—
p p p p
» 4p,°, L pJ L p 1 D, D;
where: £¢ = friction coefficient
éP = particle—particle collision coefficient
€. = Wall collision coefficient

ES

This type of approach: although addressing some of the
weaknesses of the force balance of Equation 2-7, suffers
from the availability of experimental data capable of
providing the different friction factors proposed. If
limiting cases are considered, for example dilute flow where
particle-particle collisions are unimportant, Equation 2-12
reduces to a form very similar to Equation 2-7. Providing
the proper form for the friction factors of Equation 2-12
will result in Equation 2-7 exactly. As was mentioned
earlier: experimental determination of fg has been
difficult, determination of three separate friction factors

will be even more so.

2.1.3.3 Dimensional Analysis. An approach to pneumatic
transport which has been used to varying degrees is that of
dimensional analysis. The biggest drawback to this approach
is the number of dimensionless groups which can be formed.
Two separate examples will be described to provide some

insight to the complexity of this approach.
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The first example is the dimensionless analysis
performed by Massoudi (14) using a form of Equations 2-10 and
2-11. Massoudi used the particle diameter and the gas
velocity to non-dimensionalize his equations. He obtained
14 dimensionless groups which can be reduced to the nine
shown in Table 2-1. These are the possible groups obtained
without the inclusion of body forces other than gravity:, for
example electrostatics. Although, for certain situations:
the number of groups could be reduced, a general formulation
of these groups would be difficult.

The second example is from a study by Niehr et. alﬁls)
where the dimensionless groups were obtained by the
Buckingham method. Four groups were determined from a core
of six groups to be representative of the flow conditions.
For their studyr the system was considered to be dilute
phase at high gas Reynolds numbers. The four primary groups
used are shown in Table 2-2. The authors point out that the
last two groupss Npp and Npr contain terms which require
values of particle velocity. With certain assumptions they
substitute two other dimensionless groups (see Table 2-2).

Using the four groups: Ngpr Fr, Y, and Regr a
comparison between a model and prototype pneumatic system
was made. Their results appear very good; however, dynamic
similarity between the two systems was based solely on
particle mass flux distribution measured by iso-kinetic

sampling. Although the mass flux distribution may be



Table 2-1

Dimensionless Groups Obtained(fzym
the Formulation of Massoudi

Group

281

2n2
p ngDp

2a

2n2
P ngDp

Ao + ng

PfDPUg

°1pp

2
Png

©2Pp

2
prg

Ap + pg

PngDp

Physical Interpretation

friction

inertia

volume distribution

inertia
Solids Reynolds Number

buoyancy
inertia
buoyancy
inertia
diffusion

inertia
diffusion

inertia

gravity

(Froude Number)
inertia

Fluid Reynolds Number

17



Table 2-2
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Dimensionless Groups Obtained by Nieh, et. al.(16)

Group

w- [ T

P

Physical Interpretation

Electrostatic repulsion

Diffusion

Inertia

Gravity

4Dp 1/2 Relaxation time
D%F Diffusion time
U2 Relaxation time
_ B
N o .
RF Convection
p2u_,
( pg'p .
Npp) = ¥ = Inertia parameter
181p 2R
(Ny) — Rel = ——F Reynolds Number
mf

representative of

dynamic similarity for a given flow

conditions it does not guarantee dynamic similarity through

a given range of conditions.

The reason for this is that

the mass flux itself is dependent on two independent system

parameters as given in Equation 2-8.

2.1.3.4 Drift Flux. The Drift Flux model is a multi-phase

model which considers the motion of each phase on the basis
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of the average motion of the combined flow. Wallis(17)

develops the model for two phase flow as follows:

j21 = UZ]. (1"8) (2"13)
or

jp1 = (1 -&)jy - ej1 (2-14)
and

j12 = (1-e)(U; - j) (2-15)

where: jpq is the drift flux of component 2

j1p is the drift flux of compoment 1

Wallis points out that the the drift flux model is most
easily applied when the drift flux is independent of the
flow rates of either phase present. This condition is not a
general condition in pneumatic systems. Concepts used in
the drift flux model are incorporated into the thermodynamic

analog to pneumatic transport.

2.1.4 Lift

To conclude the section on classical approaches, a
discussion of 1ift in pneumatic systems is in order. As
emphasized earliers the particles in horizontal pneumatic

transport must experience some force in opposition to that

of gravity to preclude complete sedimentary flow. Outside of
the modification of the force balance attributed to Barth

which was described earlier:, various individual forces have
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been proposed to account for 1ift. The three most
predominant are the Magnus force: particle bouncing, and the
force of turbulent dissipation.

The Magnus force occurs due to particle rotation.
Particle rotation can occur from collision with the pipe
wall, collision between particles: and from fluid shear. If
particle collisions are not the primary source for particle
rotationr the Magnus force will be greatest in the vicinity
of the wall where collisions with the wall occur and the
velocity gradient of the fluid is greatest. Some
controversy appears to exist concerning the magnitude of the
Magnus force as well as the range of flow conditions for
which it exists. Prandt1(18s19) gescribes the "Magnus
Effect" as a boundary layer phenomenon on a rotating
cylinder. The application to a sphere is often referred to
as the "Magnus Effect"; however, as Barkla and
Auchterlonie(20) point out, Magnus' experiments were only
conducted on cylinders. These authors point out original
work done by Robins in 1742 where experiments on spinning
spheres gave evidence of a transverse force and the effect
of 1ift on spinning spheres should rightfully be known as
the "Robbins effect".

The majority of discussion of the Magnus/Robins effect
are for Reynolds numbers (PpoUs/uf) eitherbelow 1 or
greater than 1000. For smaller Reynolds number, Rubinow and

Keller(21) provide a solution of the Navier-Stokes equations
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using a combination of the Stokes and Oseen expansions.
Their resulting expression for the force on a rotating
sphere includes a lift term given by:

m&

Fi = — x U, [1+ 0 (Rey/2)] (2-16)

8p¢
Use of this equation for spheres rotating parallel to the
pipe axis without external body forces would congregate at
the center of the pipe.

For higher Reynolds numbers, the boundary layer
concepts of the Magnus/Robins effect are appropriate. As
mentioned previously, Prandl(18s19) gescribes the effect for
a cylinder as the separation of the boundary layer where the
spin of the cylinder opposes the fluid velocity and the
retardation or elimination of separation where the spin is
in the direction of the fluid (see Figure 2-1). The
resulting pressure increase at the base of the sphere and
pressure decrease at the top of the sphere results in a 1lift
force. For a cylinder, Prandtl gives a maximum force
obtainable corresponding to an angular velocity which is
four times the slip velocity. He also mentions that the
lift is reduced due to fluid effects from the end of the
cylinder. These effects would almost necessarily exist for
flow around a sphere. Agains for pipe flow of spherical

particles, the Magnus/Robbins effect would cause a tendency
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Figure 2-1: Magnus/Robins Effect on a Rotating Sphere



23

for particles to concentrate at the center of the pipe. A
recent empirical relationship for the lift force in the
range of 550 < Rep < 1600 developed by Tsujir et. alﬁ22)
from data of a single sphere being bounced off of an
inclined plate is given as:

C; prgﬂD%

F; =

(2-17)
8
where: Cj = (0.4 ¥ 0.1)1ambda
lambda = DPUa/(ZUp)

and: lambda < 0.7

A second force accounting for 1lift of particles from
the base of the pipe is through bouncing. Although not a
true lift force in the hydrodynamic sense, particle bouncing
was reported by Gasterstadt(23) in 1924 as a mechanism by
which particles were distributed across the radius of the
pipe. The inclusion of this effect in calculations of
pneumatic systems appears only recently in computer
simulations.(24725s26,27)

The third mechanism thought to be responsible for
particle 1lift is through interaction of the gas phase
turbulence with the particles. Much work has been done
concerning the effect of the addition of particles on the

turbulence structure of a flowing gas.(28’29’30’31’32'33)

These studies have been primarily focused on the stability
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of a flow system of flowing particles in a turbulent field
or the effect of the mixtures turbulence on particle drag.
The systems considered in these studies were usually highly
idealized; however, the overwhelming consensus is that the
presence of particles has a large impact on the turbulence
structure.

Owens(34) provided an order of magnitude assessment on
the effect of the turbulence in a flowing gas on the
particles present in that flow. He argues that for most
dilute gas-solids systems the interaction of the particles
with the turbulent eddies in the flow is the primary
mechanism by which radial flow or 1lift occurs (except for
very small particles undergoing Brownian motion near the
walls). The interaction with turbulent eddies is based on
the time scale of the eddies and the relaxation time of the
particles. Five domains for particle flow (excluding the
Brownian motion domain) are given by Owens. These domains
are described in Table 2-3 and represented in the fashion of
Owens in Figure 2-2 for an 0.0266 m diameter pipe through
which particles having a density of 2500 kg/m3 are
transported. As Owens does not discuss the effect the
particles have on the turbulence of the gas: the friction

velocity is assumed to be that of a pure gas.
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Table 2-3

Domains of Turbulent Influence According to Owens(34)

Domain Characterization Order of Magnitude Assessment
B Particle relaxation S5p. U 02
. . p T p -
time above energetic - — 1
Eddy time scale 9 p =a 1/2D,
C Particle relaxation lp. U 92
. P T P -
time above large _—— 1
Eddy time scale 18 p w 1/2D;
D Gravity Significant Ut =
pgU2
E Saltation 0(1) > > 0 (.01)
PpgPp
pgUZ
F Copius Saltation < 0(0.01)
PpgPp
D — 100
C
B B
[JB
-~ 10
Region of (m/s)
Current
Experiments F
| | ] 1
1078 10~ 10”4 1073 10”2 10~}
D. m
. (m)

Figure 2-2: Domaiqg ?f Turbulent Influence According to
Owens >4
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2.2 'Thermodynamic Analogy

A completely different approach to pneumatic transport
is through analogy to a thermodynamic system. The preceding
sections pointed out the difficulties associated with
classical approaches. Many of the drawbacks of the
classical approaches can be eliminated using the
thermodynamic analogy. This does not occur without cost,
however. The thermodynamic analogy which will be discussed
iss at this stager completely dependent on empirical data
and based predominantly on experimental observation. This
is not altogether a drawback to its use; however: as
classical methods may suffer the same requirement.

It should also be mentioned that analogs to
thermodynamics are not new. Other physical systems: sﬁch as
superconductors and ferromagnetics: can be described using

principles of phase transition and critical phenomenaﬂ35)
2.2.1 Background in Fluidization

A thermodynamic analogy to gas-solid systems is not
new. The term fluidized bed was used to describe what was
observed in beds of solids having a fluid passed through
them at a sufficiently high rate. The mixture (fluid-solid)

acted like a fluid. The mixture filled the container
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holding it: it flowed with gravity, and waves could be
produced on its surface. It was liquid-like. Gelperin and
Einstein(36) reviewed the analogy between fluidized beds and
liguids and pointed many similarities not limited to
physical observation. These similarities included physical
properties; such asr viscosityr, density, and surface
tension. They also discussed phase transitions and
equilibrium in fluidized systems.

Perhapss the most detailed single analysis of the
analogy between fluidized systems and thermodynamics was
reported by Furukawa and Ohmae(37), 1In their article they
used a direct thermodynamic analogy to analyze fluidized
systems with respect to expansion: viscosity:s éurface
tension, and miscibility. To use the analogy to
thermodynamics: they had to define the temperature analog in
the fluidized system. To obtain the temperature analog they
first defined a potential energy of volume vibration
funcfion for the fluidized bed. From this function they
then deduced that the kinetic energy of the bed could be

expressed as:
Kinetic Emergy = Constant x neU, (2-18)

As the kinetic energy in a thermodynamic system can be .
similarly expressed as a function of temperature, they

concluded that the parameter analogous to temperature in a
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fluidized bed is the viscosity of the fluid times the gas
velocity. They further pointed out that the viscosity of
the fluid in a given system remains almost constant leaving
the gas velocity alone as the analog to temperature. This
development of the analog to temperature is key to the
further development of the thermodynamic analogies. Another
development determined by Furakawa and Ohmae: but developed
by Gelperin and Einstein(36) js the analog to the ideal gas
constant. This concept came about in connection to the
viscosity analog. The Andrade(38) equation was found to be
able to represent the viscosity data obtained. From the
expression the ideal gas constant analog was assumed to
depend on particle size and density. A final important
point made by Furukawa and Ohmae is that the use of a
thermodynamic analogy to fluidization is quite complex owing
to the variety of fluids and solids which might be used.

The fluidized bed represents only one phaser that of a
ligquid, in the thermodynamic analogy. Kondukov and
Sosna(39) extended the concepts of the analog in their
development of a phase rule for a gas-solid system. In
their development three different phases are defined; the
stationary bed (analogous to the solid phase), the fluidized
bed (analogous to the liquid phase): and the entrained bed
(analogous to the vapor phase). The only parameter
characterizing the system is the fluidizing fluid velocity.

For a system of C components existing in Y phases the number
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of parameters at equilibrium is C¥+l. On a component basis:
Y-1 equations can be be written for each component as the
sum over all phases for each component is unity. Therefore:,

the number of dependent variables is established as:

Y+ ot -1) (2-19)

and the number of independent variables is:

F= (Y1) -¥Y-c¥ -1 (2-20)

=Cc-Y+1

This is Kondukov and Sosna's phase rule for a bed of solid
particles consisting of C different particles existing in Y
different phases. It is important to note that this phase
rule was developed for a bed of particles without the
addition of particles to the bed. Additionally, the authors
only touch on the concept of equilibrium of the bed in
relation to the phase rule and do not discuss the
equilibrium of entrained solids once they leave the bed in
the analogous vapor state. This will be important in the

analogy to thermodynamics in pneumatic transport.

2.2.2 The Ideal Gas Analog

To introduce the analogy to thermodynamics in pneumatic
transport it is best to start from the simplest case:, that

being the analog to a gas. This analogy, as proposed by
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Kondukov and Sosna(39), is the entrained bed or transport of
solid particles. To further simplify matters the transport
will be assumed to occur in the dilute phase (dilute phase
referring to large void fractions). It is under these
conditions that the flow of solids are considered analogous
to the ideal gas and will be termed ideal transport.

As was previously discussed, the gas velocity in a gas-
solid system is analogous to temperature. It is apparent
that the analog to volume is related to the amount of solids
present in the system or the solids fraction. This leaves
only the choice of an analog to pressure to complete the
assignment of parameters in the thermodynamic analogy to
pneumatic transport. Tuba(l) chose the solids flux as the
parameter analogous to pressure in a thermodynamic system
based on representations of phase behavior in gas-solid
systems described by both Matsen{2) and wal11is(17). rhis
gives three parameters which can be used to specify a given
gas-so0lid system. Tuba placed these parameters in

dimensionless form as follows:

/ Pf
= jg’\/ —— (Temperature Analog) (2-21)

th(pp - pf)

/ p
p
= jp\/ —— (Pressure Analog) (2-22) .

*
g
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1 1
— = ————  —— (Volume Analog) (2-23)
¢ (1 - &)
Q
Where: j, = — =1
4 g
At
. QP W
Jp = = e—
Ay App
d= (1 - &)

This form will be used throughout the rest of this treatment
of the thermodynamic analogy for pneumatic transport.
With this assignment of variables:, the ideal gas

analog follows directly as:

-2

= R*j; (2-24)

e.lu.

As written here, the ideal gas analog simply relates the
fluxes of the gas and the solids and the solids fraction.
If the expression is solved for particle velocity and gas
velocity (parameters normally reported in the literature).

the ideal gas analog takes on the following form:

=]

Pf
Popr 22 (2-25)

4

Ug
It is this form which is more readily compared to
experimental findings. Consider the data of Rizk (40) shown

in Figure 2-3. Rizk's data clearly shows that for high gas



Up/Ug (-)

0.9
0.8+
0.7
0.8+
0.5
0.4
0.8
0.2

0.1+

AAA%%MM L S Y YT a,
a b4

h

Figure 2-3:

10 15 20 25 30 35 40
Ug (m/8)

U
—E vVS. Ug from the Data of Rizk(40)
U

g

32



33

velocities (corresponding to dilute conditions): the ratio
of particle velocity to gas velocity indeed becomes a
constant which is what is predicted by the ideal gas analog.

The ideal gas analog is not by itself very convincing
as an analog to thermodynamics. This is obvious from the
reduced form which it takes in Equation 2-25. The really
important aspect of the ideal gas analog is the ability to
predict the ideal transport constant R* and the further
demonstration that this constant allows experimental data in
the ideal transport condition to be fairly well represented.
This point will be further discussed in relation to the
further development of the thermodynamic analogy 1in

following sections.
2.2.3 The van der Waals Analog

To this point two widely varying types of gas-solids
systems have been described, the fluidized bed and dilute
phase pneumatic transport. The middle ground of these two
conditions becomes the area of concern when discussing
pneumatic transport. It is this middle ground where the
minimum energy expenditure for transport exists as well as
the instabilities associated with near choking flows or
saltation. 1Ideallyr one would be able to describe the gas-
solid system using a single model capable of predicting the
flow behavior across the entire range of conditions. There

have been some attempts in this area; however: the modeling
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aspect has been sparse. The first diagramatic
representation of the full spectrum of gas-solid flows was
given by Zenz.(4l) This approach is the classical pressure
drop versus gas velocity phase diagram which exhibits a
minimum point at which most authors delineate the change
from dilute to dense phase flow. Zenz's approach to design
of pneumatic transport systems. centers around minimum
velocities obtained from this type of diagram. This is also
the method of design practiced when using the correlations
of Appendix F and the force balance approach given in
Section 2.1.1. The problems associated with this approach
are the same as those stated in Section 2.1; that is, there
are many correlations to éhoose from: each giving fair
results for the system studied, but no one correlation
capable of describing all systems nor all conditions. 1In
addition to this, there is very limited data available which
covers the range of conditions described. As an example:,
consider the phase diagram of Canning and Thompson(42) shown
in Figure 2-4. Although the description is thorough:, the
data is not directly represented, nor are specific variables
such as particle velocity and void fraction available.

An attempt to correct the situation concerning phase
diagrams was made by Matsen(2/3) whereby fluxes were
employed in the development of a phase diagram. Matsen's

analysis was centered on fluidized beds and vertical



35

@

Fluid Bed
Ball + Plug

Stream ¢+ Dunes

ol Omieiz
Plugging
Ql Zone
—— = -—o‘s‘.-jl.;.'g‘vy_-_g_uﬁ‘" Y @ !."é 1:-.:‘3'
l N
4p | k @m-;—
Ol i 10 ——= |00 v[m/s]

Figure 2-4:

Phase Diagram for Ga
Canning and Thompson(

s—§olid Transport from
42



36

transport. For conditions of pneumatic transport, Matsen
proposed a limiting factor on the particle flux based on the
terminal velocity of the particle. This restriction was
later reviewed by Matsen(2), and he concluded that further
gquantitative study was required. One of the most important
aspects of Matsen's work was the capability of predicting
co-existing phases.

It was from Matsen's work that Tubal) formulated his
description of a phase diagram for pneumatic transport. His
initial analysis was based on a slip velocity relationship
dependent on the void fraction and constants associated with
the system. The particular form chosen for this slip
velocity representation followed the flux-flux
representation of Matsen. Tuba described an ideal transport
equations equivalent to that given at Equation 2-24 but did
not develop the ideal transport constant R* from this
relationship. This is primarily due to the choice of
particle velocity correlation chosen by Tuba. He chose to
use the particle velocity correlation of Hinkle(43) to
describe the particle velocity relationship. Tuba explained
that a relationship such as Hinkle's was incapable of
predicting the phenomena of choking in vertical pneumatic
systems and therefore did not fully incorporate the concept .

of ideal transport into his analysis.
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Tuba proceeded to choose the non-dimensionalized form
of the gas and solid fluxes given in Equations 2-21 and 2-22
following concepts of the drift flux presented by
Wwallis(17), Using these non-dimensionalized fluxes: Tuba
formulated his j-factor equation of state in the form of
linear isovoids capable of describing the choking locus
described by Matsen(2). This j-factor equation of state
was termed the "VDW-analog eguation" based on its similarity
to the thermodynamic van der Waals equation. The equation

is given as follows:

1
[j* + a*d>2J [- - b*] = R*;* (2-26)
P ¢ g

This equation was successfully employed by Tuba in
representing vertical pneumatic transport. Tuba also saw

*r and R*

the possibility of obtaining the constants a*, b
from an analog to the critical point in thermodynamics.
This analog will be discussed later.
2.2.3.1 Phase Equilibria in Horizontal Pneumatic Transport.
Tuba's thesis was based on vertical pneumatic transport.
The concepts employed however are equally valid to
horizontal pneumatic transport with the proper definitions
of phase equilibria in such systems.

Many authors have describedr qualitativelyr the phases

of horizontal pneumatic transport. A typical description

was described earlier as given by Canning and Thompson and
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shown in Figure 2-4. Their représentation covered the range
of a stationary plug to dilute phase flow. If the analog to
thermodynamics is considered, and only the liquid and vapor
phases are includedr two broad conditions of horizontal
transport can be considered. These two are shown in Figure
2-5 and represent the entirely "vapor" analog flow which
means that the system is dilute and homogeneous: and the two
phase flow regime wﬁere there is a dénser layer of solids
flowing under a dilute phase on top. The dilute phase flow
condition is what is normally considered in horizontal
pneumatic transport well above saltation and can be
reasonably represented by the ideal gas analog. The second
condition considered, that of a two phase flow has been
avoided in design of pneumatic systems due to the risk of
saltation. This is not a proper representation of the
conditions of the flow. Figure 2-5 only shows two possible
statesr when in reality there exists an equilibrium of two
phase states which progress over a range of conditions.
This is better described in Figure 2-6. This figure
describes the formation of a denser layer which exists in
various eguilibrium conditions. At sufficiently low gas
velocity, solids will become stationary on the bottom of the
pipe with flow of solids continuing above this stationary
layer. At this point the phase rule of Kondukov and

Sosna(39) described earlier can be modified to include the
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separate independent parameter of solids flux. The phase

rule for pneumatic transport becomes:
F=C-Y+2 (2-27)

This phase rule for gas-so0lid systems is identical to the
simple phase rule in thermodynamics. An interesting point
concerning this expression is the prediction of a triple
point. Although this condition has not been reported
experimentally, its possibility of existence is best
described for a horizontal gas solid system. This condition
would exist when a sedimentary layer formed on the bottom of
the pipe. This layer: analogous to a solid phase: would
have particles in constant contact with eéch other; i.e.:
not fluidized. A second layer would be formed on the top of
this layer, where particles were in close proximity to each
other yet had freedom of movement. The third phase would
" exist as a dilute phase above the other two. If this point
does exist in a pneumatic systems it would, by virtue of the
phase rule, be susceptibie to changes in gas and solid
fluxes and therefore be difficult to both obtain and
maintain.

For the case of two phases coexisting in horizontal
flow it is necessary to know the flux of both the gas and .
solid in each phase to apply the thermodynamic analogy. This

assumes that the distribution of each phase is completely
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homogeneous. Unfortunatelyr, real gas solid systems do not
exhibit the uniformity one might expect in a thermodynamic
system. Fluctuations in the gas and solids fluxes as well
as wall disturbances and other factors cause fluctuations in
both phases. Additionally, it might be argued that a
distribution of the particles across the pipe exists under
almost all operating conditions. This also appears in
thermodynamic systems although ﬁhe resultant distribution is
often negligibly small. Consider however the thermodynamic
experiment shown in Figure 2-7. In this apparatus:
measuring the pressure of the system at point 1 would lead
to erroneous results if the static head of the liquid were
not taken into account. This is also true for point 2
concerning the gas although the static head of the gas would
likely be negligible. For the thermodynamic measurement,
the pressure should be obtained at.point 3, the interface of
the gas and the liquid. This would be true for the
pneumatic system also. As mentioned before, this interface
is not always easily defined and may fluctuate. An
additional problem is the gas flux. This parameter is
difficult to measure in-situ due to the presence of the
solid particles. Recent advances in laser-Doppler
anemometry(44) may provide solutions to the measurement of
both fluxes. An approximate method is to assume the gas

flux to be the same in each phase and to use the solids flux

of the dilute phase as the equilibrium flux to apply in the
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thermodynamic analogy. Experimental verification of the van
der Waals analog to horizontal systems and its capacity to
represent the phase behavior of these flows will be
presented in section 4.

2.2.3.2 Constants in the van der Waals Analog Eguation.

Paramount to the use of the van der Waals analog is the
ability to obtain the constants R*, a*, and b". Following
thermodynamics there are two methods by which to obtain the
constantsr regression of experimental data and solution for
the inflection at the critical point. Of these two: the
critical point method is by far the easiest; however,
without a firm knowledge of the critical point, this method
is subject to large error. The fundamental ease of this
approach however merits further investigation. The critical
point analog will be discussed in the following section.

The second method for obtaining the van der Waals
constants is through regression of experimental data. This
method will provide the best fit of the experimental data
but is subject to the inaccuracies of the data itself. 1In
addition to this there is a problem concerning the ideal
transport constant. This problem manifests itself in the
prediction of the ideal transport constant at the critical
point. At the critical point in a thermodynamic system the

gas constant predicted by the van der Waals equation is:
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8Pcvc
R = (2-28)
3T,

Wallas(45) points out that this expression provides a
different gas constant for each gas. He further states that
it is normal practice to use the accepted gas constant as a
constraint in fitting experimental data and only regress a
and b. The fit to experimental data may be improved by
allowing the gas constant to take on a fitted value and
Wallas mentions that this is sometimes done producing an
additional regression constant that Wallas calls Rygy- The
situation in the analog to pneumatic transport is not so
clear cut. As mentioned in Section 2.2.2, the ideal
transport constant is by nature of its definition different
for different particles and fluids. Solution for R* usiné

the van der Waals analog equation yields:

8fp. .15 U
R* = _[_P] pe (2-29)

3Pf U

gcte

This cannot be compared to the R* obtained from the ideal
transport analog without a knowledge of conditions at the
critical point. Without this knowledge it is questionable
whether to fit the data to three parameters and include R"
as a regressed variable or to use the ideal transport '
analogr fix R*/ and fit only two parameters. This question

was addressed by Zaltash: et. al.(46) a5 problem of
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dependence of the equations for the critical point. A
comparison of the ideal transport constants obtained by
Tuba (1) through regression and the ideal transport
constants obtained through the ideal transport analog
equation are shown in Table 2-4. The ratio of the particle
velocity to gas velocity used to obtain the ideal transport
constants were obtained using the conditions reported by

Tuba at the five highest gas velocities reported.

Table 2-4

Comparison of Tuba's(l) Ideal Transport Constant With
That Predicted by the Ideal Transport Analog Equation.

Series R;(from Tuba) R;(from Analog) $ Difference
A 10.5894 10.1442 4.4 %
B 4.04615 3.3166 22.0 %
C © 14.5933 12.4800 16.93

Although the difference is relatively small (especially for
the Series A)r there is an amount of smoothing from the
regression technique. A difficulty in further analysis of
the data of Tuba arises from the fact that phase equilibrium
in the system was not observed or reported. This makes
analysis of the two phase region predicted through the use

of the van der Waals analog subject to a choking analysis

(Tuba's data was for a vertical system) which is uncertain
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in itself. Measurements of two phase (dilute/dense)
pneumatic transport which include fluxes in each phase have
not previously been made.

2.2.3.3 The _Critical_ _Point Analog. As previously

mentioned, the critical point in a gas-solid flow has yet to
be determined experimentally. Two suggestions for the
identity of the critical point have been made. The first is
in an analog to the fluidized bed and the second is through
direct analog and the use of pressure drop diagrams.
Gelperin and Einstein(36) suggest an analog to the
critical point as well as a melting point analog from the
standpoint of the fluidized bed. Their critical point is
defined as the gas velocity at the onset of entrainment
coupled with the voidage at this point. The problem with
this definition is that for an equilibrium condition a
solids flux must be constant; otherwise, the bed would
diminish and the conditions would be changing. The gas
velocity suggested is the terminal velocity of a single
particle. This velocity is not in keeping with data
presented by Matsen(2) in his phase diagrams. Matsen gives
a typical value for the critical point (Matsen calls it the
End of Choking Envelope) as 5.7 times the terminal velocity
of a single particle. Relationships to predict this point
to include solids flux and void fraction are not available
but studies in fast fluidization may provide data to

investigate this point as the critical point analog.



47

A direct analog approach was suggested by Klinzing. et.
al.(47) gefining the critical point as the point at which
dilute and dense phase transport <cease to be
distinguishable. As this point would be difficult to
determine visually (as is often done with vapor/liquid
systems) a method of determining the point of coincidence of
the phases is necessary. Zaltash: et.al.(46) suggested the
use of the pressure drop versus gas flux diagram as a means
of determining the critical point on this basis. Typically:,
the pressure drop versus gas flux diagram shows a minimum
point at which dense and dilute phase flows are
distinguished. With an increase in solids flux, this
minimum point occurs at larger pressure drop. Conceivably
there would be a point of solids flux where the minimum
1either disappeared or became coincident with the pressure
drop corresponding to a bed of solids. This concept is
displayed in Figure 2-8 using data from Rizk(40). Aas
previously mentioned, experimental evidence of the critical
point for a pneumatic system has not yet been found;
however: estimates of this point may be possible from the

above two methods.

2.2.3.4 Pressure Drop. Pressure drop in a pneumatic system
is a state function of the gas and solids flux. It would be
advantageous to be able to predict this parameter from the

analog equations. This requires a definition of the
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functionality of the pressure drop in terms of the equation
of state. Various attempts have been made to define this
functionality. Mathur, et.al.(48) proposed a model based on

the minimization of energy as follows:

*
AP . . .
f t
[ ric 101’1J R R =0 (2_30)
ad igrip
where: AP?riction is a dimensionless pressure

drop due to solids friction

This equation was solved by integration of the van der Waals
analog equation and the gas frictional term was added to

obtain the following expression:

1[R*;* 2 a"b %94

AP;riction = [fgi§2 - 0] + ‘{ .*g + b] ¢2 - 03 + ~ (2-31)

2 ip 3Jp 4Jp
If a constant of integration is included in the
dimensionless pressure dropr this equation can be compared
to experimental data to test 1its validity as well as
determine the means by which to non-dimensionalize the
pressure drop.

Another approach to the pressure drop using the
thermodynamic analogy was proposed by Klinzing: et.al.(47)
where an assumption for the form of the pressure drop:
functionality is made. 1In this method a functionality is

chosen in terms of two parameters. An example was given as:
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Assuming: R =Cq ¢ then (2-32)

= =~ -2 ad (2-33)
aé  (1-v$)?
a j_= R j.*
P o__ cl¢ [___.E__ -2 ab} (2-34)
ad (1-b$)2
R jg*
pp* = [ - C1¢ [———————.— 2 ab| dd (2-35)
(1-b$)2

Now substitute jg* from the equation of state to obtain:

R (jp* + 202) (1-b0)
P* =-C; [0 -2 a@] ad (2-36)
R ¢ (1-b)2
(2-37)
a a a 2
AP¥ = — cl [— d)z + -—2' d) - (jp* + -—2 In (1-b¢) + - 803] + C2
2b b b 3

This method clearly requires the proper choice of
functionality for the pressure drop. It also contains
constants which would apparently come from experimental data
making the usefulness of the method subject to extensive
testing, a situation which the analog is supposed to
alleviate.

A third method for specifying the pressure drop in a

pneumatic system using the analog to thermodynamics is to
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treat the pressure drop as an energy function such as the
Helmholtz free energy. This would allow calculation of the
pressure drop by methods already familiar to engineers. A
drawback to this method is that definitions of other
thermodynamic analog parameters such as entropy or heat
capacity becomes a necessity. If proper definitions can be
made, this approach would allow calculation of system
parameters for pneumatic transport across a wide range of

conditions from a single model.
2.2.4 Discontinuity of the Thermodynamic Analog

There are a few points which must be made concerning
discrepancies between thermodYnamics and the analog to
pneumatic transport. The first of these is the physical
differences between horizontal gas-solid systems and
vertical systems. How the differences encountered in the
flow behavior between these systems can be treated within
the framework of the analog to thermodynamics is unclear.
There is a difference in the two systems and at present a
specification of the system must be made prior to the use of
the thermodynamic analog.

A second point is the choice of parameters. Although
the gas velocity has been shown to be analogous to .
temperaturer the choice of variables for pressure and volume

is not absolute. In additionr the non-dimensionalization of
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the parameters was chosen by convention. Of importance is
the choice of gas density in the non-dimensionalization of
the fluxes. The gas density in a pneumatic system may
change appreciably through the system causing the fluxes to
change due to internal changes of the system.

A final note is made concerning limits. In a
thermodynamic system zero values of pressure and temperature
are hypothetical states. In the pneumatic transport analog
these states are not only obtainable but can be passed.
This discrepancy would be most important in approaching the
fluidized bed state from a packed bed.

Even with the above conditions: the thermodynamic
analogy to pneumatic transport retains the feature of being
able to represent experimental data in a way previously not
possible from a single model. It is this feature that

gives it a high benefit potential.
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3.0 EXPERIMENTAL

The objective of the experimental work was to obtain
data from horizontal pneumatic systems from which basic
modeling and the Van der Waals analog could be applied to
predict the separate phases possible in the system. This
required measurement of partiéle velocity as well as solids
flow rate in both the upper and lower portions of the pipe.
To accomplish this objective: two separate pneumatic systems
were constructed. The first was a bench scale system
consisting of a 0.0266 m (1 inch) inside diameter pipe
supplied with house air. The second system used a 0.0504 m
(2 inch) inside diameter pipe supplied with air from a

positive displacement rotary lobe blower.

3.1 Bench Scale System
3.1.1 Velocity Verification

The bench scale system was set up to obtain data in the
0.0254 m pipe as well as to test electronic equipment. The
first configuration of this system: as shown in Figure 3-1,
was used to obtain data using two independent velocity
measurement techniques with the aim of verifying the use of
the cross-correlation technique for measuring particle
velocity. Two Jamesbury pneumaticaly actuated full port

ball valves were inserted into the system with a known
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volume of pipe between them. The two valves could be
actuated together to achieve an almost instantaneous closure
of the flow between the valves. The verification of
simultaneous closure was determined by measuring the
pressure between the two valves and regulating the
availability of air to one of the valves until no pressure
fluctuation was obtained upon closure of the two valves. To
avoid excessive pressures upstream of the two valves, a
third valve was also included in the system which was
actuated simultaneously with the other two. This valve was
set to open when the other two were closedrs and the two
phase flow stream was vented to a collection system through
the third valve. Data was collected by the cross-
correlation of signals from two probes placed on the section
of pipe between the two simultaneous valves to obtain
particle velocity by this method. ﬁpon collection of the
required signals from the probes,’the two valves were closed
and the solids trapped between the valves collected. The
mass of the trapped solids was obtained. Knowing the volume
between the valves: the density of the solids, and the mass
of the so0lids trapped between the valves allowed the
calculation of the particle velocity. The volume of pipe
between the two valves was 1.628 x 10~3 m3 and the probe
separation was 0.61 m. The results of the velocities

obtained using both methods are shown in Figure 3-2.
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Figure 3-2: Results of Particle Velocities Obtained By
Void Fraction Measurement and By Cross-
Correlation Techniques in the 0.0266 m Bench
Scale System

3.1.2 Horizontal System

3.1.2.1 Layout and Major Eguipment. The layout of the
0.0266 m (1.049 inch) bench scale system used to obtain
primary data is shown in Figure 3-3. The chosen layout
insured all two phase flow sections were horizontal thereby
reducing possible effects for orientations other than the
horizontal.(5) The numbering of equipment items in the
following paragraphs refer to the numbering sequence of
Figure 3-3.

House air was metered into the system through a Brooks

Instruments model 110-10K3AlA rotameter (#2) by positioning
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of valves (#1 and #3). Due to limitations of the house air
supply the maximum flow rate obtainable was approximately
50 m3/hr. Following the rotameter was an 0.1016 m
diameter by 1.2 m long Plexiglas column (#4) used for
conditioning the air. This column was packed with 1.27 cm
Intalox saddles topped with sponges. Water was admitted to
the base of the column for humidification of the air stream.
Air entered the base of the column and forced the water up
onto the Intalox saddles where contact humidification could
occur. The sponges at the top of the column were used as
demisters to preclude water droplets from entering the two-
phase section of the system. Relative humidities greater
than 75 & were obtained using this column. Humidified air
passed through an 0.0127 m diameter tube to the solids feed
section of the system. Solids were fed to the system using
a Vibra-Screw, Inc. live bin vibrating screw feeder (#5).
This feeder allowed solids flow rates to be volumetrically
controlled by a dial setting. The screw mechanism on the
feeder was modified to allow the use of a continuous auger.
An additional modification was made to the feed mechanism to
reduce failures due to excessive back pressure on the auger.
This modification was a stainless steel chuck which held the
auger on teflon tipped set screws. This allowed the motor

drive to turn freely if back pressure on the auger became
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too great. An aluminum cover was bolted on the top of the
feeder bin and sealed by using a rubber gasket. An 0.0508 m
ball valve (#6) allowed access through the cover. This
cover allowed the screw feeder to be pressurized in order to
obtain higher solids flow rates than would be available with
the auger alone. A pressure gauge (#7) indicated the
pressure in the bin. Solids entered the transport system
through a modified tee fitting. The tee fitting was
modified to allow the solids a free entry into the system.
The modification was made using an 0.0508 m pipe which was
tapered to 0.0254m by 0.0762 m. This pipe was molded to an
0.0254 m section of pipe to form a tee fitting. Air entered
one of the 0.0254 m ends of the tee fitting through a 0.0127
to 0.0254 m reducer bushing. Solids were fed downward
through the 0.0508 m section. The resulting mixture
composed the two phase flow through the rest of the system.
The two phase mixture passed through a 1.8 m horizontal
section of Schedule 40 PVC pipe (0.0254 m ID) to a 90 degree
standard elbow. The elbow was made of copper. After the
elbow was a 2.4 m long section of copper pipe. This section
was intended to reduce accumulation of static charge in the
system and was grounded. After the copper section there was
a short length of PVC pipe 0.6 m long. This section was

intended to allow static charge to be built up prior to the
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test section. The next section of pipe in the system was
the test section (#8). This section consisted of a 2.1 m
long glass pipe with an actual inside diameter of 0.0266 m.
Pressure drop and velocity measurements were made along this
section of the pipe and will be discussed separately.
Following the test section was a 0.9 m long section of pipe
which was designed to split the flow into an upper and lower
fraction (#9). Details of this flow splitter are given in
Section 3.1.2.4. The two streams entered separate 28.5
liter collection vessels (#10). Air from the two phase
mixture passed through filter bags located at the top of
each collection vessel leaving the solids from the upper
half of the pipe in one vessel and the solids from the
bottom half of the pipe in the other vessel. By measuring
the time of flow and weighing each vessel the mass flow rate
in the upper and lower halves of the pipe were determined.

3.1.2.2 Pressure Measurement in the Bench Scale Svstem.

Measurements of the pressure drop across the test section
were made using two Omega model PX164 differential pressure
transducers. Pressure taps were made through the wall of
the coupling adapters located at each end of the glass test
section by drilling an 0.79375 mm (1/32 inch) hole through
to the inside of the test section. A larger hole was made
into the coupling adapter to accept a 3.175 mm (1/8 inch)

steel tube which was glued onto the coupling adapter with an
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epoxy resin. One set of taps was made at the top of the
test section while the other set of taps was made 15 degrees
off center from the bottom of the pipe (see Figure 3-4).
The selection of these measuring points was made in order to
assess the magnitude of the pressure difference across the
radius of the pipe. The lower set of taps was offset from
the bottom of the pipe to reduce the fregquency of tap
blockages due to particle saltation into the taps. Both the
upper and lower set of taps were purged periodically to
remove trapped solids. The two pressure transducers were
connected to the corresponding pressure taps using equal
lengths of 6.35 mm (1/4 inch) polyethylene tubing. The
required 8 volt excitation voltage for the pressure
transducers was 5upplied with an Acopian model B8G100 power
suéply. The output from the transducers was fed into the
computer acquisition system which will be described in
Section 3.3. Specifications for the pressure transducers
can be found in Appendix C.

3.1.2.3 Velocity Measurement. Particle velocities were

measured across the radius of the pipe in two locations: the
upper half of the pipe and the lower half of the pipe. This
was accomplished by using a modification of the
electrostatic ring probes of Smith and Klinzing(4), The .
modification of the probes consisted in a split into two

sections separated by an insulator (see Figure 3-5).
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Signals caused by contact of the particles and the separate
sections of the probes were fed to the computer interface
through four Keithly model 610C Electrometers using coaxial
cable. The connection and orientation of the probes is
shown in Figure 3-6. The probe material was free spinning
aluminum with a fiber insulator separating the two halves.
Details of the computer acquisition and calculations using
the signals obtained from the probes are described in
Section 3.3.

3.1.2.4 Flow Splitter in the Bench Scale System. To obtain
the mean solids flow rate in both the top half and the
bottom half of the pipe a flow splitter was constructed.
This splitter is shown in Figure 3-7. It was assumed that
the length of pipe between the two outlets from the splitter
section did not interfere with the flow pattern at the knife

edge of the splitter.

3.2 Full Scale System

A full scale pneumatic transport system was constructed
to observe the effect of tube diameter on the flow
conditions. This system used 0.0504 m (2 inch) inside

diameter copper pipe and was approximately 30 m in length.



64

Electrometers
IBM AT
Computer
Probes © / ©

E °m :
.8 E

N =

Figure 3-6: Connection and Orientation of Velocity Probes

? Flow ; _ _ _

Plugs
Knife Edged Separator —l J

To Collector To Collector

Figure 3-7: Detail of Flow Splitter



65

3.2.1 Layout and Major Equipment

The system was designed to be used in different
configurations with a minimum of reconstruction by use of
modular end items. These end items consisted of an air
delivery unit, a solids feed system, and solids collection
systems. Piping for different configurations was changed
according to the desired orientation. Although only one
orientation, horizontal, was used for this studyr, the end
items described above will be discussed separately as their
construction was based on the modular concept.

3.2.1.1 Air Delivery and Conditioning. Air was supplied to

the system through an air delivery/conditioning system
mounted on a Unistrut frame. Figure 3-8 shows the layout of
the air delivery system. All piping in the air delivery
system was 0.0762 m (3 inch nominal) PVC. Parenthetical
numbering in the following text refers to the numbering of
the equipment items in Figure 3-7. The air source was a
Roots-Connersville model 2506J rotary lobe blower (#1). The
capacity of the blower was 0.12 m3/s at 41 kPa. The blower
was powered by a 7.5 hprs 220 V electric motor (#2). Air
from the blower passed through two columns which were used
to control the humidity of the air. Wwater was introduced at
the top of the first column (#3) and passed countercurrently

to the air stream which was admitted at the bottom. The
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column was packed with 1.27 cm Intalox saddles. The air was
then passed through a second column (#4) packed with
sponges. The second column served as a mist eliminator.
The temperature was measured with a thermometer mounted in
the pipe following the second column (#5). Additionally.,
the humidity was measured using a Hydrodynamics model 15-
3050 hygrometer with a probe (#6) mounted through the pipe
wall. The air stream was then split into two streams, one
stream being discharged to the atmosphere through a 3 inch
nominal gate valve (#7), the other stream continuing into
the system piping. Another 3 inch nominal gate valve (#8)
was used in conjunction with valve (#7) to control the
amount of air introduced into the system. An Elster model
Q160 turbinemeter (#9) was used to measure the amount of air
introduced into the system.
3.2.1.2 Solids Delivery System. Solids were introduced
into the system using a screw type feeder. The feeder is
shown in Figure 3-9. The feeder was based on the feed
hopper and motor drive assembly taken from an MSA model
Bantam 400 rockdust distributor. A hopper bin was
constructed from a 55 gallon steel drum with an aluminum
cone cemented to the inside. The drum was attached to the
top of the feed hopper. The combination feed hopper, drum
and motor assembly were mounted on a unistrut frame.

The original motor design called for a constant motor

speed of 1750 rpm at a voltage of 128 VDC and a current of
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39 A. In order to operate the feeder at different feed
rates, a variable speed drive had to be constructed. This
drive consisted of a 115 V rectifier circuit to operate the
motor field and a variable rectifier circuit to operate the
armature circuit. Details of the motor drive are contained
in Appendix C.

3.2.1.3 Piping. Piping for the two phase section of the
full scale system was primarily of copper tubing with an
inside diameter of 0.0504 m. The piping layout is shown in
Figure 3-10. Selection of copper tubing was made to
eliminate problems of electrostatic discharges which were
found to be generated using PVC piping. Two glass viewing
sections were inserted in the system. The first of these
was a 0.9 m long section immediately following the solids
feeder. This section was inserted to observe the two phase
flow at the beginning of the acceleration region of the
system. The second glass section of pipe was a 2.4 m
section inserted prior to the collection system. This
section was used to observe the fully developed flow as well
as to provide a non-conducting pipe section for use of
magnetic coil probes for particle velocity measurement. The
final piping element in the system was a flow splitter
similar to that used in the bench scale system. This flow
splitter was 1.2 m in length and constructed of copper pipe "

with a stainless steel separator.
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Piping from the air delivery unit to the solids feed
point was entirely of schedule 40 PVC pipe with an inside
diameter of 0.0508 m.
3.2.1.4 Solids Collection. Solids from the two phase
mixture were collected in two collection tanks: one for the
solids from the lower half of the pipe and one for the
solids from the upper half of the pipe. The tanks were
standard 55 gal drums with pipe unions attached through
their l1ids for easy connection/removal from the system.
Also attached to the lids of each drum was a 1.2 m long
section of 1.8 m ID PVC pipe. This pipe was used to reduce
the velocity of the air and allow for the settling of the
solids in the drums. Paper filter bags were attached to the
tops of these pipes to prevent the discharge of fines.
Cloth filter bags were placed over the paper bags to prevent
gross solids discharge in the case of a rupture in the paper
filter bags. By weighing the drums before and after each
experimental run: the mass flow of solids in both the upper
and lower halves of the pipe was determined. A Circuits and
Systems model SX-501 platform scale was used to weigh the
drums. A deviation in the actual scale reading was found to

exist and the scale was calibrated using known weights. The

calibration is given in Appendix C.
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3.2.2 Operation

Operation of the full scale systém required three
operators: one for operation of the computer data
acquisition, onefor monitoring the air flow rates and
humidity, and one for operation of the solids feed system.
To start an experimental run, the blower was turned on and
the air flow rate adjusted to the desired level. As the
actual air flow rate was obtained through timed measurement
of the turbine meter, a short BASIC computer program was
written to approximate the air flow rate by pressure drop
measurement. Once the desired air flow rate was set, the
relative humidity of the air was adjusted to above 70
percent except in the case of the iron oxide particles:s in
which case it was kept as low as possible, typically less
than 40 percent. Once the humidity was adjusted, collection
of déta for the air only condition was started. This
included the air flow rate from the turbine meter and
pressure drop measurement from the transducers. Once the
required data was obtained, the solids flow to the system
was started and the time for the solids flow rate was begun.
Solids were run for 30 seconds prior to the start of
pressure drop and velocity data collection. Pressure drop
and then particle velocity data were then obtained using the .
computer. The air flow rate was again taken while solids

were being introduced to the system. Once the required data
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was obtained, the solids feed was turned off and time for
solids flow stopped. The air to the system was then turned
off. The two solids collection drums were then weighed and
the solids flow rates for the upper and lower halves of the
pipe calculated. The cross~correlation of the signals from
the two sets of probes was performed using the computer.
The solids were then returned to the feed hopper using the
vacuum system and the system was prepared for the next

experimental run.
3.3 Computer Interface

Primary data acquisition was accomplished using an
IBM-AT personal computer. Programming was done using the
Microsoft Quickbasic Compiler. Pressure and velocity data
was acquired through analog to digital conversion of signals
from transducers and probes. Other data such as air flow
rates solids flow rate, relative humidity, and constant
parameters were input through the computer keyboard. The

BASIC programs used are included in Appendix D.
3.3.1 Simultaneous A/D Conversion

The A/D converter used for data acquisition was a Data
Translations Model DT2818 Simultaneous Sample and Hold
converter. This converter was chosen due to its capacity to
obtain four analog signals simultaneously. Although the

four signals are multiplexed through a single A/D converter:
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each signal is first captured and held in a hold amplifier
prior to being multiplexed. The importance of this feature
is in the measurement of velocity where a cross-correlation
between signals is performed in time. As the signals are
acquired simultaneously, (at least within the 9 nanosecond
acquisition time error), the cross-correlation is void of
channel to channel acquisition time errors. The DT2818 was
mounted inside the IBM-AT computer in a single expansion
slot. A Data Translations Model DT707 Screw Terminal Panel
was used to make connections of the analog signals. This
screw terminal panel was connected to two series of four BNC
connectors which could be independently switched to allow
four analog inputs from either series of connectors.
Technical details of the DT2818 and DT707 are included in

Appendix C.
3.3.2 Particle Velocity Measurements

As mentioned previously, particle velocity measurements
were accomplished using a cross-correlation technique. This
technique has been used in various configurations with
different types of probes.(4r5r6:7/49/50) wpyo different
probes were used in this study. The first type is a
modification of the electrostatic ring probe described by .

Smith and Klinzing(4) where a ring of conductive material is

placed in contact with the flowing suspension and the
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fluctuation in charge produced by particle/conductor contact
is measured and cross-correlated to obtain the particle
velocity. The modification to the single ring probe was to
split the ring into two separate sections separated by an
electrical insulating material. The probes used were made
of free-spinning aluminum and the conductor was a composite
fiber. The two aluminum halves were connected together
using nylon screws. A screw terminal was made on each half
of the probe. The split ring probe was shown in Figure 3-5.
Two of these probes were used in the 0.0266 m diameter bench
scale system to obtain particle velocities in the upper and
lower halves of the pipe.

The second type of probe used was a magnetic coil
probeﬂ51) This probe was constructed from the magnetic
coil element from a solenoid valve. Four probes were
attached to the pipe in a two up/two down configuration
using plastic tape. This probe was used in the 0.0508 m
diameter full scale system and for verification of the
cross—-correlation technique discussed in Section 3.1.1.

Both types of probes produced signals which were
measured and amplified using four Keithly Model 610C
Electrometers. The output from the electrometers was a

voltage signal ranging from -3 to +3 wvolts. The
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electrometer outputs were connected to the four channels of
the DT2818 A/D converter.

The signals from the four probes were processed using
the BASIC computer program named PROBE. This program is
included in Appendix D. PROBE was written to accept system
constants, accept keyboard input variablesr collect two or
four signals from the velocity probes: cross-correlate the
velocity signals:, and continuously append an output data
file. PROBE produced screen graphics for the signals
obtained as well as screen graphics of the cross-
correlations of one or two sets of signals. The signal
graphics displayed a window of 2400 msec. An example of
this screen is shown in Figure 3-11. The cross-correlation
was performed on a user defined window. An example of the

cross—-correlation graphics screen is shown in Figure 3-12.
3.3.3 Pressure Measurements

The primary pressure measurements on both the bench
scale and full scale systems were made to assess pressure
drop along the pipe axis. Voltage output signals from two
Omega model PX164 strain gauge type pressure transducers
were input to the computer through the DT2818 interface.
The range of these transducers was 0 - 2480 Pa differential
with an output signal of 1 to 6 volts.

To convert the voltage output of the transducers into a

pressure readingr a computer program called PRESSURE.BAS was



Date 07—-01—19868 Time 17:39:21 Run # TEST RUN
Alr - 0.018 m3/s Wg — 0.017 kg/s Dy — 0.0266 m
D, — 450 micron , - 2386 kg/mS3 Rel. Hum 80%

Probe 2 Probe {
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Figure 3-11: Example Computer Screen Output of Velocity
Signals Using the Computer Program PROBE.BAS

Date 08—05—-1688 Time 09:03:21 Run # TEST RUN
Ug 8.5 m/seoc Up 6.2 m/sec Epsilon 0.9886
Window 22 to B2 msec in increments of 10 msec

! L | Il |

Figure 3-12: Example Computer Output Screen from

Cross Correlation of Velocity
Using PROBE.BAS

Signals
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written. This program is included in Appendix D. The
program was written to allow calibration of the transducers
as well as record pressure readings. Calibration of the
transducers was accomplished using a water manometer
calibration system shown in Figure 3-13.

Due to the nature of the air delivery system in the
0.0504 m full scale system:, the pressure measurement for air
alone for a given experimental run was not obtained at the
same volumetric air flow rate as when solids were added to
the system. This was caused by both the blower
characteristics and the use of a bypass valve to control
the air flowrate. Experimental pressure drop data for the
flow of air without solids was obtained, and a correlation
of this data with Ugy was determined. The correlation is

included in Appendix C.
3.4 Soclids Particles Used

Six different solids particles were originally chosen
to be used in the experiments. Three of these were glass
particles of different sizes with approximately the same
densities: two were lower density plastics, PVC and methyl
methacrylate, and the last was iron oxide, with a relatively

high density. The use of the plastic particles was -
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Figure 3-13: Pressure Transducer Calibration System

discontinued due to electrostatic charging which occurred
with these particles. This will be discussed in more detail
in section 4.

The size of the particles was determined using an
Omicron Image Analyzer and the analysis method of chi(32),
Terminal velocities were calculated using the computer
software package NUMODES(53). Densities were measured by
adding a known mass of water to a sample of solids and
measuring the volume and mass of the mixture. The mass and

volume of the water were then subtracted and the density of



the solids obtained. The characteristics of the solids
given in Table 3-1.
Table 3-1
Characteristics of Solids Particles Used

Material °p (kg/m3) Dy (um) Shape Uy m/s
Glass 2470 67 Sphere 0.46
Glass 2395 450 Sphere 3.97
Glass 2464 900 Crushed 7.45
Iron Oxide 5004 400 Flake 5.87
PVC 1178 137 Roughly 0.61

Spherical
Methyl 1251 127 Roughly 0.59
Methacrylate Spherical

80
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4.0 ANALYSIS OF RESULTS

The results of the experimental work will be divided
into three categories:
1. General Results
2. Application of the Thermodynamic Analogy
3. Other Results
A representative sample of figures will be presented in the
text, while the remainder of the figures are included in

Appendix A. Tabulated data is included in Appendix E.

4.1 General Results

Certain general results are common to most studies in
pneumatic transport and these will be discussed first.
These general results fall into the following three
categories: |

1. Flow Visualization

2. Pressure Drop per Unit Length

3. Particle Velocity
As mentioned earlier, experimental results from various
studies can vary considerably. This is most likely due the
the various complexities which are associated with gas-
solids flows; such as, particle distributions in both size
and shaper <electrostatic forcesr difficulties 1in
measurements, and the general layout and operation of

equipment. All of these complexities were experienced to
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some degree in the experiments conducted for this study and

their significance was of singular importance in some cases.
4.1.1 Flow Visualization

Test sections in both the 0.0266 m and 0.0504 m
diameter systems were made of glass:, allowing observation of
the flow for each experimental run. Flow patterns in each
system in the range of gas velocities and solids flow rates
studied fell into three basic regimes:

(1) Apparent Homogeneous Flow

(2) Non-Homogeneous Suspended Flow

(3) Separated or Strand Flow
Degrees of saltation were also observed; however, saltation
in the test section generally indicated an unsteady flow
condition and results for these conditions are not
considered here.

An excellent description of visually observed flow
patterns was given by Richardson and McLeman(54) and these
patterns have been used by many investigators in their
analysis. Their observations in steady flow are incomplete
however. They describe a "uniform suspended flow pattern
with particles evenly distributed over the cross-section of
the pipe." Measurements of the mass flow distribution .
between the top and bottom halves of the pipe indicate that

a truly homogeneous flow is a very singular condition based



83

on gas velocityr particle characteristics, and pipe size,
This is the reason for the description of apparent
homogeneous flow given above. Cases where mass flow ratios
between the upper and lower halves of the pipe were as low
as 0.4 visually appeared to be entirely homogeneous.
Richardson and McLeman indicated a second flow pattern
observed prior to flow patterns generated by deposition of
particles as a "Non-Uniform Suspended" flow where "particles
tend to concentrate in the lower half of the pipe." This
flow condition should be separated into two distinct
classes: the first of which is non-homogeneous suspended
flow. In this condition: the upper half of the pipe is
visually less dense than the bottom of the pipes yet there
is no discontinuity between the top and the bottom of the
pipe. As will be discussed later, particle velocities
between the upper and the lower halves of the pipe do not
differ significantly. The second class of flow is the
separated or strand flow. This type of flow has been
investigated by Molerus(53) and can be described by a
discontinuity between an upper and lower flow:, the upper
flow being dilute with the lower flow being dense. A fairly
clear interface exists between the two phases. This flow
should not be confused with flow over a bed of particles as
the lower phase is continuously movingr giving the
appearance of a strand of particles flowing along the bottom

of the pipe. Under some conditions: péckets of solids:,
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loosely termed slugs: were incorporated in the strand.
These packets were not always continuous and were associated
with discontinuities near the feed. The three flow patterns

described above are shown in Figure 4-1.
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Figure 4-1: Observed Flow Patterns
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A separate flow pattern was observed when PVC particles
were transported in the 0.0504 m system. This flow pattern
is shown in Figure 4-2. This pattern was a direct result of
electrostatic forces generated in the system. The waves
seen in the photograph traveled in the opposite direction of
the gas flow. Whether this movement was actual or simply
apparent due to a standing wave being set up is unknown. A
central core of solids was transported in the direction of
the gas flow. It is believed that the formation of this
pattern as well as the traveling nature of the surface waves
was caused by an electric potential being formed across the
glass test section. A study of electrostatics conducted by
Al1y(56) indicated a removal of electrostatic charge at
relative humidities above about 70 percent. Ally's study
was conducted with glass beads on Plexiglas pipe. The flow
pattern shown in Figure 4-2 was obtained at a relative
humidity between 65 and 70 percent. An increase of relative
humidity to over 70 percent caused the complete elimination
of the surface wave pattern and the apparent removal of

electrostatic charge.
4.1.2 Pressure Drop per Unit Length

The pressure drop across a pneumatic system is the
ultimate goal in design of these systems as it determines

the energy requirements. As the gas velocity is decreased
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in a horizontal pneumatic flow: the additional pressure drop
due to the solids presence decreases steadily until a point
is reached where the continued decrease in gas velocity
causes saltation of the particles. A plot of the pressure
drop per unit length vs. gas velocity at constant solids
flow rate is the most common representation of the behavior
of a pneumatic system.

4.1.2.1 The Zenz Type Phase Diagram. The pressure drop vs.
gas velocity at constant solids flow rate diagram is
commonly referred to as the Zenz (57) type phase diagram in
pneumatic conveying. Its utility in design is such that it
provides the energy requirements as well as the volumetric
flow rate of gas for various solids flow rates. For
horizontal pneumatic conveying, zenz (41) reported a sharp
discontinuity at the point of saltation, whereby an increase
in pressure drop across the system was solely due to the
formation of a layer of stationary particles formed on the
base of the pipe causing a new steady state at a reduced
cross—-sectional area for flow. Others(11:12,40) nave
described a not so abrupt increase in the pressure drop in
varying degrees of saltation. Zenz attributed the not so
abrupt increase to a failure to achieve steady state
conveying. The two descriptions are shown in Figure 4-3. .
Both of these descriptions were observed in this study and a

possible explanation lies in the lengths and diameters of
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the systems studied. Figure 4-4 is a plot of pressure drop
vs. gas velocity for the 0.0266 m diameter system using 450
micron glass beads. The increase in pressure drop at the
lower gas velocities did not correspond to a sedimentary
layer forming across the test section. Pulsations in the
form of sliding dunes and a sliding layer corresponding to
strand flow are the reasons for the increase in mean
pressure drop. The corresponding data for the 0.0504 m
diameter systém (Figure 4-5) shows no increase in pressure
drop for the system at low gas velocities. This can be
attributed to the blower characteristic curve and the use of
a throttle valve for controlling the gas flow rate.
Matsumoto: et. al.{58) have given a description of the
stability of this type of system, which can be simply put
that an increase in pressure in the system causes a decrease
in the volumetric flow of the gas. At the lower end of the
pressure vs. gas velocity curve: any increase in pressure
causes a decrease in gas velocity and subsequently a further
increase in pressure. This ultimately results in the system
completely plugging. Observations at the feed point in the
0.0504 m diameter system showed that the acceleration region
in a horizontal system is of key importance to the operation
of the rest of the system. Deposition of particles at the
feed point was observed in the 0.0504 m diameter sysﬁem

similar to what Zenz described, except that the deposition
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Figure 4-4: Pressure Drop vs. Gas Velocity for the 0.0266 m
Diameter Bench Scale System Using 450 pm Glass
Beads
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