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EXECUTIVE SUMMARY

The Office of the Manager, National Communications System (OMNCS) has developed a system-level approach for estimating the effects of High-Altitude Electromagnetic Pulse (HEMP) on the connectivity of telecommunications networks. This approach incorporates a Bayesian statistical model which estimates the HEMP-induced failure probabilities of telecommunications switches and transmission facilities. The OMNCS has received comments from members of the EMP community recommending that sensitivity studies be conducted on the parameters employed by the Bayesian model. The recommendation is addressed in this report.

A major input to the Bayesian model is simulated HEMP equipment test data. In a typical test program, each equipment tested is exposed to a range of HEMP stress levels. The sole criterion of each HEMP exposure for purposes of this analysis is whether the equipment is operable following exposure. Based on the results of the HEMP tests and a non-informative prior distribution, equipment failure Probability Density Function (PDF) and Cumulative Distribution Function (CDF) curves are developed for each tested equipment. The PDF and CDF curves provide the basis by which the system-level model probabilistically estimates whether a network switch or transmission facility survives an exposure to HEMP.

The non-informative prior distribution is selected because it represents an unbiased view of interpreting experimental data (reference 5). That is, all possible experimental outcomes are treated equally prior to observing the data. This characteristic makes the non-informative prior ideal for interpreting the EMP test data, because before the data are interpreted, nothing is really known about the EMP effects on the equipments. The non-informative prior allows the data to have the greatest effect possible in producing the posterior estimates of the failure probability distribution. Thus the non-informative prior is considered the optimal prior for this application.

The purpose of this analysis is to address the sensitivity of the Bayesian model. This is done by systematically varying two model input parameters—the number of observations, and the equipment failure rates. Throughout the study, a non-informative prior distribution is used. The sensitivity of the Bayesian model to the non-informative prior distribution is investigated from a theoretical mathematical perspective. Exhibit ES-1 illustrates the effects of varying the number of observations for an equipment that fails at an observed rate of 50 percent during testing at a HEMP stress level. The PDF
EXHIBIT ES-1
Probability Density Functions: 50 Percent Observed Failures

EXHIBIT ES-2
Cumulative Distribution Functions: 50 Percent Observed Failures
curves indicate that by increasing the number of observations, the standard deviation around the mean (50 percent) decreases. In other words, curves for large observation sizes are more densely centered around the mean than curves with lower observation sizes. Therefore, higher observation sizes have the effect of providing greater confidence in the results of the tests. This phenomenon is illustrated with a comparison of the 20 and 100 observation curves, implying 10 and 50 equipment failures, respectively. For the PDF curve with 100 observations, it is seen that the entire curve lies within the range of 40-60 percent failure probability. In contrast, the curve with 20 observations has its PDF curve ranging between 20-80 percent failure probability.

Exhibit ES-2 illustrates the CDF curves, which are the integrals of the functions shown in Exhibit ES-1. Referring to the same observation sizes of 20 and 100, it is seen that with 20 observations one is 83 percent confident that the failure rate is below 60 percent, while with 100 observations the confidence level is 98 percent. Therefore, by choosing a large enough sample size (number of observations), one has the ability to predict with a high confidence level the actual equipment failure probabilities.

Exhibit ES-3 illustrates the PDF curves for observed failure rates of 10, 20, and 50 percent with a sample size of 20. The PDFs for the same failure rates are presented in Exhibit ES-4 for a sample size of 200. Note that the curves in Exhibit ES-4 are more similar in shape to one another than those in Exhibit ES-3. This implies that with large sample sizes, the effect of variation in the observed failure rate is to translate the location of the PDF curve over the X-axis. This phenomenon gives credence to the selection of the non-informative prior distribution, for it is solely the observed failure rate (at large observation sizes) which dictates the PDF curve position.

Results of this study indicate the validity of selecting the non-informative prior distribution. As the number of observations increases, the effects of the prior are minimized and the effects of the data observations dominate. In addition, with larger sample sizes, one can predict with greater confidence the failure probability of an equipment. As indicated in Exhibit ES-5, roughly 150 observations are needed, with no failures, to obtain a confidence level of 90 percent that the actual failure rate of the equipment is below 1 percent. Use of the Bayesian approach in such a manner can be a very valuable tool for EMP test planning. It can provide insight into how many observations are needed to obtain a particular confidence level.
EXHIBIT ES-3
Probability Density Functions: Sample Size of 20

EXHIBIT ES-4
Probability Density Functions: Sample Size of 200

ES-4
EXHIBIT ES-5
Cumulative Distribution Functions: No Observed Failures
1.0 INTRODUCTION
1.0 INTRODUCTION

This report presents a sensitivity study of a statistical model used by the Office of the Manager, National Communications System (OMNCS) to estimate failure probability distributions of telecommunications switches and transmission facilities subjected to High-Altitude Electromagnetic Pulse (HEMP). The model is based on an application of Bayesian statistical theory, and it uses the results of HEMP testing programs as input data. The outputs of this Bayesian model support estimates of the effects of HEMP on the connectivity of major telecommunications networks used for National Security Emergency Preparedness (NSEP) missions. This study will help explain the meaning and limitations of such network connectivity analyses by quantifying the sensitivity of the Bayesian model outputs to variations in its inputs.

1.1 BACKGROUND

The OMNCS has been directed by the National Security Council to identify actions necessary to mitigate the potential effects of HEMP on the Nation's telecommunications assets supporting NSEP requirements. In response, the OMNCS has established an EMP mitigation program with the objective of identifying and, where appropriate, mitigating the effects of HEMP on NSEP telecommunications capabilities. This program includes coordinated physical testing of selected telecommunications equipment types in simulated HEMP environments, combined with computer-based quantitative analyses of HEMP effects on telecommunications networks. The focus of testing and network analysis for this program to date has been the Public Switched Network (PSN), the basis for a substantial portion of the Nation's NSEP telecommunications capabilities. In addition, special attention has been given to the estimation of the effects of HEMP on the OMNCS-sponsored Nationwide Emergency Telecommunications System (NETS). The goal of these HEMP-related activities is to develop a cost-effective, comprehensive HEMP mitigation strategy, focused on the PSN and including NETS. When combined with other OMNCS initiatives, such a strategy could significantly enhance the ability to maintain and reconstitute NSEP telecommunications following a nuclear attack against the United States that includes high-altitude exoatmosphere detonations.
To date, the OMNCS has performed extensive HEMP testing of selected telecommunications equipment types deemed important to fulfilling NSEP requirements. Recently these equipments have included the T1 digital cable transmission system, the FT3C multi-mode fiber optic transmission system, the AT&T Technologies 5ESS switching system, and a prototype OMNCS-sponsored NETS call control module cabinet. Other types of equipment have been HEMP-tested by agencies other than the OMNCS in earlier test programs. These equipments include the AT&T 1ESS switching system, the TD-2 digital microwave transmission system, and the L4 analog cable transmission system. An equipment HEMP effects evaluation based on the testing to date is presented in Reference 1. While not all types of PSN switching and transmission systems have been tested, the knowledge that has been obtained to date provides a basis for studying the potential effects of HEMP on the entire PSN and those elements of the PSN selected for use in NETS.

Reference 2 introduces the methodology used by the OMNCS to estimate HEMP effects on network connectivity. As shown in Exhibit 1-1, the methodology is based on a Monte Carlo network-level analysis approach, with input data consisting of network topology information and network element estimated failure probability distributions. The required failure probability distributions come from the Bayesian model described in this report. Reference 3 presents the results of applying the network-level analysis approach to a major portion of the PSN. The network analyzed in that report consists of those PSN switches and transmission facilities which comprised the AT&T toll network prior to divestiture. Finally, Reference 4 presents the results of a network-level analysis of estimated HEMP effects on NETS.

1.2 PURPOSE

This report focuses on the sensitivity of the Bayesian failure model outputs to variations in its inputs; it does not address the resultant sensitivity of network-level analysis results to variations in the Bayesian model inputs. Such network-level sensitivity studies are being conducted by the OMNCS in a related effort, and will incorporate the results of this study.

The sensitivity study in this report is in direct response to comments received by the OMNCS from members of the EMP analysis community concerned with interpreting the outputs of the Bayesian model. Specific questions have
EXHIBIT 1-1
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been raised regarding the response of the output posterior failure probability distribution to the assumed prior distribution. The rationale and consequences of selecting the "noninformative" prior distribution for the Bayesian application are offered in response to these concerns.

1.3 APPROACH

Three basic inputs to the Bayesian failure probability model, as shown in Exhibit 1-2, are used here. In addition to an assumed prior distribution, these inputs relate to test sample sizes and numbers of observed failures from HEMP-induced equipment failure testing. The approach used in this study to investigate model sensitivity is to address the three types of input information separately. Thus, if there is specific concern with, for instance, sensitivity of estimated failure probability distribution to test sample size, the sensitivity results for that input parameter can be referenced independently of the other two inputs.

For the two discrete integer model inputs--sample size and number of failures--sensitivity is studied parametrically. That is, fixed values are selected for each input, and the resultant model outputs are plotted and interpreted. No attempt is made to compare the fixed values used in this parametric analysis to actual test data observed in the test programs conducted by the OMNCS or other agencies. Thus, this sensitivity study is generally applicable and is not constrained by specific testing.

The third Bayesian model input--the assumed prior distribution of failure probability--is studied by showing the theoretical effect of the selected noninformative prior distribution on the output posterior distribution. An alternative approach postulating prior distributions other than the noninformative prior distribution and observing the corresponding posterior distributions response has been suggested. Such an approach has been rejected for this study because, even though alternative prior distributions are available for actual analyses, no qualitative or quantitative basis exists for selecting a prior other than that which is least informative relative to the data. Thus, this study presents the theoretic basis for deriving the mathematical representation of the noninformative prior distribution, and justifies its use on theoretical grounds. The consequences of using the
EXHIBIT 1-2
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noninformative prior distribution are shown graphically as they affect the shape of the output posterior distributions for different test conditions.

1.4 ORGANIZATION

This report describes the Bayesian model, presents the results of the three individual sensitivity studies corresponding to the three different model inputs, and summarizes the findings of the studies for consolidated reference. An appendix shows a listing of the computer code which implements the Bayesian model, followed by the list of references cited throughout this report.
2.0 BAYESIAN METHODOLOGY
2.0 BAYESIAN METHODOLOGY

This chapter presents the rationale and mathematical derivation for the Bayesian statistical interpretation of test data to estimate EMP-induced telecommunications equipment failure probabilities. The numerical approximations used to actually calculate the Bayesian posterior failure probability distributions are presented, and the computer code which implements the numerical approximations is introduced. This chapter draws heavily upon information presented in Reference 5, including some verbatim passages.

2.1 RATIONALE

The use of data from EMP tests of telecommunications equipment to estimate the EMP-induced failure probabilities of those equipments can be treated as a problem in statistical inference. As a statistical inference tool, Bayesian analysis provides an approach for incorporating test data and assumptions together into a single quantitative analysis methodology to infer information indicated by the data. A prior distribution, which is supposed to represent what is known about unknown parameters before data is available, plays an important role in Bayesian analysis. Such a distribution can be used to represent prior knowledge or ignorance about the parameter under study—in this case, failure probability.

In problems of scientific inference where empirical test data are available, it is often desirable for all estimates regarding the characteristics of the parameter under study to be based on the available data. Consequently, it is often appropriate to conduct the analysis as if a state of relative ignorance existed a priori. In this analysis, a "noninformative" prior distribution is used. The aim is to obtain an inference which would be appropriate for an unprejudiced observer. It should be acknowledged that, even within the statistical community, there is some uneasiness about the use of prior distributions, which is often associated with the fear that the prior may dominate and distort the information contained in the empirical data. By careful choice of an inferential parametric model structure and an appropriate noninformative prior, Bayesian analysis can produce the reverse of what is feared.
2.2 DERIVATION

The use of Bayesian inference to characterize EMP-induced equipment failure probabilities is based on an application of Bayes' Theorem. Suppose that y is an observation whose conditional probability distribution f(y:p) depends on the value of a parameter p. Suppose also that p itself has a probability distribution f(p). Then, f(y:p)f(p) = f(y,p)=f(p:y)f(y). Here, f(y,p) is the joint probability distribution for y and p, f(p:y) is the conditional probability distribution for p dependent upon y, and f(y) is the probability distribution for y. Given the observed data y, the conditional distribution of p is

\[ f(p:y) = \frac{f(y:p) f(p)}{f(y)} \]  

(2.1)

Also, if p is continuous, f(y) can be written as

\[ f(y) = E \left[ f(y:p) \right] = C^{-1} = \int f(y:p)f(p) \, dp \]

where the integral is taken over the admissible range of p, and where E[f(y:p)] is the mathematical expectation of f(y:p) with respect to the distribution f(p). The quantity C is merely a "normalizing" constant necessary to ensure that the distribution f(p:y) integrates to one.

Equation 2.1 can thus be written alternatively as

\[ f(p:y) = C f(y:p) f(p). \]  

(2.2)

The statement of (2.1) or its equivalent (2.2) is usually referred to as Bayes' theorem. In this expression, f(p), which tells what is known about p without knowledge of the data, is called the prior distribution of p, or the distribution of p a priori. Correspondingly, f(p:y), which tells what is known about p given knowledge of the data, is called the posterior distribution of p given y, or the distribution of p a posteriori.

Now, given the data y, f(y:p) in equation (2.2) may be regarded as a function not of y but of p. When so regarded, it is called the likelihood function of p for given y and can be written L(p:y). Bayes formula can thus be written as:

\[ f(p:y) = L(p:y) f(p). \]  

(2.3)

In other words, Bayes' theorem says that the probability distribution for the parameter p posterior to the data y
is proportional to the product of the distribution for $p$ prior to the data and the likelihood for $p$ given $y$. That is,

$$\text{posterior distribution} \propto \text{likelihood} \times \text{prior distribution}.$$ 

The likelihood function $L(p;y)$ plays a very important role in Bayes' formula. It is the function through which the data $y$ modifies prior knowledge of $p$. It can therefore be regarded as representing the information about $p$ coming from the data.

The likelihood function is defined up to a multiplicative constant, that is, multiplication by a constant leaves the likelihood unchanged. This is in accord with the role it plays in Bayes' formula, since multiplying the likelihood function by an arbitrary constant will have no effect on the posterior distribution of $p$. The constant will cancel upon normalizing the product on the right hand side of equation (2.3). Only the relative value of the likelihood function is important. Thus, much of the derivation which follows uses proportionality statements rather than equations for the sake of simplicity. Also, when the integral $\int L(p;y) \, dp$, taken over the admissible range of $p$, is finite, then occasionally it will be convenient to refer to the quantity

$$\frac{L(p;y)}{\int L(p;y) \, dp}.$$ 

This expression is called the standardized likelihood, that is, the likelihood scaled so that the area under its curve is one.

The contribution of the prior distribution in helping to determine the posterior distribution of a parameter $p$ is dependent on its sharpness or flatness in relation to the sharpness or flatness of the likelihood with which it is combined. For example, after a single test data observation, the likelihood might not be sharply peaked relative to a particular prior distribution. The prior distribution would therefore be influential in determining the posterior distribution. On the other hand, after multiple observations, the prior distribution might be relatively flat compared with the likelihood function. Such a prior would therefore not be very influential in deciding the corresponding posterior distribution of $p$. It would be said that, after multiple observations, the prior is dominated by the likelihood. Exhibit 2-1
EXHIBIT 2-1
Dominant Likelihood and Prior Distributions

(a) Dominant Likelihood

(b) Dominant Prior
illustrates inferential analyses in which the likelihood dominates the prior (a) and vice versa (h).

It is often appropriate to analyze data from scientific investigations on the assumption that the likelihood dominates the prior. Two reasons for this are:

1) A scientific investigation, such as controlled EMP testing of telecommunications equipment, is not usually undertaken unless information supplied by the investigation is likely to be considerably more precise or valid than information already available. In brief, expensive testing and analysis is not usually undertaken unless it is likely to increase knowledge by a substantial amount.

2) Even if strong prior beliefs are held about the value of a parameter, nevertheless, in reporting analysis results it would usually be appropriate and most convincing if the data were analyzed against a reference prior which is dominated by the likelihood. Then, irrespective of what anyone believed at the outset, the posterior distribution would represent what someone who a priori knew very little about the parameter should believe in light of the observed data.

The term reference prior, introduced above, refers to a prior which is convenient to use as a standard. In principle, a reference prior may or may not be dominated by the likelihood. In general, a prior which is dominated by the likelihood is one which does not change very much over the region in which the likelihood is appreciable, and does not assume large values outside the range, as in figure (a) of Exhibit 2-1. A prior distribution which has these properties is referred to as a locally uniform prior. For such a prior distribution, the result from Bayes' formula can be approximated by substituting a constant for the prior distribution. Thus, for a locally uniform prior, the posterior distribution is approximately numerically equal to the standardized likelihood.

At this point, an argument is presented for choosing a particular metric, in terms of which, a locally uniform prior can be regarded as noninformative about the parameters. It is important to bear in mind that one can never be in a state of complete ignorance; further, the statement "knowing little a priori" can only have meaning relative to the information provided by an experiment. For example, prior knowledge may be substantial compared
with the information from just a single experimental observation, but it would likely be noninformative relative to that from a very large number of observations. A prior distribution is supposed to represent knowledge about a parameter before the outcome of a projected experiment is known. Thus, the main issue is how to select a prior which provides little information relative to what is expected to be provided by the intended experiment.

In general, suppose it is possible to express the unknown parameter \( p \) in terms of a metric \( q(p) \) so that the corresponding likelihood is data translated. This means that the likelihood curve for \( q(p) \) is completely determined \textit{a priori} except for its location, which depends on the data yet to be observed. Then, to say little is known \textit{a priori} relative to what the data will show, may be expressed by saying one is almost equally willing to accept one value of \( q(p) \) as another. This state of indifference may be expressed by taking \( q(p) \) to be locally uniform \textit{a priori}, and the resulting prior distribution is called noninformative for \( q(p) \) with respect to the data. In general, if the noninformative prior is \textit{locally uniform} in \( g(p) \), then the corresponding noninformative prior is \textit{locally proportional} to \( g'(p) \), assuming the transformation is one to one (Reference 5).

For the case of \( n \) independent trials, in each of which the probability of failure is \( p \), a binomial model for the number of observed failures may be employed. The probability of \( y \) successes in \( n \) trials is given by the binomial distribution:

\[
\text{Prob}(y:p) = \frac{n!}{y!(n-y)!} p^y (1-p)^{n-y}, \quad y = 0, 1, \ldots, n,
\]

so that the likelihood is:

\[
L(p:y) \propto p^y (1-p)^{n-y}.
\]

For the binomial distribution, a transformed metric for which the likelihood curve is very nearly data translated, and for which a locally uniform prior distribution is nearly noninformative is given by:

\[
q(p) = \sin^{-1} \sqrt{p}.
\]

(Chapter 3.0 shows why this particular metric meets the requirements described above for producing a noninformative prior distribution.) This, in turn, implies that
the corresponding nearly noninformative prior for \( p \) is proportional to:
\[
f(p) \propto \frac{dq}{dp} \propto (p(1-p))^{-1/2}.
\]

If this approximately noninformative prior is employed, then the posterior distribution for \( p \) given \( y \) becomes proportional to:
\[
f(p:y) \propto p^{y-1/2}(1-p)^{n-y-1/2}, \quad 0 < p < 1.
\]

After substitution of the appropriate normalizing constant, the corresponding posterior distribution for \( p \) is the beta distribution, whose probability density function is given by:
\[
f(p:y) = \frac{\Gamma(n+1)\Gamma(n-y+1/2)}{\Gamma(y+1/2)\Gamma(n-y+1/2)} p^{y-1/2} (1-p)^{n-y-1/2}, \quad 0 < p < 1.
\]

The corresponding cumulative distribution function is therefore:
\[
F_p (x:n,y) = \text{Prob} (0 < p < x) = \frac{\Gamma(n+1)}{\Gamma(y+1/2)\Gamma(n-y+1/2)} \int_0^x p^{y-1/2} (1-p)^{n-y-1/2}dp
\]
for \( 0 < x < 1 \).

This cumulative distribution function for \( p \) describes the Bayesian posterior distribution for the actual probability of equipment failure given that \( y \) failures were observed in \( n \) trials, assuming a noninformative prior distribution for failure probability.

### 2.3 Numerical Approximation

The posterior cumulative distribution function for failure probability is the basic output of the Bayesian model described here. To calculate probability values using this function, a numerical approximation is employed. The numerical approximation begins by noting that the cumulative distribution function above has the form of an incomplete Beta function, \( I_x(a,b) \), with
\[
a = y + 1/2 \\
b = n - y + 1/2 \\
y = \text{number of observed failures} \\
n = \text{total observations (sample size)}
\]
because

\[ I_x(a,b) = \frac{\Gamma(a+b)}{\Gamma(a)\Gamma(b)} \int_0^x t^{a-1}(1-t)^{b-1} \, dt \quad 0 < x < 1. \]

The incomplete Beta function is described in Reference 6, Equation 26.5.1. This function can be approximated numerically using the cumulative distribution function, \( P(z) \), of the standard normal distribution as follows (from Reference 6, Equation 26.5.21):

\[ I_x(a,b) = P(z) \]

where:

\[ z = \frac{3[v(l-1/9b) - w(1-1/9a)]}{[v^2/b + w^2/a]^{1/2}} \]

\[ v = (bx)^{1/3} \]

\[ w = [a(1-x)]^{1/3}. \]

This approximation to the incomplete Beta function is accurate to within \( \pm 5 \times 10^{-3} \) if \( a+b > 6 \).

The cumulative distribution function, \( P(z) \), of the standard normal distribution can be approximated numerically through a polynomial function as follows (Reference 6, Equation 26.2.19):

\[ P(z) = 1-(1/2)(1+d_1z+d_2z^2+d_3z^3+d_4z^4+d_5z^5+d_6z^6)^{-16} \]

where:

\[ d_1 = 0.0498673470 \]

\[ d_2 = 0.0211410061 \]

\[ d_3 = 0.0032776263 \]

\[ d_4 = 0.0000380036 \]

\[ d_5 = 0.0000488906 \]

\[ d_6 = 0.000053830. \]

This approximation to the standard normal cumulative distribution function is accurate to within \( \pm 1.5 \times 10^{-7} \).

Appendix A lists the computer code that actually calculates the Bayesian posterior failure probability cumulative distribution functions and approximates their associated probability density functions. The basic inputs to the model are:
\[ n = \text{The number of EMP test shots to which a piece of telecommunications equipment is subjected at a particular EMP stress level, or within a range of stress levels.} \]

\[ y = \text{The number of failures observed out of the } n \text{ observations above.} \]

For a particular analysis, the decision of what constitutes an observation and a failure would have to be made. Also, although the OMNCS uses this model to characterize EMP-induced telecommunications equipment failure probabilities, the statistical methodology described above is applicable beyond the EMP context.

The output of this Bayesian model is a probability density function and a cumulative distribution function for failure probability corresponding to a particular \((n, y)\) pair. For example, if a test is conducted in which there are 25 observations with exactly one resulting in a failure, the output Bayesian probability density function would be as shown in Exhibit 2-2. The function shows that the actual failure probability (x-axis) of the unit under test is most likely near 0.04 (where the curve peaks). However, there is some possibility that the actual failure probability is lower or higher than 0.04, and may be as high as 0.25 (where the curve approaches zero on the x-axis). The probability density function gives a graphic indication of the most likely value of the actual failure probability, near where the curve peaks. Also, the width of the curve indicates graphically how likely the actual value of the parameter is near the curve's location of central tendency. However, the probability density function does not directly allow numerical probabilistic statements regarding the actual value of the parameter. Instead, the cumulative distribution function is used.

Exhibit 2-3 shows the cumulative distribution function corresponding to the case of 25 observations and one failure. The y-axis gives the probability that the actual failure probability is less than the indicated value on the x-axis. In this example, there is a probability of 0.50 (y-axis) that the actual failure probability is less than 0.05 (x-axis). The actual failure probability is almost certainly less than 0.25 in this example, where the cumulative distribution function approaches 1.0.
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3.0 PRIOR DISTRIBUTION
In this chapter, the prior distribution used to derive the Bayesian posterior probability distribution in the previous chapter is shown to meet the requirements for a noninformative prior. The approach used herein to investigate the sensitivity of the Bayesian posterior distribution to the prior was selected over simple examination of how the posterior distribution responds to alternate priors. There is no basis for selecting alternate priors with justification stronger than that for the noninformative prior. Thus, this chapter focuses on demonstrating the insensitivity of the posterior distribution to minor changes in the prior by showing that the previously selected transformation, \( q(p) \), has a likelihood that is approximately data translated. That is, the likelihood for \( q(p) \) is nearly independent of the data \( y \) except for its location.

### 3.1 NONINFORMATIVE PRIOR

As mentioned in the previous chapter, and documented in Reference 5, if a noninformative prior is locally uniform in \( g(p) \), then the corresponding noninformative prior for \( p \) is locally proportional to \( dq/dp \), assuming the transformation is one to one. The transformation selected here, and used in the derivation of the Bayesian posterior probability distribution, is:

\[
q(p) = \sin^{-1}\sqrt{p}.
\]

Suppose, for illustration, that there are \( n=24 \) trials. Then figure (a) in Exhibit 3-1 shows the standardized likelihood for \( y=3, y=12, \) and \( y=21 \) observed failures. The standardized likelihoods have different shapes, depending on the number of observed failures. Figure (b) in Exhibit 3-1 is the corresponding diagram obtained by plotting the standardized likelihood in the transformed metric, \( q(p) \). Because the standardized likelihood curves are defined only up to a constant, there is no \( y \)-axis indicated, and the curves show only proportionality. Although in terms of \( g(p) \), the likelihood curves are not exactly identical in shape and spread, they are nearly so. Thus, in this metric, the likelihood curve is nearly data translated, and a locally uniform prior distribution...
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(the dotted line in figure (b)) is nearly noninformative. This in turn implies that the corresponding nearly noninformative prior for $p$ (the dotted line in figure (a)) is proportional to $dq/dp$, as described in the previous chapter:

$$f(p) \propto dq/dp \propto [p(1-p)]^{-1/2}.$$  

3.2 SENSITIVITY

The insensitivity of the posterior distribution to minor changes in the prior has been demonstrated logically by the following steps:

1. If a noninformative prior is locally uniform in a transformed metric, then the corresponding noninformative prior for the untransformed parameter is locally proportional to the derivative of the transformation with respect to the parameter, assuming the transformation is one to one.

2. For the binomial mean, $p$, the transformation $\sin^{-1}\sqrt{p}$ yields a standardized likelihood that is approximately data translated; that is, its shape is independent of its location.

3. A locally uniform prior for the transformed metric is noninformative, because, when it is multiplied by the standardized likelihood of the transformed metric, the resultant posterior distribution changes uniformly over its whole range.

4. Therefore, the derivative of $\sin^{-1}\sqrt{p}$ yields the noninformative prior for the original parameter, $p$.

The insensitivity of the posterior distribution to the selected prior is thus inferred deductively.
4.0 SAMPLE SIZE
4.0 SAMPLE SIZE

This chapter investigates the sensitivity of the output Bayesian failure probability distribution to variations in the input sample size parameter assuming a non-informative prior distribution. For this investigation, sample size is set at the discrete values of 10, 20, 50, 100, and 200 observations. For each sample size, the output failure probability density functions and cumulative distribution functions are calculated corresponding to discrete percentages of observed failures of 50, 20, and 10 percent. Also, for each discrete sample size, the output failure probability cumulative distribution function is studied for the cases of no observed failures and exactly one observed failure. After investigating the effect of sample size on the posterior distributions, conclusions are drawn regarding the implications of the sensitivities for test planning and analyses.

4.1 SENSITIVITY

Exhibit 4-1 shows the Bayesian posterior failure probability density functions corresponding to discrete sample sizes. The number of failures used for each sample size is 50 percent of the sample size. Thus, for a sample size equal to 10, the number of failures is 5; for a sample size equal to 20, the number of failures is 10. The resultant plot shows how the probability density functions for the larger sample sizes are more tightly grouped about the 50 percent failure probability point, while the lower sample sizes are more widely distributed over the range of possible failure probabilities. This narrow concentration for high sample sizes and wide spread for low sample sizes shows that, for a fixed percentage of observed failures, larger sample sizes produce a greater likelihood of the failure probability being located near a single point. Put another way, in the case of 50 percent failure probability, an analyst would be more confident that the actual failure probability is near 0.50 with a sample size of 200 than with a sample size of 10.

Exhibits 4-2 and 4-3 show similar results for the cases of 20 percent and 10 percent observed failures, respectively. For the case of 20 percent observed failures in Exhibit 4-2, the larger sample sizes produce posterior failure probability density functions that are not only grouped more tightly around a single probability point (0.20), but are also less skewed than for smaller sample sizes. Finally, for the case of 10 percent observed failures in Exhibit 4-3, the same trend is observed with the larger sample sizes again producing a more concentrated distribution around the 10 percent failure probability point.
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sample sizes. This skewness for smaller sample sizes is even more pronounced for the case of 10 percent observed failures in Exhibit 4-3. Another observation from Exhibits 4-2 and 4-3 resulting from the skewness phenomenon is that, for small percentages of observed failures, the mode of the probability density functions becomes increasingly less than the mean of the distribution as the sample size decreases.

Exhibit 4-4 shows the cumulative distribution functions corresponding to the probability density functions in Exhibit 4-1 for 50 percent observed failures and the different discrete sample sizes. The curves show that, for smaller sample sizes, there is a greater estimated probability that the actual failure probability is much less than or much greater than the observed failure rate (0.50). For example, using a sample size of 20, there is an estimated probability of 0.25 (y-axis) that the actual failure probability is less than 0.40 (x-axis), while for a sample size of 200 the estimated probability is nearly zero. Likewise, for a sample size of 200, the estimated probability is nearly 1.00 that the actual failure probability is less than 0.60, while for a sample size of 10, the estimated probability is only 0.75. This means that for sample size of 10, there is still an estimated 27 percent probability that the actual failure probability is greater than 0.60 even though there were only 50 percent observed failures. For a large sample size of 200, such a probability approaches zero.

Exhibits 4-5 and 4-6 show the cumulative distribution functions corresponding to the cases of 20 percent and 10 percent observed failures, respectively, for the different discrete sample sizes. These cumulative distribution functions correspond to the probability density functions in Exhibits 4-2 and 4-3, respectively. Exhibit 4-5 shows, for example, that with a small sample size of 10 with 20 percent observed failures (2 observed failures), there is an estimated probability of only 0.90 (y-axis) that the failure probability is less than 0.40 (x-axis). Put another way, there is an estimated 10 percent probability that the actual failure probability is greater than 0.40 even though the fraction of observed failures is only 0.20. For sample sizes above 50, the estimated probability is effectively zero that the actual probability is greater than 0.40.

In the case of 10 percent failures (Exhibit 4-6), the implication of the skewed probability density functions for small sample sizes becomes apparent. This implication
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may be demonstrated by using the cumulative distribution functions in Exhibit 4-6 to construct confidence intervals for failure probability. For example, a 90 percent, 2-sided confidence interval for failure probability may be constructed by identifying the probability points (x-axis) corresponding to the 0.05 and 0.95 cumulative probabilities (y-axis). With a sample size of 10, this approach would yield a 90 percent, 2-sided confidence interval of approximately [0.02, 0.32]. The center of this 2-sided confidence interval is at approximately 0.17, which is greater than the 0.10 observed failure rate. This indicates that the actual failure probability is estimated as more likely to be greater than the observed 0.10 rate for small sample sizes. A 2-sided, 90-percent confidence interval constructed similarly for the case of a sample size of 200 is approximately [0.07, 0.13]. This confidence interval is centered approximately at 0.10, which is the observed failure rate, and it has a half width of approximately 0.03. Thus, there is high confidence with large sample sizes that the actual failure probability is near the observed failure rate.

In addition to investigating the sensitivity of the output Bayesian failure probability distributions to sample size with fixed percentages of observed failures, it is possible to investigate the effect of sample size in the case where there is only one observed failure. For a sample size of 10, this case corresponds to the 10 percent observed failure rate addressed earlier. Exhibit 4-7 shows the cumulative distribution functions for the different discrete sample sizes and exactly one failure. It should be noted that the curves in this exhibit are plotted only over the x-axis probability range from 0.00 to 0.10. This is done to allow greater resolution on the curves corresponding to high sample sizes, in the range from 0.00 to 0.10 (y-axis). The curves show, for example, that with a sample size of 10, there is a 0.44 (y-axis) probability that the actual failure probability is less than 0.10. For a sample size of 20, the probability that the actual failure probability is less than 0.10 rises to approximately 0.75. A sample size of 50 yields a 98 percent probability that the actual failure probability is less than 0.10, while sample sizes above 100 effectively yield a 100 percent probability that the failure probability is less than 0.10.

A similar analysis of the curves can be performed for the 0.01 probability point (x-axis). A sample size of 10 yields only about a 0.03 probability (y-axis) that the actual failure probability is less than 0.01. With a
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sample size of 200, the probability rises to 0.75 that the actual failure probability is less than 0.01.

Two-sided, 90 percent confidence intervals for failure probability can also be constructed from the cumulative distribution functions in Exhibit 4-7 for sample sizes of 50, 100, and 200. Such confidence intervals cannot be constructed from this exhibit for sample sizes of 10 to 20 because the 95 percent (y-axis) cumulative probability points are not plotted beyond the 0.10 x-axis range. A 90 percent, 2-sided confidence interval for the actual failure probability with a sample size of 100 is [0.002, 0.038]. This confidence interval is not centered on 0.01, which is the observed failure rate.

Exhibit 4-8 shows how the Bayesian posterior failure probability cumulative distribution functions are sensitive to different sample sizes for the case where no failures occur. It should be noted that the x-axis is only plotted over the range from 0.00 to 0.01. The curves show, for example, that with 34 percent confidence (y-axis), the actual failure probability is less than 0.01 (x-axis) if no failures occur in a sample of size 10. With 84 percent confidence, the actual failure probability is less than 0.01 with a sample size of 100, but is less than 0.001 with a confidence of only 0.34. These curves can be used to select test sample sizes required to achieve a given level of statistical confidence that the actual failure probability of the equipment under test is arbitrarily close to zero in the event of no failures. With a sample size of 200, there is a 95 percent confidence that the failure probability is less than 0.01.

4.2 CONCLUSIONS

The plotted curves and specific examples of the preceding section show how the output Bayesian failure probability density functions and cumulative distribution functions are sensitive to different sample sizes. The sample size comparisons at different fixed, observed failure percentages and the case of one observed failure show how the sensitivity of the output failure probability distributions to sample size changes as a function of the observed failure rate. The sensitivity to this observed failure rate is studied in the next chapter.

The cumulative distribution function plots show the diminishing returns achieved as sample size increases. Thus, as sample size increases, the increase in confidence about the actual value of the failure probability becomes
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succeedingly smaller per sample. Therefore, these curves may help bound the sample sizes deemed necessary to achieve a desired level of statistical confidence in a particular test circumstance.

The cumulative distribution function curves also show that the greatest increase in confidence per unit sample increases most rapidly when the number of observed failures is nearly half of the total sample. Conversely, for a relatively small (near zero) or large (near 100) percent of observed failures, the confidence increase per unit sample is smaller. This is illustrated by the fact that, in Exhibit 4-4, the curves are more "spread out" laterally than they are in Exhibit 4-6. To estimate confidently the actual failure probability, relatively large sample sizes are required if the equipment fails nearly half the time. Smaller sample sizes are sufficient to achieve the same confidence if the equipment fails either rarely or almost always.
5.0 NUMBER OF FAILURES
This chapter presents findings on the sensitivity of the output Bayesian failure probability distributions to variations in the number of observed failures in the input data. The investigation shows how the location and shape of the Bayesian posterior probability density function and cumulative distribution function change in response to changing percentages of observed failures for different sample sizes.

5.1 SENSITIVITY

In this analysis, the number of observed failures is fixed at 10, 20 and 50 percent of the sample size for sample sizes of 10, 20, 50, 100, and 200. The case of exactly one observed failure and no failures is also investigated for the sample sizes noted. For selected fixed sample sizes, the probability density functions are plotted to demonstrate graphically the change in location and shape as the number of observed failures changes. The cumulative distribution functions are plotted for each fixed sample size to draw numerical examples of probabilistic statements that can be made regarding sensitivity to the number of observed failures.

Exhibit 5-1 shows the output Bayesian posterior probability density functions corresponding to 1, 2, and 5 observed failures with a sample size of 10. These numbers of observed failures correspond to observed failure rates of 10, 20, and 50 percent of the sample size. The curves show that as the number of observed failures decreases, the central location of the probability density function decreases correspondingly, while the shape of the function narrows. Skewness, however, increases with the decreasing number of observed failures. Also, the 10 percent and 20 percent curves show that the mode of the probability density function is less than the observed failure rate, decreasing as the number of observed failures decreases. For example, the mode of the curve for 20 percent observed failures is at approximately 0.17 (x-axis), while the mode of the curve for 10 percent is at approximately 0.05. Although the curves do not show it directly, the means of the distributions may be expected to more closely match the observed failure rates.

For comparison, Exhibit 5-2 shows the probability density functions for different numbers of observed failures with a sample size of 20. The numbers of observed
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failures are 2, 4, and 10, corresponding to 10, 20, and 50 percent observed failure rates. Also, the probability density function from exactly one observed failure is plotted. Comparison of Exhibit 5-2 with Exhibit 5-1 shows that the basic sensitivities of function location and shape remain the same, regardless of sample size. Sample size does, however, have an effect on sensitivity to percentage of observed failures. The 20 sample size case shows that the modes of distributions are nearer to the percentage of observed failures than they are with the 10 sample size case. Also, the shape of the density functions changes less radically, as the number of observed failures decreases, for the larger sample size case. The single observed failure case in Exhibit 5-1 can be compared to the single observed failure case in Exhibit 5-2, but can also be compared to the 10 percent observed failure rate in Exhibit 5-2.

Exhibit 5-3 shows the probability density functions for different percentages of observed failure with a sample size of 50. For graphical representation purposes, the scale of the y-axis has been increased to accommodate the high function value corresponding to the single observed failure case. Thus, Exhibit 5-3 should not be compared directly to Exhibit 5-2 to contrast the 50 sample size case with the 20 sample size case. Instead, the 20 sample size case is plotted again in Exhibit 5-4 using the same y-axis scale as the 50 sample size case. The two different scales maintain resolution for the curves corresponding to the lower sample sizes.

Comparison between the 20 and 50 sample size cases shows how the sensitivity of the probability density functions to percentage of observed failures changes in response to different sample sizes. With larger sample sizes, the shapes of the probability density functions changes less radically as the percentage of observed failures decreases, and their modes and locations of central tendency are nearer to the percentage of observed failures.

While the probability density functions show how the location and shape of the output Bayesian posterior failure probability distributions are sensitive to changes in the number or percentage of observed failures, they cannot be used directly to demonstrate the sensitivity of estimated failure probabilities. Thus, cumulative distribution functions corresponding to percent observed failures of 10, 20, and 50 percent are examined for sample sizes of 10, 20, 50, 100, and 200.
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Exhibit 5-5 shows the cumulative distribution functions corresponding to 1, 2, and 5 observed failures with a sample size of 10. For example, the estimated probability is 0.45 (y-axis) that the actual failure probability is less than 0.10 (x-axis) when the observed failure rate is 10 percent. The estimated probability that the actual failure probability is less than 0.20 when the observed failure rate is 20 percent rises to approximately 0.48. With a 50 percent observed failure rate, the estimated probability that the actual failure probability is less than 50 percent is 0.50.

Exhibits 5-6, 5-7, 5-8, and 5-9 show the cumulative distribution functions at observed failure rates of 10, 20, and 50 percent for sample sizes of 20, 50, 100, and 200 respectively. These exhibits indicate how sensitivity of the output Bayesian failure probability distributions to percentage of observed failures changes in response to increasing sample size. For instance, the example just given for the sample size of 10, showing how the estimated probability that the actual failure probability is less than the observed failure rate decreases as the observed failure rate decreases, yields quite different results when the sample size is 200. Exhibit 5-9 shows that, with a sample size of 200, the estimated probability that the actual failure probability is less than the observed failure rate is 0.50 regardless of the observed failure rate. The cumulative distribution functions in Exhibit 5-9 corresponding to a sample size of 200 have almost identical shape, and are translated only with respect to location depending on the observed failure rate. The cumulative distribution functions in Exhibit 5-5 corresponding to a sample size of 10 are translated not only with respect to location, they also have different shapes.

5.2 CONCLUSIONS

The number of observed failures affects the location of the Bayesian posterior failure probability distribution as expected. That is, the central tendency of the distribution lies near the observed failure rate. The shape of the distribution varies in response to different numbers of observed failures -- this variability is especially pronounced when the percent of observed failures is near zero or 100 -- but the shape variability with respect to number of observed failures diminishes as the sample size increases.
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6.0 SUMMARY
6.0 SUMMARY

This report presents a sensitivity study of a statistical model used by the OMNCS to estimate HEMP-induced failure probability distributions of telecommunications switches and transmission facilities. The model uses Bayesian statistical theory to interpret test data from EMP test programs conducted by the OMNCS and other organizations. The outputs of the model support nuclear weapons effects analyses of major NSEP telecommunications networks, and assist EMP test planning. This sensitivity study explores the meaning and limitations of the model's output by quantifying its response to variations in its inputs.

The Bayesian approach used to characterize HEMP-induced failure probabilities of telecommunications equipment combines observed test data with assumed prior knowledge to form posterior estimates of failure performance. The test data are comprised of the total number of test observations (sample size) and the number of observed failures for a particular type of equipment at a given HEMP stress level or stress level range. The assumed prior knowledge is embodied in a prior probability distribution of the parameter being estimated (failure probability). The application of Bayes' Theorem allows the data and prior distribution to produce a posterior probability distribution for failure probability. The posterior distribution is proportional to the product of the failure probability likelihood and the prior distribution. This output distribution is reflected in a cumulative distribution function and its associated probability density function.

The prior distribution used in this application of the Bayesian methodology is a noninformative prior distribution. That is, no prior knowledge is assumed relative to the data regarding the value of the parameter being estimated. The insensitivity of the output posterior failure probability distribution to variations in the selected prior is demonstrated in this study using a theoretical derivation. This insensitivity is demonstrated by finding a transformation of the parameter being estimated for which a locally uniform prior is noninformative. Following a theorem, the corresponding noninformative prior of the untransformed parameter is locally proportional to the derivative of the transformation with respect to the parameter. Because an inverse sine transformation produces a
likelihood curve that is nearly data translated, the insensitivity of the resultant posterior distribution follows on theoretical grounds.

The test data sample size affects the output failure probability distribution primarily through the variance of the distributions. Small sample sizes produce large posterior distribution variances; large sample sizes produce small variances. The resulting relationship between sample size and estimation precision is quantified graphically using cumulative distribution plots. These plots can be used to construct confidence interval estimates of failure probability. For example, if no failures are observed during testing, a sample size of 150 provides a 90 percent confidence that the actual failure probability is less than 0.01.

The number of failures observed during testing affects primarily the location of the posterior failure probability distributions. The central tendency of the distribution lies near the observed failure rate, as shown graphically in cumulative distribution function and probability density function plots. The shape of the distribution varies in response to different numbers of observed failures. This variability is especially pronounced when the percent of observed failures is near zero or 100. However, this shape variability with respect to number of observed failures diminishes as the sample size increases.

The results of this sensitivity study can be used to support subsequent sensitivity studies of the network connectivity analysis models that use the Bayesian posterior failure distributions as inputs. Also, the sample size sensitivity curves can be used to guide HEMP test planning for telecommunications equipment.
APPENDIX A

BAYESIAN MODEL COMPUTER CODE
This Program is a Bayesian Failure Probability Model. The program calculates the cumulative distribution for the Bernoulli parameter (Mean Failure Probability) with Noninformative Prior Distribution.

Variable Declaration and definition:

**CHARACTER**
- Ans*,1, ! User Interactive Character string
- Eqtested*25, ! Description for Equipment
- Stresslvl*10, ! Level of Stress used for this data
- IObuf*10 ! An I/O Buffer used with system Functions

**REAL*8**
- A,B, ! Incomplete Beta Function Interval
- W1,W2, ! Intermediate Function values
- Wnum,Wden, ! " "
- Term, ! " "
- CDF, ! Storage Variables for Cumulative Density
- Previous ! Function and Posterior Distribution
- PDF, ! Function.
- Percent, ! Interval value. Interval is between 0-1
- ZA(7), ! Array used in CDF Polynomial Calculation
- Zsave, ! Storage values for the Polynomial Result
- Z, ! " "
- Pz, ! " "
- Sum, ! " "
- Coeff(7), ! Coefficient array
- Resolution ! Requested resolution between 0-1

**INTEGER*4**
- Ssize, ! Sample Size
- Failures, ! Number of Failures
- Index, ! Loop Upper Bound variable
- Ans_1, ! System function I/O conversion variables
- Eqtested_1, ! " 
- Stresslvl_1, ! " 
- IObuf_1, ! " 
- LIBSGet_input, ! System I/O Functions
- LIBSGet_symbol, ! " 
- LIBSGet_symbol, ! " 
- OTSSCVT_T_I_L, ! " 
- OTSSCVT_T_F, ! " 
- OTSSCVT_L_TI, ! " 
- LIBSTOP ! " 

Initialize Coeff, first ZA, and strings variables.
Coeff(1) is never used.
Coeff(2) = 0.049867347D0
Coeff(3) = 0.0211410061D0
Coeff(4) = 0.0032776263D0
Coeff(5) = 3.80036D-05
Coeff(6) = 4.88906D-05
Coeff(7) = 5.383D-06

ZA(1) = 1.0D0
Ans(1:) = ' '
Eqtested(1:) = ' '
Stress lvl(1:) = ' '
Not_Done = .TRUE.

Open Output file for results

OPEN(UNIT=7,Status='NEW')

Loop over all input data

DO WHILE (Not_Done)

Initialize Cumulative Density Function, Previous retainer, and Counter

CDF = 0.0D0
Previous = 0.0D0

Prompt Operator for program continuation

ISTAT = LIB$Get_input(Ans,'Is there data to be processed (Y/N) ', Ans_1)
IF (Ans .EQ. 'Y') THEN

Retrieve necessary information for a run.

ISTAT = LIB$Get_input(Eqtested,'Equipment Tested ','Eqtested_1)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ISTAT = LIB$Get_input(Stress lvl, 'Stress Level ','Stress lvl_1)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ISTAT = OTS$CVT_TI_L(IObuf, 'Sample Size ', IObuf_1)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ISTAT = OTS$CVT_TI_L(IObuf(1:IObuf_1), Ssize)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))
ISTAT = LIB$Get_input(IObuf,'Failures ',IObuf_1)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ISTAT = OTSSCVT_TI_L(IObuf(1:IObuf_1),Failures)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ELSE
  c
  Run is complete
  Not_Done = .FALSE.
ENDIF

IF (Not_Done) THEN
  c
  Write header information to the file for this iteration
  WRITE(07,104) Eqtested
  WRITE(07,103) Stresslvl
  WRITE(07,102) Ssize
  WRITE(07,101) Failures
  WRITE(07,100)
  WRITE(07,99)
  104 FORMAT(' Equipment Tested: ',A25)
  103 FORMAT(' EMP Stress Level: ',A10)
  102 FORMAT(' Sample Size: ',I6)
  101 FORMAT(' Failures: ',I6)
  100 FORMAT(' Prob(fail)  CDF  PDF')
  99 FORMAT('--------------------------------------')
  c
  c
  Setup A and B for this run, the incomplete Beta Function Interval.
  A = Failures + 0.5DO
  B = 0.5DO + (Ssize - Failures)
  c
  For percentage values from 1% to 100% calculate CDF and PDF
  Increments are input from keyboard.
  c
  ISTAT = LIB$Get_symbol('RESOLUTION',IObuf,IObuf_1)
  IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))
  ISTAT = OTSSCVT_TI_L(IObuf(1:IObuf_1),Index)
  IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))
  RESOLUTION = INDEX
  c
  Loop over resolution desired converting to an interval between 0-1
  DO 10 J = 0, Index
    Percent = J / Resolution
  c
Has the cumulative distribution reached 1?
If so there is no need to calculate any more.

IF ( CDF .LT. 1.0DO ) THEN

Test the validity of the Numerical Approximation
If the test is true we force the PDF to 0.
Implementation of the second approximation was not appropriate

Test = ( A + B - 1.0DO ) * ( 1.0DO - Percent)

IF ( Test .LT. 0.8DO ) THEN

Previous = 1.0DO
CDF = 1.0DO
PDF = CDF - Previous
Previous = CDF

ELSE

Calculate the probability point for Standard Normal Approximation

W1 = (B * Percent)**0.3333333DO
W2 = (A * (1.0DO - Percent))**0.333333DO
Wnum = 3.0DO*(((W1*(1.0DO-(1.0DO/(9.0DO*B))))
-(W2*(1.0DO-(1.0DO/(9.0DO*A)))))
Wden = DSQRT( ((W1*W1)/B) + ((W2*W2)/A) )

Calculate the standard normal CDF

Z = Wnum / Wden
Zsave = 0.0DO

IF ( Z .LE. 0.0DO ) THEN
Zsave = Z
Z = -Z
ENDIF

Sum = 1.0DO
DO 20 I = 2,7

ZA(I) = ZA(I-1) * Z
Term = ZA(I) * Coeff(I)
Sum = Sum + Term

CONTINUE

PZ = 1.0DO - (0.5DO * (Sum**(-16DO)))

IF ( Zsave .NE. 0.0DO ) THEN

A-4
\begin{verbatim}
Z = Zsave
PZ = 1.0DO - PZ

ENDIF

Assign Calculated value to the Storage value

CDF = PZ

Calculate the PDF from the new and previous CDF

PDF = (CDF - Previous) * Resolution

Previous = CDF

ENDIF

ELSE

PDF = CDF - Previous

Previous = CDF

ENDIF

Write Results of this iteration to the output file.

WRITE(07,98) Percent, CDF, PDF

98 FORMAT(T3,F6.4,T16,F10.7,T32,F15.9)

Next percentage

10 CONTINUE

ENDIF ! For Not_done Checking

END DO ! For Controlling Program Execution

CLOSE(07)

System Variable updates used in control program

ISTAT = OTSSCVT_L_TI(Count,IObuf)
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

ISTAT = LIBSet_symbol('COUNT',IObuf(1:1))
IF (.NOT. ISTAT) CALL LIB$STOP(%VAL(ISTAT))

WRITE(06,*)'End Of Program'
END
\end{verbatim}
REFERENCES


6) Handbook of Mathematical Functions, edited by M. Abramowitz and I. A. Stegun; National Bureau of Standards.