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In this paper, a simple full sensing window random access algorithm is analyzed in the presence of the limit Poisson user model. The throughput of the algorithm is 0.43, and its delay and resistance to channel errors characteristics are superior to those induced by the Capetanakis window algorithm. In addition, the simple operations of the algorithm, in conjunction with its regenerative properties, allow for the computation and evaluation of the output traffic interdeparture distribution. The latter is needed in the evaluation of interacting systems which use the algorithm for their internal transmissions.
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I. Introduction

In systems where independent users transmit through a single common channel, the deployment of random access transmission algorithms is frequently desirable, for the following reasons: (1) They are implemented independently by each user, without a prior coordination among the users. (2) They are insensitive to changing user population. (3) They induce low delays when the user traffic is bursty.

In this paper, we present and analyze a full sensing window random access algorithm. The algorithm was first proposed for systems with strict delay limitations, [3], and it requires that each user know the overall feedback history, (full sensing). As compared to other such existing algorithms, the present algorithm has the following interesting and beneficial properties: (1) It can be easily modified to operate in limited sensing environments, where each user follows the feedback history from the time he generates a message to the time when this message is successfully transmitted. (2) In the presence of the limit Poisson user model, the algorithm attains the same throughput as that attained by the Capetanakis' dynamic algorithm, [1], while it induces significantly lower delays for arrival rates above 0.30, and superior resistance to feedback errors. (3) The simple operations of the algorithm allow analysis and evaluation when strict delay limitations exist, [3]. Its simplicity, in conjunction with its regenerative properties, provide the means for the analysis and evaluation of the output traffic interdeparture distribution induced by the algorithm. The analysis of the latter distribution is important when several systems which use some Random Access Algorithm, (RAA), for internal transmissions interact, and it is not quite feasible when either the Capetanakis, [1], or the Gallager, [2], algorithms are deployed. (4) As compared to Gallager's algorithm, [2], the present algorithm operates in environments where the Poisson model is not valid, (e.g., when more than one packets can be generated within a given time instant), and can be then analyzed.

The organization of the paper is as follows: In section II, the system model is presented, and the algorithm is described. In section III, the throughput and delay analyses are included, in the presence of the limit Poisson user model, and in the absence of feedback errors. In section IV, the performance of the algorithm in the presence of feedback errors and its operations in limited sensing environments are discussed. In section V, the output traffic interdeparture distribution induced by the algorithm is analyzed and evaluated. In section VI, some conclusions are drawn.

II. The System Model and the Algorithm

We assume packet transmitting users, slotted channel, binary collision versus noncollision, (CNC), feedback per slot, no propagation delays, and absence of feedback errors. We also assume nonexistence of error correction coding; thus, collided packets are fully destroyed and retransmission is then necessary. Time is measured in slot units, slot \( t \) occupies the time interval \([t, t+1)\), and \( x_t \) denotes the feedback that corresponds to slot \( t \); \( x_t = C \) and \( x_t = NC \) represent then collision and noncollision slot \( t \), respectively. For this system, let the following full sensing synchronous random access algorithm be deployed.

The algorithm utilizes a window of length \( \Delta \). Let \( t \) be a time instant such that, for some \( t_1 < t \), all the packet arrivals in \([0, t_1]\) have been successfully transmitted by the algorithm and there is no information regarding the arrival interval \((t_1, t)\), and such that \( t \) corresponds to the
beginning of some slot. The instant $t$ is then called Collision Resolution Point, (CRP), the arrival interval $(0, t_1]$ is called "resolved interval", and the interval $(t_1, t]$ is called "the lag at $t$". In slot $t$, the packet arrivals in $(t_1, t_2] \triangleq \min (t_1 + \Delta, t]$ attempt transmission, and the arrival interval $(t_1, t_2]$ is then called the "examined interval". If $(t_1, t_2]$ contains at most one packet, then it is resolved at $t$. If $(t_1, t_2]$ contains at least two packets, instead, then $x_t = C$, a collision occurs at $t$, and its resolution starts with slot $t+1$. Until the collision at $t$ is resolved, no arrivals in $(t_2, \infty)$ are allowed transmission. The time period required for the resolution of the latter collision is called the Collision Resolution Interval, (CRI). During some CRI, each user acts independently via the utilization of a counter whose value at time $t$ is denoted $r_t$. The counter values can be either 1 or 2, and they are updated and utilized according to the rules below.

1. The user transmits in slot $t$, if and only if $r_t = 1$. A packet is successfully transmitted in $t$, if and only if $r_t = 1$ and $x_t = NC$.
2. The counter values transition in time as follows:
   
   (a) If $x_{t-1} = NC$ and $r_{t-1} = 2$, then $r_t = 1$
   (b) If $x_{t-1} = C$ and $r_{t-1} = 2$, then $r_t = 2$
   (c) If $x_{t-1} = C$ and $r_{t-1} = 1$, then

   $r_t = \begin{cases} 1, & \text{with probability 0.5} \\ 2, & \text{with probability 0.5} \end{cases}$

Remarks. We note that the algorithmic operations can be depicted by a two-cell stack, where at each time instant $t$, cell 1 contains the transmitting users, (those with $r_t = 1$), and cell 2 contains the withholding users, (those with $r_t = 2$). The algorithm lumps, thus, the unsuccessful users together. In contrast, Capetanakis' algorithm distributes the unsuccessful users across the cells of an infinite-cell stack. As with Capetanakis' dynamic algorithm, the window size $\Delta$ is here subject to optimization for throughput maximization.

III. Throughput and Delay Analysis

In this section, we present the throughput and delay analyses of the algorithm, in the absence of feedback errors, in the full sensing environment, and in the presence of the limit Poisson user model. As proven in [5], the latter user model represents a lower bound. That is, when the user population in finite, the users are independent and identical, and the packet generation process per user is memoryless, then the throughput and delay characteristics of the algorithm are superior to those induced when the user environment is limit Poisson.

Let the system start operating at time zero, and let us consider the sequence in time of lags that are induced by the algorithm. Let $C_i$ denote the length of the $i$-th lag, where $i \geq 1$. Then, the first lag corresponds to the empty slot zero; thus, $C_1 = 1$. In addition, the sequence $C_i; i \geq 1$ is a
Markov chain whose state space is at most countable. Let $D_n$ denote the delay experienced by the n-th successfully transmitted packet arrival, as induced by the algorithm; that is, the time between the arrival of the packet and its successful transmission. Let the sequence $T_i$, $i \geq 1$ be defined as follows: Each $T_i$ corresponds to the beginning of some slot, and $T_i = 1$. Also, each $T_i$ corresponds to the ending point of a length-one lag. $T_{i+1}$ is then the ending point of the first after $T_i$ unity length lag. Let $R_i$, $i \geq 1$ denote the number of successfully transmitted packets in the time interval $(0, T_i]$. Then, $Q_i = R_{i+1} - R_i$, $i \geq 1$ denotes the number of successfully transmitted packets in the interval $(T_i, T_{i+1}]$. The sequence $Q_i$, $i \geq 1$ is a sequence of i.i.d. random variables; thus $R_i$, $i \geq 1$ is a renewal process. In addition, the delay process $D_n$, $n \geq 1$ induced by the algorithm is regenerative with respect to the process $R_i$, $i \geq 1$ and the distribution of $Q_i$ is nonperiodic, since $P(Q_i = 1) > 0$.

Let us define,

$$Z = E(Q_1), \quad W = E\left(\sum_{i=1}^{\infty} D_i\right)$$

(1)

From the regenerative arguments in [4], it follows that the expected per successfully transmitted packet steady-state delay, $D$, is given by the following expression:

$$D = W Z^{-1}$$

(2)

The effective computation of $D$ relies on the successful derivation of upper and lower bounds on the quantities $W$ and $Z$. Those bounds are found via the utilization of the methodology in [4], in conjunction with the quantities defined in [3]; the details are thus omitted. If $E(I | \Delta, d)$ denotes the expected length of a CRI, given that it starts with an examined interval of length $\Delta$ and with a lag $d$, then bounds on $W$ and $Z$ can be found only if:

$$\Delta > E(I | \Delta, d)$$

(3)

The inequality in (3) determines the stability region of the algorithm. Let us define,

$L_{n, k-n}$: The expected number of slots needed by the algorithm for the successful transmission of $k$ packets, given that $n$ of the $k$ packets have counter values equal to 1 and that the remaining $k-n$ packets have counter values equal to 2.

Then, as found in [3], we have the following expressions, where $\lambda$ denotes the intensity of the Poisson traffic process:

$$0 < L_{k, 0} \leq \frac{3}{4} k^2 + \frac{9}{4} k - 2, \quad k \geq 1$$

(4)

$$L_{0,0} = L_{1,0} = 1, \quad L_{0,i} = 1 + L_{i,0}, \quad i \geq 1$$

(5)

$$E(I | \Delta, d) = \sum_{k=0}^{\infty} L_{k, 0} e^{-\lambda \Delta} \frac{(\lambda \Delta)^k}{k!}$$

(6)

The expressions in (4), (5), and (6), in conjunction with the methodology in [4], are used in the
computation of the algorithmic throughput and delays when the limit Poisson user model is present. In Table 1, we include the computed upper and lower bounds, $D_u$ and $D_l$ respectively, on the expected per packet delay $D$, for various Poisson intensities $\lambda$, and for both the present and the Capetanakis dynamic algorithms.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Proposed algorithm</th>
<th>Capetanakis dynamic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_l$</td>
<td>$D_u$</td>
</tr>
<tr>
<td>0.02</td>
<td>1.562</td>
<td>1.563</td>
</tr>
<tr>
<td>0.06</td>
<td>1.708</td>
<td>1.716</td>
</tr>
<tr>
<td>0.10</td>
<td>1.888</td>
<td>1.917</td>
</tr>
<tr>
<td>0.16</td>
<td>2.257</td>
<td>2.363</td>
</tr>
<tr>
<td>0.20</td>
<td>2.607</td>
<td>2.812</td>
</tr>
<tr>
<td>0.24</td>
<td>3.103</td>
<td>3.467</td>
</tr>
<tr>
<td>0.30</td>
<td>4.412</td>
<td>5.197</td>
</tr>
<tr>
<td>0.32</td>
<td>5.162</td>
<td>6.170</td>
</tr>
<tr>
<td>0.36</td>
<td>7.941</td>
<td>9.665</td>
</tr>
<tr>
<td>0.38</td>
<td>11.008</td>
<td>13.398</td>
</tr>
<tr>
<td>0.40</td>
<td>18.262</td>
<td>22.024</td>
</tr>
<tr>
<td>0.42</td>
<td>57.354</td>
<td>67.665</td>
</tr>
</tbody>
</table>

Table 1

Upper and Lower Bounds on Steady-State Expected Delays
Regarding the throughput $\lambda^*$ and the optimal window size $\Delta^*$, the following results were found.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\lambda^*$</th>
<th>$\Delta^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Algorithm</td>
<td>0.4295</td>
<td>2.33</td>
</tr>
<tr>
<td>Capetanakis' Dynamic Algorithm</td>
<td>0.4295</td>
<td>2.673</td>
</tr>
</tbody>
</table>

**Table 2**

Throughputs and Optimal Window Sizes

From Table 2, we observe that, in the presence of the limit Poisson user model, the algorithm in this paper attains the same throughput with the Capetanakis dynamic algorithm, but utilizes a smaller window size. From Table 1, we observe that the two algorithms induce practically identical delays for Poisson rates in $(0, 0.30)$, while for Poisson rates in $(0.30, 0.42]$, the present algorithm is significantly superior.

Remarks

It may seem surprising that the algorithm in this paper attains the same throughput with the Capetanakis algorithm, and that it outperforms the latter in terms of delay performance. Indeed, the expected lengths $L_{k,0}$ in (4) are bounded by quadratic expressions, while the same lengths, $L_k$, in the Capetanakis algorithm are bounded by linear functions of $k$. However, $L_{2,0} = 4.5$ while $L_2 = 5$. At the same time, since $\Delta^* = 2.33$ for the present algorithm, the probability of a higher than two multiplicity collision is very small. The multiplicity-two events thus prevail, and the algorithm in this paper becomes superior to the Capetanakis' algorithm. We note that, as found in [3], the algorithm performs very well in environments where strict delay limitations exist. Then, it allows significant improvement in delay performance, at the expense of minimal loss in traffic. In addition, the analysis of the algorithmic performance when strict delay limitations exist is relatively simple, while the same analysis for the algorithms in [1] and [2] is then exceedingly complex.

IV. Performance in the Presence of Feedback Errors and Operations in the Limited Sensing Environment

Due to its simple rules, the present algorithm is much less sensitive to feedback errors than the Capetanakis' algorithm. To see that, let $\delta > 0$ be the probability that an empty slot is erroneously interpreted as a collision slot, and let this be the only form of feedback error. Then, as shown in [7], the throughput of the Capetanakis' dynamic algorithm reduces to zero, if $\delta$ exceeds 0.5. In contrast, the throughput $\lambda_\delta^*$ of the present algorithm remains positive, for every $\delta$ in $(0, 1)$. Indeed, given $\delta$, let $B_k^\delta$, $E_k^\delta$, and $S_k^\delta$ respectively denote the expected number of collision, empty, and success slots during the resolution of a $k$-multiplicity collision, and let $L_k^\delta$ be the expected number of slots needed for the resolution of this collision. Then, the simple operations of the algorithm easily induce the following expressions:

$$B_k^\delta = B_k^0, \quad S_k^\delta = S_k^0, \quad E_k^\delta = (1-\delta)^{-1} E_k^0, \quad 0 \leq \delta < 1, \ k \geq 2$$
\[ L_k^\delta = B_k^0 + S_k^0 + E_k^0 (1-\delta)^{-1} = L_k^0 + \delta (1-\delta)^{-1} E_k^0 \leq (1-\delta)^{-1} L_k^0 \; ; \; 0 \leq \delta < 1, \; k \geq 2 \]

\[ L_0^\delta = (1-\delta)^{-2} \; ; \; 0 \leq \delta < 1 \]

\[ \lambda_\delta^* = \sup_{x \geq 0} (x f_\delta^{-1}(x)) \]  

(7)

where

\[ f_\delta(x) \Delta \sum_{k=0}^{\infty} L_k^\delta e^{-x} \frac{x^k}{k!} \; , \; L_k^\delta \Delta L_{k,0} \]  

(8)

Thus,

\[ \lambda_\delta^* \geq \lambda_0^* (1-\delta)^2 = (1-\delta)^2 (0.4295) > 0 \; ; \; \text{for all } \delta \text{ in } [0,1) \]  

(9)

Using methods as in [3], we developed bounds on the expected lengths \( L_k^\delta \), and then bounds on the throughput \( \lambda_\delta^* \), for \( \delta \in (0, 1) \). We applied similar methods to compute bounds on the same throughput for the Capetanakis dynamic algorithm, (in [7] the Capetanakis nondynamic algorithm is considered). We exhibit our results in Figure 1. We observe the uniform superiority of the proposed algorithm. We notice in particular, that for \( \delta = 0.5 \), the proposed algorithm attains throughput 0.325, while the throughput of Capetanakis’ dynamic algorithm is then zero.

We next considered the case when a single transmission may be interpreted as a collision, with probability \( \varepsilon \), and when this is the only type of feedback error. Using the same methodology as above, we then computed bounds on the induced throughput, \( \lambda_\varepsilon^* \), for both the proposed and the Capetanakis dynamic algorithms. Our results are included in Table 3. We observe that the two algorithms have practically identical performance in this case.
Operations in the Limited Sensing Environment

In the limited sensing environment, it is required that each user monitor the channel feedback only from the time he generates a packet, to the time this packet is successfully transmitted. Therefore, the users' knowledge of the channel feedback history is then asynchronous. The objective in this case is to prevent new arrivals from interfering with some collision resolution in progress. This is possible, if each user can decide whether a collision resolution is in progress or not, within a finite number of slots from the time he generates a new packet. We observe that a user who has a new packet and observes a C slot decides to wait, since he can then deduce that there is some collision resolution in progress. Also, since a CRI ends with two consecutive NC slots, all the users who observe such an event, decide that there is no collision resolution in progress. In view of the above observations, we conclude that in the limited sensing environment, the algorithm can be modified to operate as follows:

The window size is the same as in the full sensing case. The window slides from present to past, however. In particular, the edge of the window is maintained one slot before the present time, and the window slides through the unexamined interval from present to past, (see Fig. 2). Within each window, the operations of the algorithm are the same as in the full sensing environment.

In the limited sensing environment, and for very light input traffic, the algorithm induces expected per packet delay equal to 2.5. As the rate of the input traffic increases, the expected...
delays approach those induced in the full sensing environment. The throughput of the algorithm remains identical to that in the full sensing environment. In Figure 3, we plot the expected delays that the algorithm induces, in both the full sensing and the limited sensing environments. In the latter environment, the expected delays were computed via methodologies as those of 

Remarks We point out that the modification of Capetanakis' dynamic algorithm, which in the limited environment, is still an open and complex problem. In particular, the modification is simple when the proposed algorithm is adopted. In systems where the Poisson user model is valid, the Part-and-Try algorithm with binary feedback is feasible and can operate in the limited sensing environment. [9], [10] The throughput of the latter is then 0.45. But when the Poisson user model is not valid, it leads to deadlocks and the proposed algorithm performs well in non-Poisson user systems.

V. The Output Traffic Interdeparture Distribution

In this section, we concentrate on the computation of the output traffic interdeparture distribution. In particular, we find analytically the steady-state distribution of the interdeparture times between two consecutive, successful transmissions, when the algorithm in this paper is adopted. We point out that the algorithm generates an output traffic process with memory. Our computations correspond thus to the first order distribution from this process. This first order distribution, in conjunction with a memoryless assumption, can be used as an approximation of the actual output traffic process, when studies of systems which deploy the algorithm and interact with each other are undertaken. Such interactions may correspond, for example, to: (1) Servicing the output traffic from several systems that deploy the algorithm, by a single server queue. (2) Transmitting the output traffic from a system that deploys the algorithm, through a transmission channel of another random access system, (multi-hop problem). The methodology we use to compute the first order distribution from the output traffic process, extends easily to higher order distributions from the process as well. The computations become then exceedingly complex, however.

Our methodology utilizes the regenerative character of the output traffic process that the algorithm generates, and its steps are as those in [4]. The initial challenge here lies in the determination of regenerative points, which are pertinent to the output traffic process. We define the sequence \( \{P_i\}_{i \geq 1} \) of such points as follows: Each \( P_i \) is a collision resolution point, (CRP), which follows a slot containing a successful transmission and at which the lag equals one. \( P_1 \) is the first after zero such CRP, and for every \( i \geq 1, P_{i+1} \) is the first after \( P_i \) such CRP. Let \( S_i, i \geq 1 \) denote the number of successful transmissions in \( (0, P_i] \), and let \( d_i \) denote the distance between the \( (n-1) \)-th and the \( n \)-th successful transmission. Then, \( S_i, i \geq 1 \) is a renewal process, and, as it can be easily seen, the process \( d_i, i \geq 1 \) is regenerative with respect to it. Let us define, \( C_i = S_{i+1} - S_i, i \geq 1 \). Then \( C_i \) denotes the number of successful transmissions in the internal \( (P_i, P_{i+1}] \), where this interval will be called the \( i \)-th cycle. Let us define,

\[
I_n(s) = \begin{cases} 
1 & \text{if } d_n = s \\
0 & \text{otherwise}
\end{cases} \quad (10)
\]
\[ H = E(P_{i+1} - P_i) \]

From the regenerative theorem [4], we then conclude that if \( C = E(C_1) < \infty \), then,

\[
\lim_{N \to \infty} N^{-1} \sum_{n=1}^{N} I_n(s) = \lim_{N \to \infty} N^{-1} E\{ \sum_{n=1}^{N} I_n(s) \} = C^{-1} E\{ \sum_{n=1}^{N} I_n(s) \}
\]

where if the intensity of the input Poisson traffic is \( \lambda \), then,

\[ C = \lambda H \]

In addition, since \( P(C_1 = 1) > 0 \), the distribution of \( C_1 \) is aperiodic and there exists a random variable \( d_{\infty} \), such that the sequence \( d_n, n=1,2,... \) converges in distribution to \( d_{\infty} \). Then, \( d_{\infty} \) represents the steady state interdeparture distance induced by the algorithm, and its distribution satisfies the equality,

\[ P(d_{\infty} = s) = C^{-1} E\{ \sum_{n=1}^{C_1} I_n(s) \} \]

The finiteness and the computation of the quantities \( C \) and \( E\{ \sum_{n=1}^{C_1} I_n(s) \} \) in (14) are related to the existence and computation of appropriate solutions to infinite-dimensionality linear systems. Those systems and their solutions are included in the Appendix. In Table 4, we include the computed upper and lower bounds, respectively denoted \( P^u \) and \( P^l \), on the probability \( P(d_{\infty} = s) \), for input traffic Poisson intensities \( \lambda = 0.1 \) and \( \lambda = 0.4 \). In Figure 4, we plot the lower bounds against \( s \), for various input traffic Poisson intensities \( \lambda \).

<table>
<thead>
<tr>
<th>( s )</th>
<th>( \lambda = 0.1 )</th>
<th>( \lambda = 0.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( P^l )</td>
<td>( P^u )</td>
</tr>
<tr>
<td>1</td>
<td>0.1420</td>
<td>0.1427</td>
</tr>
<tr>
<td>2</td>
<td>0.0816</td>
<td>0.0832</td>
</tr>
<tr>
<td>3</td>
<td>0.0704</td>
<td>0.0739</td>
</tr>
<tr>
<td>4</td>
<td>0.0641</td>
<td>0.0696</td>
</tr>
<tr>
<td>5</td>
<td>0.0537</td>
<td>0.0603</td>
</tr>
<tr>
<td>6</td>
<td>0.0502</td>
<td>0.0591</td>
</tr>
<tr>
<td>7</td>
<td>0.0420</td>
<td>0.0503</td>
</tr>
<tr>
<td>8</td>
<td>0.0364</td>
<td>0.0452</td>
</tr>
<tr>
<td>9</td>
<td>0.0332</td>
<td>0.0431</td>
</tr>
<tr>
<td>10</td>
<td>0.0265</td>
<td>0.0393</td>
</tr>
</tbody>
</table>

Table 4
Upper and lower bounds on the interdeparture distribution for Poisson rates
\[ \lambda = 0.1 \text{ and } \lambda = 0.4 \]

From the results in Table 4 and Figure 4, we draw the following conclusions: (1) For low rates \( \lambda \) of the Poisson input traffic, \( (\lambda \leq 0.1) \), the interdeparture distribution is close to the Bernoulli distribution whose parameter is \( p = \lambda e^{-\lambda} \). In particular, denoting \( P_s = P(d_\omega = s) \), we then have \( P_s \sim p (1-p)^{s-1} \), for \( s \geq 2 \). The probability \( P_1 \), however, is then significantly larger than the Bernoulli parameter \( p \). The intuitive explanation of the latter phenomenon goes as follows: For small rates \( \lambda \), single arrivals in two consecutive slots occur with probability \( p^2 = (\lambda e^{-\lambda})^2 = \lambda^2 \), while the probability of a collision slot is then approximately equal to \( 2^{-1} \lambda^2 e^{-\lambda} = 2^{-1} \lambda^2 \). Thus, for small rates \( \lambda \), single arrivals in two consecutive slots contribute one third of \( P_1 \), while the remaining two thirds are due to consecutive departures at the end of a collision resolution interval. (2) As the rate \( \lambda \) of the Poisson input traffic increases, the interdeparture distribution induced by the algorithm deviates further from the Bernoulli distribution. In fact, as \( \lambda \) increases, the mass of the interdeparture distribution accumulates at relatively small \( s \) values. For example, for \( \lambda = 0.4 \), we have \( P_1 = 0.471 \) and \( \sum_{s=1}^{10} P_s = 1 \).

Remarks Our results showed that it is generally wrong to conjecture exponential interdeparture distribution, (whose discript form is Bernoulli). In fact, this distribution is far from exponential. Even for small input Poisson rates \( \lambda \), the probability \( P_1 \) does not match the exponential fitting. We point out that our general approach in this section and the corresponding regenerative points apply to other algorithms as well, including the Capetanakis dynamic algorithm. However, the development of the appropriate recursions is then an exceedingly complex task. The simple operations of the proposed algorithm present a remarkable advantage, which does not characterize other existing algorithms.

VI. Conclusions

We presented a simple window random access algorithm for systems with binary, collision versus noncollision, feedback. We analyzed the algorithm in the presence of the limit Poisson user model, and for both its full sensing and limited sensing implementations. In addition to the throughput and the delay analyses, we studied the effect of feedback errors on the throughput of the algorithm and the output traffic interdeparture distribution, both in the full sensing environment. As compared to the Capetanakis dynamic algorithm, the proposed algorithm is superior in terms of delays and insensitivity to feedback errors. In contrast to the former, the algorithm can also be easily adapted for implementation in the limited sensing environment, it allows for analytical studying of the output traffic interdeparture distribution, and can be easily analyzed when strict delay limitations are imposed, [3].
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Appendix

We first provide some definitions.

\( l_{k,m} \): Given \( k \) packets with counter values equal to 1 and \( m \) packets with counter values equal to 2, the number of slots needed by the algorithm until the first successful transmission, (and including it), after the \( k \)-multiplicity collision has been observed.

\( n_{k,s} \): Given a collision resolution interval which starts with a \( k \)-multiplicity collision, the number of length \( s \) interdeparture intervals within it. The length from the initial collision to the first successful transmission is included in the counting.

\( h_d \): Starting with a CRP at which the lag equals \( d \), \( d \geq 1 \), and which follows a successful transmission, the number of slots needed by the algorithm to reach the first lag-one CRP which follows a slot containing a successful transmission.

\( m_{d,s} \): Starting with a CRP at which the lag equals \( d \), \( d \geq 1 \), and which follows a successful transmission, the number of length \( s \) interdeparture intervals until the first lag-one CRP which follows a slot containing a successful transmission. The distance from the initial CRP to the first successful transmission is included in the counting.

\( P(k,l,\delta |d) \): Given an arrival interval of length \( d \), the probability that there are \( k \) arrivals in it, that \( l_{k,0}=\delta \), and that it takes \( l \) slots for its resolution, including the initial collision slot.

\( P_k(l) \): Given a \( k \)-multiplicity initial collision, the probability that it takes \( l \) slots for its resolution, including the initial collision slot.

The above definitions are needed for the derivation of recursions that are pertinent to the infinite-dimensionality systems associated with the quantities in (14). We first note that:

\[
H = E(h_1), \quad C = \lambda H \quad (A.1)
\]

\[
E(\sum_{n=1}^{C} I_n(s)) = E(m_{1,s}) \quad (A.2)
\]

Auxiliary Recursions

The operations of the algorithm induce the following recursions:

\[
l_{1,m} = 0; \forall m \quad , \quad P(l_{k,m}=0)=0 \quad , \quad k \geq 2, \forall m
\]

\[
l_{0,m} = 1+l_{m,0} \quad , \quad P(l_{0,m} = 1) = \begin{cases} 1 \text{, if } m=1 \\ 0 \text{, if } m \neq 1 \end{cases}
\]
\[ l_{k,m} = 1 + l_{i,m+k-i} \]: with probability \[ \binom{k}{i} 2^{-k}, k \geq 2 \]

\[ P(l_{k,m} = s) = \begin{cases} 1 & \text{if } k=1 \text{ and } s=0 \\ P(l_{m,0} = s-1) & \text{if } k=0, s \geq 1 \\ 2^{-k} \sum_{i=0}^{k} \binom{k}{i} P(l_{i,m+k-i} = s-1) & \text{if } k \geq 2, s \geq 1 \end{cases} \]

(II)

\[ n_{1,s} = \begin{cases} 1 & \text{if } s=1 \\ 0 & \text{if } s \neq 1 \end{cases} \]

\[ k \geq 2; n_{k,s} = \begin{cases} n_{k-1,s} & \text{with probability } P(l_{k,0} \neq s-1) \\ 1 + n_{k-1,s} & \text{with probability } P(l_{k,0} = s-1) \end{cases} \]

(III)

\[ N_{k,s} \Delta E(n_{k,s}) = \begin{cases} \sum_{i=2}^{k} P(l_{i,0} = s-1) & \text{if } s > 1 \\ 1 + \sum_{i=2}^{k} P(l_{i,0} = 0) = 1, & \text{if } s = 1 \end{cases} \]

\[ k=0,1; P_k(l) = \begin{cases} 1 & \text{if } l = 1 \\ 0 & \text{otherwise} \end{cases} , P_2(l) = P(l_{2,0} = l-2), \text{for } l \geq 3 \]

\[ k \geq 2, l \geq k+2 \]: \[ P_k(l) = \sum_{s=1}^{l-k-1} P(l_{k,0} = s) P_{k-1} \left( l-s-1 \right) \]

Given Poisson intensity \( \lambda \),

\[ P(k,l,\rho \mid d) = e^{-\lambda d} \frac{(\lambda d)^k}{k!} P(l_{k,0} = \rho) P_{k-1} \left( l-\rho-1 \right) \]
Recursions for $h_d$

Given Poisson intensity $\lambda$, and from the operations of the algorithm, we easily conclude:

\[
\begin{align*}
    d \leq \Delta ; h_d &= \begin{cases} 
        1, & \text{with probability } \lambda de^{-\lambda d} \\
        1+h_1, & \text{with probability } e^{-\lambda d} \\
        l+h_l, & \text{with probability } \sum_{k=2}^{\infty} e^{-\lambda d} \frac{(\lambda d)^k}{k!} P_k(l), l \geq 2
    \end{cases}
\end{align*}
\]

\[
\begin{align*}
    d > \Delta ; h_d &= l+h_{d-\Delta+l}, & \text{with probability } \sum_{k=0}^{\infty} e^{-\lambda \Delta} \frac{(\lambda \Delta)^k}{k!} P_k(l)
\end{align*}
\]

and thus,

\[
\begin{align*}
    H_d = E(h_d) &= e^{-\lambda d} + E(l \mid d) + e^{-\lambda d}H_1 + \sum_{k=2}^{\infty} \sum_{l \geq 2} e^{-\lambda d} \frac{(\lambda d)^k}{k!} P_k(l)H_l; \quad d \leq \Delta \\
    H_d &= E(l \mid \Delta) + \sum_{k=0}^{\infty} \sum_{l \geq 1} e^{-\lambda \Delta} \frac{(\lambda \Delta)^k}{k!} P_k(l)H_{d-\Delta+l}; \quad d > \Delta \quad (A.1)
\end{align*}
\]

where,

\[
E(l \mid d) = \sum_{k=0}^{\infty} \sum_{l \geq 1} e^{-\lambda d} \frac{(\lambda d)^k}{k!} P_k(l).l
\]

Recursions for $m_d$

For $\lfloor \cdot \rfloor$ denoting integer part, for w.p. meaning with probability, and for Poisson intensity $\lambda$, we conclude:
\[ m_{d,s} = \begin{cases} 
   n_{1,s} ; & \text{w.p. } e^{-\lambda d} \lambda d \\
   n_{k,s} + m_{l,s} ; & \text{w.p. } e^{-\lambda d} \frac{(\lambda d)^k}{k!} P_k(l) ; \ k \geq 2 \\
   \sum_{n+\rho+2=s} \sum_{i=0}^{n} P^n(0|1)P(k,l,\rho|11) ; \ k \geq 2 \\
   1 + n_{k-1,s} + m_{l,s} ; & \text{w.p. } e^{-\lambda(d+1)} \frac{\lambda^k}{k!} \sum_{n+\rho+2=s} e^{-\lambda n} P(l,k_0=\rho)P_{k-1}(l-\rho-1) ; \ k \geq 2 \\
   1 ; & \text{w.p. } \lambda e^{-\lambda(d+s-1)} ; \ s \geq 2
\end{cases} \]

For \( d > \Delta \):

\[

m_{d,s} = n_{k,s} + m_{d-\Delta+1,s} ; \text{w.p. } e^{-\lambda \Delta} \frac{(\lambda \Delta)^k}{k!} P_k(l) ; \ k \geq 1
\]

\[

= n_{k-1,s} + m_{d-n(\Delta-1)+1,s} ; \text{w.p. } \sum_{\rho \leq n-1} \sum_{\rho+n=s}^{\Delta} e^{-\lambda(n+1)} \frac{(\lambda \Delta)^k}{k!} P(l,k_0=\rho)P_{k-1}(l-\rho-1) , \ k \geq 1 , \text{ if } \left[ \frac{d-\Delta}{\Delta-1} \right] \geq 1
\]

\[

= 1 + n_{k-1,s} + m_{d-n(\Delta-1)+1,s} ; \text{w.p. } \sum_{\rho \leq n-1} \sum_{\rho+n=s}^{\Delta} e^{-\lambda(n+1)} \frac{(\lambda \Delta)^k}{k!} P(l,k_0=s-n-1)P_{k-1}(l-s+n) , \ k \geq 1 , \text{ if } \left[ \frac{d-\Delta}{\Delta-1} \right] \geq 1
\]

\[

n_{k-1,s} + m_{l,s} ; \text{w.p. } e^{-\lambda \left[ d \frac{\Delta-\Delta l}{\Delta-1} (\Delta-1) \right]} \frac{\lambda \left( d \frac{\Delta-\Delta l}{\Delta-1} (\Delta-1) \right)^k}{k!} \sum_{\rho \leq n-1} \sum_{\rho+n=s}^{\Delta} P(l,k_0=\rho)P_{k-1}(l-s+n-1) ; \ k \geq 2
\]

\[

= 1 + n_{k-1,s} + m_{l,s} ; \text{w.p. } e^{-\lambda \left[ d \frac{\Delta-\Delta l}{\Delta-1} (\Delta-1) \right]} \frac{\lambda \left( d \frac{\Delta-\Delta l}{\Delta-1} (\Delta-1) \right)^k}{k!} P_{k-1} \left( l-s+n \left[ \frac{d-\Delta}{\Delta-1} \right] \right) ; \ k \geq 2
\]
Let us define,

\[
U(x) = \begin{cases} 
1, & x \geq 0 \\
0, & x < 0 
\end{cases}
\]

\[
P_\delta(l) \sim \sum_{k \geq 1} e^{-\delta} \frac{\delta^k}{k!} P_k(l)
\]

\[
N_{\delta,s} = \sum_{k \geq 1} N_{k,s} e^{-\delta} \frac{\delta^k}{k!}, \quad N_{\delta,1} = 1 - e^{-\delta}
\]

Then, using the above defined quantities, and the recursions on \(m_{d,s}\), we easily find:

For \(d \leq \Delta\):

\[
M_{d,s} = E(m_{d,s}) = N_{\lambda,d,s} + \sum_{l \geq 3} M_{l,s} [P_{\lambda d}(l) + \frac{e^{-\lambda d}}{1-e^{-\lambda}} P_{\lambda}(l)]
\]
\[
N_{\lambda, s} - P_{\lambda, s-1} + U(s-2)e^{-\lambda(s-2)} \sum_{m=0}^{s-2} e^{\lambda m} P_{\lambda, m} + \\
\lambda e^{-\lambda(s-1)} - \lambda \frac{e^{-\lambda}}{1-e^{-\lambda}}
\]

(A.3)

For \(d \geq \Delta\) and \(p = 0, 1, \ldots\):

\[
M_{d, s} = N_{\lambda, \Delta, s} + \sum_{l \geq 1} M_{d-\Delta+l, s} P_{\lambda, \Delta}(l)
\]

\[
+ e^{-\lambda \Delta p} \left\{ N_{\lambda, (d+p-p \Delta), s} - P_{\lambda, (d+p-p \Delta), s-1} + \sum_{l \geq 1} M_{d, s} P_{\lambda, (d+p-p \Delta), l} \right\}
\]

\[
+ e^{-\lambda (d+p)} \left\{ \frac{e^{-\lambda \Delta (1-e^{-\lambda \Delta p})}}{1-e^{-\lambda \Delta}} \left[ N_{\lambda, \Delta, s} - P_{\lambda, \Delta, s-1} \right] + \sum_{l \geq 1} e^{-\lambda \Delta n} \sum_{l \geq 1} M_{d-n(\Delta-1)+l, s} P_{\lambda, \Delta}(l) \right\}
\]

\[
+ U(p-1) U(s-1) e^{-\lambda(s-1)} \sum_{m=s-1-\min(p, s-1)}^{s-2} e^{\lambda m} P_{\lambda, m}
\]

\[
- U(s-2) \lambda e^{-\lambda(d+p)} \left[ (d+p-p \Delta) e^{\lambda \Delta} + \frac{e^{-\lambda}}{1-e^{-\lambda}} \right]
\]

\[
+ U(s-1-p) e^{-\lambda \Delta p} P_{\lambda, (d+p-p \Delta), s-1-p}
\]

\[
+ U(s-2-p) e^{-\lambda(d+s-2)} \sum_{m=0}^{s-2-p} e^{\lambda m} P_{\lambda, m}
\]

(A.4)

**Bounds**

For the numbers \(N_{k, s}\), we used the following bounds:

\[
0 \leq N_{k, s} \leq k-1 ; \quad \forall s
\]

(A.5)

Regarding the numbers \(H_d\), we used the methodology in [4], and proved that,
\[ \alpha_l d + \beta_l \leq H_d \leq \alpha_u d + \beta_u, \ d \geq 1 \quad \text{(A.6)} \]

where,

\[ \alpha_l = \alpha_u = [\Delta - \mathbb{E}(\mid \Delta \mid)]^{-1} \mathbb{E}(\mid \Delta \mid) \]

\[ \beta_l = \inf_{1 \leq d \leq \Delta} Q(d), \ \beta_u = \max \left\{ -\alpha_u, \sup_{1 \leq d \leq \Delta} Q(d) \right\} \]

for:

\[ Q(d) = \left[ \lambda d e^{-\lambda d} \right]^{-1} \left\{ \mathbb{E}(\mid l \mid d) + \alpha_u \left[ \mathbb{E}(\mid l \mid d) - d - \lambda d e^{-\lambda d} \right] \right\} \]

Bounds on the numbers \( M_{d,s} \) can be developed similarly with those for the numbers \( H_d \). The former are significantly more complicated, however. Instead, we used the following simpler and intuitively clear bounds, where \( H_d^u \) denotes the upper bound on the quantity \( H_d \):

\[ 0 \leq M_{d,s} \leq H_d^u \quad \text{(A.7)} \]

We used the bounds in (A.7), for \( d \geq 30 \).
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Throughput when an empty slot is interpreted as a collision slot, with probability $\delta$. 
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Figure 3
Expected Delays Induced by the Proposed Algorithm in the Full Feedback Sensing and the Limited Feedback Sensing Environments
Figure 4
Lower Bounds of the Interdeparture Distribution for Various Poisson Rates
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