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SUMMARY

This report documents the results of a tvo yeur aeaffort to
develop technigques for Bullt-In Test (BIT) verification. The
objective of tha contract was to develop specifications and
technical details for practical verification methodologies
for the accurats and economical test and demonstration of
built=in teat:. This included Lkoth Test System Verification
(TSV), to verify that BIT is designed to meat ita performance
raquirements, and Test System C.ndition Assessment (TSCA), to
verify during operation that BIT is performing as designed.
Current test system verification methodologies have proven to
be inadeguate and costly for effective esvaluation of BIT
capability. As a2 consegquence, these factors have contrihuted
to questionable BIT performance in the field.

This contract has addressad potential improvenents in TSV
techniques, ¢to provide the designer with better tooles to
design and integrate BIT into a systen. It has also
addressed development of TSCA techniques, to provide
assurance to oparators and maintenance personnel that the BIT
is ocperating correctly.

Task 1 investigated current military electronic design
technology and projected trends for the near future to
determine their impact on BIT design. The following design
trends were examined to determine their impact on BIT design:

Computer-Aided Engineering
Artificial Intelligence
Modular Avionics Packaging
Pave Pillar

Integrated Diagnostics
Architectures

Data Buses

ix
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General trends in electronic component technology were also
examined, with particular emphasis on YVery High Sreed
Integrated Circuits (VHSIC). The conclusions of this task
were that no radical changes in technology would occur before
1990, and that the current trends toward increased integrated
circuit functional .ty and increased performance would
continue. As integrated circuit technology advances result
in increased performance capabilities, the requirement for
advanced BIT design at <the integrated circuit 1level should
result in more effective BIT. One possible result cnuld be
development of BIT chip sets incorporating some smart BIT
concepts.

Task 2 surveyed current and proposed TSV/TSCA techniques by
revieving 1literature and making personal contacts in
industry, military and acadenmia. The following techniques
were identified:

TEST SYSTEM VERIFICATION
Figures of Merit
Failure Mcdes and Effects Analysis
Simulation
Statistical

TEST SYSTEM CONDITION > .SSESSMENT
Self-Chacking Circuits
Fault Insertion

Descriptions of <these techniques vere prepared and are
included in the report. Within cach of these categories,
specific implementations are numerous and vary greatly. This

indicates a need for standardized effective verification
techniques.
In Task 3, potential improvements to the techniques

identified in Task 2 were investigated. TSV improvements
assesse’ included candidates for new figures of merit, use of




test repetition methods for assessing intermittent faults,
extensions to failure modes and effects analysis methods and
advanced simulation concepts. The investigation of Tsca
improvements 1led to the development of a new concept,
Overlapping BIT, which is described in section 7.1.

Task 4 consisted of the evaluation of techniques and

potential improvements. An initial filter screened out
techniques that did not meet the requirements of being
practical, economical and accurate. The primary reasons for
elimination at this stage were very limited applicability or
high complexity. The remaining techniques were evaluated
against several criteria, some of which were qualitative and
some which were quantitative. The evaluation resulted in
three techniques being selected as the most promising
candidates for improvement. These were behavioral simulation

for TSV, and overlapping BIT and fault insertion for TSCA.

Task 5 involved  further development of the  techniques
selected during the evaluation task. Behavioral 1level
gimulation was developed for TSV, with overlapping BIT and
fault insertion developed for TSCA. After this additional
development, these techniques continued to show promise for
developing into effective verification capabilities.

Investigation into the use of behavioral 1level simulation for
TSV led to the conclusion that the technique shows promise
but is not ready today. Improvemants in simulation software
and in fault modeling, plus increased availabilty of powerful
computers, will be necessary before simulation use for TSV in
complex, modern systems can be practical on a fairly
universal basis. Most of the necessary improvements will
evolve naturally over the next 3-5 years, but some stimulus
is necessary in the areas of concurrent fault simulation and
the relationship of functional fault models to physical




faults. A specification for recommended futher development
in this area was written as part of Task 5.

The ''SCA techniques, overlapping BIT and fault insertion, are
applicable in their currant form now. For each technique, a
control system architecture was developed, and requirements
and limitations were identified. For overlapping BIT,
several applications (to data buses, menories, analog
interfaces and Hamming code extensions) were identified and
explored and a specification for its use was developed. For
fault insertion, a new device to insert faults was developed.
This device uses less hardware and permits insertion of a
greater variety of faults than other devices found in the
literature. A number of fault insertion output processing
concepts were documented, along with their relative strengths
in different application contexts. Also, since overlapping
BIT and fault insertion are applicable in different
situations and they have different strengths and weaknesses,
guidelines for their use were developed.

An additional noteworthy finding of this study was that
agreement on standardization of methodologies is at least as
necessary as firding better techniques. Standardization
would eliminate use of the ad hoc methods freguently used now

and would make it unnecessary to spend time selecting a
method for each new program. It would also result in the
application of BIT verification methods being better
understood and accepted by users. Promoting user acceptance

of integrated approaches to  BIT would Dbe in itselft a
significant achievenent.

xii
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1.0 INTRODUCTION

This report documents the results of a two year effort to
develop practical, effectiva methodologies to verify that
Built-In Test (BIT) designs meet their requirements (test
system verification) andq, in operation, perform as
designed (test syatem condition assessment).

i.1 BACKGROUND

Maintenance of weapon systems is becoming an increasingly
important consideration in weapon system development.
Improvement in the maintenance capability of a weapon
system greatly reduces the total 1life cycle cost of the
system since the cost of maintenance is a significant
portion of that cost. Inproved maintenance alsc increases
availability which, in turn, reduces :he number of systems
that need to be acquired, lowering tha acquisition cost of
the weapon system.

With the implementation of MIL-STD-2165, Testability
Progran for Electronics Systems and Equipments, it will
become essential to have the tools to predict and measure
the various testability requirements. This standard
specifies a program to incorporate testability disciplines
into programs from concept exploration phase through
production and deployment. Elenments from the system level
to the integrated circuit component lavel are affected.
Key to successful applicaticn of this standard is
specification, prediction, measurement and verification of
the testability evaluation parameters (e.9., fault
detection rate, fault isolation rate and false alarm
rate). Experience has shown that adequate verification




techniques for these parameters do not currently exist.
New techniques will likely use computer-aided tools for
verification and assessment methodology application. This
would provide standardized, accurate verification at lower
cost and make verification ¢techniques available to design

-engineers at all phases of davelopment.

Numerous techniques have been used for verification of
BIT systems. These include manual analysis, computer
analysis by modeling and simulated fault insertion,
simulated fault jinsertion in actual hardware and use of
real faults by collecting faulty components. Each of these
techniques has differing costs associated with their use
and the effectiveness of each varies. In general, the
greater the cost, the greater the effectiveness. The BIT
performance in the field has not, however, been as good as
the verification techniques have predicted.

Advances 1in electronic design technology and new BIT
developments will place additional burdens on the
verification process. 1In particular, advancas in Very
Large Scale Integrated (VLSI) circuit <technology present
special BIT verification piroblems. In VISI devices there
are more locations where failures can occur (e.g. due to
increased gate count), there are additional failure modes,
and the circuit description and failure mechanisms are
often not known to the subsystem and system designers.

l.2 OBJECTIVE

The objective of the BIT Veritication Techniques effort
is to develop the specifications and technical details
for practical verification methodologies for the accurate
and economical test and demonstration of built-in test.
This applies both to Test System Verification (TsV), to

1-2




verify that BIT is designed to meet its performance
requirements, and Test System Condition Assessment (TsSCA),
to verify during operation that BIT is performing as
designed.

The methods selected for devalopment must be practical in
that they are generally applicable to a wide range of
alectronic and BIT syster designs and usable by the
majority of industry and military users without subhstantial
capital investunent. They must verify parameters that are
definable in a procurement specification. They must also
be accurate so that the verification results reflect what
is expected in operation. Finally, the techniques must
be economical to use and not require investments in
advanced computers and simulation capability beyond the
means of most companies.

1.3 PROGRAM PLAN

The BIT Verification Techniques program is structured
around five tasks as illustruted in figure 1-1.

Task 1 identified near~-term <trends in military electronics
design technology and investigated <their impact on BIT
verification. The ¢trends were used ¢to determine where
improvaments are needed.

In parallel, task 2 surveyed literature as well as
government, industry and educational sources to identity
TSV and TSCA techniques in use, under development, or
proposed for developnent. Descriptions of these techniques
were documented and evaluated for posuible improvements
as part of task 3.
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In task 3, the TSV and TSCA taechniques identified in task 2
were evaluated to deterunine if improvements to these
techniques needed to bhe made o«r could be made to
incorporate advances in BIT or electronics technology.
Potentially useful new approaches were also identified.
The output of task 3 includes the description of TSV and
TSCA technique improvements and descriptions of
potentially useful new techniques.

In ‘ask 4, the evaluation criteria were selected and each
TSV and TSCA technigque was analyzed with respect to those
criteria. The technology trend and impact information
from task 1 was used to help develop and weight the
criteria. The most proni=zing TSV and TSCA techniques were
selected based on the criteria and the evaluations.

In task 5 the recommendeld TSV and TSCA techniques were
developed to provide further technical detail and to
derive the necessary specifications to implement the
techniques.

1.4 REPORT ORGANIZATION

This report 1s organized around the individual tasks as
indicated in table 1-1. Section 2 contains the results of
the military electronic design trends investigation (task
1). Section 3 contains the results of the BIT verification
techniques survey (task 2) and includes descriptions of
the varicus BIT verification techniques. Section ¢4
discusses the TSV and TSCA technidues improvements which
were investigated and analyzed as part of Task 3. Section
5 presents the results of the evaluation process (Task &).
Section 6 and 7 describe the work on further development
of the techniques selected for improvements. Also
included is an annotated bibliography of related resource
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material. A summary of the VHSIC phase 1

integrated

circuits and their BIT implementations are included in

appendix A.
Task 3 Task Title
1 Mili“ary Rlectronics Design
Inv . cigation
2 TSV/TSCA Techniquea Survey
3 TSV/TSCA Improvements
Investigation
4 TSV/TSCA Evaluation and
Selection
5 TSV/TSCA Technical Details and

Specitications Derivation

Table 1-1. Report Organiszaton

1-6
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2.0 MILITARY ELECTRONIC DESIGN TRENDS

The objactive of this task was to investigate current and
projected near-future military electronic design
technology and trends which can affect the character and
characteristics of BIT systems and, hence, test systenm
verification and test system <condition assesasment. In
establishing the time period of interest for the trend
assessnmen*, it was desirable to coucentrate on the few
years when the recults of this study would be expected to
be implenmented. Since the firal report is planned for
publication in mid-1986 and full implementation would teke 1
to 2 years, the BIT verification technigques developud as a
result of this study would be implemented in 1988 to
1990. Therefore, the time period used for investigation
of trends typically extended to just beyond 1990.

This task was structured to examine trends in three
catsgories as illustrated in figura 2-1. The first
category, design technologies, consists of a variety of

desiqgn thrusts, programs and technology areas that may have
a significant impact on future electronics designs. The
second category covers basic component technologies. The
third is tre military's Very High Speed Integrated Circuit
(VHSIL; prog.am which is not only changing the state-of-
the -arc of comporent technology, but also utilizes elements
of some of the design tecbnologies.

2.1 DESIGN TETCFENOLOGY TRENDS

There are a number of important design technologies that
will impect military electronic daesigns in the near

2-1
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future. Those identified for this study are:

a. Computer-Aided Engineering

b. Artificial Intelligence

C. MNodular Avionics Packaying

d. Pave Pillar

Q. Integratad Diagnostics

£. Architectures

qg. Data Buses
Each of these will be examined and evaluated as to its
impact on built=-in test design in the following sections.
Conclusions for the varioua design technologies wmay be
contradictory since they are drawn only from evaluation
of the individual technology, but these will be resolved
in a discussion of the overall impact of these deaign
trends in section 2.4.

2.1.1 Computer-Aided Engineering

The use of computers in the electronics design process has
increased beyond the Computer-Aided Drafting capability.
Computer-Aided Engineering (CAE) provides the designer
with a computer design assistant to do bookkeeping type
tasks, verify that designs conform to desiygn rules, check
for errors and manipulate data, artwork or machine control
information. There are also computer tools that
simulate designs to verify operation before implementation.

The use of computser-aided engineering is increasing
significantly, especially for the design of integrated
circuits. CAE is currently being used for Very Large Scale
Integrated (VLSI) circuit design, including VHSIC and gate
arfay design as well as the traditional roles of printed
wiring board design and as=embly wiring generation.




The use of somputer-aided engineering tools to perform
design for testability tasks 1is lagging, but is currently
being addressed. Some integrated circuit design systems
provide the capability for automatic incorporation of test
circuits. This is usually in the form of a set/scan
technique such as the systen reported in reference (1).
For integrated circuit design, fault simulators exist that
can be used to verify the built-in test or generate the set
of test vectors used Dby autoaatic test ecuipment. These
sinulators can also be used for subsystem design when
gate-level models of its components are availabla.

The future should provide for better computer-aided
engineering through incorporation of testability tools,
particularly at the subsystem and system levels.
Roferences (2) and (3) recommend development of Conmputer-
Aided Design for Testability tools. Following those
recommendations would provide for consideration of
testability in the early stages of design, resulting in
the development of more testable circuits, subsystems and
dystems. One of the difficulties to overconme in
adopting these recommendations is to effectively model
VLSI devices used in the design of these subsystems and
systems.

To do this, the capability tc accurately model systems at
a level higher than at the gate 1level mnust be
developed. One strong reason for this is that gate level
descriptions of moat VISI devices are proprietary and not
available to the subsystem designer. A second reason is
that even vhen gate level mnodels are available, computers
would not be able to handle simulation models of that
complexity. For example, if a subasystex contained 100 VLSI
devices of complexity ranging from 10,000 gates to
100,000 gates, the sinmulation of the subasystem would
have to be capable of handling 1 nillion to 10 million
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gates. Zven if the computer on which the simulation ran
could handle a model that large, the execution ¢time
would be prohibitive. Modeling devices and subsystema at
a higher level would help overcome these problenms.

As a result of the preadicted increase in the use of
computer-aided engineering systenms that incorporate
testability tools, the built-in test capability of future
systens will he improved. This improvement will be in the
form of better fault coverage and automatic incorporation
of standardized BIT (e.g. set/scan registers).

2.1.2 Artificial Intelligence

Devalopments in Artificial 1Intelligence (AI) are 1rapidly
£inding their way into practical applications in industry,
and efforts ara currently underway to develon military
applications. The field of artificial intelligence
generally includes natural 1language processing, robotics,
machine vision, expert systems and other related tields.

Expert systems have already been used effectively in
industry for diagnosing electronic systems, examples of
which are cited in reference (3). Reference (3) evaluated
the possible applications of artificial intelligence to
testability and found several to ba particularly cost
effective. As a ressult, a practical avolutionary
development program based on that work was recommended.

The recommendad program is based on government support for
the development of basic tools and application independent
rule bases for two primary efforts. These would be expert
systems hosted on engineering workstations, which are
becoming standard industry tools for a broad range of
engineering tasks. The first effort would be a computer-
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aided design for testability system. This would give
design engineers access to the testability engineer's
expertise early in the design cycle at all levels of
circuit, subsystem and system cesign. The second would be a
maintenance expart design system which would permit easy

development of diagnostic expert systems either for
organizational level maintenance or for use on automatic
test equipment. It would contain a set of metarules

(application independent rules) representing general
diagnostic strategy upon which the user would develop
application specific rules. The capability of developing
self-improving diagnostics is seen as a later evolutionary
step. Both of these applications of artificial intelligence
are expected to greatly improve the testability of
future military electronic systems through supporting
improved design approaches. In particular, +they will
make the built-in test more effective and the design less
prone to containing hidden design errors.

There is, however, one area of ccncern related to
application of artificial intelligence in military
systems. That is, tne validation of expert systems
embedded in the electronics, as an integral part of the
built~in test such as that under study in the Smart BIT
effort {4). Smart BIT would use an expert system rule base

to examine test data and filter out false alarms. Some
work has been accomplished in verifying the design of
expert systems (5) but no work addressing monitoring

of expert systems during field operation ‘'was uncovered.
BIT has not been developed for expert systems, but BIT for
the hardware hosting the expert system can be implemented
independently from the expert system application.

For expert systems incorporated as part of BIT, the design

can be verified using the same techniques developed for
other expert systems (5). Monitoring the operation of an
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embedded expert system for BIT will involve testing both
the hardware and the software. The hardware may be

conventional von Neumann computers, LISt Processing
(LISP) languag: machines or, ultimately, parallel
inference processoxzs. Testing of conventional computers

will be accomplished the same as it is currently. It is
anticipated that special inference processors will use BIT
techniques similar to the best of what is in use now fox
production systems or those for near-term new VLSI devices
(e.g. VHSIC). In either case, the testing of the hardware
is not influenced by the fact that the software implements
-an expert system. The software can incorporate tests for
gross operation but detailed testing of software operation
will not be feasible. Software errors will need to be
corrected as part of design verification.

The risk associated with verification of a BIT expert
system and the monitoring of its operation during use will
be a Xkey consideration in the development of embedded
expert systems for BIT. It is unlikely that expert systems
will be embedded as part of a subsystem's BIT before 1990.
The initial impact of artificial intelligence on BIT design
will be its use in computer-aided engineering systems
as described in section 2.1.1.

2.1.3 Modular Avionics Packaging

The Navy's Modular Avionics Packaging (MAP) effort was
initiated in the nmnia 1970's to standardize avionics
packaging. The motivation was to reduce life cycle cost of
weapon systems by using standard modules on a variety of
programs. The original thrust of the program  was to
specify standard modules (circuit cards) for Alir
Transportation Rack (ATR) style boxes. Wwith the rapid
increase in electronics density, the emphasis shifted to an




integrated rack corccept. The rack would contain
collections of standard modules (circuit cards), without
individual boxes enclosing functions. This could reduce
weight and volume requirements by 30 to 50 percent (6).
The modules would be interconnected to implement functions
and the functions would be interconnected through the rack
wiring. Power and cooling would be provided as part of the
rack design.

The integrated rack concept continues t» run into technical
problems with thermal management, electrical
interference between the interconnections, and
expnsure of the rack and the modules to the environment
during maintenance. However it offers enough benefits that
development of the concept continues. For example, in the
Pave Pillar program (see section 2.1.4), the concept is
being evaluated for application on tactical fighters. As
part of this progran, ARINC Research Corporation is
preparing a military standard for standard size 1line
replaceable avionics modules. These would take advantage
of surface mount technology and VHSIC components to
achieve high density.

The MAP concept could potentially make BIT more
complicated or rejuire more BIT since failures would need to
be isolated to a module rather than a box. However,
as circuit density increases, more complete functions will
be implemented on a single module, reducing the need for
additional isolation capakility. The effectiveness of
BIT will be improved with implementation of the ARINC
military standard (to be approved around 1988) since it
will incorporate design for testability guidelines and  BIT
design requirements. This standard will address testing
at all levels, and include preferred methods for BIT,
use of a standard test bus, standard system
interfaces, autonomous module checking and module
storage of BIT maintenance data.
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2.1.4 Pave Pillar

Pave Pillar is an effort sponsored by the Avionics
Laboratory of Air Force Wright Aeronautical Laboratory
(AFWAL) to define and denonstrate the avionics system
for the 1990's tactilcal fighter. Program emphasis is
two-fold. Increased performance, to rcounter the ever-
increasing threat, is to be achieved through greater
integration of aircraft systenms with defensive and
offensive avionics systems. Increased availability is to
be achieved through incorporation of fault tolerance and
reduction of maintenance requirements. Testability
issues have been considered throughout the concept
definition phase. The following are summaries of features
of the Boeing Pave Pillar concept that may impact future
implementations of built-in test.

Generally, the architecture consists of several groups of
processing elements interconnected by multiple, redundant,
kigh speed, serial data buses. Nondigital information is
converted to digital form af the front-end of the system
and digital processing is used to the maximum extent
possible. Functions are distributed among the various
computing elements which are replicated where necessary to
meet fault tolerance requirements. The groups (mission
management, vehicle management, etc.) are loosely coupled
via serial data buses or contrel elements. The serial
data buses will use a new standard high speed bus
(>20MHz), and the interconnections will be fiber optic
links. The computing elements will make maximum use of
VHSIC devices. Common modules will be used whenever
possible, using software to tailocr their functions.
Certain hardware elements will require unigue modules. For
example, the cockpit displays will be unique because of
special form and function requirements. The total systen
is expected to consist of approximately 250 modules of
about 40 different types.
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Detection of failures within data processing computing
elements will make use of BIT incorporated in <the VHSIC
devices, but primary testing will be accomplished by
duplication of functions and synchronized comparison of
the outputs. In the signal processing elements, a data
flow architecture will probably be implemented and testing
will be accomplished by injecting test data vectors in the
data stream and testing for errors in the data as it 1is
processed. When a failure is detected, the module will
either report its failure or shut down, depending on the
type of failure. The failed mocdule's task will then be
executed by a spare module. BIT hardware, other than that
incorporated in <the VHSIC devices will be kept at a
minimum and system level test functions will be implemented
in software.

Each computing element will be packaged on a single card
module. A data processing module will include duplicate
elements for processing (CPU), memory, unigue Input/Output
(I70), and seriai bus 1I/0. Elements are duplicated to

provide for fault detection. Each operation is performed
by each member of the duplicate hardware set and the
results are compared. Disagreement indicates the presence

of a fault. This isolates the fault to the module level
because all functions are on the same card.

An additional feature is that there are only a few pins
(for power, serial bus I/O0 and unique I/O signals) on each
card module. This significantly reduces failures due to
interconnections and makes isolation to the module more
straightforward. The modules will be installed in an
integrated rack (an adaption of the Modular Avionics
Packaging concept) that contains sufficient power and
cooling for up-to 40 modules. The rack also provides for
interconnection between modules within the rack and fiber
optic interfaces to other racks and devices.

2~10
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Testing of the avionics was considered early in the
concept development. This resulted in a system concept
that reduced <typical testing problems. The problem of
interconnection failure is reduced by putting entire
functions on single cards and using serial communications
buses. The éroblem of module isolation is addressed by
putting whole  functions on cards and duplicating the
ciruitry to provide fault detection. System failure rates
are reduced by use of serial buses, and interconnection
faults can be detected and isolated <through the bus
protocol. Built-in test design is simplified due to |use
of duplication within the module for the data processing
modules, and injection of test vectors in the signal
processing modules.

The trend in BIT design, as indicated by the Pave Pillar
approach, is toward simple duplication of the circuitry.
This is made possible by advances in circuit technology.
It not only provides for effective fault detection, but
also provides effective test system condition assessment
since a failure in either half of the duplicated circuit is
also a failure of the BIT and is detected.

2.1.5 Integrated Diagnostics

The integrated diagnostics effort was initiated by the
Department of Defense in the early 1980's in response to
diagnostic problems encountered in maintaining modern
electronic egquipment. The problem is that specifications
only called for automatic diagnosis of a majority of systen
failures. This is accomplished using BIT or Automatic Test
Equipment (ATE). The remaining failures are generally
ignored. Therefore, when a particular problenm
exceeded the automatic diagnostic capability, the
maintenance technician was left with only a schematic and




an illustrated parts breakdown, but no diagnostic guides.
This is an especially critical situation, because problems
that exceed the BIT or ATE capability usually tend to be
the more complicated ones.

The objective of the integrated diagnostics effort is to
develop standards and technology to provide an integrated

mix of BIT, ATE, maintenance aids and manpower management
to provide unambiguous diagnostics for all failures
expected to occur. The National Security Industrial

Association (NSIA) has formed an integrated diagnostics
working group to provide guidance to the Department of
Defense. The working group 1is to recommend technology

development, demonstration prnjects, and policies and
standards for implementation of integrated diagnostic
concepts.

The impact of integrated diagnostics on BIT design is
uncertain at this time. More sophisticated BIT with bstter
diagnostic capabhility may be required. on the other hang,
it may turn out that a better interface between the
maintenance technician and BIT is more important than

better built-in diagnostic capability. The improved
interface could allow the technician <to access test data
for analysis, as needed, rather than provide him with an

end conclusion from preprocessed data. This interface
needs to be able to provide more information and better
ways of requesting and displaying data than currently
available. Use of artificial intelligence (e.g., expert
systems! is a potential solution to this problem.




2.1.6 Architectures

Architectures of military electronics have a significant
impact on the design of electrconic subsystems and hence
the built-in test. As illustrated in figure 2-2, the
architecture of avionics systems is changing with the
trend toward distributed systems and digital‘
iuplementations. 1In early systenms, all information was
displayed to the pilot who functioned as the systen
integrator. Most modern systems utilize a central digital
computer to integrate and distribute information. The
pilot wutilizes integrated data such as navigation data
integrated from a number of sources. Future systems, many
now 1in concept development, will consist of highly
distributed hardware and software. The hardware will be
distributed based on the sources of data and locations and
requirements for controls. The software also will be
distributed through the hardware elements. This allows for
even greater integration of functions thereby increasing
pilot effectiveness. It was estimated that in 1978, the
military avionics inventory was 90% analog and 10% digital
(7). Systems currently being implemented are more than
half digital, with the specific amount depending on the
type of system. It is predicted that by 1998 avionics
implementations will be 90% digital and 10% analog (7).

BIT will also have to be distributed with the functions,
but system level BIT control is still necessary and will
have to use system resources, i.e. buses, processors and
mass memory. More systems will incorporate fault
tolerance, and the BIT design will have to be compatible
with fault tolerance concepts. This means that more of the
BIT will need to be concurrent. It will have to operate
continually during operation of the subsystem or be
interleaved with other operations to detect failures in
time for the fault tolerant hardware and software to take




1940 - &0
ANALOG

¢ WIRED PROGRAMS

% DEDICATED ANALOE
PROCESSORS

© INTEGRATION THROUGH
PILOT/DISPLAYS

® NO REDUNDANCY
® LITTLE FAULT TOLERANCE

© NO DYNAMIC
RECONFIGURATION
CAPABILITY

® DISCRETE AND SSI
HARDWARE

1960 - &0
CENTRAL DISITAL

o STORED PROGRAM
o CENTRAL PROCESSOR(S?

o COMMUNICATION THRU 1/0
INTEGRATION THROUGH
CENTRAL PROCESSOR/STORED
PROGRAM

® SOME REDUNDANCY
® SOME FAULT TOLERANCE

® NO DYNAMIC
RECONFIGURATION
CAPABILITY

e MSI AND LSI HARDWARE

1980 - 2000
DISTRIBUTED DIGITAL

¢ DISTRIBUTED HIERARCHICAL
STORED PRCSRAM

¢ REDUNDANT CENTRAL PROCESSOR(S)

© DISTRIBUTED DEDICATED
FUNCTIONAL PROCESSORS

© COMMUNICATION THMU BUS NETWORK
® LARGE SCALE USE OF REDUNDANCY

® FAULT TOLERANCE AND DYNAMIC
RECONFIGURATION

® VHSIC HARDWARE

Figure 2-2 Avionics System Architectures (7)
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corrective action. BIT will become more critical and will
receive systems 1level attention early in the design
process. Existing PRIT taechniques are adegquate to neet
requirements of distributed systenms.

2.1.7 Data Buses

Futura systems, because of their distributed nature, will
continue to make use of the MIL~-STD-1553B cdata bus or its
derivatives. The trend will be toward higher speeds and
the use of fiker optic transmission media. The bus control
and terminal interfaces, except for transformers and fiber
optic transceivers, will be reduced to single integratead
circuits. The effect of sarial data buses and single
integrated circuit interfaces on BIT is that isolation to
the failad lLine Replaceable Unit (LRU) becomes simpler and
faults (especially intermittent faults) due to
interconnections are significantliy reduced. There is,
however, 2 nead for reliable BIT as part of the bus
interface comporents in order to properly diagnose bus
related failures. No new BIT techniques are required,
however the need to incorporate BIT in bus interfuce
components must be addressed during system design.

2.2 COMPONENT TECHNOLOGY TRENDS

Trends in electronic component technology were examined to
determine impact on built-in test (BIT) design through
1990. This was accomplished by reviewing electronic
component technology trend information from in-house sources
and from recent electronics design trade publications.

The discussion of results addresse3s the forces
driving electroric component development, component
parameters of interest, and anticipated trends. It
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includes an assessment of the impact of these trends on BIT
d..iqn .

2.2.1 Driving Forces

A significant factor Iin the component technology trend
assessment is the trand touward digital implementations of
electronic systens. The continuing shift from
predominantly analog designa to predominantly digital
designs is the result of the trend in architectures as
discussed in section 2.1.6 and advances in large scale
integration of dQigital circuits. These advances are
resulting in dramatic increases in capability, as well as
decreases in cost and power rsquirements of integrated
circuits. This results in increased capability for
implementation of operational requirements and for
inclu=ion of more sophisticated BIT capability.

The majority of digital computing applications over the
past ten years have used general purpose von Neumann data
processors, particularly microprocessors. This is
continuing, but interest is increasing in non-von Neumann
processors for a variety of signal proceasing functions.
It is in this area that the majority of the displacement
of previously analog implementations will occur. Table 2-1
illustrates the variety of digital functions in military
electronic systems (8).

In addition to the expansion of applications for digital
electronics, processing requirements are increasing
significantly. Table 2-2 shows the expected growth in
throughput requirements for digital processors in several
applications by 1990 (8).

Bacause of the trend - toward the use of digital elactronics
and the significant increases in capability required for
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Table 2-1 "Digital Functions in Military
Electronic Systems (8)

Military
Systems

Digital
Functicns
Used

Command & Control

x| Navigation

x »x x x x | Passive Radar

Infrared
o M X X X m&zl

x x x % x x | ECMECCM

i
Analog to Digital Conv. X X X
iF Band Manipulation X X
Data Reordering x
Correlation X X X
Filtering X X X
Adaptive Filtering X X X
Detection and Integration X X X X X X x
Display Formatting X X X X X X X
Data File Maintenance X X X X
Logic and Calculation X X X X X X X X
Table 2-2 Expected Growth in Digital Throughput
Requirements for Various Defense Systems (8)
Computation Rate
Required {(MIPS)
Digital
Processor Now 1990
Function
System Management and Control 0.1-1.0 10-100
Radar 1-10 100-500
EO and IR Imaging Systems 10-20 200-2,000
Broadband Secure Communications . 10-30 500-2,000
Electronic Warfare 25-100 1,000-10,000
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the future, the component technology assessaent 1is
concentrated on dAdigital components. Trends for analog
components are following those of digital components (i.e.
greater performance and larger scale integration).
However, no resulting changes to BIT techniques are
required based on current indications.

2.2.2 Component Parameters

The trends in electronic component technology were
analyzed in terms of key <component parameters. This
was because nost trending information is presented in terms
of these Dparameters and nost of the parancters
relate directly to the primary performance of the devices.
The following discussion of each of the key paransters
includea the significance of the parameter, the trends in
ganeral and the relationship to other parameters.

Chip size - relates to the functional capability of the
device. That is, for a given feature size, the laryer the
chip, the more there is on it and the mora it can do. Chip
size has bheen increasing through successive levels of
integrztion (Small Scale Integration (SSI), Medium Scale
Integration (MSI), Large Scale Integration (LSI), Very
Large Scale Integration (VLSI)) and will continue to
increase for the foreseeable future as the industry moves
towards wafer acale integration.

Feature size - relates to the functional capability of the
device, in that the smaller the features are, the more
that can be put on a chip. Feature size also has been
decreasing and will continue to decrease, well through the
1990 time period. Ultimately, feature size is limited by
the physics of the materials, but that limitation will not
be reached until well after 1990.
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Active elenments per device -~ relates to the functional
capability of the device and reflects thea combined effects

of the first two parameters. As chip size increases the
nunber of active elements per device increases. For a
given size, snaller feature size allows more active

alements per daovice. This parameter is most often uaad to
project trends in integratad circuit technology.

Performance - is a direct measure of dJdevice capability
that depends on the type of device. The most common are
propagation delay for logic gates, access time for
memories and operations or inatructions per second
(usually in thousands or 1millions) for processors.
Performance over a class of devices depends primarily on
the specific technology, that is the materials and
manufacturing processes used (e.g. bipolar is faster than
Complimentary Metal-Oxide Semiconductor ([CMOS]). For a
given technology, however, performance improvements can
result from changes in the manufacturing processes,
especially those which permit reductions in feature size.
The trends then are toward genexrally increasing
performance with significant increases resulting from new
technologies.

Power - is of <concern for applications with a 1limited
power source or where heat dissipation is difficult. Aas
with performance, power depends primarily on the specific
device technology. In general there is a trade-off between
power and performance in selecting the devica technology.
Devices with greater performance require more powar.
Within a given technology, the more active elements there
are in a davice, the more power it requires.

I/0 pins availability - continues to be a limiting factor

in VLSI designs. Increases in functional capability and
device flexibility require more I/O pins. Also, it is
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desirable to aad extra pins for test accessibility. Until
recently, most integrated <circuits were limited to 40
pins, with a few going to 48 or 64. Now packages are being
introduced with more pins, especially leadless chip

carriers (up to 164 pins) and pin grid array packages (up
tc 240 pins) (9).

2.2.3 Trends

The previous sections presented a general indication of
the expected trends for each of the major parameters.
Figure 2-3 shows specific trends predicted for the number
of active elements per device and the factors contributing
to it. It shows the increase in die size and the decrease
in feature size through 1990. These result in the number
of active elements per device shown by the curves. The
curvas are for Random Access Memory (RAM) devices and
Microprocessor Units (MPU), the two most common and most
important digital integrated circuit types. Memory devices
have the greater number of active elements for a given
chip size because they have regular layout patterns and
ralatively simple interconnections.

The curves are generated from information from reference
(8), and the data for wafer size, die size and feature
size are from reference (10). Projections from other
sources show slightly later availability for production
devices of a given capability, so figure 2-3 should be
considered as representing the earliest availability of
a device (i.e. preproduction). Differences in projections
between sources reflect both levels of optimism and
differences in timing between working laboratory
versions, initial sampies, commercial production and
military production of integrated circuits. The cpecific
availability of a device is not as important as the
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indication that the growth in device complexity will
continue doubling approximately every 2 years through

Similar trends can be found in the performance parameters.
Figure 2-4 shows projected semiconductor memory access
time for N-channel Metal-Oxide Semiconductor (NMOS) and
bipolar technologies (12). These indicate continuirg
improvement through 1990, and similar improvement can be

expected for gate propagation delay. The performance

parameter receiving the most attention, however, is
microprocessor performance. Figure 2-5 shows the expected
improvement in processing speed of 16 bit micro-processors
through 1990.

As was previously indicated, the power required per gate
in a device is primarily determined by technology, with a
trade to be made between power required and performance as
shown in figure 2-6. The exception is gallium arsenide
(GaAs) which will offer increased switching speeds for
power dissipation comparable to NMOS. Although production
of GaAs devices is now beginning, there will not be
substantial application of the technology in digital
systems before 1990. VLSI devices of GaAs will not be
available before then and use of GaAs will be limited to
special applications with unique reguirements, due to the
cost of the devices.

It should also be noted that speed improvements in the
silicon technologies at the same power dissipation will
continue to be made through 1990 as a result of
improvement in manufacturing processes, especially those
that permit smaller more accurate features.

Power dissipation for integrated circuits is increasing
due to the increasing number of devices on the chip. This
is causing concern in packaging of the integrated circuits
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ACCESS TIME, SEC/MMT

1978 1900 1988 1990 1995

Figure 2-4 Speed ot Semiconductor Memory (12)
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and in the design of circuit cards. For example, it often
involves careful placement of the heat generating
components closer to the sooling source (thermal
management program).

2.2.4 Trend Summary

The above subsections summarize trends expected for the
most important digital electronic component
characteristics. The significance of the data for this
study is not that a specific level of capability is
available at a particular time, but the trend that is
shown. From the information collected, the trends from the
past five years will continue through 1920 with no radical
changes in technology. That is, there will be increasing

application of microprocessors in military electronic
design, and the processing power of microprocessors and
the density of memories will continue to increase,

allowing processing capability per unit volume to increase
correspondingly. Similar trends are expected for analog
compenents.,

2.3 VHSIC TECHNOLOGY

The Very High Speed Integrated Circuit (VHSIC) development
effort was initiated by the Department of Defense to push
the state~of-the-art of military grade integrated
circuits. The emphasis of the program 1Iis to increase
operating speeds primarily <through reductions in feature
size and to increase functionality by increasing the scale
nf integration (more devices per chip).

The VHSIC program is important toc the future of military
electronics design for several reasons. First, it is
anticipated that the technology, if not the specific
devices developed, will be used in a significant portion
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of new military electronics design. The program is also
developing the tools to permit easier integrated circuit
design which should lessen the cost impact and make
custom designs more readily available. An important aspect
of the VHSIC program is the mandated consideration of design
for testability. Tha program requires part of the chip
area be devoted to built-in test for the chip, but d4id
not specify how much should be reserved or what level
of performance should be achieved.

The appendix contains a summary of the various Phase I
VHSIC efforts, including a description of the built-in
test approach chosen for each of the devices. The most
common BIT technique was built-in signature analysis.
Hughes, International Business Machines (IBM), Texas
Instruments and Honeywell all chose it as their ' primary
technique. TRW used set/scan registers for loading test
data and reading tast results. Westinghouse partitioned
their chips into test cells for which all of the inputs
and outputs could be controlled. In some cases the
manufacturers appeared to wuse BIT primarily to simplify
manufacturing tests. Some of the chips have limited on-
line test capabilities for their parts, but all need to be
taken off-line for the thorough tests. With the possible
exception of Honeywell's, the chips may be tested by an
external processor in the system. Some of the processor
elem~2nts may be tested as part of a regular timed
orec.ation. The Hughes parts require an external procassor
to compare the test results with known good results.
Several of the nther companies have the correct result
of a test built in to the VHSIC chip (probably in ROM) and
perfcrm the comparison on-chip.

The onlv BIT verification done on any of the programs

reemed o oe fault simulation to determirnes fault coverage.
Hughes does use self-checking comparators for some of the
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tests on the Encoder/Decoder chip, but that is the only
on-line verification technique ‘described. Most of the
chips have not yet been fault simulated. The fault
coverage predictions in those <cases are consistently
higher than for those casea in which fault simulation has
been completed.

From the higher level, the system must initiate self
testing of the circuits either on a time available or
scheduled basis. Contractors who designed large portions
of the rystems in which the chips were to be used were
able to include the <capability ¢to test the systen
operation (e.g. signals passing from chip to chip) as well
as chip operation. But for the most part, the VHSIC parts
will only respond with information concerning their own
health.

The VESIC devices have incorporated built-in test, but the
resources required to exercise that capability when the
devices are incorporated into a system have not been
developed. These will need to be defined as part of the
VHSIC technology insertion programs for the VHSIC built-in
test to become effective.

2.4 IMPACT ON BIT DESIGN

There is increasing emphasis "on design for testability and
design of built-in test for =ilitary electronics. This is
becaugse of the high cost of maintaining equipment and an
increasing need for fault tolerant systenms. Currently,
about one third of the life cyclsa cost of a weapon
systen is expended on maintenance labor. This is likely to
increase 3ue to the increasing complexity of electronic
equipment and decreasing skills of maintenance technicians
unless effective test capability ocan be incorporated into
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slectronic equipment. Even with more effective BIT, more
skilled technicians will be required to interact with the
BIT. BIT should be designed to interface with the
technician in a way that .will allow him to improve his
diagnostic skills. Current interest in fault tolerant
design is a result of the need for high system
reliability to meet current and projected availability
requirements. An essential element of fault tolerance is

sonme form of accurate built=in test (including
replication of functional elements and voting). For these
reasons, design for testability and, in particular,
built-in test are being considered early in the concegt
definition phases of programs. The desicn for
testability process may be formalized with the releasc
of the proposed MIL-STD-2165, Testability Program for
£lactronic Systems and Equipment. This would help

establish testability as & design discipline similar to
reliability and maintainability.

The design technologies all .indicate an increased emphasis
in design for testability and the tools to provide it in
the design cycle. As such, BIT will becor : more effective
(greater fault coverage and less susceptibility to false
alarms) by becoming more sophisticated. The only
indication <contrary to the trend of increasing BIT
sophistication is the ©Pave Plllar approach, vwhich
distributes functions among replicated computing elements
along with multiple, redundant, high speed, serial data
buses (see section 2.1.4). This is however, an application
in a highly fault tolerant, highly integrated system
and not representative of all military electronics.

The concern for testability has not been fully reflected in
the design of integrated circuits. Newer, complex, off-
the-shelf integrated circuits have incorporated built-in
test primarily for testing during manufacturing not for
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usé in application of ¢the devices. There are some
exceptions such as parity checks or coding incorporated in
sonc memories, timing or error condition checks in some
processing devices and functional tests in some peripheral
devices (u.g. loop-back test for I/0 devices). For the most
part, built-in test is (and will continue to be)
implenented at the card, box and systen level. BIT may be
incorporated in some asemicuatom devices (gate arrays)
since some CAD systems have the capability to automatically
incorporate BIT, usually a form of scan technique.

Comprehensive implerantation of BIT at the integrated
circuit 1level is part of the VHSIC program. However,
before this capability can be used in a subsystem design,
BIT processor element: for control and mwonitoring of
results need to be developed. This would involve
standardization of chip-level BIT interfaces. In the
interim, because of the high level of integration of
components used in designs, BIT design will be
predominantly functional rather than component oriented.
That is, tests will be made to see that functions
(arithmetic, I/0) are performed rather than testing to
verify that individual gates are operational. Currently
this is often implemented as an allocation of part of the
processing capability of the equipment. With increasing
processing power available in microprocessors, nore
capability is being allocated to BIT. This will permit
incorporation of smart BIT concepts, including (1) more
storage of fajilure dqata, (2) evaluation of environmental
and operational conditicns, (3) {filtering of transient
faults and false alarms, and (4) isolating intermittent
faults to the frulty component. This, in turn, may lead to
incorporation of a separate BIT processor in equipment
designs and ultimately, perhaps, to a BIT proceasor
integrated circuit that includes these capabilities.
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3.0 TSV/TSCA TECHNIQUES

This section reports the results of a =survey of the

techniczal literature related +to BIT verification
techniques. The survey included articles from the following
journals:

a. IEEE Transactions on Computers,

b. IEEE Transactions on Reliability,

c. Journal of Digital Systems,

d. Computers & Electrical Enginsering,

e. IEEE Transactions on Circuits & Systems,
The survey also cocvered the proceedings of the following
confur.nceg:

a. International Symposium on Fauit-Tolerant

Computing

b. Reliability & Maintainability Symposiun

c. International Test Conference

d. Autotestcon

e. Compcom
as well as several national library data base searchas.
Overall, the review yielded a surprisingly small number of
references to BIT verification.

In addition to current Jjourrals, personal contacts at
major United States universities were made to identity
any BIT verification work which was unreported or in
progress. A major finding of these contacts was that no
BIT verification studies were currently included in
university research. However, several university
efforts are underway to develop new BIT systems, and
vhile they are not working in the area of BIT
verification, researchers at these universities
expressed great interest in the results of this BIT
veriftication study. Another (finding of these contacts
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is the conclusion that none of the new BIT systens
under development will cause a radical change in the
approach to BIT verification.

Personal contacts also were made with industry and
military organizations to determine what BIT verification
techniques are actually in-use or under development for
military electronics (and some commercial electronics)
that nay not have been described in publications. These
contacts indicate widespread use of Failure Modes and
Effects Analysis (FMEA) and simulation (both modeling and
physical fault ingsertion) for test system verification, but
little attention being paid to test system condition
assessment. The FMEA and simulation techniques vary from
very casual to very detailed use depending on the type of
program, the company, the personnel and the type ot
equipment being designed.

Figure 3-1 shows a Dbreak-down of the major BIT
verification techniques found in the 1literature search. A
summary description of each technique is also provided in
this section.

3.1 TSV TECH! QUES

Test System Verification (TSV) involves those BIT
verification approaches for both the aevaluation of BIT
systems during engineering development and for
qualification of BIT systems to verify compliance with
the testability requirements. They are formally applied at
the system and subsysten leval but may be used at all

levels of developnent. There Wwere four major types of
TSV techniques reported in the 1literature and confirmed by
the personal contacts: figures-of-merit, FMEA,

simulation, and statistical.
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3.1.1 Figures of Merit

A common approach to evaluation of BIT gystems -involves
the determination of the value of certain BIT Figures-of-
Merit (FOM) . This technique applies in the TSV
environmentqia'?979 RADC report (13) provides an excellent
review of é%e 2 various FOM's available. There has been
little change s’nce the report was published. The report
isolated 16 different, but in some cases related, BIT
FOM's:

a. Fraction of Faults Detected (FFD)

b. Fraction of False Alarms (FFA) :
c. Fraction of False Status Indications (FFSI)
d. Mean Fault Detection Time

e. Frequency of BIT Executions

f. Fault Isolation Resolution

g. Test Thoroughness

h. Fraction of Faults Isolated

i. Meaii Fault Isolation Time

J. Maintenance Personnel Skill Level

k. BIT Reliability

1. BIT Maintainability

m. BIT Availability

n. System Maintainability

o. System Availability

pP. Mean BIT Running Time

The avaluation of these sixteen possible FOM's included in
the RADC report indicated that BIT availability, BIT m=an
time to repair, fraction of faults detected, and fault
isolation resolution scored high on the evaluation
criteria of translatability, <trackability, demonstrat-
ability, applicability, and uniqueness. Two of these
FOM's (fraction of faults detected and fault isolation
resolution) have been used extensively as TSV measures,
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but they suffer from the problem of requiring either a
significant amount of operational data or use of complex
simulations to compute the FOM's. This makes then
difficult to calculate with a high degree of accuracy. The
1979 RADC report recommends verification of the FOM's by
field data collection or by demonstration as part of the
maintainability demonstration, except for FOM's, such as
time to test, which are verified by direct measurement. It
dces not address how the test results are obtained, but
discusses at length the statistical analysis for selecting
sample sizes and for assuring demonstrated results verify
the specified FOM. These statistical analyses can be used
as part of a test system verification technique.

3.1.2 Failure Modes and Effects Analysis

Failure Modes and Effects Analysis (FMEA) is widely
applied to Test System Verification. Tasar and Ohlef (14)
suggested the use of a statistical FMEA to determine the
fault coverage of a self testing program. They assumed a
single stuck-at fault model. After performing a standard
FMEA using the gate level model of the entire system (the
operating circuit and its BIT systems), they calculate a
reliability table which shows the probability of failure
of each test point. A criticality table which contains the
probability of undetectable failures is then constructed.
Using these two tables they calculate an overall BIT
coverage value. The method they propose requires prior
knowledge of the probability of all possible failures.

Kreuze (15) proposed an FMEA-derived BIT analysis scheme
which will:

a. Ensure that all known major failure modes have
been evaluated and are detectable and isolatable by
BIT.




b.

Provide a preliminary estimate of BIT fault
datection and isolation capability.

Establish second level BIT hardware
design requirements as the BIT sequence is
detailed.

Establish guidelines for BIT software development

Define operational Line Replaceable Unit (LRU)
interfacing requirements to facilitate BIT.

The flow chart which Kreuze uses to illustrate his FMEA
derived BIT analysis is shown in figure 3-2. He offers a
method to calculate the capability of the BIT system to
meet design requirements using:

where

$ faults detectable = (ffr/sfr) X 100%

% faults isolatable = (ifr/sfr) X 100%

ffr = sum of fault fail-'ve rates detected by BIT
ifr = sum of fault fajilure rates isolatable by BIT

sfr = sum of all failure rates

i

Kreuze illustrates the application of his technique by
applying it to a <typical digital Automatic Flight Control
System (AFCS) serve loop.
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Collett & Bachant (16) like KXreuze, propose a Failure
Modes, Effects, and Criticality Analysis (FMECA) for BIT
system verification. Using a functional level FMECA, they
suggest the implementation of the flow chart shown in
figure 3-3. The BIT plan is generated from the system
level failure modes analysis and then the entire system
including the BIT circuit is subjected to a FMECA. They
applied this methed to a number of designs at GTE Systens,
and it produced design changes that improved the ability
to meet BIT requirements.

3.1.3 Simuiation

Another approach to Test System Verification (TSV) of BIT
systems which, in our estimation, is used frequently yet
is rarely reported in the 1literature in this context, is
the use of simulation tools. The system operation,
including BIT, is modeled and simulated under various
fault conditions to determine its performance
characteristics. Benowitz, Ccalhoun and Lee (17)
estimated the effectivenass of BIT systems at Hughes
Aircraft using the Hughes SATGEN (Simulation and Test
Generation) program. They modeled the operational
system with its BIT and simulated all single stuck-at-l
and stuck-at-0 faults. Using this method they were able
to determine how many system faults the BIT system would
detact. In one circuit, for example, using simulation they
were able to determine that the BIT system could datect
89% of the simulated faults. Bastian, Hochwald and Suzuki
(18) utilized a similar technique to evaluate BIT
performance. However, they decided that rather thar
simulating all possible faults to determine the BIT fault
coverage they would gsnerate a sample of possible faults
and simulate this smaller set. The size of the sample set of
taults was determined to be 25 in order to be 95%
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confident that the BIT system could detect 90% of the
system faults. This method significantly reduced the
simulation time.

While fault simulation is a straightforward approach to
validating the fault detection capabilities of a BIT

systex, it invoives considerable time and expense to
simulate all possible faults. At this time, it is probably
the most common TSV approach. A recent improvement in

this technique, as reported by Bastian et al, seems to
overcome the simulation time expenses. However, the
assumption made in their statistical analysis (that the
number of faults detected is Dbinomially distributed)
has not been completely demonstrated as valid or fully
justitied.

3.1.4 Statistical

Another method of analyzing BIT performance involves the
application of statistical techniques. Most approaches
reported in the 1literature are designed to answer

questions such as:

a. What is the probability of a BIT system generating
a false alarm?

b. What 1is the probability of a BIT system mnissing
a fault?

¢. %What should be the time between BIT checks?

Two statistical techniques found in the 1literature
ara described below.
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3.1.4.1 Bayesian Analysis

One technique found in the 1literature is the application
of Bayes' formula. J. C. Malcolm (19) (20, has developed a
BIT <evaluation approarh using Bayes' Zcrmula. His
application of the formula to BIT evaluation is based on
the follow'ng model of the BIT tasting procass:

a. A system has two pessible states--faulty or
not faulty

b. A BIT test has two possible states--
positive (indicates a failure) or a negative (no
failure)

As a result there are four possible combined categories as
expressed in the following test truth table:

Test
System
Conditien Positive hlggam
Faulty Valid Resutt Missed Fault
Not Faulty I False Alarm Valid Result

A Bayesian analysis of ¢this truth table involves the
caiculation of the probabilities of an event belonging to
each of the categories given certain basic information.




For example, to calculate the probability P(F|T*) that the
aysten is faulty given a positive BIT test result (that
is, BIT claims it has detected a system fault), we would
use Bayes' formula as follows:

‘ L[]
PET ). O IP) PO _
© P(THF) -P(F+P(TIF) - P(F)

wvhere:

P(T* |F) = probability of a positive test result
given a fault

P(F) = probability of a fault

P(T*|F) = probability of a positive test result
given no fault (false alarm)

P(F) = probability of no fault

Also, the probability of a missed alarm, P(FIT"), (that
is, system 1is faulty but the test is negative) is given
by:

PT"IF)* P(F)
PTTIR): PR+PT ) PP

PFIT )= .

wvheras:

P(T" IF) = probability of a negative test
given a fault
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P(T"|F) = probability of a negative test
given no fault

To use the above formulas, .we need to know the probability
of a positive BIT test result given that the system is
faulty and the "a priori" probability of a system failure.

For example, assume that a BIT system is installed in a
circuit and it has been determined that the circuit has a
probability of failure of 1% (P(F) = .01). It has also
been determined that the BIT system has a 95% fault
coverage (P(TY|F) = .95) and has a specificity
(probability of false aiarm) of 1% (P(T* |F) = .01). Then
the probability that the system has actually failed given a
BIT alarm is:

(.25) (.01)

PFITY) =
(.85) (.01) + (.01) (.99)

= .4896

This illustrates a surprising result that Malcolm (19),
(20) discusses at some length. That is, that a BIT systenm
with a high degree of fault ccverage may still produce a
high percentage of incorrect results. A look at the effect
on the BIT false alarm rate of improving the reliability
of the system is shown in figure 3-4. As figura 3-4 shows,
the more reliable the system, P(F) approaches 0, the lower
the probability that the system is faulty when BIT
indicates a system failure. Therefore, the effectiveness
of BIT depends not only on coverage but also false alarn
rate and the reliability of the systemn.
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The other side of this Bayesian analysis is vhat is the
probability of a system being faulty and the BIT falling
to detect the error? Assuming the sane values as in the
first example the result is:

P(FIT-) - (.05) (.01)
(.05) (.01) + (.99) (.99)
- .00051

3.1.4.2 Markov Models

Another statistical approach to TSV is the use of a Markov
model to analyie the performance of a BIT system. Markov
models view the system as a series of states vhere a state
describes everything we need to know about the system at
any instant. The behavior of the system is modeled as a
series of transitions betwean states where the Markovian
assumption is that the probability of making a transition
to any state in the system depends only on the presently
occupied state. A good introduction to Markov models can
be found in the book by Ronald Howard (21).

Capt. Gleason proposed a measure of BIT performance called
BIT accuracy (22) based on a Markov model of BIT system
operaticn. His approach could lead to a TSV measure. He
assumes that the system with BIT is in one of four states:
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80, System functional; No false alara

8, Systea functional: False alarm

83: System nonfunctional; Detected
fallure

83, System nonfunctional: Undetected
failure

The transition between the states are represented by the
probabilities:

AHAAtszprobability of a false alara in
time period At

ApAl = probability of a detected failure in
time period At

AUAt = probability of an undetected failure
in time period At

The Markov model for this system is expressed in the state
diagram and transition matrix shown in figure 3-5. The
probabilities of the system occupying each state S0 to 83
as a function of time are derived from this model and are
given by:
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Gleason suggests that RIT accuracy is given by:

Pp (t; =P g ix) + Py (t)

A AT An+ A )t -( A+ Ap + Apa )t
e (Au*2p* Apa - +"D+ [M( U+ Ap + Apa ]
ut ot XA

That is, BIT is operating correctly when the system is
functional and there are no BIT false alarms or when the
BIT correctly identifies the fuilure of the system. The
other states, false alarm or undetected failure, indicated
that the BIT system has failed.
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This Markov model assumes knowledge of Apa, Ap and Ay
This information could be either based on experimental
results or derived from some other TSV technique.
Therefore, the Markov Model serves only as an analytical
extension of other possible TSV techniques.

3.2 TSCA TECHNIQUES

Test System Condition Assessment (TSCA) involves
determining the health of <the BIT system under operating
conditions and prior to maintenance. It is required at the
circuit carq, line replaceable unit and subsystem levels
to support depot level testing and at the subsystem and
system levels to support organizational 1level testing. 1In
addition, the necessary TSCA capability must be provided
at each level of hardware implementation to support the
next higher level of hardware assembly. The focus of this
‘study is toward TSCA implemented at the subsystem and
system levels. The TSCA problen is different from TSV in
that measurement of the testability parameters is no
longer required. In this case, the interest 1is in
determining if the BIT has sustained a failure affecting
its performance. There were two major approaches
identified in the literature search: the use of self-
checking checkers and fault insertion techniques.

3.2.1 Fault Insertion

A form of BIT self-verification involves the addition of a
forced failure mode into the system design. That is, the
BIT system generates simulated failures in the system.
Then the BIT goes <through its standard check-out routine.
If it detects the simulated failure then the BIT |is
agssumed to be operating correctly. If it fails to detect
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the simulated failure then the BIT has failed. This

‘technique is best suited for TSCA since it can be utilized

for self-verification of equipment in the field. Often,
the forced failures are simulated in software. However,
Ramirez (23) has suggested a simple hardware mechanism for
injecting the failure directly into the system. Such a
mechanism is shown in figure 3-6. It involves a simple
flip~flop which forces the multiplexer to select the
stuck-at input condition. The: BIT ¢then runs its normal
test sequence and if it fails to detect the forced failure
it flags itself as '"failed." Thesa flip-flop/multiplexer
units could be installed at several 1locations in the
clircuit.

Similar implementations of forced faillures are reported
elsewhere. For example. Siewiorek and Swarz (24) report
forced error conditions in the CPU and forced parity
errcrs in the memory of the DEC VAX 11/780 to test the
BIT. They also report fault injection capability,
implemented in both hardware and software in the Sperry
Univac 1100/60.

3.2.2 Self-Checking Checkers

Another method of TSCA for BIT involves the development of
Self-Checking BIT systems. Breuer (25) defines a totally
self-checking circuit as a c¢ircuit which is both fault
secure and es=lf testing. This is accomplished by
incorporating additional 1logic to encode the operation
and, if necessary to decoda the result. The following
definition of a fault secure circuit applies to circuits for
which a set of allowable outputs can be specified. An
output not in that set is termed invalid. For any input,
only one output from the allowable set is the correct
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output. A circuit is fault secure if, for any fault
and any allowable input, *he output is either (1) the
correct output (if the fault does not affect the specific
input) or (2) an invalid output. That is, a fault will
never produce an output that is an allowable output but is,
in fact, the wrong answer for the given input. A circuit
is self testing if for any fault there exists an
allowable code input which detects the fault. As the
definition indicates, totally self-checking checkers use
coded data so that an error forces a detectable, invalid

word at the output. A totally self-checking BIT system
which failed would produce only detectable invalid words at
the output, hence, its conditicn could always be

determined by the nature of its output.

There are a variety of codes in use in self testing
circuits. The wmost common and well known are the parity
type codes. Other codes include residue codes and group
codes. A review of the literature indicated a large
amount of theoretical work is currently being undertaken
to develop new coding systems for self-checking checkers.

In addition, there is some work raported in the
application of the self-checking approach to BIT. For
example, Fujiwara (2G) proposes a new kind of euror

checking scheme for use as a combinational cirzuit BIT
system called a ¢roup~parity prediction (GPP) checker.
The system 1is designed to monitor a multiple output
combinational 1logic circuit by partitioning the output
into several groups and calculating the parity of each
group. The calculated |par'ties are compared to the
parity predicted <£rom the inputs. It has been shown that
this method offers a high degree of fault coverage for
combinational 1logic circuits. In addition to detecting
failures in the monitored circuit, the GPP checker is also
self-testing with respect to any sing'e internal
failure. Fujiwara's example system demonstrated a 98.1%
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self-failure coverage 'and a 45,9% monitored systenm
fault coverage for an Arithmetic Logic Unit (ALU)
Controller.

Hughes, McCluskey & Lu (27) have developed a totally self-
checking comparator circuit which could be useful in a BIT
system that involved the monitoring of duplicated
circuits. Such a BIT approach would signal an error when
the duplicated circuits generated different outputs. A
totally self-checking comparator would also monitor itself
for internal errors and report them to the user.

Sievers and Avizienis (28) have developed a method to
design totally self-checkinyg functions in CMOS and NMOS
arrays called general logic structures (GLS). A GLS is a
two dimensional array much like a Programmed Logic Array
(PLA) only the GLS uses a k-out-of-2k code to achieve the
totally self-checking feature. They found that the GLS
NMOS array was totally self-checking, but the self-
checking attribute of the GLS CMOS array was sensitive to
the input patterns.

3.2.3 Other Techniques

While not directly reported in the 1literature, personal
discussions with engineers working in the area of BIT
design has lead to the identification of two additional
approaches to test system condition assessment. One method
involves BIT systems where a single processing element is
dedicated to a BIT function. Often such a processing
element will have self-checking software which performs a
diagnostic run when the BIT is powered up. An exanple
application is a microprocessor implementation of BIT
which acquires test data and evaluates the results to
determine the presence of failures. The self-checking
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program then would perform a checksur test of the memory
containing the BIT programs and & test ,of"read/writo
memory by writing test patterns into memory then reading
and verifying the test patterns. These tests verify the
integrity of the BIT function (i.e. the BIT programs) and
the operation of the microproceasor. Such an approach
provides a check of the BIT status prior to BIT usage.
This approach is linited to systems with BIT implemented
as a separate processing element.

Another method for TSCA is a simple fail-safe approach.
The output of the BIT system is initialized to a "“failure
detected" message prior to testing. The BIT system must
successfully complete testing then take a positive action
to change the "failure detected" message to a "no failure"
message. The result is a limited fail safe capability in
that in most cases of BIT failure, BIT will not be
successfully completed, the message will not be reset,
and the user will be notified of the failure. Of course,
the user will not be able to determine from the message if
the fajlure was in the BIT or the unit under test.
However, it does reduce the problem of BIT failing in a
mode that always indicates a "no failure" condition, so
that when a unit under test failure occurs, BIT does not
indicate the failure. An example is memory tested by a
parity circuit where the result 1is stored in a flip-flop.
At the start of a test the flip-flop is reset to zero and
on successful test is set to one. If it doesn't get set to
one, then either the memory is failed or the parity
checking circuit is not working. This approach is
applicable to any type of BIT system where the results are
stored in a flip-flop, a register or a memory location.
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4.0 TSV/TSCA IMPROVEMENTS INVESTIGATION

This section reports several suggested improvements to
surrent BIT verification techniques identified in the survey.
After an initial review, three of the improvements were
selected for further development. The details of these
developments are reported in sections 6 and 7. The specific
methods covered in this section are summarized in Table 4-1.

4.1 TSV TECHNIQUES

Additional FOM's can be derived by combining existing FOM's
in wvarious ways. An illustration based on Gleason's Markov
method is given below. However, major drawback to FOM's in
general 1is that no easy way is known for obtaining accurate
values for the parameters used to calculate them. Until more
progress in this direction is made, it is futile to pursue
FOM's any further.

FMEA and simulation techniques are also candidates for
improvement. Pogsible directions for development work to
improve these techniques are presented in the following
sections.

4.1.1 New Figures of Merit

A BIT Figqure-of-Merit cculd be used to provide a measure of
predicted BIT performance. As indicated in section 3.1.1,
FOMs have been developed for use as TSV measures. This
research effort briefly considered the possibility of
modifying several of these FOMs in order to produce a new TSV
technique. For example, the basic Markov model suggested by
Gleason (22) (see section 3) was analyzed further to produce
several new FOMs relating to various aspects of BIT
performance.
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One possible new FOM based on Gleason's mocdel was suggested
by the work of Spillman (29). Gleason's model of BIT systens
contains four states, two representing correctly operating
BIT and two representing fault states. Spillman's new FOM
represents the average amount of time the operating BIT
spends in the two correct states. It is determined by first
calculating the mean holding time for each of the two BIT
correct states and then averaging the two values. The mean
holding time is the average amount of time that the system is
in any given state. It is given by:

1
w(i) w(i)

where T, = mean holding time
W, = ¥ (probability of transition <from state i to
i state J)

Wi = 3 (probability of transition from state J to
i gtate i)

The naw FOM is the average of the mean holding times for the
two correct states so and s2 in Gleason's model. It is
defined as

A = (To + Tz)/2

1 [ 1 Wo 1 wa
-?[K in (z‘) *w—z in ('w-z")]

For example, consider a system in which the probability of
system failure over an hour period is .01, the BIT coverage
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is .99, the probability of falde alarm is .01 and the system
is alvays repaired if a failure is detected. Figure 4-1
shows the state diagram and transition matrix for this
exanmple.

In this case,

Vo= ap t A+ A = .01+ .0099 + .0001 = .02

W = = .009

Ap 9
Then A = 1/2 [ 1n (g5 ) + 1n (.0099)]
= 95.5 hours

As with the discussion of Markov models in section 3.4, the
probability of fault detection and the probability of a false
alarm need to be determined by other means.

Beaudry (30) has also suggested some performance reiated FOMs
that may be adapted for Glesason's Markov model. They
include:

(1) Computational Reliabilicy

(2) Computational Availability

(3) Mean Computations Before Fazilure
Computational reliability, R(t,T), is the probability that
the system will coryectly exscute a task of length T started
at time t. Computational availability is the average number
of computations the system will correctly execute in a given
time interval. The mean computationa before failure, MCBF,
is the averzge amount of computation available on the systenm
befora a failure. In terms of a BIT TSV technique, these
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1<( Mgar A D+ A y)

Ay = (1-99) (01)
= 0001

A FA ™ .01

1-(*ra+Prpedry) . *o My
Transition 0 1 0 0
Matrix 1 0 0 0
0 0 0 1

-

Figure 4-1 State Diagram and Transition Matrix
for Example of Moditied Gleason FOM
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three measures could be interperted as BIT reliability, BIT
availability, and the mean number of correct BIT decisions
before a failure. All three of these measures emphasize the
performance of a BIT system over time rather than the
presence or absence of errors as in Gleason's model.

After a preliminary investigation it was determined that a
BIT Figure-of-Merit approach would not provide an gffective
TSV technique. Before Gleason's model of BIT pexiormance can
be used to generate an FOM, the exact values of the
transition rates between the four BIT states must be known.
There are no known methods to accurately calculate these
rates. They can be estimated to queationable degrees of
accuracy from operational data. However, such aestimates
require long-term observation of the working system. Since
the FOM would be used as TSV measure, the working system may
not be available and if it is, the obsarvation time may be
excessive. As a result, further investigation of BIT FOMs as
possible TSV measures was discontinued.

4.1.2 Test Repetition Methods

If tha goal of a BIT system is to detoct intermittent faults,
it is necessary to allow the BIT system to apply its test
repetitively so that <the BIT will be operating when the
intermittent fault is activae. The problem from a TSV
perspective is to verify that the BIT does repeat itself
frequently enough to detect intermittent faults.

Spillman (40) has derived a formuia describing fault
behavior, from which the test repetition rate to detect
intermittent faults can be calculated. The formula is based



on the following two assumptions:

(1) Well-Behaved Faults
The assumption is made that the transition from a
fault-free state to a faulty state and the
transitions between faulty states ocour
inatantaneocusly.

(2) Sigual-Independent Faults
It is assumed that the occurrence of an intermittent
fault does not depend on the nature of the signals
in the circuit.

Both of these assumptions are commonly made to simplify the
study of interamittent faults and they both seena reasonable in
light of the observed behavior of intermittent faults. If
intermittent faults occur at rate A and disappear at rate .,
the prooability of a transition from m to n "active"
interaittent faults is given by cgjuation (1). N is the
maxiaum number of multiple "active" intermittent faults
allowed in the systea.

. . N
ST Lt FENIRY FLULLLING § __.W?___:L__] A (@)B) @) (1)
l(1- @ ) N+i1 I= 1-2a 'cosq',[N.n)*Q

where a = A\/u,
A = the birth rate for intermittent faults:;
4 = the death rate torl}gtermittent faults;
Bw =(A+m)t + 2t(Ap) cos(j=/[N+1]).

Aj(a)- sin(mj v /[N+1}) - «a 172 sin(j (»+l) m/[N+1])

Bj(a)' sin(nj 7 /[N+1]) - @ 1/ZSin(j(n*'l)ﬂ'/[N*l])
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When t - =, equation (1) becomes:

(1) an-N

A1-aN Y

Pan =P m = (2)

which represents the probability that the system evolves from
having m active faults at some time to a steady state
condition with n active faults. These expressions reduce to
the single fault case found in the literature when N = 1,

The test repetition rate, K, is given by equation (3):

log(1-CL p )
Km —u (3)
1-{2-P . (V)]p,
log 1-P,

where CI. is the confideace 1level for the decisiun "the
circuit nis fault-free" if it passes all K test applications,
and t' is the time between test applications. The derivation
of equation (3) can be found in reference (43). For example,
an engineer testing a circuit for intermittent faults may
want to be 99% confident (CLn = .99) of detecting a single
fault in a triple fault environment with A =.008 and u = 1.0.
First, equation (2) would be used to calculate P, = .00794.
If the test is avplied one second apart, P l(1) = ,36851 from
equation (1). The test repetition rate is found {rom (3):

log(.01)
" Tl0g(.99495)

= 909.61

The engineer would apply each test in the test set to the
circuit 910 times. If a fault is not detected then he would
Le 99% sure that the circuit is free of intermittent faults.




The test repetition rates produced by the model could serve
as a guide for determining BIT performance under intermittent
fault conditions. However, TSV approaches for permanént
faults need to be better undarstood before exploring
intermittent faults, so this concept was not pursued further.

4.1.3 Extensions of FMEA

The most popular Test System Verification method is Failure
Modes and Effects Analysis. However, its use for TSV suffers
from lack of standardized approaches and lack of accuracy.
RADC's Automated Advanced Matrix FMEA effort has attampted to
develop a system for automated FMEA with the objective of
standardizing the technique and reducing the cost through
automation. There is still need for additional work in the
BIT evaluation portions of the Automated FMEA. Better
identification of failure modes and their effects is still
needed, sespecially for VLSI and VHSIC devices. After a
preliminary investigation, it was determined that FMEA
approaches need additional improvements before they can be
adapted to a TSV techrique.

4.1.4 Advanced Simulations

Simulation techniques have the greatest potential to provide
accurate and econcmical test system verification. Simulation
has been used in the past for TSV and continues to be used
extensively in the design of integrated circuits. However,
its use for TSV at the subsystem level has become impractical
because of the increasing use of VLSI devices. Past
simulation techniques used gate level modeling, but for many
VISI parts the gate level models are n~t available. Also the




complexity of tcday's and future subsystems vould make gate
level simulation impractical. A significant amount of
computing resources would be reguired to test a reasonable
fault population. Suppliers of simulation hardware and
software have been addressing these problems, because the
size of VLSI devices is putting greater demands on simulation
capability. Advances arz needed to increase the size of the
system that can be modaled and to speed up the simulation.
These include methods ¢f simulating the independent effectis
of many faults at the same time, methods of renoving
equivalent faults from the fault set and the use of special
hardware accelerators. These hardware accelerators are
special-purpose computers designed to execute logic
simulations and can increase execution speed by several
orders of magnitude. A summary of the current state of the
art of logic and fault simulators is given in references (31)
and (33).

The above advances in simulation technoclogy do not however
address the problems of simulation at subsystem or circuit
module level. The most significant problem is the enormous
size of gate level descriptions of LSI and VLSI devices.

Two recent advances in simulation technology have potential
for resolving these problems. The first is the use of actual
hardware as part of the simulation and the second is the use
of behavioral simulation.

4.1.4.1 Hardware Simulation

This approach models portions of the circuit using gate level
simulation techniques and uses real hardware for the
remaining portions. The motivation for this is to be able to
simulate a subsystem or circuit module that consists of a
combination of custom logic and off-the-shelf LSI devices. A
diagram of this type of simulation system is shown in figure
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4-2. The simulation host interfaces to a couplex hardware
adapter and the hardware adapter allows the hardware devices
to interface to the rest of the simulation. The simulation
system specifies whether each pin operates as an input or
output or both. As the aimulation progresses, signals are
passed to ths  hardwars devices and are received from the
hardware devices. Wwhen performing fault siwmulation to
determine  test coverage, fauvlts are inserted in the logic
level simulation portion in the conventional manner, but
faults for the LSI and VLSI devices can only be inserted at
the interface pins of the hardware édaptar. Hence only

faults at the I/0 pins of the devices can be simulated not
faults internal to the device.

This permits simulation of a subsystem which includes the use
of LSI and VLSI devices to be developed with substantially
less effort than would be required if the LSI and VLSI
devices were modeled at the gate level.

SIMULATOR HOST SIMULATION

................................................

HARDWARE LSi
LEVEL

ADAPTER OR
SIMUALTION

VLS!

DEVICES

P Y . " I W

. . -, .-, ,-—--—--——o~---
R Y T I I I et it dh A i

- % . e e eeneneesen - mSes GG GnteaeecenETRwen®snne

Figure 4-2 Simulation Testbed Incorporating Hardware Elements
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4.1.4.2 Behavioral Lavel Simulation

There has been recent interest in development. of higher level
nodeling capability for use in the design of ILSI and VLSI
devices. This is because IC designers need a tool to easily
model 2 complex circuit early in the design cycle. Modeling
at a higher 1level allows the designer to make architecture
trades, check performance and permit parallel development of
associated hardware and software without mnodeling at the
detailed design level. Figure 4-3 illustrates the levels at
which electronic systems can bs represented and described.
It also shows samples of simulation tools applicable to the
various levels. There has been recent interest in developing
behavioral 1level simulators for the design of LSI and VLSI
devices. 734) (35).

Suppliers of simulation gystems are developing behavioral
level simulators to respond to the need. Most provide a
special purpose modeling language based on popular general
purpose programming languages such as C or Pascal, with an
increasing interest in Ada. The behavior model languages
need flexibility, but have to be structured for use by
designers who are not expert programmers or simulation
engine.rs. These behavioral 1level models can be integrated
with gate-level models for a complete model of a subsystem.

There is additional need for improvements to behavioral
simulation 1languages to address test system verification
needs. First, continued work is nesded in developing a
structure that is easily usable by design and systems
engineers. Second, a capability for modeling failure modes
(no longer definable at the gate level) in a realistic manner
is needed. This aids in understanding how various classes of
faults affect the behavior of a component, subsystem or
system.




Level Representation Description Representative
Domain Tools
System  Mamory| | Major Hardware SIMULA,
oY : and Software SIMSCRIPT
WISH Interfaces
Archi- Registers]] Instruction
tecture Control Level
ALU
) Bit-level 4
Register > # > Transfers Behavioral
Simulators
'y
Function - Boolean
— n Equations
. _ NAND, NOR \
Logic Gates TEGAS,
— LASAR
o 1 Electrical
Circuit _ | Network SPICE
T
[ 1 |
Device Diffusion SUPREM,
Characteristics SUPRA
| N
FIGURE 4-3 General Levels of Simulation (35)
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Related to the developnent of behavioral level simulators is
developnent of Hardware Deacription Languages (HDL). HDL's
are often based on general purpose languages such as C,
Pascal or Ada and are used to specify the design of hardware.
Key ealenents are: (1) specification at hierarchical levels
(2) specification independent of implementation (3) libraries
of part descriptions (4) companion simulators. As with
behavioral level simulators, a capability for modeling faults
needs to be developed for HDL's.

As part of task S5, new simulation techniques were
investigated. These included modeling devices and their
failures at a functional level higher than the gate level.
The results of this work are reported in section 6.

4.2 TSCA TECHNIQUES

This section identifies some possible new TSCA techniques
which have not been considered in the literature and provides
a short description of each.

4.2.1 Overlapping BIT

One possible method of monitoring BIT performance in the
field which does not have all the overhead of a simple
duplication technique would be to divide a circuit into
overlapping subsets and provide BIT for each subset. The
result would be similar to a duplication approach in that a
single BIT error message would have to be confirmed by other
BIT circuitry monitoring the subset. If there is an
inconsistent BIT respcnse then there is a failure in one of
the BIT systems. This method was investigated as part of
task 5. A full report on the use of this approach is in
section 7.
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4.2.2 Fuzzy Pattern Recognition Applicationa

Another method of TSCA which has not be repocrted in the
literature involves the application of pattern recognition
algorithms to classify the output data of the BIT system and
the circuit wunder <test to determine overall system
performance. The speculation was that by examining both the
BIT output and several parameters of the circuit under test,
it may be possible to classify the BIT performance.
Development of this approach would require the identification
of relevant BIT and system parameters to monitor as well as
generating test cases from which a classifier could be
constructed. Once completed the method could supply both BIT
information and data on the monitoraed parameters, whicn could
be used to determine both system performance and BIT
performance.

It was determined during this study that (1) this approach
required a complete understanding of all the operating
parameters of the specific BIT system as well as those of the
unit-under-test, preventing development of a general
approach, and (2) the computation time for the algorithms was
excessive. It was therefore not studied in further detail.

4.2.3 Fault Insertion

Fault insertion techniques for BIT evaluation have been
suggaested in the literature. However, the methods have not
been fully developed and rely on the use of a large number of
multiplexers which must be added to the design of the
unit-under-test. A new simpler fault insertion device was
developed and a complete fault insertion mechanism for TSCA
was designed. A full report on this approach is contained in
section 7.




5.0 TSV/TSCA Evaluation and Selection

This section provides the results of the TSV/TSCA evaluation
and selection task. The original plan for this task was to
select appropriate avaluation criteria and avaluate each of
the TSV and TESCA techniques against the criteria using an
evaluation matrix. Bacause of the diffcrences of the various
techniques and the interrelationship of the evaluation
criteria, the approach for <this task was modified as
described in this section.

5.1 Rejected Techniques

Over the course of the contract, several new techniques
considered for TSV or TSCA were rejected for further
development or evolved into other techniques. The following
is a 1list of these techniques and an explanation of why
effort on them was discontinued.

a. p-t Diagnosability Models (TSCA) = Investigation into
the application of p-t diagnosability models evolved
into development of the new TSCA technique
called overlapping BIT.

b. Self-checking Checkers (TSCA) - A variety of self-
checking checker approaches were reviewed as part of
task 2 and task 3. It was determined that it would
take a considerable effort to develop any new
self-checking checker system and it would |Dbe
applicable only to a narrow class of circuits.

c. Birth-Death Models (TSV) - This statistical procedure
was proposed for analysis of intermittent faults.




Work on evaluating BIT performance with respect ¢to
intermittent faults was de-emphasized (based on
customar direction) in favor of the primary
performance parameters of fault detection and fault
isolation.

Fault-Insertion Circuits for TSV = Incorporation of
circuitry to automatically insert faults for TSV
analysis in a manner similar to fault-insertion
circuits for TSCA was investigated. Although it had
the prospect of providing the same technigque for both
TSV and TSCA, the faults inserted for TSV could not
adequately represant the fault population without
substantial hardware overhead penalty.

Automatic Test Pattern Generators (TSV) - Automatic
test pattern generators produce <fault coverage
measuraes based on the test patterns generated. They
work well for combinational circuits but their
applicability to sequential circuits is limited. They
can only be used for subsystems containing VLSI
devices when detailed gate level rodels of the devices
are availabla.

Test Repetiticn Methods (TSV) - These are primarily
useful for detecting intermittent faults. They were
not pursued because work on intermittent faults was
de-emphasized based un customer direction.

Computational Reliability, Computational Availability
and Mean Computations Before Failure (TSV) -
Development of these new FOM's based on Markov Models
was discontinued based on customer direction.

Pattern Recognition for TSCA - This evolved into the
Pattern Recognition TSV method for analog circuits.




|

i. Symbolic Execution (TSV) = This method is similar ¢to
sinuleticn approaches. However, at its present stage
of development it requires extensive modeling of the
system to be evaluated in software. It has been
deternined that the software development would be
expensive and of limited usefulness.

j. Statistical Design Verification (TSV) - Since
complicated mathematical concepts are involved, it is
questionable whether the method c¢an be vsed on a
practical 1level. Extensive work wculd be required to
make this method applicable to the problem of BIT
verification.

k. Improvad FMEA (TSV) ~ Improvemsnts to FMEA to increase
the accuracy of BIT evaluations involve Dbetter
characterization of integrated circuit failure modes
and effects. Effort to pursue this would be far more
than required for improved simulation capability, and
the end result would nct be as accurate as with
simulation.

5.2 Evaluation Criteria

The first step in the evaluation process was to select the
evaluation criteria. This was done by generating a 1list of
possible criteria, then reducing tha 1list to those most
relevant to the selection. The criteria were then c¢rouped as
either qualitative or quantitative and whether they are
relevant to TSV or TSCA. Table 5-~1 1lists the evaluation
criteria and indicates their grouping. Note that most of the
criteria are common to both TSV and TSCA, but there are a few
tliat are applicable only to one or the other.
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TABLE 5-1 Evaluation Criteria

TSV TSCA

Q Benefits/acvantages Benefits/advantages
v Limitations/disadvantages Limitations/disadvantages
A Type of BIT Type of BIT
L State of developmant State of development
: Development risk Development risk
T Level of applicability Level of applicability
A Skill level requirements Skill level requirements
T Technology impact Technology impact
‘ Facility impact
v
E

Development & Development &

m<-4>-1-qz>co

acquisition cosls

Utilization costs

Confidence level

acquisition costs

Impact on operaticnal
system

Fault coverage




The following ia a brief description of each of the criteria.

Qualitative criterxia

Banetfits/advantages: strong points of <the TSV or TSCA
methodology.

Limitations/disadvantages: weak points of the TSV or TSCA
methodology.

Typs of BIT: kinds of BIT approach/es) the identified TSV
or TSCA methodology will sezve.

State of development: what needs to bae done to fully
develop the approach.

Development risk: level of risk involved in the
development of the new TSV or TSCA approach.

Level of applicability: hardware implementation level and
maintenance level at which ths TSV or TSCA approach is
useful.

Skill level requirements: for TSV, the skill requirements
of the exgineers and analysts using the system; for TSCA,
the training/skill requirements of maintenance personnel
using the syaten.

Technology impact: the economics and practicality of
implementing a T5V/TSCA approach, based on technology
trends.

Facility impact: special facilities required for TSV
approaches.

P P ——



Quantitativa Criteria

a. Development und acquisition costs: cost to fully develop
the identified TSV or TSCA approach; 1likely acquisition
cost impact.

b. Uc.lization costs for TSV approaches: cost to a
developnent program to use the TSV approach as a
verification tool.

c. Impact on the operational system: how the TSCA systenm
will change the weight, complexity, volume or other
design characteristics of the operational system.

d. Confidence 1level (TSV): degree of confidence that the
verification results will match the actual performance.

e. Fault coverage (TSCA): The probability that a failure in
a BIT system will be detected.

5.3 Evaluation

TSV and TSCA technique options remaining after the initial
filtering are shown in Table 5-2.

The final evaluation started by assessing each technique with
respect to the individual evaluation criteria. TSV and TSCA
techniques were examined separately. Tables 5-3, 5-4
summarize the evaluation comments for TSV and TSCA,
respectively.

Once the evaluations against individual criteria were
completed, it was necessary to develop an overall comparison
measure combining the multiple criteria. Several approaches
were considered. The initial evaluation approach was to use
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TABLE 5-2 Options Remaining Afte ‘al Filtering

Test Systam Verification Test System Cendition
Assessment

Figures of Merit (FOM) Salf-Chacking Circuiits

Faillure Modes and Effects Fault Insertion

Analysis (FMEA)

Simulation Overlabping BIT
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Pattern Recognition
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a matrix comparison. This would be done by weighting each
criterion and acoring each option againat each criteriorn.
The total sum of weighted scores would then be compared.
Bacause of the large number of —criteria and their
interrelationships anothar technique was investigatsd. This
technique utilized an automated' decision making computer
program which had been successfully used by TRW to gvaluate
and select a high speed bus protocol tor the Multibus
Avionics Architnctur. Vesign Study (41). The autumated
decision making compu*er program has a valid mathematical
basis and is easy to irplement. One of its atrengths is that
it handles the interrelatiocnships of the evaluation criteria
in a simplified pair-wise comparison. It also provides =z
neasure of the intagrity and consistency of the pair-wise
comparisons.

As the evaluation progressed, it became apparent the
evaluation methodologies were not working because cf the
substantial diffarences blketween the TSV and TSCA techniques
being evaluated and the interreiationships of the evaluation
criteria. As a result a simplilied approach was taken. This
approach was to evaluate the remaining altsrnativus only for
certuin key criteria. Thia reduced the number or evaluatica
criteria involvedq, eliminated additional candidates and
simplified evaluation of th¢ remaining techniques. The
following describes the results of that evaluatioun.

Teost Svsten Verjification

The altesnatives evaluated for TSV were:
a. Figures of Merit (FOM)
b. Failure Modes and Effects aAnalysis (FMEA)
c. Simulation
d. Pattern Recognition
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The FOX approach was rmled out because nuv JFON's are
undesirakle (aew rtandards for specification would nesd to be
implenented), and they still rely on scas asthod for
determining the underlying performance paramsters (e.g. fault
detection rate). Tue pattern recognition approach wvas ruled
~ut because ol its applicibility bLeing 1limited to analog
circuits. - This narroved the evaluation ¢to the FMEA and
simulation spproaches.

The current FMEA approach raquires no cubstantial development
and is easy to use, but is inaccurate. Adequate improvements
te the FMEA approach are impractical. They would raqaire a
nechanism of determining failure nzdes of IC's, what the
etfects arxe, and how they are detacted. This would ne more
complicated than developing the simulation. Current
simulation capability is inadequate for subsystem level TSV.
Improvements to simulation capability would provide a
prrctical, accurate TSV tool, but there is some developmant
risk. The real trade is between current FMEA approuch and
improvenents t» simuiation. Since an ascurate metiod vas
ragquirad, the FMEA approach was unaccepcable. It was decided
that the best option was to proceed with the developnent of
ixprovements to the usimulation capability to provide for
accurate subsystem level TSV.

Teat System Condition Arsessment
The alternatives cv:luated for TSCA wi.re:
a. Self-Checking Circuits

b. Fault Insertion
c. Overlrpping BIT

8$-13




The a:lf-checking circuits approach was ruled out because of
the limited applicability of any particular implementation.
This narrowed the evaluation to fault insertion and
overlapping BIT.

Fault insertion provides a lesser capability than overlapping
BIT but does not require additional development other than
generating a handbook of techniques and involves minimal
additional BIT overhead. Overlapping BIT provides high
parformance capability but requires more BIT overhead than
fault insertion and involves additional development risk.
Devalopment of overlapping BIT is recommended, and bDoth
approaches should be documented. The approach salected for a
particulay application will depend on its requiraments. An
application with frequent maintenance, BIT overhead
limitations or reduced fault covaraye requirements c n use
faulit insertion. An application with infrequent wmaintenance
and reguiring high BIT performance can use overlapping BIT.

Summary

It was recommended that improveamentr tc simulation capability
be developed for TSV, and overlapping BIT be Adeveloped for
TSCA. In addition, tae various fault insertion applicaticns
should be documentsed.
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6.0 TSV INPROVEMENT DETAILS AND SPECIFICATIONS

As discussed in chapter 8, the evaluation of techniques for

. Test System Verification 1led to the oconclusion that

simulation techniques, in particular behavioral 1lavel
simnulation, showed the best pronise for evolution toward a
practical, consistent, usable method for TSV. In the TSV
portion of Task S, these technigues were investigated further
to try to validate these conclusions by analysis and to
deternine what kinds of impruvements were necessary. This
chapter describes the details of this analysis and includes a
specification for use of simulation as an effective TSV tool.

A review of work on behavioral or avchitectural 1level
simulation at the systen level revealed faw relevant papers,
but the work of two groups seemed particularly appropriate.
One was the group at the University of Illinois, led by Jacod
Abraham, and the other was a group at AT&T Engineering
Research lLaboratoriea. Both groups had published papers on
functional fault modeling of aicroprocessors and had used
this technique in conjunction with architectural 1level
microprocessor simulation. 7The analysis performed in this
task extended this work to a simple computer system
consisting of a microprocessor, RAM, ROM, and I/O. BIT was
added to the syatem model anC a conventional fault simulator
on a CAE workstation environment was run to estimate BIT
coverage. Section 6.1 dicusses the methodology for using

functional fault modeling for TSV. Section 6.2 provides the
details of the modeling performed on the contract, covering
the example system wodel (6.2.1), BIT design (6.2.2), fault
model (6.2.3), simulation environment (6.2.4), and the
results of the simulation run (6.2.5). Section 6.3 discusses
key issues surrounding use of these techniques.  Finally
section 6.4 contains a specification for the development and




use of arclitectural fault simulation for TSV at the systea
and LRU level.

6.1 Nethodology

The cbjective in architectural level functional nmnodeling is
to develop system and BIT models consisting of high level
building block eleaments and their interconnections. BIT
effectivenesa is measured by inserting funotional faults into
the system and checking to see if the BIT model can detect
them. A fault simulator which can handle functional nodels
is used to trace propagation of the faults through the
systen. This methodology is not limited to veritication at
the end of the design cycle; it can be used at any point in
the design cycle, with the'level of detail in the model
limited by how much is known about the design at each phase.
A key requirement for this procedure to be a real check on
the deuign is that the development of the mnodels and
selection of the list of faults to be simulated be done by
analysts worlhing independently of the the design team. The
following discussion provides more details on the types of
models and faults utilized and on the procedural aspects of
this methodology.

To develop the model, the unit under test is functionally
decomposed into a complete set of building blocks that
represent data processing, storage and communications
elenments, plus any hardwired 1logic and interfacing in the
systex. Each element in the model is characterised in terms
of the information it receives, processas and transaits.
Included in the description are: (1) locations for Jata
storage, such as registers in mnicroprocessci s and memory
cells, (2) functions fo: obtaining or transmitting data, such
as read or write instructions, (3) functions for processing
data, such as arithmetic or logical instructions, and (4)
control and timing functions. The BIT system whose design is
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to be varified is modeled in the same manner. If a hardware
comparator is used, for eample, then the model will include
& ccapare function. 1In addition, an intersconnection model is
developed to describe data transfers between the various
building blocks. The 1level nf detail in thess models may
vary considerably from case to case, depending on the type of
system, portion of the design cycle at vhich varification is
being performed and requirements of the simulator being used.
To perfora fault insertion in the modelod system, a list of
functional faults for each element ol the systea must be
assembled. The types of faults in this 1list include (1)
incorrect operations, including substitution of one operation
for another, 20 operation performed or two operations
combined, (2) fetching data from or transaitting data to the
wrong pliace, such as a read froa a different lccation than
requested, and (3) control ox timing faults.

Simulation software, capable of (1) representing such a
systeam in the computer and (2) exercising fault models, Leeds
to be provided. This software may already have models of
various system primitives or even the building block slements
themselves. Alternatively these nodela may have to be
developed by the analysts vorkinﬁ on the partiocular system.
Ultimately, having a widely usadble 1library of primitive
nodels available is highly desirable. Commercial simulators
are available to provide this capability, but many of them
curreantly run on workstations and do not provide the spead
required to do this analysis in a reasonable time. This
issue is discussed further in section 6.3.

To evaluate the performance of the BIT, BlT coverage is
calculated by cxercising the model with aach fault in the
fault list, dstermining whether or not BIT detects the fault,
and computing the ratio of faults detected to total faults
utilized.

6=3
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PFigure 6-=1 illustrates how this methodology can be put into
practice. The designers provide design details ¢to a
simulation analyst and @# test unalyat. PFirst the test
analyst indeperdently reviews the desigr. and develops a 1list
of potential faults in the system. The simulation analyst
then (1) decides on the functional decomposition of the
aystam, (2) develops mnodels of the building blocks and
interconnections, and (3) davelops functicnal models of the
faults in the fault list devaloped by the test analyst. The
test analyst then (1) selects a subset of the fault 1list ¢to
use for fault insertion, (2) runs the simulation, (3)
analyses the results, and (4) provides feedback to the
desigrer(s) i the design fails to meet specifications or if
unusual behavior is detected.

The key assumption being made hera is that fault coverage,
vhel computed using data from a functional model, will
accurataly represent the physical behavior of the dGelivered
system. The example systean discursed in section 6.2 was
davelopad to test this hypothesis in a single case., PFuture
work that needs to be done prior to any widespread
utilization of thia concept includes validation, such as
running a complete model of a real system and comparing with
field data, or comparing architectural level and gate level
nodels of a reasonably complex systenm.

6.2 Architectural Simulation Test Case

To deternine the feasibility of uasing behavioral 1level
simulation for  <calculating BIT coverage, an exanmple
consisting of a sinple computer system was analyszsed with a
conventional fault simulator running in a workstation
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environmant. The system modeled in the tes: example included
a processor, ROM. RAM and I/0. A 16-bit information bus
(address, data) allowed commurication between the various
modules.

6.2.1 Exanple System and Modsl

The following discussion of the exampls system covers the
system elements and how they ware modaled, along with some
details on how the operation of the system was modeled.

6.2.1.1 Description uof System Model Elements

The simulated prucessor was based on the Fairchilda F9450.
Its instruction set included a subset of the MIL-STD-1750A
instruction set and contained one hundred sixty three
opcodes. MIL-STD-1750A floating point operations and some
executive control functions were nct included. The processor
executed NOPs (no operation) if an illegal opcode was
received.

ROM contained 61 16-bit words starting at addresa 0000 hex
and contained only the assembled BIT routines that were to pe
tested by this exercise. Data and address buses had separate
inputs to the ROM. Not chip enable input NCE was pulled low
during a read cycle.

RAM contained 4096 l6-bit words starting at address 4000 hex.
Input and output lines were the same as the ROM model with an
additional RNW (revad and write) 1line <controlling the
direction of data flow.

The I/O0 model contained two 16-bit ports starting at address
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CO00 hex. One port was an output port and one port was an
input port. All control lines were the samc as the RAM, with
the RNV line selecting the input or output port.

Each module hac a fault clock input which could be activated
during simulation to insert f=ults into that module.

Since both addresses and data were carried on the same
information bus, it was necessary to add an address latch to
the model to retain the address generated during an
addressing operation so the peripherals were properly
addressed during the ensuling data clock cycle(s).

For data to pass between the processor and its peripherals in
a normal manner using the simulation software selected, the
operation of address, data, and contxol 1lines had to be
modeled in more detail than by 3just specifying a data
transfer to or from a certain address. It was necessary to
indicate when the information bus carried data and to control
the latching of addresses. A processor strobe output (STRBA)
was used to perform these functions. Ona clock cycle was
required every time address lines were set, data was written,
or data was read. Once all operands necessary for the
execution of the reanding opcode had been loaded, all internal
functions of the processor were executed without any delay.

Oon power up the processor addresses ROM location 0000 ¢to
fetch its ¢first instruction. It then follows the logic
determined by the ROM instructions (correct or faulted) until
all instructions are executed.

In each module, if no internal register or memory location is
selected during a read cycle due to a fault, a word
consisting of all ones is used as data. 1If nc internal
register or memory location is selected during a write cycle
dus to a fault, no data is written anywhere. 1If more than




one internal register or memory lncation is selected during a
read cycle due to a fault, tha resulting AND of all selected
registers or memory locations is returned. If mors than one
'internal register or memory location is selected during a
writ. rgycle due to a fault, ‘the same data is written to all
registers or memory locations selected. '

6.2.2 Built-In Test Description

Built-In Test for the demonstration system consisted of a
series of off-line self-test routines. The BIT rcutines
included a checksum test on the ROM area of mémory, a
checkerboard write/read check of RAM, and a,wrapéaround check
of the I/O ports (cutput port driving the input port).

A BIT module was added to the simulation to report the result
(pass or fail) of the WIT tests. This module simply consists
of a latch which ls activated when data is sent to address
8000 hex upon detection of an error. This latch is reset at

the beginning of each simulation cycle in which a new fault
was introduced.

The BIT module also monitors the address bus. A write ¢to
address 8600 indicates that a BIT routine internal to the
processor has failed. If 8000 is accessed, the BIT module
cutput will latch to a logic one.

6.2.”7%.1 ROM Checksum Routine

In this routine, all the (unsigned) values of ROM are added
together and the result is compared with the known, good
result. After resetting the accumulator, the checksum
routine starts by setting a pointer to the highest ROM
address and adding the ROM data at that location to the




" accumulator. The pointer is then dJecramented and the

addition is repeated until the pointer reaches address 0000.
The data in the accumulator is then compared to a good
checksum (stored in the next ROM location beyond the data
tested). If they are riot equal, accumulator value is written
to address 8000. This latches the BIT output and also makes

the calculated checksum available for troubleshooting
purposes.

6.2.2.2 RAM Checkerboard Routine

The checkerboard routine consists of successive
write-then-read and compare cperations across all of the RAM.
It starts by writing AAAA to the top address in RAM. It then
reads back data from the address just written. If there is a
difference, address 8000 is written to latch the BIT output.
If no error is fduﬁa, the routine continues by writing and
trying to read 5555 at the same address. If there is still
no error, an address pcinter is decremented and the
write/read tests are run on the next lower address. This
repeats until the lowest address of RAM is tested or an error
has been detected. AAAA and 5555 are used as complementary
patterns of zlternating zaros and ones.

As can be seen from the test results, the checkerboard
routine was not a good BIT technique for RAM. A parity test
would be a better BIT candidate.

6.2.2.3 I/0 Wrap-around Routine

The idea behind the wrap-around test is to provide swltches
at the external interfaces that allow inputs to be connected
to outputs for testing. In the simulation model, the output
port i% connected to the input port during the I/O test. A
write-then-read test is performed, first with AAAA, then with
5555, In each case the value is written then read. If the
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value read Sack is not the same as the original value,
address 8000 is written to latch the BIT error output.

6.2.2.4 General Commentsa

Oohnly a limited number of registers and instructions were to
be faulted in the demonatration, ®s0 no explicit +test of
_registers or instructions was made. The above routines were
used to indirectly test registers and instructions. This
resulted in all except four of the registers being used in
the above taats.

The fault simulation run on the demonstration system was
performed using a logic simulator. The behavioral level
mcdels wera develcped to include a fault clock input. By
forcing N transitions at this input the model would modify
its behavior to simulate the Nth fault in a 1list of faults
was activated. The net effect of this procedure was the
ruuning of a serial fault simulation. The advantage gained
by using this procedure was the ability to describe faults at
a functional level and not merely as stuck-at faults that are
commonly found in gate 1level fault simulators. The main
disadvantage of this procedure is the fact that serial <fault
simulation requires a large amourt of compucation time.

6.2.3 Fault Model Descripticn

The processor was faulted using stuck-ats on ontput lines,
improperly decoding registers, and improperly decoding
instructions. Improper decoding of registers iscluded using
an incorrect register, no register, cr using the AND of a
correct register and an incorrect register. When mcie than
one regiuter was used as a source the data from the sclected
registers was ANDed. Whsn mcre than one ragister is a
destination, data was sent to Loth. Improper decoding of
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instructions was modeled as using an incorrect instruction or
using no inatrusction.

Fault models for the I/0, ROM, and RAN modules wire siailar
to the prozessor fault mnodel. Incorrect decouine of
addresses in the memory modules is analogous to iegister
decoding errors in the processor. Stuck-at faults at the
output pins of both the memory and I/0 modules were used as
well.

Tining estimat:s made it clear that the simulator used for
this demonstration is much too slow to be practical for a
large scale simulation. For this reason, unly a sampling of
the described faults were actually simulated. The actual
faults simulated for the processor include:
(1) incorrect decoding of three registers (1, 5, and 12)
(2) incorrect decoding of the add and subtract opcodes
(3) stuck-at faults on the information bus, STRBA, STRBD,
and RW lines
Stuck-at faults were applied to the data bus of the I/0, RAN,
and ROM modules. In the ROM and RAM models, faulty decoding
of 50 addresses consisted of pointing to a neighboring
location.

After the subset of the total fault set was selected to be
run for tha system, a 1list of the selected faults was
compiled as input to the simulatlion run. The simulator was
set up to run through each fault in the list until all of the
faults had been simulated. A fault list pointer for each
module provided the mechanism to activate the faults one at a
time, using the fault clock input pins in the precessor, 1/0,
ROM, and RAM modules.
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6.2.4 Simulation Software Model Description

The simulator used for this test is an event driven
simulator. When an input to a modeled lavice changes, the
simulator calls a software procedure to determine what cffasct
the change of input should have on the output of the modeled
device.

For example, Iif an OR gate input changad from & one to a
zero, the simulator would call a procedure that modeled OR
gates. The procedure would determine the other inputs to the
OR gate. If they were all zero, it would schedule a zero to
appear at the output of the NR gate after the "roper
propagation delay time. With ary cother input equal to one,
no action would be takan to change the cutput. Had the input
gone from a zero to a one, the procedure would have checked
the present output. If the presant output wvas a s3ero, an
output of one would be scheduled aiter the proper propagation

delay. If the prasent output wvas one, no action would be
taken. ‘

OR gates, .nverters, and latches avre 2ll example3a of
primnitives for which the simulator has predefined procedures.
The term primitive indicates that the device modeled is not
made up of other lower level device nodels but is the lowest
level model. In the systems we modeled, the procewsor, I1/0,
RAN, ROM, and BIT mndels are all primitive modals. They zre
not made up of lower leval models. However, their models are
procedures defined by the ucer of the simulator.

6.2.4.1 Processor Modsl Proraedures
The processor proacedurc takes action when the CLK or

FAULT _CLK input pins go high. All other input pins to the
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procecsor are read at appropriate times hut do not <irectly
uffect proiessor outputs whonever they chang :.

When FAULT _CLX ¢goas high, a fault counter is incremented.
This fault zountezr is accesasd during normal cirulation of
the processor to detevrmine if a fault is activated (if tha
procassor's control procedure shoulc be ncdifiad). No other

action is initiated by the FAULT_CLK input.

When LK goes high, one o2 two subprocedurec is called. 1If
an instruction is net in the process of being loaded through
the informa‘tion bus, thon the decode inuiruction subprocedure
is called. Otherwise ths load next instruction gubprocedure
is called.

Several counters are used tc keep track of the loading of an
instruction. One counter keeps track of which word of the
instruction is being loaded. The other keeps track of which
pori:ion of the read cycle the processor ie in (addressing of
memory or reading of data;.

When CLK goes high after an instruction has been completely
loaded the dac~de instruction subprocedure is called. The
ducoding of instructions is accomplished by a series of case
gstatements that eventually call one of 67 subprocedures (one
for each of the 66 instructions implemented, regardlesa of
addressing modes, and one for handling illegal instructions).
The instruction is executed after being decoded. If an
extearnal write is required, councers are used to keep track
of the write cycle in the same u.nner as in the axternal read
cycle.

only one output chai.je occurs as a result of each positive
transition on the CLK input. In a read cycle the first ~CLX
transition causes address l.nos to be set and the STRBA line
to go high. The second clock allows the data on the
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information Y»us ¢to be read by the processor. The counters
descriked in the proceeding paragraphs are coritical to
controlling the read and write cycles that aextand over
several CLX transitions. These counters control the fiow
within “hs external read and write tubprocedures.

Faulting subprocedures are accessed in»ncvaral places. After

an instruction is loaded, a subprocedure is called to fault

that instruction if the fault ocounter indicates that the
instructian 3just read should be faulted. I a fault should
occur, the correct instruction is replaced by an incorrect
instruction and the mudel continues operation, siuulating the
incorrect instruction.

Similarly, when a. register is to he accessad for u read or
write oparation, a register faulting subprocedure is called.
It the fault counter indicates that the register should be
faulted, the subprocedure will replace the corruct reyister
with an incorract register.

Output 1lines ure iaulted by checking the fault counter and
masking the output data with stuck-at lows or stuck-at highs
as required.

6.2.4.2 Peripheral Model Procedures

The procedures for the ROM, RAM, I,/0, and EIT aru essantially
the same. They are all modeled to operate as mawory devicaes.
The I/0 model is differenc in that it reads and writes to
output portu instead of memory locetions. The BIT model has
an output that will latch high if written. The BIT also has
a reset input that the other wodels do not. The ROM model
cannot be uritten o and ..as lts nmemory locations predefined.
In every other sense these models are the same.
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The FAULT CLK input performs the same function in these
nodels as in the processor aocdel. For every positive
transition the fault counter is inoremented YNo other action
is initiated by the PFAULT_ CLK input.

A change on any other input lina will cause a logging of the
time that the input changed. This will be used to verify
setup and holl times. It'actup and hold tiaez are violated,
an error message is printed. A main control subprocedure is
then called. Ths current stite of sach input is determined.
Based on the inputs, the data linas are either tri-stated,
read, or written.

Faulting subprocedures are used in the same manner as in the
prouvessor mcdel. Before output lines ars driven, the fault
counter is checked and output lines are masked with stuck-at
lows or stuck-at highs if required. When reading or writing
a nemory location, a faulting subprocedure similar to the
processor's register faulting subprnocedure is called. If the
fault counter indicates that the correct address should be
faulted, an incorrect address is returned and used in place
of the correct address.

6.2.5 Results

The intent of the analysis was to compare the results of the
simulation run with the coverage value predicted for a design
of this type by a designer with extensive experience with BIT
designs for computer systems. Table 6-1 shows the test
performed and the predicted coverago value for each systen
element, the expected contribution to the overall failure
rate of the elenment, and the total fault detection rate
expected for the system. Since there were soame discrepancies
between the types of LIT tests for which predictions were
made and tests run in the simulation, comparison on the
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Type of

BIT Teat Eailyre Late Covarags

Parity
Checl.aun

Inatruction
Test

Loop Back
& Watchliog
Timer

BIT Coverage Predictions

Cortribation to fault

208 11
s0% 998
10% $0%
20% 9838

Predicted Nodule Fault Detecticn Rate = 97%
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overall system ievel was nct possible. Compariscons were made
on an element by elemant baasis, and these are summarized in
table 6-3. For the RON and the CPU, good agresnent was
obtajined. For the RAL and I/0, the tests used in the
predictions were not implemented or only partially
inplemented in the simulation model, 1leading to 1large
discrepancies in the results.

The gnod agreeaent for the ROM and CPU cases leads to
cptizism regarding the use of this methodology for TSV. It
also suggests that exercising a complete fault list may not
be necessary in all cases. A deeper urderstanding of how to
select fault subsets for different kinds of elementa and BIT
techniques is needed, as is additional validation work on
this nethodology in general.

6.3 Key Issues in using Behavioral Fault Simulation to Verity
BIT Coverage

In addition to the need to further validate this methodology,
several Important issues concerning its use and the potentiai
availability of applicable tools arose during the study.
These issues aind sone improvements in functional modeling
vhich would help resolve them are summarized in Table 6-3 and
discussed in more detail bhelow. The development of improved
beha. ioral simulation tools, along with better support
environnents for modcl development, will allow us to address
many of the issues raised above. Much of this will fall out
of progress which will be made in due time by commercial
software and hardware developers. Other items will requirs
added incentives to develop, as indicated in the discussion
that follows.
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Table €-2: BIT Coverage Comparisont
Simulation Results vs Predicted Values

55%

57.8%
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Parity test wvas
recomnended, but
wvrite-then-read
test was imple-
rented

Watchdog timer
was recommended,
but not imple-
nented. Intorma-
tion bus faults
cauvsed progranm
redirects which
wculd have been
caught by watch-
doy tinar,
yielding coverage
close to preadic-
tion




Table 6~3 .

Major issues

Issues and Inprovement Areas

Potential Improvements

Engineering effort
to develop models

Development of generic
functional models

Decoupling 2f functional
model and fault model

Simulation time
to run models

Use of supercomputers tc-
increase simulation speed

Usae of concurrent .ault
simulator

Extrapolation based on
simulation of a subset of
the complete fault set

Relationships between
physical, gate lavel
and architectural
level faults

Additional research on
correlating functional
and real world faults
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In our example, the functional models, written in Pascal,
took cne man-month to write. The models are not detailed in
the functions that they simulate. Testing of models was not
done in depth due to time cornstraints. It is estimated that
an actual system containing a MIL-STD 1750A processor, RAM,
ROM, I/O, and BIT would take six to twelve man-months to
properly model and completely test using current techniques.
Realistic models of more complex systems would take much
longer. This modeling time must be significantly reduced to
consider this a practical verification techrique. To improve
model development time, generic functional models should be
developed. A generic functional model for a processor would
allow for simple entry of device specific parameters such as
bus widths and instruction decoding. Compilation of the
generic models would then be used to eliminate unused
portions of model code and to optimize the speed of the
simulation of those models. Use of generic forms for comron
elements such as processors will reduce time to model and
test models by at least an order of magnitude. It is
expected that the industry will develop this for its own use
whether or not it is used in fault simulation.

In addition, study in the area of removing the fault model
completely from the behavioral model of the device is needed.
In this demonstration there was a tight coupling of the
functional model and the fault mnmodel. It would be more
desirable to define the functional faults separately from the
functivnal model of the device. The faults to be tested
should be defined at the timz of the simulation. Functional
faults could be defined within the generic functional models
and be activated randomly by the simulator. Defining faults
independently of the device modeled will ease the modeling
process substantially.

Speed of simulation is the largest problem faced. In thes




small system that was defined for thi: dewwonstration we were
able to define over 150,000 functional faults. Only a small
portion (673) of the possible functional faults were
simulated in our example. Actual simulation time wasa
approximately 3% hours at an effective rate of <twenty
simulated processor clock cycles per second. Simulation of
all defined faults would have taken approximately 2.9 million
hours using a serial fault simulator on a workstation. It
will be necessary to realize at 1least five orders of
magnituda improvement in simulation speed to make this
practical for more complex systems. Use of Tmainframe
supercomputers would improve this by two orders of magnitude.
Other areas where improvements can be made include (1)
identifying equivalent faults so only a select subset of
possible faults need be simulated and (2) implementing some
form of concurrent fault simulation. An architecture linking
a workstation environment for engineerinc model development
andi analysis post-processing to a supercomputer running the
fault simulations may have to be implemented to solve the
speed problem. The concern here is that only large
industries will be able to afferd these machines, 1limiting
use of these techniques.

Concurrent fault simulators only simulate areas of the
circuit that contain deviations from a fault-free simulatior.
Much less time is spent resimulating unaffected circuitry.
CHIEFS is a concurrent, hierarchical and extensikle fault
simulator presented by W. A. Rogers and J. A. Abraham at
the 1985 1Internztional Test Conference (39). CHIEFS uses a
detailed model whan simulating faulty sections of a circuit
and higher 1level functional descriptiors for unfaulted
sections of the circuit. While CHIEFS still requires gate
level descriptions of the circuits and is not directly
applicable to this project, its hierarchical approach to
simulation is an idea that should be incourporated in every
simulator. Investication is needed to determine whether
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cuncurrent fault simulation can be performed on behavioral
level models. This capability is less likely to be developed
in the near future by industry.

Another major area which needs resolution involves the
correlation of functional faults to real world faults and the
definition of fault coverage when measured using functional
faults. If the functional Jaults simuiated completely
describe the universe of real-world fault manifestations, and
a very high percentage is detected, then a very high
percentage of real-world faults will be detected. If 50
percent of the functional faults are detected, it is not yet
possible to claim any percentage of detec‘ion with certainty.
Further research, experimentation and analysis is needed to
establish relationships between physical faults, gate level
faults and functional faults, in order to come up with a
coverage formula at the architectural level that accurately
and consistently represents reality.

There is one other major consideration when using functional
fault simulation to verify the design of BIT. The BIT cannot
be verified when it runs concurrently with the system.
Simulation time would be astronomical if this were allowed.
This is not to say that the BIT itself cannot be a concurrent
BIT. If separate routines can be written and shown to
completely exercise the BIT as it would Lka exercised in
normal operation of the system, then using these routines to
verify BIT "offline" would be sufficient.. More confidence in
the test results would be gained if those routines used to
test the BIT were actually used as a startup self-test and
not relied on as operating the same as +the concurrent BIT
routines.
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6.4 Architectural Level Simulation for TSV:
Specification for Further Development

6.4.1 Objective

The objective of this specification is to scope future
development to resolve issues Tregarding the use of
architectural 1level/functional simulation as a practical and
. economical Teat System Verification (TSV) technique, -and to
& develop an architecture for implementing this technique.

6.4.2 Scope
This effort will invelve:

(1) Performance of validation tests for simple systems,
sufficient to instill confidence regarding the
correctness of the methodology and its utility in the
TSV process.

(2) Research into the relationships between physical gate
level and architectural level faults.

(3) Investigation into improvements to hierarchical,
concurrent fault simulators which have potential for
application to TsV.

(4) Specification of a computer system or systems for
implementing architectural 1level/functional simulation
as a practical TSV tool. This includes identificaticn
of both hardware and software that would need to ra
acquired, plus specification of any additional software
development required. The specification will also
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identify training requirements for system users. A
timeline for implementing an operational facility
utilizing such a system will be incorporated into the
document.

6.4.3 Background

The current effort surveyed approaches and technigues for
Test: System Verification whish. were in |use, under
developme:t., or proposed as of 1985. The objective was tc
identify techniques which were effective, accurate, practical
and economical, and to pursue initial improvements to the
methods which showed the most promise. As a result of the
techniques evaluation, architectural level/functional
simulation was salected as the TSV technique meriting further
investigation. An initial test case for a simple system was
developed and BIT coverage was computed using fault
simulation in a workstation environment. The results
compared favorably with coverage predictions by experts,
indicating potential for further development.

A number of issues wers raised by this analysis, including:
(1) the need to validata results
(2) how to select a subset of the total fault set to
provide a representative set of faults, based either
on
(a) knowledge of the relationships between
functional and physical faults, or
(b) statistical evidence on the frequency of

occenrrence for various fault types

(3) the need *o drive simulation time down by 5 orders
of magnitude
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This specification scopes an ReD effort oriented toward
providing ancvers to these issues.

—_

6.4.4 Tasks/Technical Requirements

The specified effort consists of four technical tasks plus
associated documentation and presentations.

1) Perform validation tests.
- Sclect two systems or subsystems as follows:

(2) a systsm for which gate level models are available.
(b) a system for wvhich fieid data on failure occurrences
and BIT coverage 2re available

This task involves developing an architectural
levas/functional mcdel of the aystem and comparing BIT
coverage obtainsd from architactural level fault simulation
with that obtainsl by gate lavel fault simulation in case (a)
and the field data in case ’‘b). The chosen systems shall be
representative of those in new military aprlications but be
simplia enough to permit modeling and simuirtion within 10
man-uonths for eaclt cass.

2) Perform research into the relationships between physical,
gate level and architectural level faults. The tasi consists
of two parta:
(a) Identify pvast and current research «fforts in this
area and summarize the key conclusions
(b) Determine cper arcas for rcsearch, identify promising
solutions, perform initial research leading to a long
range research pLlu:n




3) Devulop a methodology to allow accurate computation of BIT
coverage using a subser of the complete fault set (fault
subset) as input to a fault simulation. This included
determining:

(a) How to selact a nuitable fault subset (using classes
ot equivalent faults, or by identifying
representative faults for «certain <cslassez of
architectuces, structures or behaviors)

(k) algorithms for extrapclating total coverage from data
generated by a eimulation based on use of fault
subsats

4) Identify hierarchical, concuira.at fzult sirulators with
potential application to TJV. Identify improvements whici:
would mos#t 1likely allow achievement of ¢the TSV goals.
Perform initial resear~h on the wmost promising iaprovements.

5) Specify a computer system aru“itecture for irplementing
‘architectural level/funsticnal simulation as a practical TSV
procecire. The specification shall include both hardware and
software. For software extending currently available
capability a requirements 1level specification shall be
p-ovided. Both functional and perform-nce specifications for
the hardware shall be given.

) The results of the tasks described above shall be
)cumznted in technical reports and presentationas.
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6.5 Spscitication for Utilization of Archituctural Lavel
Sinuiation for Test System Veriiication.

6.5.1 ¢Scope

This specification develops the requirements for utilization
of behavioral level simulation for Test System Verification.
The objuctive of this technigque is to be abla to verify BIT
covaraga both during the dasign process and at its conclusion
by simulating 2 high level functional model of the unit under
test, its BIT (as designed) as well as modela of the fault
mechanisms expected in the design. The methodology is
covared in section 6.1 and will not Dbe reneated here.
References (36) to (39) are key papers on functiocnal modeling
and architectural simulation that would be useful background
for undertaking a TSV simulation task of this type.

6.5.2 Requiraments

The basic requirements for using behavioral level simulaticn
are outlined in the following sections. First, requirements
on the urit under test and the BIT to be verified are
covered. Then simulation tool requirements are discussed.
General and faul{ modeling requirements and implementation
raquiroments conclude the section.

6.5.2.1 Unit Under Test requirements
The principal requirement on the Unit Under Test is that it
is decomposable into building block elements, that functional

nodels of each element can be developed, and that models of
the interconnects between bhuilding blocks can be developed.
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§.%5.2.7 BIT reguirenents

There are no speciflic requiremeants on the typea of BIT for
vhich behavioral simulation can ba used. It nust be possible
£o model tha BIT as well as the WUT at tha functional leval.

6 3.2.3 Sinulation Tool Reqivaments

A simulation tool to be uced tor bohavioral siwmulation for
BIT'veriticaticp should have the following characterisatics.

l.' The simulation tool used shoull be a concurrent fault

2.

3.

‘simulator which

(a) Operates on hehavioval nodels
(b) Hancdles functicnal faults concurrently
(c) Runs on at least a 100 MIPS machine

The simulator must include the capability to activate
the faults necessary to complete sach fault simulation
vass. Dafinition of faults to be simulated should be
the responsinility of the aralyat, but the sottware
must activate faults at the pioper time.

A modeled proceusor system with 4K of RAM, 4K of ROM
and two I/0 porta should be able to execute systenm
code at a minizum effective rats of 200,000 clock
cycles per second. Effective rate is defined aas
(number of clock cycles for a good simulacion) times
{the numbar of faults simulated plus onae) divided by
(total time for complete fault simulation).
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4.

The modeling tools developed to support the siamulator
should allow a model of complexity similar to NIL-STD
1730A precessor to be modeled and tested in 100
manhours.

6.5.2.4 General modeling requirements

The analyst Adeveloping a behavioral model for use in Test
System Verification must set up the following items:

1.

3.

4.

A decomposition of the Unit Under Test (UYT) inte
functional blocks.

A hierarchical systea =model structure, including
procedures describing the Dbuhavior of systenm
components and a model of the intirconnects.
Bahavioral models of system components.

Inputs to Arive the selected simulation tool.

Stimuli to activate modeled faults during simulation.
Outputs in the xodels of individual blocks to irdicate
how the effects of internal element teatability are

rellected tu the rest: of the systen.

A mecans of monitoring BIT output to> determine if BIT
has detected an activated fault.

A calculotion to compute coverage as a ratio of farlts
detected to faults simuvlated.




6.5.2.3 Fault modeling requireaents

b

4.

L

runctional faults need to be defined.

Lists aust be developed in the moCel to define which
functions will fail due to faults (a list of opcodes
that will fail, for instance).

Lists nust be developed in the model to define which
functions will vyeriace the faulted function (for
exanple, this might be a list of aAaifferent opcodes
that should ;o executed instead of the faulted
opcodes) .

Behavioral models of faults in system components must
be developed.

Faulting routines need <t¢o ke included in the lowest
lavel procedures of the hierarchical structure. They
interpret the fault lists and change the function as
appropriate. For example, the access register and
deco”’s opcode proceduraa are twe of the low level
procedures that would include the faulting routinus
for a processor.

A fault pointer must be included in the model to
indicate the activated fault.

A mechanism for activating and simulating each fauvlt
must be included in the model.

A counter for tracking fault detections must be
includud in the model. This counter is incrimented
vhen the BiIT output of the faulted system differs trom
that of the unfaulted systea.
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6.3.2.¢ Implementation requirsments

1.

3.

Suitakle computer hardware for running the required
simulations must bhe available.

Designa for both the unit under test and its BIT must
be provided by the system designers.

Appropriate engineering atatf must be available to
develop and analyze the =models. The process of
developing the aystea and fault models will require an
analyst familiar with the aimulators being used. A
tast analyst must also be available to determine and
characterize faults that can occur in the unit under
test to select a subsat of the total fault set for
simulation and to analyse the results of the simulation
and their conseguences.
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7.0 TSA INPROVEMENT DETAIL3 AND SPECIFICATIONS

The svaluation of TSCA technigques (chapter 8) led to the
decision to investigate improvements to two techniques. fault
insertion and overlapping BIT. This chapter discusses the

analyses, dasigns and specifications resulting £rom that
investigation.

7.1 Overlapping 3IT

Overlapping BIT involves using redundant BIT elements or
segaents to provide self-4disgnosability four Test Systea
Condition Assesament. It applies to systems that can be
partitioned into disjoint subsets which can be tested
individually. To implament overlapping BIT, the Unit Under
Test (UUT) and BIT are both partitioned in such a way that
each subset of the UUT is tested by at least two BIT
segnents. With this arrangement, a failure in the unit under
test should generate failure indications in two BIT segmants.
It only one BIT segment indicsted a failure, then it can bhe
concluded that one of the BIT segments has failed and the
status of the UUT is unknown. This assumes there is a low
probability of multiple failures occurring simultaneously.
This method also provides isolation of the failure to a
particular UUT or BIT segment.

The investigation included: (1) designing an overlapping BIT
control system, including an interpreter circuit to analysze
the output from the individual BIT circuits, (2) identifying
potential applicaticns, and (3) developing a specification
for utilizing overlapping BIT. This section includes the
output of thase efforts. 7.1.1 defines thae overlapping BIT
concept and structure, 7.1.2 describes the control system and
interpreter circuit, 7.1.3 discusses exanmples and




applications, and 7.1.4 contains the specification for
overlapping BIT use.

7.1.1 Overlapping BIT concept and structura

Figure 7-1 illustrates the concept of overlapping BIT. In
the figure, sections Pl to P4 partition the UUT into four
subsets. Each pair of adjacent partitions is analyzed by a
BIT segment, with BIT4 covering the first and last partition.
Each BIT segment outputs a single status bit, which is 0 if
both covured partitions are fault free and 1 if a fault has
been detected. These status bits can be combined into a bit
stream which is sufficient to determine when a failure has
occurred, and whether the failure is in the BIT or the UUT.
Two consecutive 1's in the bit stream indicate a failure in
the UUT and isolate that failure to the partition common to
the two BIT segments. An isolated 1 indicates BIT failure
and its position indicates the faulty BIT segment.

7.1.2 Overlapping BIT Interpreter Circuit

The purpose of this circuit is to monitor a bit stream which
is the output of overlapping BIT segments and determine the
status of both the system and the ind_vidual BIT circuits.
This circuit will assume that only single BIT or system
failures occur. The design used in <this illustration is
intended to aid in evaluating the ultimate complexity of the
overlapping BIT. It was not intended to generate an optimal
circuit at this time. The bit stream is a series of binary
digits each of which represents the results of one of the
overlapping BIT circuits.
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The regquirements for the ovarlapping BIT interpreter circuit

are as follows: ‘

a. Detect isolated BIT error indications (SIT failures).

'b. Detect consecutive pairs of BIT error indications (system
failures;.

c. Isolate BIT failures.

d. 1Isolate system failures.

e. Operate on a bit stream of selectable size.

The inputs will be:

a. The overlapping BIT indicator bit stream (serial).

b. The number of bits in the bit stream (preprogrammegd).
c. A syncronization clock.

The outputs will be:
a. Indication of a BIT failure.
b. Indication of a sysitem failure

c. Identity of the BIT segwent or system partition containirg
the failure.

The major components of the BIT Interpreter are shown in the
block diagram in Figure 7-2. The COUNT SYSTEM block is
designed to keep track of which main system block is
currently being evaluated by the bit stream. It consists of
a simple counter and comparator circuit as shown in Figure
7-3. The BIT EVATLUATOR block looks at the bit stream for the
occurrence of the failure patterns where adjacent 1l's in the
bit stream indicate failure in a system partition and an
isolated 1 indicutes failure in a BIT segment. This circuit
is shown in Figure 7-4. The two flip/flops save the initial
two bits in the bit stream so that they may Le compared to
the final two bits since the overlap wraps zround the system.
The FAILURE DETECTOR of Figure 7-4 is a simple sequential
circuit which detects the twe patterns. 1Its state diagram
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and associited design documentation including the circuit are
shown in Figures 7-5, 7-6, 7-7, and 7-8. The FINAL CHICK
block is a simple combinational logic circuit which checks
for the same patterns in 3 bits ac shown in Figure 7-9 .

The control system consists of 3 flip/flopsA and a 3-to-8
i dacoder as shown in Figure 7-10. The operation of the
control systen is described by tha state disgram to the state
assignment shown in Figure 7-11. The maps which were used to
generate the next state dacoder ayastem are shown in Figure
7=-12.

7.1 . Application of Overlapping BIT

To assess the usefulness and practicality of ovexlapping BIT,

geveral classes of electronic systems and subsystems were
| examined to (1) determine tha extent of applicability of this
} concept, and (2) get insight into guidelines for how and when

to apply overlapping BIT. Three examples were identified as
‘ potential candidates which would not require massive redesign
: of the system or BIT:

(1) Application of overlapping BIT to a quad-redundant
serial data bus, by attaching a comparator to each
pair of data lines

(2) Partitioning of a 64 x 8 memory with parity on
overlapping segments

(3) Partitioning, in a manner similar to (1), multiple
analog 1lines between a controller and the subsystem
it controls.
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Figure 7-6 State Assignment and State Table

7-10




IN

Figure 7-7 State Map

7=11

N Rl 10
1 0 0
1 0 1
A
00 01 1 10
0 1 v 0
0 1 0
B




BIT
Stream

<

)
:

<)o

(\

A

Figure 7-8 Fallure Detector State Control Logic Diagram

7-12




MO0T XOIHD TV 6-L FHNOH

NEY=20
0 1 0 o |1
g

| 20
| 0 0 1 o |o
N NI
| v 04 i L0 00
|
| | NIE @ V)= 10
,w 1 0 1 0 1
m,
m_ 0 0 0 0 0
w or 11 10 00 gyn

I T T T ey

7~13



L w

R ) R
A 9 c
T I I
R
A B c
A [ c
!
8 ___ 58 4 T_L o
-
o |
CHECK SAVE
BIT 1 SAVE
BIT 0
COUNTUP

Figure 7-10 Control System Logic Diagram
7-14




Final Check

AB
\ 00 01 19 10
c

State Assignment

Figure 7-11 State Assignment

7-15




00 01 11 10

|
0 0 0 0 |
0 1 1 0
Dp=B
00 01 11 10
) 0 0 0
1 1 A¢B 0

Dp=A C+(A#B)B

00 01 11 10
START 0 0 e
i
1 1 1 0

Figure 7-12 Maps for Next State Decoder

7=16



|

i

F

In addition to these exanples, examination of the
relationship between Hamming codes and ovrrlapping BIT led to
a hybrid concept which provides self-checking for the entire
process of creating check bits, storing or transmitting data,
and decoding the aagﬁented data. This concept, called
overlapping Hamming code, is discussed in section 7.1.3.1.

The guidelines that were sought include:
(1) where to make partitions
{2) heow many partitions to use

(3) how to subdivide an entire system into subsystems,
each of which would have an independent ovarlapping
BIT structure

(4) types of BIT compatible or incompatible with
orerlapping BIT

(5) suitable implementation levels for overlapping BIT

Essentially, the only restriction to overlapping BIT
application that was found was that the system, or any
subsystems to which it is applied, musc have a regqular
structure which is conducive to partitioning, with some form
of BIT applicable to <the subszats in the partition.
Overlapping BIT is applicable to a variety of electronic
subsystems but must be implemented separately for each type.
For example, in a computer system, BIT must be implemented
separately for memory, I/O and within processors, since the
BTT <types applicable to each cubsystem are different.
Ancther conclusion was that unless overlapping BIT is
designed as an integral part of BIT, it is suitable only for




simple BIT types, such us parity or comparison. Overlapping
BIT is generally applicabvle to digital BIT at' both the
subsystem and IC 1levels, but has 1limited application to
analog BIT.

7.1.3.1 Overlapring BIT Applied to a Quad Redundant Serial
Data Bus

Figure 7-13 illustrates a redu.dant four-line serial data bus
which uses three extra vuses for fault-tolerance. The system
is monitored by 4 independent BIT devices, each of which
checka a pair of 1lines. Since the lines, if fault-free,
should always carry the same information, the BIT devices
could be simple EXOR gates. Note <that since the lines
monitorad by each EXOR gate overlap, a single failure should
affect adjacent BIT devices.

The output of the four BIT devices form the test syndrome of
the system. For example, the syndrome 0000 indicates a
fault-free situation for boih the system and the BIT devices.
However, if 1line 2 has failed and the BIT systems are
operating correctly, then the svndrome would be 1100 since
both BIT 1 and BIT 2 would record the failure on line 2. The
four possible system failure conditions then are identified
by the four syndromes:

1001 Line 1 failea (or BIT 1 and BIT 4 failed)
1100 Line 2 failed (or BLT 1 and BIT 2 failed)
0110 Line 3 failed (or BIT 2 and BIT 3 failed)
0011 Line 4 failed (or BIT 3 and BIT 4 failed)
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Note that the occurrence of an adjacent pair of "l1's" both
irdicates a system failure and "points" to the failed line.
BIT failure conditions are noted by syndromes with isolated
"l's"., For example, if the system lines are all fault-free
but BIT 3 has failed then the syndrcme would be 0010. The
four possible BIT failure syndromes under the single fault
assumption are:

20006 BIT 1 failed

. 0100 BIT 2 failed
0010 BIT 3 failed
0001 BIT 4 failed

In this case, a single 1 not only flags a BIT failure but
also identifies the faulty BIT segment.

7.1.3.2 Overlapping Hamming Code

Hamming codes are commonly used for error detection and
correction. They have proven to b»e a very powerful B3IT
technigque for memory and bus protection. The Hamming code
mechanism consists of two main steps:

(1) Extra check bits are addec to each word to be stored
or transmitted, so <that the bits in the augmented
word (original word plus check bits) satisfy a set of
linear equations called the Hamming equations.

(2) After storage or transmittal, a check is nade to see
that the augmented word still satisfies the Hamwming
equations. A discrepancy indicates that an error has
occurred, and the data from this check serves to
locate the error, be it in the origial word or the
check bits.

A discussion of the Hamming equations and the process of
creating and decoding them is given in appendix B.




The Haﬁming code is sslf-checking in the sense that errors in

both the data word and the check Lits are detected and can be .

corrected. However the code itself does not provide a way of
checking whether an error has occured during the process of
creating the check bits in step 1 or calculating the parity
sums for the Hamming equations in step 2. Although the
circuitry to perform these operations is simple and not prone
to error, its correct operation must be verified in order to
assart that the entire Hamming code process is working
correctly.

A design which combines the use of overlapping BIT with the
application of Hamming ccdes can provide a completely
salf-checking mechanism for data storage and transmittal.
Instead of applying the Hamming code to the entire word, as
is normally dcne, the word to be stored or transmitted is
broken up into subsets in such a way tlat

(1) a Hamming code c:n be applied to each subset

(2) the subsets overlap so that each bit belongs to at

least two subsets

Figure 7-14 shows a sample decomposition of an 8 bit word
into 4 overlapping subsets of 4 bits sach. A Hamming cecde is
applied to each subset, not to tha entire word. Thus 3 check
bits are added to each of the 4 subsets, resulting in a 20
bit augmented word, as illustrated in figure 7-1i4.

When operating correctly, each individual Hamming checker
will identify which bit of the four it checks 1is bkad.
Overlapping BIT simply serves to determine whether or not the
Hamming checkers are working properly. Thr detection of a
fauity Hamming checkex follows the standard procedure for
overlupping BIT. For each subsst of the original word, the
BIT status function outputs a 1 if the Hamming checker has
detected an error and a 0 if it has found its subset fault
free. A bit stream, consisting of the outputs of these
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Augmented ?ubwords (1
satisfying Kamming
equations: (2)

C._C._W.C._ W W W
11 12 1 13 2 3 ¢4
cC._.CcC_WwW C_ W W W
2l 22 3 23 4 © 6
(3) ¢ C W C W W W
31 32 5 33 6 7 8
(4) c . c._w. . Cc W w W
41 42 7 43 8 1 2
Final 20-bit

augmented word to
be stored or transmitted

WV W W W W W W W
l1 2 3 4 5 6 7 8 11 12 13

c . ¢ _ ¢ _c¢._¢c_c_c¢c c ¢
21 22 23 31 32 33 41 42 43

Figure 7-14: Overlapping Hamming Code
applied to an 8-bit word
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overlapping BIT sagments is examined for the presence of l's.
For extmple, ~ BIT output of 0100 would reflect a failure in
BIT 2, the Hamming checker for lines 3, 4, 5, and 6. Note
that in this case overlapping BIT is not used to (and cannot
uhiquely) identify the bad line. A bit stream output of 1100
identifies a fault in the overlap of BIT 1 and BIT 2, i.e. in
lines 3 or 4. But the Hamming code output must be analyzed
to decide which of these lines is bad.

This example illustrates a case in which overlapping BIT can
be applied without forcing any major design changes. It also
guggests the following questions for future research into
overlapping BIT Hamming code hybrids.

1. Is there an optimal partition of the set of lines
which minimizes the Hamming code overhead and provides
the necessary lavel of fault isolation?

2. How should the bits be assigned to the individual
partitions?

3. Can this approach be generalized to group codes? 1If
it can, will it lead to a relationship between the
automorphism group of the overlapping BIT partition
and the underlying group associated with the code?
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7.1.4 Overlapping BIT Specification

7.1.4.1 Scope

The overlapping BIT concept conaists of an organizational
structure and analysis method for using multiple BIT systems
to provide a self-diagnosability feature to Built-In Test. It
allows the BIT to monitor not only the Unit-Under-Test but
also its own performance. Overlapping BIT provides a measure
of self-detection which increases our confidence in <the
results of a BTT failure status report. This specification
digscusses the structure and the analysis of the concept.

7.1.4.2 Overlapping BIT Structure

7.1.4.2.1 Methodology

A standard system with BIT is illustrated in Figure 7-15. It
involves a Unit Under Test with a single BIT monitor. The
BIT is aﬁle to report on the fault status of the system, but
there ia no way to detect a BIT failure until either the
system is pulled and tested or the system affects scme other
device due to an unreported system failure.

The organization of overlapping BIT requires that the systen
be partitioned into subsystems and that BIT devices be
connaected to groups of subsystems. Figure 7-1Ff gives an
example in which the system of Figure 7-15 has been
partitioned intn 4 subsystems. Four smaller BIT segments,
each capable of testing two of the four subsystems, have been
used. The key to this organizaticnal structure is that each
subsystem is tested by at least 2 different BIT segments.

1
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Figure 7-16 Siandard Overlapping BIT Structure
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7.1.4.2.2 Structural Requirexents

The organizational structure of Overlapping BIT when applied
to a standard system requires:

1. The original system nmust be able to be partitiocned
into disjoint subsystems which can be tusted
individually.

2. There must be BIT devices capable of testing
combinations of the subsysteas.

3. It must be porsible to arrange the BIT testing
pattern so that every subsystem is tested by at least
two different BIT devices.

When Overlapping BIT is applied, there can be considerable
variation in the BIT processes, algorithms or hardware used
to test the system. For example, different types of BIT
segments can be used to monitor Aifferent groups of
subsystens. Also, within a group of subsystems monitored by
a single BIT segment, the way in vwhich the BIT segment
monitors on . subsystem of the group may be different from
the way it wmonitors any other subsystem in the group.

7.1.4.3 Overlapping BIT Analysis
7.1.4.3.1 Methodology

The output of the BIT devices is used tc determine the fault
status of both the system being monitoréd and the BIT
davices. Each BIT segment must report a binary status signal
indicating whether or not it has found a fault in the
partitions it is monitoring. It will be aasumed here that a
BIT cutput of 1 indicates that BIT has found a failure while
a BIT output of 0 indicates no faults have been found. The
segquential output of the multiple BIT devices (called the
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Ovarlupping BIT syndrome) is an n-hit binary word where n is
the number of BIT devices. The outputs should be arranged in
order such that adjacent outputs represent ths BIT devices
vhich test the same subsystem. For example, in Figure 7-16,if
the output of BIT i is b, then the ocutputs should be in the
order b1 b‘ b: b3 since BI* 1 shares subsystem 2 with BIT 4,
BIT 4 shares subsystem 3 with BIT 2, BIT 2 shares subsystem 4
with BIT 3, and BIT 3 shares suosysteam 1l with BIT 1. The
resulting syndrome as reported by the nmultiple BIT devices
can then »e easily interpreted to determinu the systsa and
BIT status using the following rules:

1. A pair of adjacent l's indicates a syster failure.
2. A single 1 indicates a BIT failure.

The above rules ars true only if it is assumed that AJAouble
faults do not occur or are of low probability whsin compared
to the probability of single faults (see section 7.1.4.4.1).

7.1.4.3.3 Analysis Requirements

In order to analyze the output of a system with Overlapping
BIT, the system must have the following attributes:

1. A control subsyastem to coordinate the multiple BIT
operations must be included in the systenm.

2. Each BIT segment must ba able to issue a signal
indicating whether or not it has found a fault in any
of the subsystems it is testing.

3. A subrystem to analyze the resulting BIT stream must
be included in the system. This subsystem must be
capable of (a) accepting as input the overlapping BIT
syndrone, (b) determining the presence of BIT
indicated failures in the syndrome, (c) identifying
vhether these represent BIT or subsysten failures and
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(d) identifying the failed BIT segment or system
partition.

7.1.4.4 Limitations

7.1.4.4.1 Applicability

Use of overlapping BIT to diatinquiah between BIT and systenm
failures is based on the assumption that theve is 2 low
probability of multiple failures ocourring simultaneously,
either in adjacent BIT segments or in a subsystem and one of
the BIT segments testing that subavatex. Using the block
diagran in Figure 7-16, "igure 7-17 illustrates how different
types of multiple failure conditions can rasult in generation
of bit stream patterns identicul tc those produced by a
subsysten failure occurring »ith properly operating BIT. As
gseen in figure 7-18, under some conditions the simultanecus
failure of a subsystem and one of tha BIT seyments which test
it could produce the same bit stream as a BIT segment
failure.

Therefore, Overlapping BIT should only be used it
(a) the probability that eitlher two adjacent BIT segments
or a subsystem and a BIT segment which tests it fail
simultaneocusly is auch smaller than the probability of
a single subsysten failing
(b) the probability of a subsystem a.id a BIT segment which
tests that subsystem failing simultaneously is much
snaller than the probability of a single BIT segment
failing .
In ceneral, these conditions can be satisfied by choosing the
number of partitions sufficiently large.

To translate this criterion into formulas which can be usad
to verify that it ‘s satisfied, 1let
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Figure 7-17  Cases where muitiple fallures yield a bit stream identical to
single subsystem failure (0110 for P2 failed)

8) Adjecent BIT segments bad (BIT 2 and BIT 3)

BIT Segment
Subsystem Number 1 2 3 4
o Segment o Failed Falled X
S o« | a | o | o
Bit Stream 0 1 1 0
b) Subsystem and associated BIT segment bad (BIT 1 and F2)
BIT Segment/
Subsystern Number 1 e 3 4
oo et Failed ox Falled ox
Subeysiein oK Falled oK oK
Bit Stroam 0 1 1 0
Figure 7-18 Case where multiple failures yield a bit stream identical to
single BIT segment failure (0100 for BIT 2 tailed)
a) Subsystem and associated BIT segment bad (BIT 3 and P3)
BIT Segment/ l
Subsystein Number ! 2 3 4
o Sagment oK oK Falled
aapsystam X oK Failed
Bit Stream 0 1 ¢ 0
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nunber of BIT segments = number of 3ubsystems
probability of having a failure in a single BIT segment
probability of having a failure in a single subsystem

probability ¢f having simultaneous failures in 2
adjacent BIT sagments
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gubsystem and a BIT segment which tests that
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The two criteria stated at the beginning of the saction are
then '
(a) P + P =k

P
A BS 1 =8l
P
2 Bl
where kK, k. are constants much smaller than 1,
Substituting the formulas for

P P ,and P 1d
PA' Bs, "B’ an s1, in (a) ani (b) ylelds

P+ 2 (N-1)Pg

P
k B
; - —B

(Ps [ ? (1) (1-Pg"" ]

S -

n® (1-Ry )"

Knowing P_ and P_, these formulas allow the user to determine
whether overlapping BIT can be used.

To 1illustrate, consider a system with an MTBF of 2500 hours
(including BIT), in which BIT comprises 25% of total
hardware. Suppose the system and BIT are partitioned into 8
subsystems and 8 BIT segments. Table 7-1 gives the failure
rates fcr BIT segment and subsystem hardware, along with the
probability of tailgﬁg in a 1000 hour period, using the
formulas P(t) = l-e with t=1000 and A= failure rate.
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Lo

iy - =

Then

. (.0124 ) [(8)(.0124)4-(2)(7)(.0368) ]
1 0368 (84)(7)(1 -.0388) 7
. 6.008 x 1074
end (2) (.0368)
k2 -

(64)(1~ .0124)

- 1.255 x 10”3 |

both of vhich are extremely small numbers.. This verifies,
for this case, the premise on which the overlapping BIT
analysis is based.

7.1.4.4.2 Effectiveness

Even if Overlapping BIT can be applied tc a particular
systea, it will require additional circuitry in the form of
extra BIT devices and an Overlapping BIT control and analysic
subsystem. The effect of the extra circuits on the overall
fajlare rates and the expected probabilitv of a BIT failure
must be examined in order to determine whether Overlapping
BIT will indeed improva the performance of the system as a
whole.

7.2 PFault Insertion for TSCA

Fault Insertion can be used as a TSCA method to determine the
gtatus of a BIT system in the field. Special circuits,
called Fault 1Insertion Devices (FID), are placed at
predetermined locations within the operating unit. 1In its
normal operating mnde, the FIDs do not affect the circuit or
the BIT. However, when pliaced in a PIT test mode, the FIDs
will intercept the normal signal and replace it with an error




gsignal. The BIT runs a test on the circuit with the inserted
fault. If the BIT does not detect tha fresence of tha fault,
then a BIT failure has been detected. This method can be
used in any circuit which meets the following two
regquirements:

1. There must be space available on the chip or PCB for
the FID. '

2. The delays introduced by the FID along its signal
path must not be critical to system pertcrﬁance.
FID's should be on the order of one or two gates to
achieve this.

The method does not directly affect the BIT circuit or
interact directly with any BIT signals, hence it can work
with any BIT device without restrictions. System failures do
not affect the performance of a fault insertion device. The
fault insertion device disconnects the system input to the
BIT when testing the BIT. Therefore a system failure will
not influence the results of ‘the TSCA test.

7.2.1 Fault Insertion Implementation

The basic fault insertion mechanism as developed in the
literature uses nultiplexers (MUXs) to insert incorrect
signals for the BIT to catch. The multiplexers in the unit
under test normally pass correct signals. However, when the
BIT system is under test, an incorrect stuck at value is
selected and inserted into the rest of the circuit. If the
BIT detects the presence of the incorrect value generated by
the multiplexer, then the BIT is assumed to be operating
correctly. Otherwise it is clearly in a failed mode. The
following is an initial top level description of a system
which uses multiplexars. 1In the next section a new approach
to fault insertion is developed which does not depend on the
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use of z MUX.

Figure 7-19 shows a block diagram of the complete systen,
ircluding the Unit Under Test, BIT and the control system.
The control system will initiate a fault insertion test of
the BIT in response to an external signal (START). This
signal will instruct a subset of the fault insertion MUXs in
the unit under tast to pass an incorrect signal value. The
control system will also instruct the BIT system to run its
test on the operating circuit (RUN). Finally, the control
system compares the BIT output to the expected output and
reports on the BIT status to the outside world (BIT STATUS).
A state diagram for the control system is shown in Figure
7-20. The control system will sit in state "a" until the
signal START goes high. At that time it will move into state
"b" and initialize itself for the BIT testing sequence by
clearing the current BIT STATUS output flip/flep and setting
an internal fault counter. The internal fault counter
contains the number of faults that will be introduced into
the unit under test Aduring the BIT test cycle. After the
initilization state the control system goes into state "¢"
where three events occur:

1. A fault condition signal is sent to the MUX's in the

unit under test to produce the required fault
conditions;

2. The fault counter is decremented:;

3. The BIT system is told to initiate a test operation.
The controller then enters state "d" where it waits for the
BIT system to complete its test run and notify the controller
with the BIT RDY signal. At that time the controller enters

state "e" where it checkn the BIT Output. If the BIT Output
indicates that the BIT system detected the insarted fault
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BIT STATUS
>
FAULT INSERTION
CONTROL SYSTEM
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Figure 7-19 Fault Ingertion System Block Diagram
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condition, then the system enters state "f£" wvhere it checka
the fault counter. If the fault counter contains a 0 then all
the faults were inscrted and the BIT system detected thenm all
so the controller does not change the BIT STATUS flip/flop
and returns to state “"a" to wait for another START signal. If
the fault counter dces not contain a 0 then the controller
will return to state "c" to insert another fault. The other
option for leaving state “e" occurs when the BIT system does
not detect the inserted fault. In that case the controller
noves to state “g" where it sets the BIT STATUS flip/flop to
1 to signal a BIT failure and returns.to state "a" to wait
for another START signal.

The contrsol system involves a nminimal amount of hardware
since it only has 7 states in its state transition diagram.
These require only 3 flip/flops to implement. Hence it does
not add much to the overhead of an operating system.

7.2.2 Fault Insertion Design Issues

Fault insertion is a simple and effective method for
svaluating the status ol an operational BIT system. The two
rajor design issues associated with the circuit are:

1. How many faults should be inserted?
2. Where should the faults be inserted?

The answer to the firat question requires an analysis of both
the BIT approzch used and the monitored system in order to
dectermine the necessary degree of fault coverage. The second
question also dapends on the monitored system. One possible
approach to both questions would be a testabl!lity-type
anaiysis using the PCB testability measure developed by BAC
for RADC (42). This section examines tha possibility that




such & testability measure may preseant the solution of the
fault insertion problem ard suggests potential aresas for
future research.

A monitored cirocuit with a high degree of testability may
require only a few injected faults in ordsr to verify BIT
performance. This is the case Dbaecause just a few faults
could represent a major portion of the possible faults in an
easily testable circuit. On the other hand, a monitored
circuit with a low degres of testability may require a large
nunber of injected faults in order to cover the wide range of
possible system failures. As a result, a simple guideline
xay be to inject n faults into a wmonitored systam with a
first approximation of n given by:

-1
n = 10%(T)

vhere T is the testability measure for the monitorei system.
In this case, a nmonitored system with 2 testabiiity of 1.0
would require 10 injected faults while one witn a testability
of .3 would require 33 injectea faults.

once the number of faults that should ba injected has been
estimated, the next step is to decide where to distribute
tham in the circuit. This question is a daifficult one to
answer and will require extenslve analysis at some future
date. One possible approach would be to extend the
testability analysis which was used to determine the number
of faults to inject into the circuit. For example, the
circuit could be decomposed into 1/T parts where T is the
testability of the circuit. Ten faults would be injected
into each part to give the required number of injected
faults.
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7.2.3 PFault Insexrticn Output Processing

. The output signals from a fault insertion TSCA system could
be mouitored in several ways. First, in an operator
controlled systea, they could be sent to the system control
panal. In this case, the START button could be a panel
switch and the BIT STATUS signal cacould bhe connected to a
light. The user would sinply sngage the switch and monitor
the light. If the light goes on, then the BIT system should
be repaired or replaced. This approach would require soae
space on tha control panel for the button and the status
iight and would invelve the human operator directly in the
BIT stavus determination action. Second, the signals could
be sent tc a separate maintenance panel. This would operate
just as in the previous case, except that it would not
require control panel space. In this case fault insertion is
used orly during routine maintenance. This approzch raquires
the uystem to be off-line or at least not in a duty-cycle
befora the test ccndition can be run. Third, the aystem
could operate automatically at set tires with the results of
each BIT evaluation run saved in a log file. The log file
structure would consist of the time of the fault insertion,
the type of fault inserted, and the BIT result. The user
would exawvine the 1log file during a me2intenance action to
determine the BIT history. This approach allows tfor an
evaluation of BIT performance over a period of time rather
then making a TSCA determination based on only one test
evaiuation. Fourth, the result couid trigger an automatic
reconfiguration in a system with a redundant BIT
architecture. The RIT FAILED signal could be used to switch
out thc bad BIT and switch in a new BIT system. Fifth, part
nf the fault insertion contrecl system and output signals
could be on a aeparate device that plugs into an operational
aystem for maintenance acticn. 1In this case, only a plug
needs t> ha available on the control or maintenance pzrel.
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Thesé output mechanisus all represent a small parcentage of
total system cost, on the order of scmething less than 10%.
The cost impact of each alternative is indicated in Table
7-3-

| ——ARBROACH
| Control Panel Switch/

|—Signal

COST
Low

COMMENT
Requixes control

_DADS) 8L4Ce

Low Saves control

_Rana)l_space
Requires the

desig.« of a
separate devica.
However if used in
an environment with
a number of systens,
it could result in

L

|

]
| Maintenance Panel |
' 1
|
|
|
|
|
|
|
I ___the lovest cost ===~
|
|
|
L
|
i
|
|

|—_Switch/gignal
| Plug-in Device

Kediun

High Requires extra
hardware to start
the BIT and record
BIT results
Requires extra
havrdware to start
ana cowplete a
selt-repair

1 _operation

hutomatic Repair High

’_-_.-_-__—'—-———_—-'-f-_’-.

l
]
|
I
!
|
|
| Log File Structure
|
|
|
|
|
|
|
|

TABLE 7-2: RELATIVE COST OF OUTPUT MECHANISMS

Thess costs represent fixed costs which for most cases is
indeyendent of the size of the unit-under-test. As a result,
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the relative cost of the ocutput mechanism decreases as systea
size increasas.

The choice of output mechaniam depends on the nature of the
system and its mission. Some of the differences are .
indicated below for five appiications nf interest.

g 1. Ground Control Systems

Tnesc systems couldéd use any of ths suggested approaches
depending on the nature of the system. For such systems, a
programmed log file approach may prove to be the most useful.
In an unmanned remote radar station, <for example, the log
file for the antire period between maintenance actions could
be =asily and quickly examined at the start of a routine
maintenance action. The log file can also be used to 1log
intermittent failures, and for fault tolerant systeas, to log
reconfiguration actions. These <an ba evaluated during
naintenance actions and can bs thoroughly analyzed between
routine maintenance actions.

2. Aircratt

A pilot will probably not be asked to engage the BIT fault
insertion systea during flight and control panel space is not
likely to be available. However, a control panel signal can
be used if space is available and it is desirable to engage
the fault insertion mechanism when the unit-under-test is not
in a duty cycle. oOn the ground, either a maintenance panel
signal or plug signai mechanisa can be used for fault
insertion for aircratt avionics. The trade-cff batween the
approaches must be made on a c:ae-by-case basis.
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3.. Missile Systens

A plug signal mechanism may be the best approach to fault
insercion for missile systems since fault insextion will not
be engaged during the nrission time of these systems. It will
ba used only on the ground or during active carry. The plug
mechanism allows the mnissile to be plugged into either an
external tester or a BIT evaluation system resident on the
carrier. In the latter case, the evaluation system could
produce a log file or use a panel indicator system which will
inform the user on the status of the BIT in all the mnmissile
systems on=-boarad.

4. Unmanned Spacecraft

These systems are similar to missile aystems. A log file
periocdically transmitted to the ground may be the best
choica.

5. Manned Spacecraft

Depending on the nature of the equipment, it may be possible
and even necessary to check out the BIT system during the
mission. In this casae, a control panel mechanisa is
preferred, if panel space is available. If not, then a
maintenance panel mechanism would be a poorer second choice.
Both approaches require less frec standing equipment and are
always available for check out procedures. However, they
both require crew time which may not be available. In such a
case, the log file approach which minimizesa crew time may be
the methcd of choice. These issues must be traded on a
case-by~case basis.
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7.2.4 A New Fault Insuvtien ®ovlw

+he standard iuwplu.en:.yiion of fault insertion for TSCA uses
a multiplexer to introduce failts into an operating circuit
a8 shown in section 7.2.1. This approach allows evaluation

-0of BIT performance under stuck-at and bridging fault

conditions. Hrwever, it involves the use of a large nunber of
multiglexers. The following apprcach is suggested as a
simpler fault insertion implementation technique. It
involves the use 9of a new fault insertion device (FID) as
shown in Figqure 7-21.

The devica is based on ‘“e use of tri-state gates. It has
three ip:* =

1. standard Signal: The normal operating circuit signal.

2. Fault Vaiue: The value that is passed into the normal
operating circuit in place of the standard signal
when the BIT test is being performed.

3. Test Status: Letermires if the output results from
use of a normal operating circuit signal (test status
= 0) or the fault value (test status = 1).

This circuit has two advantages over the multiplexer
approach:

1. Fewar gates: The FID requires only 2 i:..verters and 2
tri-state devices as compared to a standard MUX which
contains the equivalent of several NAND gates.

2. Speed: The FID has shorter delays than a multiplexer
so it has less impact on the timing of the circuit.




Stan . , D Output
- Signai

Standard
Signal

Tast Status

Fault Value

Test Fault
Status Value

Figure 7-21 Circuit For a Fault Insertion Device
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The FID can be used to implement a variety of fault
conditions as shown in Figure 7-22.

The intermittent fault control signal (fault control) is 0
normally and is set to 1 when a fault is to be injected.
When fault control is at 1 then every clock pulse will cause
the FID to go into the fault inject mode. The length and
frequency of the intermittent are controlled by the clock
pulse, which could be a signal derived from the system clock
or could be gencfatcd, perhaps randomly, by something other
than the system clock.

7.3 TSCA Guidelines

This section looks at TSCA from a system standpoint in order
to specify how to approach a large design task. It may be
necessary and advisable to use more than one TSCA technique
on different segments of the samne system. The overall
guidelines that could be considered for selecting the best
TSCA approach are outlined. Some of the reraining problems
in TSCA implementation are also discusced.

There are six considerations which guide the selection of a
TSCA technicue for a segment of a given system:

1. Applicability of Overlapping BIT

2. The need for continuous vs periodic monitoring

3. The performance benefits of Overlapping BIT

4. The trade-off between BIT complexity and system
complexity

5. The existence of critical tining conditions

6. The ease of overall TSCA system design




Stuck-at-1

Stuck-at-0

oyt | | Output_ nput | | Outpu:
IsgStans | FID TexiSats | FID
Fautt = sV _ | Faut = GND |
e ——— el
| Output
ANDaste
input 1 [ FID ::)-——”
test status‘
-
3
>
5
AND w
nput 2 Bridging Fault
(between two inputs of an
AND gate)
Input Output

FID

Clock Derived Signal g

Fault Control

+V

Intermittent
Fault

Figure 7-22 Sample Uses of Fault Devices
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Each of these will be considered in terms of their impact on
the system level design.

1.

Applicabilit& of Oéorlapping BIT

There are two conditions which must be met Dbefore
overlapping BIT can be used:

a) the unit-under-test must be partitioned into non-
overlapping subcircuits.

b) BIT which can monitor more than one partition at a
time must be developed.

Continuous vs periodic monitoring

Overlapping BIT provides a continuous on-line check on
the performance of the BIT. Whenever a BIT failure
occurs, it is immediately detected and the user is
notified. Fault insertion requires that actual fault
conditions be inserted into the circuit. It can only be
used off-line or activated at periodic intervals so as
not to intexrfere with the operational cycle of the
system.

Performance Benefits of Overlapping BIT

If tiha BIT is operating correctly, then a side advantage
of Overlapping BIT is that it will isolate faults. The
two BIT devices which indicate a system failure will also
identify the subsystem which is the source of the
failure. Fault 1Insertion does noth.ng more than
determine the 'yo/no-go status of the BIT device.




BIT complexity vs System complaxity

Overlapping BIT does not require any substantial changes
in the monitored system. It does require a particular
BIT architecture. The EIT must be divided into a set of
overlapping BIT seqments and a control system which
evaluates the differsnt BIT outputs must be added to the
overall BIT uverhead. As a result, BIT complexity can be
increased by up to 100% using overlapping BIT while <the
system is unaffected. The following simple analysis
explaina the nature of this increase in BIT complexity.
It the unit-under-test is partitioned into n sections,
then each new overlapping BIT segment must be capable of
testing 2 sections. Suppose c is a measurac of the
complexity of the system, such as the number of logic
gates. If the complexity is a linear function, that
would imply that the overlapping BIT segments have a
complexity of 2c/n. Since there are n overlapping BIT
gsegments required, the complexity would be 2¢ or twice
the original) non-overlapping BIT complexity.

For fault insertion, the opposite is true. The BIT
design is not changed by the fact that fault insertion is
used within the monitored system. The monitored system,
however, must have the fault insertion devices added to
the design. This could result in as much as a 10%
increase in overall complexity. Judged only on this
criteria, fauvlt insertion s=2ems to be the best approach.
However, all the criteria must be taken into account for
any specific application.




critical Timing

Since overlapping BIT does not require any nonitored
gystea design changes, it will not atfent the timing of
the systen itse.if. Howaver, the fault insertion approach
will add two extra gate delays along any path in which
the fault insertion device has baen placed. If the added
delays ocannot be tolerated by the circuit, then
overlapping BIT would be the TSCA method of choice.

Ease of Design

Designing the overall fault insertion control structure
iz the only substantial design task added by the fault
insertion technique. The other design issues associated
vith fault insertion involve selecting the site for the
fault insertion devices, how many fault insertion devices
are used, and how to connect the fault insertion devices
to the unit-under-test. These are all comparatively
minor issues.

For overlapping BIT, the ©partitioning of the
unit-under-test into smaller gaubcircuits and the
development of BIT sagments which can overlap in their
covexage on the partitions may require several cycles
through the BIT design process. The result could be a
more complicated design task.

No overall guidelines can be developed regarding ease of
design and the issues raised in this discussion must be
traded on an individual case-by-case basis.
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Issves which =must be addressed by the system designer for
apecitic BIT applications include:

1) how a circult is best partitioned for overlapping BIT
implenentation;

hl

2) how wmany faults should be inserted to achieve the
desired coverage in the fault insertion approach;

3) where the faults should be !nserted.
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8.0 Conclusions

The study indicated that more attenticn is being given ¢to
incorporation of testability, and to BIT design in
particular. This will continue in the near futurs. There
will be no radical changes in integrated cirsuit technology
during this time, only continued =miniaturization and
increased performance. Capabilities of VLSI CAE tools will
continue to improve. These developments and the increased
emphasia on BIT will encourage the avolution of naw BIT
concepts such as smart BIT and will lcad to the emergence of
BIT chip sets. The need for more effective and economical
BIT verification techniques will continue to increase in the
future.

The asurvey identified gquite a few BIT varification
techniques, along with numerous variations of each technique.
These are techniques that are in use, under develo™ment or
proposed. The result of the evaluation was that three
techniques, behavioral simulation for TSV and overlapping BIT
and fault insertion for TSCA, wvere selacted as the most
promising candidates for improvement. After further
research, these techniques continued to show good promise for
developing into effective verification capabilities. The
TSCA techniques, overlapping BIT and fault insertion, are
applicable in their current form now. For them, details and
specifications for their use were developed. Since they
apply in different situations, guidelines for their usa were
included. Investigation into the use of behaviorzl level
simulation for TSV led to the conclusion that the technique
is viakle, but that improvements in eimulators, fault
1modeling and increased availabilty of powerful computers will
be necessary before it can be practical on a fairly universal
basis. Most of the necessary inmprovements will evolve
naturally over the next 3-5 years, but some stimulus is




necessary in the areas of concurrent fault simulation and the
relationship of functional fault models to physical faults.

Agreement on standardisation of methodologias vas found to be
at least as necessary as finding  Detiter techniques.
Standardiszsation would eliainats the use of the ad hoc methods
fregquently used now and would make it unnecessary to spend
tize selecting a method for each new program. The results of
the application of BIT verificatior. methods would also be
a0re sasily underatood and accepted by users. Ovezcoming the
problem of user acceptance would be in itself a significant
achievenment.
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8T Statistical Devonstration >f FaulteIsolatioi Reguirements
%A J.E. Angus
: %A R,E, Schater .
8B IESE TIransactions on Relianility
[ §D June 1980
RV R=29
SN 2
P 116-121
51 IEEE ]
8X Suggests the use of the multinominal distribution
for the statistical deronstration of faul’ isolation regjuirenents,
8asically it Adsvalops the likelinood test statistic and uses it
to deternmine the number of trials reguired to accept or reject
the hypothesis thnat the fault isolation reguirements have bdeeh net,.:
%Y Ihis could be used for TSV to verify that the testobllity
parameters have seen met, It would require a littie sdaption.:

8T A Nethod for Deteraining the Statistically Weighted Percent
Fault Detection Cbverage of a Self-Test Progran

SA V, Tasar

SA H, Ohlet

%8 Relisbility and vaintainability Symposium

%0 1979

3P 3943

sl IEEE ,

8X Assumes tha® the probability of faults in the s 7stem way vary,
that {s some faults are more 1ikely than other faults, and uses
this fact to calsulate the f£ault coverage of a selfetest (or B8IT)
system, The majdr prodlem of course is how to estimate the
4ifgerent probabilities of faults,

SY Uses FMECA, in taczt, it hns a qood suamary of the stepd involved
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in a statistical FMEA, Somd Interesting aathematics,

A Clacs of Test jenerators £or 8uilteln Testin;

E.M, Aboulnamid

€. Cerny

ICEE Congerence on Circuits & Cowputers

1982

158489

Iree ,

Provides a short reviev of tac four types of test

generators for BIT and sug3ests a nes type Oof AIT test enerator,
drile the article briefly considers the problen of selt-test

tn this BIT test genarator, it does Aot have any sugaestions

for TSV or ISCA,

Mo direct soplication, howevar, it may be usefyl to £5113¥ up o0
the diftterent aodroaches ts 3IT since TSV Jepends on tne nature
of the tests used in the BIT,

Impact of BIT on Avionics Vaintainabdbility

€. Locurto

Reliability and vaintainability Sywnposiun

1983

333-338

IEEE _

Looks at the Navy experience witn BII false alarmas and congludes
that as BIT increases there 1ls a poiat when maintenance actions
begin to inecrease because >f the false alarmg,

Does use ¥%alcoin’s wore to caleculate the U=shaped nature of the
BITeMsintenance curve,

On Built=in Test Technigues in Reliadle Computer Syst2nws
I N, Sot »
K.K. Ag3arwal
Computers & Electrical Engineerina
1981
8
2
109=114
Pergamon Press .
3004 summery article on BII design,  Offers a S step aoproach to
BIT design wetnhodology whicsh includes fn step 5 the identification
and atplication of BIT evaluation neasures, The authors outline
5 performance parameterss

1, Probabllity of systen fault detection

2. Probability of localizing the faulty elenment

3, Probability of a false alarm

4, rlnt to system fault detection

5. Time to localize tnek faulty element
The article only mentioned tao BIT evaluation paraseters anid did
not suggest how to calculate thes. Jverall, it is a 3504 summary
article but does not contain any worc to expand upon.
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- 4P Reeting the Challenge o¢ SIT/BISY wich ARE

L.S, Saitnh

RS, KJol3aari

D.M, Pizinger

Autotesteon

1983

96100

b¢ {33

nethods of using BIT/BIST to fwprove ATE pergormsance rataer than
silowing BIX/BIST to hamper ATE evaluations apo sujgested, I'nhe
article f£ollowed several exawples to dboard testing anid 414 ast
30 into any real 4detiil in terays ot thelir suggastions.

Very little spplication to AIT verification,

Practical Aoplicazion of Bayas® Formulas

JeG, ¥Malcoln

Relfiability and vaintainabvility Syaposium

1983

186=-18%

IEEE

good introduction to the mathenatics of Bayegian statistics,
Uses Baves’® formyla to evaluate test effectiveness,: JSavars
S exa®ple aoplications and suggyests soxne good guideliaes for
using thn results, _

Very aodd paper «ith some 2otential for an application to> tusk 3,

BIT Analysis and Desiqgn Reldability

F.J. Kreuze

Reliability an2 vaintainability Sywposiuam

1983

328-332

IEER

Develops an FMEA-derived BIT analysis technigue which is applied
to a Di3zital Flight Control Servoe LodD. AlSOo suggests tne use of
fault insertion procedures,' Certainly provides justification gor
the neesd for BIT verification,

The exarple seamg to indicate that tne FMEA procedurse way work
well for BIT asnalysis during the design phase, Should be
pursued,:

Builtein Test Improves Expendabie weapon Readiness

R0, Holbrook

Reliability and vaintainapility Syaposium

1983

339343

IEEE g

Looks at the impact of BIT on systen perforftance. It assuves
a BIT detectanbility tactor, x, but dses not sujgest horx to
calculate it., However, given this factor, it offers sowe
nathematical aporoaches to evaluate the overall efgect of BIT
on a systenm,

The procedures are not of auch use, put this article snhoald bpe
1looked st again if the prosadlistic approach of Malcola {is
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_ developea sines it does use sose interesting mathessties waich
sy be of soae helo,

Destsn 3uiditnes anxd Ootimizazion Procedures for Test
Subsysten Desian

D.N. Lotd

S\, dalsl

3, Green

RADC-IR=B0=111 _

April 1990 _
Provides 3juidelizes an3d procedures t) optinige the design of
81T by Properly specifying tnree key design paramsters (test
eftectiveness, fern corrective maintenance tise and tese
subsystan production casts), Thase then form the "design to™:
griteria juring sevelopasat,

SY There i3 cutsory msentisn (oajde 162) of analysis of faule
detection using FMEA technicgues. (I[niicetes that this {s
sasily done by sxperiencsd desianers "given only tne schematic
anid general perfaraance darazeters,”
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& ST Design and Fvaluation Nethddols3y for Bullt=in Test

SA DN, Lord

SA D, Gleason

83 IEEE Transactions on Reliasdlity

8D Avgust 1981

8V R-30

(1 ]

P 222-226

I lERE . .

SX Suggests the use of BIT eftectiveness 28 a performance evaluetion
paraseter whert effectivenasss is defined as the total auvader of
salfunctioning units divided by the total number of saiatenance
actions,' BIT eftectiveness then centers on the nuaber of "a
detect vaintenanze actions.” The article then exawines BIT {n
terms of its ingact on syster reliadbility, maintainsbility, cnd
availability.

SY BIT effectivenes:s may have some vole to dlay in TSV, byl at
the wmoment it seems to rely on experimental data which can
only be produced after the ejuipnent is {in service,

ST Inteqgration of BIT Eftectiveness witn FNECA

$A R.E, Collett

SA P.W, Bachant

S8 Reliability anid daintainability Sywxdosiun

8D 1984

SP 300=305

SX ICEE

§X Proposes the use of FMECA as a metnod tor deterwining 81l
eftectiveness, The article offers & suggested FMECA warcshest
which includes BIT eveluation. The wethod has been addlied
at GTE, '

Y While the method has been applies at GrE, from tne article it
dJoes not seem to he weil developed, and it may be one aced o
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consider for tutamr weortk,

System rest Vistisility == or wWay Can’t You Test Your
Clectronies?

f. Danner

ICCE Test Conference

190)

635«839

14 {13

Not of wuch use to BAIT verification, MNentions the neel for
improverents in testini ani BIT gystems, but does not sffer wany
suggastions with the execntion of the possibility of tnk use
of AL,

Suilt=in Verification Test

E.J. Melluskey

IEEE Test Conference

19682

183190

1EEE

Presents a wnetnod called verification test which lesads ts the
developwent of a winimal tast set for testing sowdinational
circuits.

Wnile it zan be ased in a 37T systen it i3 of linitel value to
BIT veritication,:

Analysis £ 3uiltein Test AccCuracy

D. Gleason

Reliability ani vaintainadllity sy»pasium

1982

370=372

ICEE

Uses a siwple Markov madel to Jetermine the probadility 3¢ the
correct operation of the B8IT systea (called BIT accuracy). TIhe
pasic differential eguations are set up and solwed, I'h» result
is a siwple expression for BIT accuracy in terns of the failyre
rates.

Oniy the £irst step in the model deveslopaent had been townpleted.
It should be possible to develod the Rmodel further and loo0k at
such variables as the £irst passage tise, stable state:
probabilities, ete,

A Method >f Estivating the Effeut of Design for Testadility of
PC Boarad Text Costs

JeB, Waltrich

IEEE Test Conferance

1930

176-104

IECE )

Develops a measure of ATE efficiency besed on the nunder of
diagnostic probes required.:

Little apolicatiosn to B8IT verification,
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Figure of Merit for BIT Testebility tor VLSI

JeO, Bastian

i, Wochwald

Foly Susuxi

Autotesteon

1979

9098

14 {17

Sonsiders the prablen of evaluation ¢ BIT in VLSL systews,
Proposes the use of 3dijital sirulatisn witn fault insertion as
a possidle evaluation tool.,r Rung an exanaple of sisulation ot
& BIT systen for a micropracessor,

the simulation tooi is very conpiex and reguires & hizn skill
level to use. It would need t> de modified significantly to e
2f practical use.

The Needl: Iwscroved Diajnostics = Ratner than Iwproves R

Je.G, Malcoln

Rele ForThEN

Reliabilicy ani vaintainability Sywposiua

L1984

31%-322.

IEEE

Develops a BSavesian classitier for tiitering 3'T false alatns.
Shows that talse alarms becone more significant as the _
reliability of davices increases, Proposes using the 3ayesian
classitier in coajunction «ith other techniques such as
artitictal intelligence to develod a “"smart BIF" concept,
Standard BSayesian analvsis could he adapted for a ISCA classitier,

SullteIn=Test Self=Verification

Mo.Ao Ravire:s

Reliability and vaintainability Sywpasianm

1984

312-31¢

{1 ‘ ]

Su3gests a “"forced" failurs »04¢ to test BIT ooperation, Sugjesty
use of highly reldadble BIT wnen "forzed fajlure® is iwpractical.
TSCA candidats

8IT/81IT Iaprovewsnt Praject (Phage {;: Evaluation of Sslected
USAF Alvcratt BII/SIT Systens/Supsystens

ABD*7R=79+3013

July 1979 i

Reviews eleven s2lectel Afr Force systems and susmarizes the
8IT or system integrated test (31T) abdroach for each. Alse
coupares reguirei perforsance to field experience, Regers to
ISV of three subsysitems beiny perforwed “by paper analysis only",
Reconmmends using BIT/SIT duriny developwental tlight testing
for engineering evaluation of its pergoraance and Jeansastrating
BIT/SIT duringthe reliabilizy and envircarental testing,
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Dods not srovide Astails of Irsv ceenhaizues nooi. bat vay be gsed
8 & souree for personal cantacts to ootain fuether Latermation,

An Bvaluation o3l of Fault Detection Yechanises Cgtisteacy
8; Cetoauty

§. Riene)

Ce Hagaty

Fault=Tolerant Conputing Symposiuym

1900

223227

b{ {1{1

Describes a tool tor simulsting taullts in & test ites sail
sonitoring 1ts fault detection wecnaniam to determine {f the
faults ar) detected, Coananents o2 the test article ace
replace? by @ probe and faulte are sirulated by 2 gault
generstor through the probe,

Explaing wasic ojeration of the syster but doag not exdand sn
how the results ste to de svaluated,

Design Specifications 0of a Selt-Chereing Detectisn Processsr
T.Crouset

C.Landrault

Fault-Tolerant Conputing Symposium

1900

278277

b4 { {1

Provides specificzations for a selfechacking detection
processor and fllustrates now {t woulda be used in verisus
tault=tolerant conputing and communication architecturas,:
I'ne detection pracessor wwould ne fwplemented ag a VYLST device
and used to monitor for and Jdetect fallures.

Good batkjyrounid tor a BIT processor, but does not elayarate
on the seltechaccing geatures,

A Neasure of BIT/ATIE Effectiveness

D.3)eason

ATE Seninar/Exhid>it and Test Iastruments Conference
January 1980

90-101

Benwill Publisning Corporation

Propeses the use of the expeCted numoer of removals (RNR) qg 2
neasure of BIT effectiveness. ENR is calculatesl as a gunction
oft

P(PD) = prosebility of fault detection

X « gverage asbiguity level

P(MA) = missalignment factor

FAR » false slare factor

RRi = maintenance policy reaoval rate
Utilizes the specitications for the above factors to Sonwpute

ENR; does not adiress the evelyation of the design
{aplenmentation,
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ST Radar 1T Desian
SR U.bLe Emorson
. -SA R, Neyer
' %8 Agtotédteon
- W1y
W -3
8@ @000 , o
SX Osacribes tha OIr dasian process usliag radaf BIT as an
- exanple,' Descrises the test tnoroudnness coampatation st tne
a5 conponent level ¢ & TIV tezanique, Nakes & caee that
verificetion anoiid be made 8t the tunctiondl oertorssace
i level since OIT (s designel to test at tnhe level. Provseses
1 that preproductisn developaental tests be used to “*tune® OLT
: tolerances and 25r varification of AIT pertorasace.
VY Good guide for radar 81T daaiga. Vot much Quiseacae gor AP
verificetion.

E ST An Advanced Fault Isolatioa System £3r Digital Logie
- WA N, Benonites
i SA D.F. Calnoun
SA 3.C. Alderson
%A J,C, Bauer
SA 8.7, Joesckel
IEEE Iransactions on Coaputers
3D Nay 1973
W Ce24
AN S
P 09«47
NI IRER ,
SX Descridbes a cancedt for iwmdleasntiad and using 81? in 3ttt}
F eguipvent, develsped as a result of the Advanced Avionies
Fault Isolation System (AAFIS) progrvam, BIT wetectiveness was
demonstratesd by simulation using Huznes® SATGEN (Siaulation
and Test 3eneration) computel pragraw,
AY Does not 3escrida SATGEN,

T

-4

ST Fault Detection/Isolation Results 2rom AAFIS Hardware
8uiltein Test
SA ¥V, Benowits
SA D,F, Calhoun
SA G . WH. K. Lee
S8 NAECON
%D 1976
P 215-222
%I IEEE
§X Describes ifwplementation and tescing of AAFIS BI! con=edts,’
Testing was accomplished by insertion of 275 fiults ard
.recording fault 3Jetection and isplation results, Faults were
stuck=at=one or stuck-sat=-zard faylts at integrated cir=ait
pins or adjacent pins shorted,
8Y There is no discussion of adequacy or validity of the test
. wethod or the results, There (s a statement that Jetesztion ani
fsolation of faults (nserted in BIT are to higher levels usiag
AAFIS than for non=81T circuits. TIhare may be sone agspect of
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AAPES desian apolicadle to POCA.

e Theory and Pructice of Reliaclie Systes Design
DoP. Sianioren

R.3. Suars

1902

Oigital Press

Provides & coapranensive referehce £3r design of faelt
telerant coaputing systess,.: the first halg descrives the
conesvt of fault tolerance, how faults aanifest thamaelves,
fault detection and relundancy tecnhniques, evaluation
criteris and cost considerations, Th® second halfZ dessrides
specitic applications of fault tolerunt desiga,

la the second RRlE there are specitic regerences to S1Y
verification tecaniques used ia geult tolerant computing
systens,:

1. Test aystem condition assessaent in the VAX=11/700
by incoracration of logic to faorce error conditions in
vapious 2PU gunetisns,

2. Test system condition adsessaent in ‘the Sperey Univae
1100760 >y tault injection using hardware and
SoOftware. Alsd notex that tais capability was used
gor test systens veritizatisn.:

3, Test systes verification for several Blectronic
3witching System processors using both physical
simulation by inserting gaults in herdware anid digital
simulatian using conputer wolels,.:

¢, Test Systea veriticetion for the Vovager cooeoerute
computer by insertin3d siaulated gailures via susport
equipaent or loadiag into 3eaory duta correspaniing to
software=-sensed fallures,.

Carly Iaplementution/MNzasucresent of restability

LeJe RhoOdes

:ctlablllty and vaintainability Sywdasium

981

53«38

4 {41 .

Addrasses BIT verification by both analysis and test. T7Tas
analysis given is based on fallure rate ot detectesd (or
isolated) £ailures and the total fallure rate but io0es not
{indicate how tdo Jetermine the f£ailure rates, Testing in
conjunction with the maintadnaocility demonstration {s
descridbed, Discussion of reguired sample sige concludes that
large samoles (43/8RU) aere nesiel,

Vaild concern tor test samdle gize, sul little othar detall
provida3l,

Testability Analysis
FeG., Kovijanice

IEEE Ttest Conference
1979

310=316
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24

L 14

L 14

L3
A

AtUeTR baded On its evntralability and observadbility aspects.
Usedul fer 3IT degian out net 8Ir verification, Reters to
COVerage results of sutomatic test generation uroctuasv

i

REICROBIT, A Methdd o0f Buillein Test for Microcomputers

PP, Pasa

:g::onn forschunis und Enteicklungsberichte

12

|

47=34¢

springereveriag

Deserines tha narduware and .oftwirg iesiyn of 31T tor a
general purpose afcroconputer systed.. The BIT requires no
external teat eayioment or human intervention. Also 3jescrives
tests of BIT by ohysically faserting stuckeatesne anid
stuckeatezaro faults on the pins o the devices,

Does not provide an assessient of the Juality of the tests,
states that faults were insertsd at the oins because ascess to
the inside of the devices i3 not possitle.

US Arsy Test and Cvaluatioa Conmand, Commodity Service Test
Procedure ~ Builtein Test

H2P=7=3+088

Yoveaber 1971

provides guidelines for developing teat wethods to deterwine
the degrees tOo which ajreratt BIY and associsted tast squipwrent
RoRt the reguirewsents, .

The proceiure uses actual faulty ajrcratt and tailures ot
opportunity,: It aives no Juidance o1 the anslvsis of tne
data, The procteiure wduld de of 1ittie use to aftect Aesian,

fault Detection/Isolation Veriticatiosn

¥.T, Ctter

R.A, Never

D8y Krezysiak

RADC=TR=82-232

August 1932

Docuaents & program to test anid evaluate® the favit deteztisn
and isclation aljzorithnw develeped by GIE Sylvan_a unier
r30602«76=C~0433,: The systen was smulated at a tunctisnal
level then the fault detection/isolation vas tested for
various scenarios includinj xultiple faults, false alares ani
internjittents.. ‘

There were only a limited auwnber of fault scenarios aal the
results were devoted more to test tiwe and fault FD/F1
slgorithn memorv requirements than ts algorithw accuracy,

Onboard Test System Design Guide
K. Derbysnire

B3-10
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Aujust te8}

betints and dascrides sh onboard tast SYStER based cn past

experience witn AIT, SITE, ALR and tnw Central Iantagratesd Pest
Syster (CITS) for the Be) adreorvagt, Suidelines anid ground
rules are presented for the developrent of suen an ondoerd
test systen £roa the conceptual s-eCe tHhrough to Aslivery snd
scceptance of rardvare and softwere, . ,
Addresses test system varitication during desisn as a dact of
FMEA but offers ano suwostantive quiisace., The ssavle
soeciticetion rejuires veritication >y test using simalation
of all safety=0f«2\13nt and afssion criticel faults ard o
portion of ali other faults, NO detalls of methods are
provided, The onboard test system described s a sepatele
subsysten, and a self test capadility is specitied for {t.
This essentially orovides » test systea condition assessyrent
capadbilitcy,

Design 3uide, Built=in Test (BIT) ani Built=in rolt C3aipnent
COITE), Aray Nissle Systeas

DRSRI/RL=CR=R1-4

Apri}) 1961 _ ‘

Provides 3Juideliaes gor soecitying, iwmplenenting end
evaluating BIT/BITE, ?Provides discussion of options availaple
rather than a *how to Jdesian” nandnook,:

Discusses use 0f FNRA to evaluate JIF but doas not adicess
sethudoloyies.

Veasurensnt of Fault Latenzy i{n a Digita)] Avionic Processsor
J.8. Mc30ugh

f.L, Swern

NASA Contractor weport 3462

October 19081

Describes a gate level emulation ot the Bendix BDX=930 4Aigital
computer and i{ts use td neasure BIT coverage and fault
latency, Faults were sisulated as stuckeat=] and gtucigealed
faults, A comparison +as rade detween Tesults with faylts
inserted at the jate lavel and results with faults inserted at
the comoonent pia leval,

Nay be able to estinvate the tost of ieveloping and using
sisilar emulations but regsults may ndt be applicadble sinfe tne
3DX=930 consists of SSI an3 NS type integrated circuits which
are more sasily nodeled than LSI and VLSI type Aevices,:

SIT False Alerws: An Isporcent Factor In Operational Readiness
JGe Malcolm

Reliability end Vvaintain«dility Sywposium

1982

206=212

b4 444

Describes the °ffects 5f ¢alse alapns oh operational
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sii!aeii.t Develone inil?iil technigues !or analyeiny 81T
'ysto-o to deteraine causes 9¢ false slarms, Minglly,
presents oHncepts for Jesizaing BIT toe reduce the sttects we
faise slaras,

No mentish of BIr veriticetion, but zood de:crlotian 2¢
potentially new 3IT ttchnlauosv

Dinqnosts (4 Rnlznble Design ot Digital Systems

Mohe Zrsuer '

A0, Friedman

1976

Computer Science Press

Textbook on test concepts and test dasign tor aigical
rystens,: Includek sections on testing combinational
circuits, testiny sequential wircuits, loaic level
siauvlation, and feult tolerant desian,

Good overview of gimulation systems and good section 31
selt-chncxina cicouits.:

A Self-Testing Groupe=Parity Prediction Checker and Its Use
for Built=in Testing

E, Fujivara

Fault Tolerant Computing Symposium

1983

146-153

IEEL

Describes and evaluates an error checking schese far wultiple I
sutput cowbinational circuits,

Ap example of selfechecking chetkers,:

Design of Totally Seif=Chesking Comparators with an Aroitrary
Numher of Inputs

JeboAe Hughes

E.J. McTluskey

obJo'L

Fault Tolerant Computing Symposium

1€83

169«172

IEEE

Cescribes a design for a sslf=checking comparator and sroposes
applications, )

An examdble of selfe-checkiny Cheackers,:

Analysis of a Class of Totally Selfehecking Functions
Implemented in a MDS LULSI Genheral Logic Structure

M.W, Sievers

A, Avigienis

Fault Tolerant Comprting Symposium

1981

256~-261

IEEE

Presents a general logic structure €sr implementation of

BB-12
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APPENDIX A

ASSESSMENT OF VHSIC BUILT-IN TEST

A.l INTRODUCTION

This appandix provides 2 general survey,completed in June
1965 as part of this contract, of the current state of
the VHSIC phase I contractors and their primary built-in
test (BIT) techniques. The information was derived from
threa sources: 1) The specification handbooks of the
various contractors, issued by the VHSIC program office in
January, 1984; 2) The most recent technical review
reports issued by the contractors; 3) The article "iew
Circuits Expected to Exceed Projection" which appeared in
the July 30, 1984 issue of Aviation Week & Space
Technology.

VHSIC stands for Very High Speed Integrated Circuits. As
the program name implies, the emphasis ias on circuit
speed. It was initiatea to overcome the technology
availability lag from commercial to military products.
Spor.sorship by the Department of Defense (DoD) is criented
towards development of state-of-tha-art military grade parts
whose initial applications will be in DOD programs. Speed
increases are achieved by using existing technology and
design techniques while reducing feature sizes on the
integrated circuits.




Another primary focus in the VHSIC program is testability.
The contractors are required to have some form of built-in

Sast on the chips. Bescause ol the ambitious nature of the

chipsets it was felt that the parts would be difficult to
test and use without this feature.

There uare six phase I contractors. The sponsors of the
contractors are the Army, Navy and Air Force. Each is the
sponsor c¢f two of the contractors. Every six months the
contractors have a technical review which is astterided by
all of the sponsors and olLher interested parties. At that
time they raeport on their progress. All sponsors suppLy
inputs in the review process.

A.2 CHIPSET SUMMARY
A.2.1 Honaywell
A.2.1.1 The Chipset

Chip Corplexity Technology Status
(No. Transistors)

Parallel Pipeline

Processor 142,000 Bipolar Under test
Arithmetic Unit 121,000 Bipolar Functional
Sequencer 136,000 Bipolar Functional




A.2.1.2. Ganeral

This chipset is designed for use in eioctro-optica; sensor

-3ignal processing. All three chips are nicrocoded,
simplifying modifications. Built-in test s handlsd at the
chip-set level rather than at the chip level. This was
possible because all three chips are needed in any systenm
and it permitted Honeywell to have the chips share some
of the test circuitry used, thus raducing the impact upon
chip size. An additional controllar chip set for on-
line testing and fault isolation is under development.

A.2.1.3 Technology Insertion
The systems .which have been targeted for the Honaywell

chipset are an avionics suite for the LHX helicopter and a
distributed processor for ballistiz missile defense.

A.2.1.4 The Chips.

A.2.1.4.1 Parallel Pipeliine Processor (PPP)

The PPP chip forms an electro-optical signal processor
whenr used in conjunction with the other two Honeywell
chips. It features a 16-bit processing eiement, a 512 by
8-bit processing element memory and double buffered I/O
memory. The PPP operates at a 25 MHz rate.

A.2.1.4.1.1 Built-In Test for the PPP

Signature analysis is used for the built-in test.
Signature analysis requires both a test vector (or

A-3




pattern) generator and a signuture generator (which
compresaes the results into a saaller code word). The PPP
chip contains only the signature generator. The test
pattarna nmust be supplied Dby a control chip or other
source.

A.2.1.4.2 Sequencer Chip

The Sequencer chip supplies high speed control signals for
the PPP and arithmetic chip. Up to 16 PPP chips may be
supported by a single seguencer chip. The chip operates at
a 25 MHz rate.

A.2.1.4.2.1 Built-In Test for the Seguencer Chip

Signature analysis is used for the Sequencer chip's built-in
test. Both a test vector generator and a signature
generatcr are ~n-board the chip.

A.2.1.4.3 Arithmetic Chip

The Arithmetic chip generates addresses at a 25 MHz rate
for the PPP chip. It contains special hardware for rapid
2-dimension vector generation. Twoe Arithmetic Logic Units
(ALUs) are used for each dimension. Hardware is also used
to compute absolute, relative and circular addresses.

A.2.1.4.3.1 Built-In Test for the Arithmetic Chip
Signature analysis is usaed for the Arithmetic chip's

built-in test. The signature analyzer in the Sequencer
chip is used to generate test results for this chip.

A-4
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Nene 61 the docume..ts indicate how to test the chipsst

while it i in & system. Whether the test data is read cut
over a dedicated line or over a bus was not indicated.

A.2.2 Rughes Aircraft Company
A.2.2.1 The Chipaet
Chip Complexity

(No. Transistors)

Digital 72,000

Correlator

Algebraic Encoder/

Decoder 79,000

Signal Tracking

Suksysten ~60, 000

Electro-Optical

Signal Proc.

Configurable Gate

Array ~32,000

Technology

CNOS/SOS8

CNOS/S08

- CMOS/S0S

CMNOS/S0S

CMOS/S0S

Status

Functional

In Fab-
rication

Desiygn
conplete
10/84

Design
complete
8/84

In Fab-
rication




The Hughes chipset is designed for a wide range of
compunications systems that operate in a high noise or
hiynly Jjammed environment. The Signal Processor and Gate
Array are recent additions to the ~hip set and data is not
yet available for them.

A.2.2.3 Technolngy Insertion

The systems which have been targated for the Hughes chip-
sat are a hybrid of the Position lLocation and Reporting
Systen \PLRS) and the Joint Tactical Information
Dintribution Location and Reporting Sys“em (JTIDS) called
the PLRS/JTIDS hybrid and a signal processor for- *he F/A-
i8.

‘he PLRS/JTIDS hybrid system will be abie to operate in
both the PLRS and JTIDS environmenti though it may not be
able to operate in all modes in both. The F/A-18 will use
Hughes designed parts fabricated by Fairchild.

A.2.2.4 The Chips

A.2.2.4.1 Digital Correlator

The digital correlator is a l129-stage by 4-bit correlator
cunfigured as four 32-stage by 4-Lkit sections. Each stage
correlstes two bits of in-phase data and two bits of
quadrature-phasa data with a single reference bit. By
proper scaling of the sections, the chip may Dbe
reconfigured as a 64-stage by 8-bit correlator with each
stage correlating with four bits of in-phase and four bits
¢of quadrature~phase data. The length of each section may
be selectea to be from 2 stages to 32 stages in steps
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of quadrature=-phase data. T™hs langth of sach ssction may
be selected to Dbe from 2 stages to 32 stages in staps
of 3. A magnitude ocircuit 4s avuilebls at each section
for nencoherent worrelation. A threshoid ocirocuit is
provided on sach chip. The chips are configurad by passing
data to internal control registers over the aystem command
data-bus. Correlator ochips may be ocascaded to fora
correlators with lengths of up to 10,912 stagss.

" A.2.2.4.1.1 Built-In Test for the Corrslator Chip

The correlator uses both set/scan and signaturs analysis
for its built-in taest. Rech correlator section uses
signature analysis. The signal register is contigured as a
32 s.age pattern generatur and the referencs register as a
32 bit signatvre analyszsr. Initial patterns may bs loaded
into the pattern generator and signature analyzer over the
command databuc. Tae number of clocks in th~ test are
controlied extarnally by a TEST pin input. Communications
between the sections on the chip and additional circuitry
(such as the thrashold detection circuit) are tested by
set/scan. The input and outpvt registers are linked
together as a long setscan chain. Data may be input to
this chain over the systea command databus. The data is
then processed (controlled by the TEST pin). Results are
read back through the command databus to the control
processor. In both tests, the <ontrel nrocessor checks the
results against Xknown good results. Fault simulation
indicates a coverage of better than 95%.

A.2.2.4.2 The Algebraic Encoder/Deccder Chip

The Encoder/Decoder chip possesses processing elements
capable of encoding and decoding all primitive binary
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Bese~Chaudhuri-Nooquenghem (BCX) codes, including Reed
Sclomon codes, up to length 64, with 32 data bita. Data
may be passed through the chip either by dedicated data
pins or the cosmand datadbus. The eight-bit command databue
connects the chip ¢to the control processor 2nd is used
for chip configuration and teat commanda.

A.2.2.4.2.1 Built-In Test for the Algebraic Encoder/
Decoder Chip

All of the reagisters on the chip, except for some of those
in the test circuitry, arxe included in one of 3 set/scan
chains. Ths 3set/scan ochiins are loaded over the command
databus by the controliing processor. The test is then
initiacted by a coumand sent over the bhus. On~board
circuita tixe the test. Status bits report reaults of
the tes>, The set/scan registers may also be read to
hel? isolate fauvlts. PFault coveraga information was not
available.

A.2.2.4.3 Signal Tracking Subsystem Chip (STS)

This chip contains one tracking loop which may ba
sonfigured for phase frsgquency or code tracking. Also, one
pseudo-randow noise (PN) seguence generator and a
code/sanple clo.c¥ 2are on-board. Tvo or more chipa are
reguired for mest applications. The chips are programnable
to handle a wide range of signal tracking requirements.

A.2.2.4.3.1 Built-In Teat for the Signal Tracking
subsystem Chip

Set/scan ard signature analysis are both used for the STS
chip. Tests are initiated by a control processor with
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ccamands over the ountrol databus. Results are read by the
controlling procensor and acompared to known good results.
Fault coverage information was not available.

A.2.2.4.4 BElectro-Optical Signal Processor

Thia part was originally an in~house project. It was
recently picked vp for support by *he VHSIC progran. As a
result, no information was available.

A.2.2.4.%3 Configurable Gate Array

This part was originally ar in-houss project. It vas
recsalitly picked up for support by <the VHSIC program. as a
result, no information was available in the documents
exarnined.

A.2.2.5 Syster Test Procedure

These chips cre designed to operate in a system which is
controlled by 2 microprocessor or other smart controller.
The same databus used to program the chips ‘for a
particular configuration (which configuration may be
changed on-line) is used to control the testing c¢f the
parts. The actual testing nust be done off-line (that is,
during time periods whar data is not beihg tranzmitted or
received). The testing is initiated by transmitting a
command to put tha parts in the self test mode. At this
time their set/scan registers may be initialized for the
test. An externally supplied tiuinc signal is used to
begin the test process. At the end of tha test, results
are read by the controlling processor and conpared to
stored values of the correct results.




A.2.3.1 The Chipeet

E chip Complexity Technelogy Status
(Ro. Transistors) -

Complex Multiply  100,Gi0 mos Xany
& Acoumulate \ delivered
ta Ded

TR s
N o

E A.2.3.2 Genearal

% The 1IBX chipsat consistx »f just one part, the Complax
1 Multiply & Accumulate (CML) chip. The CXA chip car perforx
; 100 millien multiplications per second. PFour 16 by 18
sultipliera with acoumulators, each with a 24-kit output,
are available on chip for 1real or complex wmultiplicaticn
ard addition, 100 million real nr 28 =nillion ocouplex
operations per second may bhe performed. Each subssction
(containing multiplication and avddition c¢lrcuitry)
operates at 2.3 NHz real or 6.35 NHx complex rates.

A.2.3.3 Technology Insertion
The systems vhich have been targeted for the IDM chir ave
Lhs AN/UYS-1 sorobuoy sigral procesgor used on the

Lockheed P=3C and S8=3A aircraft anA the IBM/Sikorasky Lamps
Mk.3.
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A.2.3.4 Built-In Test for the Complex Multiply and
Accumulate Chip

Signature analysis using a 1level sensitive scan design and
on~-chip monitoring are used for bduilt-in test. Parity bits
are available on all chip interfaces. Adder overflow and
comparators for adjacent multiplisrs are also availabls.
The comparator may be used vhen spare saections are
available in the application. BErrors are recorded in a 10-
bit register and one of three intexrrupt requasts is
generated: one for parity errors (INT1l), one for compare
exrrcrs (INT2) and one for ovarflow errors (INT3). The chip
is stopped on the detection of an error. All of the
latches on the chip are connected to form 16 scan strings. A
20=bit pattern generator feeds all of the scan strings.
Rasults of the teast are formed in a 16-bit signature
analyszaz. This test has a fault coverage of ovar 90%.

A.2.3.3 Systen Teat Procedures

Two types of testing are available on the chip, on-line
and off-line. The off-line test requires that the system
not be using the CMA for calculations during the test
procedure. This is when the signatura test is performed.
It is typically performad during power=-up procedures, but
may also Le performed periodically if the system
schedules periods during which health status is determined.
The on-line tests are performed during normal operation.
The inputs and ocutputs to the chip include parity bits.
Most I/0O failures eventually 1lead to parity failure. The
on-line test may be used when the system design results in
spare multiply and accumulate sections being availakle.
The rosults of adjacent sections arac compared. If they do
not match, the test has failed. Faiiure of any of the
above tests results in an interrupt request being

A-1ll




generated. At that peint it is up to the control processor
to take appropriate action.

A«3.4 Texas Instruments

A.2.4.1 The Chipset

chip

Static RAN

Multipath Switch

Array Controllex,

Segquencer

Vector Arithmetic

logic Unit

Vector Address

Generator

Data Processor Unit

General Buffer Unit

Device Interface

Conplexity
{Ro. Transistors)

460,000

30,000

120,000

83,000

130,000

190,000

130,000

190,000
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Bipolar

Bipolar

Bipolar

Bipolar

Blpolar

Bipolar

Bipolar

Status

Some
delivered
€3 DoD

Some
delivared
to DoD

Under
tast

Under
teat

In
layocut

In finel
design

In final
Aesign

In final
design




A.2.4.2 General

Four of the seven chips are designad for use in an array
procassor for high speed signal processing. The other

three chips may be used in =z standard 1750A type

processor.

A.2.4.3 Technology Insertion

The systems vhich have been targeted for ﬁhe Texas
Instruments chip set are a MIL-STD-1750A data processor,

the launch and leave guided bomb, the Hellfire air to
surface missile guidance system, TOW-2 antitank missile
guidance subsystem improvement, the Army LHX helicopter

central processor, the Army M-1 tank fire control system
processor and the Integrated cCommunication Navigation
Identification Avionics (ICNIA) program.

A.2.4.4 The Chips

A.2.4.4.1 ctatic RAM

The Static RAM is a 72 kilobit Randem Access Memory
configured as an 8K by 9 bit memory. It has a parity
generator and checker built in. Ths ninth bit is the
parity Lit. It features write protection circuitry for
blocks of 1K words and pipelinad operations to improve
throughput.
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A.2.4.4.1.1 Built-In Test for the Static RAM

The oniy' built-in test featura on the RAM chip is the
parity generator/checkar circuitry.

A.2.4.4.2 Multipath switch

The Multipath Switch contains a programmable crossbar

between six 4-bit memory ports aond six 4-bit processor

porte. Up to six independent bus-to-bus connections per
clock cycle are possible.

A.2.4.4.2.1 Built-In Test for the Multipath Switch

On-chip self testing is provided using signature analysis.
If a result disagrees with the predetermined fault-free
signature, an error bit is set. Fault coverage (excluding
I/0 circuitry) is expacted to exceed 99 percent.

A.2.4.4.3 Array Controller/Sequencer (AC/S)

The AC/S chip ©provides microprogram addresses for 64K
words of external memory or 2K words of internal mask-
programmable ROM. It operates at a 25 MHz rate. Capability
for aequential addressing, conditional or unconditional
branching and subroutine call 1linking and return through a
16-deep stack are provided.

A-14




T L
.

'
Lot

‘.nl'"

A.2.4.4.3.] Built-In Test for the Array CQntrolltr/
Sequencer Chip -

e

Oon~-Chip self testing is rﬂ;%zdod using signature analysis.
If a rosult diqggwaés with the predetermined fault-free
signatormre, an error bit is set. A microcode test checks

«>811 instructions and all of the AC/S functions. This test
is also compressed using signature analyvsis. Fault
coverage (excluding I/0 circuitry) is expected to exceed
99 percent.

A.2.4.4.4 The Vector Arithmetic Logic Unit (VALU)

The VALU is a high performance computation unit optimized
for signal processing applications. It forms part of a
configurable arithmetic pipeline which includes a 16 by 16
multiplier, a 44-bit adder/subtracter and a 16-bit full
capability arithmetic logic unit. It uses an exterrial ROM
microcode, making modifications to the code structure
straight forward. While it does not perform floating point
operations, it supports them with'9 opcodes.

A.2.4.4.4.1 Built-In Test for the Vector Arithmetic
Logic Unit

on=-chip self testing is provided using signature analysis.
If a result disagrees with the predetermined fault-free
signature, an error bit is set. Fault coverage (excluding
I/0 circuitry) is expected to exceed 99 percent.
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A.2.4.4.5 Vector Address Generator (VAG) Chip

The VAG chip is a high speed, 16-bit addrass generator
which is optimized for use with highly regular data
structures such as arrays. A full 16-bit ALD (Arithmetic
Logic Unit) is provided <for calculations including
addresses and other operands. It can handle segquential
addressing, bit reversed addressing (for Fast Fouriler
Transforms (FFT)), indexed addressing and data directed
addressing.

A.2.4.4.5.1 Built-In Test for the Vector Address
Generator

on-chip self testing is provided using signature analysis.
If a result disagrees with the predetermined fault-free
signature, an error bit is set. Fault coverage (excluding
I/0 circuitry) is expected to exceed 99 percent. This test

requires 6250 clocks or one fourth of a millisecond to
run.

A.2.4.4.6 Data Processor Unit (DPU)

The Data Processor Unit is a general ©p rpose
microprocessor for the 1750A instruction set. It operates
at speeds to 25 MHz with a wmaximum throughput at 25 MHz
predicted to be two to four MIPS with the DIAS mix. It can
perform a register to register add in 40 nanoseconds and a
16-pit wmultiply in 440 nancseconds. It has three
programmable timers.
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A.2.4.4.6,1 Built-In Tast for the Data Procascsor Unit

on-chip self testing is provided using signature analysis.
If a result disagrees with the predetermined fault-free
signature, an error bit is set. Fault coverage (excluding
I/0 cirouitry) is expected to exceed 99 percent.

A.2.4.4.7 General Buffer Unit (GBU)

The GBU is a bus coupler used between the memory bus
(MBUS) and the system bus (SBUS).

A.2.4.4.7.1 Built-In Test for the General Buffer Unit

On-chip self testing is provided using signature analysis.
If a result disagrees with the predetermined fault-free
signature, an error bit is set. Fault coverage (axcluding
I/0 circuitry) is expecied to exceed 99 percent.

A.2.4.4.8 Device Interface Unit (DIU)

The DIU is a general purpvse microprocessor for use as a
coprocessor with the DPU. It implements I/O, DMA and
remote multiprocessing operations. It operates at speeds to
25 MHz and has 16 interrupt 1levels. It is the same circuit
as the DPU but uses a different. microcode.

A.2.4.4.8.1 Built-In Test for the Device Interface Unit
Oon-chip self testing 1is provided using signature analysis.
If a result disagrees with the predetermined fault-free

signature, an error bit 1is set. Fault coverage (excluding
I/0 circuitry) is expected to exceed 99 percent.
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A.2.4.5 System Test Procedures

Tests for these chips are controlled by sending commands
ovar the systen maintenance bus.  The signature analysis
tests must be performed off-line. The test results may be
read over the system maintenance bus. If the chipset 1is
contigured as the systenm main processor, testing is
controlled by the Dataz Processor Unit. Periodic testing
requirss the availability of time segments during which
the processor may be freed from normal duties. All chips
report via the system maintenance bus to the DPU which
stores the system health information in a status register.
It is the responsibility of the DPFU to act upon that
information.

Testing may also be initiated by a separate processor over
the systenm maintenance bus.

Fault simulations have not yet been performed to veritfy
the high fault coverage predictions.

A.2.5 TRW/Motorola

A.2.5.1 The Chipset

chip Complexity Technology Status
i (No. Transistors)

Window|Addressable 58,000 Bipolar Functional
Memory
Content Addressable 66,000 Bipular Functional
Memory
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Natrix Switch 13,800 aipolar Functional

Four port Namory 60,000 cMOS Funstional

o Nultiplier/ 42,000 Bipolar Under Test

L Acoumulator

i |

; Microcentroller 25,000 Bipolar In Fab-

i | rication

F Register Arithmetic 36,000 Bipolar In Fab-

? Logic Unit rication

- Address Generator 34,000 Bipolar In Fab-

rication

Convolutional 73,000 Bipolar In Design
Decoder

| - Convolver 74,000 cMOS In Fab-

rication

Fast Fourier 50,000 cMOS Layout
Transform Arithmetic Complete
Unit
FFT Control Unit 60,000 CMOS In Design
Configurable Gate 26,200 CMOS In Design
Axray

A.2.2.2 General
The TRW/Motorola chip set is designed for use in

electronic wartare 4and extremaly high frequetcy satellite
communications.
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A.2.%5.3 Technology Insertion

The systems which have beasn targeted for the TRW/Notorola
chipset are a programmable signal processor for ICNIA, a
gensral purpose progrémmable signal processor, the AN/ALG-
131 airborne Jamaer pod improvemant progrem, INEWS
(Integrated Electronic Warfare Systen) and a next
generation military satellite.

A.2.5.4 The Chips
A.2.5.4.1 VWindow Addressable Memory (WANM)

The WAM chip allows incoming dJdata to be examined through
eight different adjustable "windows" simultanecusly to
determine if certain variables fall in the range of values
viewed through the windows. It provides an eight-way
sorting action.

A.2.5.4.1.1 Built-In Test for the WAM

Information on the WAM was not included in the chip's
specification document.

A.2.5.4.2 Content Addressable Memory (CAM)

CAM allows a string of input data bits, called a vector,
<0 ba compavzed with previously stored data. A vector may

be divided into fields, permitting searches for matchis in a
numbaer of ways.




A.2.%5.4.2.) Built-In Test for the Content Addressable
Nemory

Set/scan is provided through a maintenance natwork node.
Data is loaded into the chip, which may then be single

'stepped. The resulting data is then read out to see if it

vas correctly processed. Information on the mairtanance
network node is included in section A.2.5.5.

A.2.5.4.3 Matrix Sswitch

The Matrix Switch is an eight?input eight-output 4-deep
crossbar switch capable of operating at 25 MHz. It
switches rescurces and data be*tween memories, arithmetic
units, the address generator, etc.

A.2.5.4.3.1 Built-In Test for the Matrix Switch

Set/scan is providad through a maintenance network node.
Data is loaded into the chip, vhich may then be ainhgla
stepped. The resulting data is then read out to ses if it
was correctly processed. Information on the maintenance
network node is included ir section A.2.5.5.

A.2.5.4.4 Fcur Port Memory

The Four Port Memory is designed to read two independent
addrsases and write two indepondent addrasses each clock
cycle. It is configured as 1024 4-bit words with
pipelining and both synchronous and asynchronous modes of
oparation.
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A.2.3.4.4.1 Built-In Test for the Four Port Meaery

Set/scan is provided through a maintenance network node.
Data i3 loaded into the chip, which may then bs single

‘stepped. The resuwiting data is then read out £> see ir it

vas correctly procdessed.  Informatinn on tne maintenance
network node i incluée~d in soction A.2.8.%.

A.2.5.4.% Multiplier/Accimulator (NAC)

The MAC ochip coaputes sums of products and accumulatea
interasdiate data. ‘

'A.2.5.4.5.1 Built-In Test for the :tultiplier Accumulator

Set/scan is providnd through a maintenance netwerk node.
Data is loaded into the chip, vhich may then be 3ingle
stepped. The resulting data is then read out to smee if it
was correctly processed. Information on the maintenance
neuvwork node is includeu in section A.2.5.5.

A.2.5.4.6 Nicrocontroller

The nmicrocantroler proridas microinstruction seguencing
control. It generates a 1&-bit addrcss.

A.2.5.4.C.1 3uilt-In Test for the Miciocorntroller

Set/scan is pcovided through a naintnnancq network node.
Data is loaded into the chip, waich may then be single
stepped. The resulting data is than read out to see if it

was correctly processed. Informztion on the maintenance
network 7n>de is included in section A.2.t.85
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A.2.8.4.7 Register Arithmetic Logic Unit (RALV)

Tne RALU iaplemsnts 16-bit arithmetic and Dboolsan
fanctions. 8ingle ohip double precision is aupported.
Multichip multiple precieion is cupported (with 1loss of
speed from tha 28 MHs single chip operation). The ochip
contains  teatuves which fasilitate flouting point
operationa.

Ac2.5.4.7.1 BuiltIn Test for the Register Arithmetioc
logic Unit

Set,/scan is provided through a maintrnance network node.
Cata is loaded into cna chip, which may then be single
stepyped. The resulting data is then read ovut to see if it
¥as cQorrectly processed. Iiforna*ion on the =maintenance
network nude is included in section A.2.85.8.

A.4.3.4.8 Address Generator (AG)

The AG chip is a slave praoceszzor wiiich: generates seguences
of 16~bit addresses (cne zdAress in each clock cycle) for
guick access to data structures.

A.2.5.4.8.1 Puilt=-In Test for the Address uenerator

Set/scan is provided through a naintenance networkx node.
Data 38 loaded into the ohip, vwhich may then be siryle
stepped. The resultinC data is then vread out to ser if it
vas corractly processed. Information on the mainternance
network node is inuluded in section A.2.5.5.
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A.2.5.4.9 Convolutional Decoder

information on the tonvolutional Decoder was not included
in the chips specification.

A.2.5.4.100 convolver

 Information on the Convolver was not inaluded in the chips
specification.

A.2.85.4.11 Faat Fourier Transform Arithmetic Unit
Information on the Fast Pourier Transform Arithmetic Unit
was not incluvd in the chips speciiication.

A.2.5.4.12 FFT Control Unit

Information on the FFT Control Unit was not included in
the chips op.citiontion.ﬁ

A.2.5.4.13 Configurable Gate Array

Inforaation on the Configurable Gate Array was not
ircluded in the chips specitication.

A-2.5.5 Systeam Test Procedure

Bach chip has a aaintenance network node (MNN). The
pucpose of the node is to extrict command information and
data from a serial inpuc uwtrear and initiate a response to

that command. All of the registers and flip-flops on sach
chip, except those in tke MNN itself, are configurable for
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A.2.¢ Vestinghouss/Matirndl

Adde6el - THE m
Chip

Static RAN

Pipeline Arithmetic

 Unit

Bxtended Arithmetic
Unit Multiplier

General Purpose
controller

10,000 gate Gate
Array

Fnhanced Extended

Arithmetic Unit

A.2.6.2 General

The chipset performs
arithnetic vector

Complexitcy Technology Status
(Mo, Transistor)

400,000

i33,000
92,000
79,000
40,000

Not Avail.

5 functions:
processing,
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processing, 3) Roating point data procersing, 4)
Risrarchical multiprocessor system control and 8)

A.2.6.3 Technology Insextion

The systems which have been targeted for the
M:lmhmo/muml chipsat are an airborne RADAR signal

Aro0esscr, an electro-optical signal processor ivr the M-l
tahk, air defense RADAR fire contro’. systam, the avionics
suite for the LHX helicopter, the USAF/Boeing ¥=3A RADAR,
an advanced power Wanagement aystem for electronic
warfare, & NIL-STD-1750A Ggeneral purpose computer, a
tactical air corntrol ocenter and an advanced programmable
aignal processor for retrofit into APG-68 RADAR used in
the General Dynamics F-16.

A.2.€6.4 The Chipa

A.2.6.4.1 The Static RAX

The 64K-bit static RAM is configured as 8K words of 8
bits. It features a 25 nanosecond access/cycle time.

A.2.6.4.1.1 Built-In Test for the 8K by 8->it Static RAM

No built-in test provisions are provided.

|
A.2.6.4.2 Pipeline Arithmetic Unit (PAU) |

The AU performs high speed vector-efficieit operationa.
Some of the possibla functions performed are FFry,
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recurgive filtering, transversal filt+:ing, matched
filtering, convoluticnal filtering, spectrum shifting,
weighting end band limited interpolation.

L4

A.2.6.4.2.1 Built-In Test for the Pipelined Arithnmetic

Unit c

|
. | P
The chip is divided into test cells of up to 5000

equivalent gates. Each test cell has test “egisters at all
of its inputa and outputs. A special test bus (TBUS) is
used to controcl testing. Simulation information was nct
available.

A.2.6.4.3 The Extended Arithwmetic Unit Multiplier

The Extended Arithmetic Unit Maltiplier provides bhigh
speed fixed oand floating point multiply and divide
operations. It vuses MIL-STD-1750A format.s and can also
handle the Westinghouse 8§4-bit floating point format.

Pipelining provides the capability of providing a result
every 40 nanoseconds.

A.2.6.4.3.1 Built-In Test for the Pipelined Arithmetic
Unit

The chip 1is divided into test cells of up to 5000
equivalent gates. Each test ceil has test registera at all

of its inputs and outpute. A special test bus (TBUS) is
used to control testing. Simulation information was not
available.
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A.2.6.4.4 The General Purpose Controller

The General Purpose Coatroller is intended to be used as’
the mnicroprogrammed control element within a signal
processor, embedded processor or general purpose
processor. It addresses up to 262K words (16 bits per
word) of menory. It features a 40 nanosecond cycle (25
MHz; and has a design goal of 3 million instructions per
second (MIPS), Digital Avionics Instruction Set (DAIS)
mix, for a MIL-STD-1750A computer configuration.

A.2.6.4.4.1 Built-In Test for the General Purpose
Controller

The chip is divided into test «cells of up to 5000
equivalent gates. Fach test cell has test registers at all
of its inputs and outputs. A specia} test bus (TBUS) is
used to control testing. Simulation information was not
available. ‘

A.2.6.4.5 The Gate Array

The gate array contains the functional equivalen: of 7,904
N \]ﬁginput NAND gates. It has 160 bonding pads and 46 input,
'f§$§3, output and 76 bidirectional buffers.

A.2.6.4.3.1 Built-In Test for the Gate Array
The entirs gate array i3 treated as a single test cell.
All of the inputs and outputs pass through test registers

which may be controlled by the test circuitry. A special
test bus (TBUS) is used to control teating.
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A.2.6.4.6 Tha Enhanced Extended Arithmetic Unit

The Enhanced Extended Arithmetic Unit provides a 16-bit
multiply with a 32-bit product, 32-bit floating point
addition and subtraction 1in 3 clock cycles: (including
denormalization and normalization), and provides support
for arithmetic operations on 32-bit integers and 48-bit
floating point values. A 1l6-bit add/subtract is performed
in 1 clock cycle. A 32 deep 16-bit stack is available.
Features are available to facilitate double precision (64-
bit) floating point, single and double precision complex
operations and floating complex operations.

: Ir's
A.2.6.4.6.1 Built-In Test f¢r the Enhanced Extended
Arithmetic Uhit_'-
\
The chip is divided into éest cells of up to 5000
equivalent gates. Each test cell has test registers at all
of its inputs and outputs. A speclal test bus (TBUS) is

usad to control testing. Simulation information was not
available.

A.2.6.5 System Test Procedures

Each chip in the chipset (except for the RAM) has an on-
board BIT controller microcell which controls all testing
within the chip. 1It operates on commands and data it
receives over the test bus (TBUS). BIT controllers on
separate chips within a system will test the connections
and I/0 buffers in paths between the chiys.

The processor controlling the test bus depends upon the
system design. It would appear that this system would have
difficulty fully testing itself. A separate test
processor may therefore be necessary.
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| A.3 CONCLUSIONS

The schedules for the VHSIC Phase I contractors indicate a
deadline for the operational brassboards at the end of
1985. Delivery of 100 parts of each chip in the chipset
are also due at that time. However, there are concerns
that the yields will be so 1low that some parts may cost as
much as $5,000. To «combat this, the program office
recently funded yield enhancement programs to each
contractor. These programs cost a total of $15 million for a
32 month effort. This would seem to indicate that parts in
reasonable quantities will not be available until mid 1987.
However, all of the chip specifications should be stable
enough for design purposes by mid 1985, and parts may be
available in small quantities by the end of 1985. What does
the VHSIC program bLuy us? The Hughes VHSIC digital
correlator replaces a 32-stage, 5 MHz part which uses
analog summing that has 1limited cascadability. This
correlator also performs the magnitude calculations and
threshold detection that previously were done off-chip. It
offers five times the processing power and four times the
speed of the part it replaces. It also may be configured
for a wider variety of applications, including very long
correlations. Four times faster at one fifth of the area
means the part has 20 times the capability of current
parts.

The VHSIC program has stressed making the parts general
purpose. Various applicaticns will not use all of the
features on & chip. The end 1result of this is that some of
the possible processing gain is lost. However, another
goal of the program was to make general purpose VHSIC
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BaCrocells availabla which =may be used in new chip
designs. These chipa may bes nade more special purpose and
uSe only these cells which are needed. Chip design tools
developed on the VHSIC program will simplify the design
of thoss semicustom parts.
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APPENDIX B
HAMMING CODES DESZRIPTION

Hamming codes are a class of generalized parity check codes
usually used for single error correction. Thay can also
provide a greater level of error detection than a satandard
parity check code and additional levels of error correction,
at added hardware cost. Assume that there are ¢ information
bits which we want to protect with a Hamming code. In this

case, ¢ check bits must be added where ¢ is determined by the
conditior that:

c
2 > gq+c+1

The result is a [qg + ¢] - bit word. The check bits are placed
in the word so that error correction is easy to do. That is,
if the [g + ¢] - bit word is given by:

b b b b b

g+c g+c-l... 3 2 1
the? the ¢ check bits are placed in the positions B, where i
= 2" for =0, 1, 2, - . ., ¢=1l. The values of the bits are
determined such that they insure that the parity sum equals 0
for error free words. There are two steps to defining the

parity equations.

Step One: Integer Sets

Define P, to be the collection of integers whose binary
represengation has:

a, c or fewer bits
b. The j-th bit equal to 1




cgnitruet these sets for j=1 to c.
Step Two: Parity Egquations
The parity sums ara then defined by:

r b for R€P k < + cC
3" *Px €Fyr k<4

vhers the ¢ equations ure given for j=l, . . ., c. The value
of tha check bit is selectsd so that the parity equation > =0
is satisfied for jJ=1, ..., c. This gives a unique resiilt
since each of the parity sums contains exactly one of the
check bits and no check bit eppears in mors than ona parity

EXAMPLE

If wa are given 4 information bits, than q = 4 and ¢ must be
3 so the code vword contains 7 bits with the check bits at
locations bl, bz, and b4. The three integer sets are given
by:

Pl = {1' 30 50 7}

P = (2, 3, 6, 7)
2
P = (4, 5, 6, 7)
3
The three parity equations become:
1 b1 3 5 7
« b +b +b +b =0
2 2 3 6 7

. +b +b +b =20
3 b4 5 6 7




vhare + i3 mod 2 cddition.

" Now, to send the information bits 1 0 0 1, the three parity

bits are selected o that equations 1-3 are true. Thus b = 0
b, = 0 and b, =l. The transmitted word is 1001170 o.
Suppose an error occurs and the word becomes 1 0 01 1 C 1
(that .s, b becomes a 1). Evaluating the three parity sums
in raverse ordsr on the faulty word gives the result:

r3-1+o+o+1-o
r2-0+1+o+1-o
r1-1+1+0+1-l

The binary output of the parity sum is 001 or decimal 1 which
correctly identifies bl as the faulty bit.




