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### Abstract

The military strategy of the United States depends heavily on maintaining a qualitative superiority over any and all potential adversaries. By maintaining this qualitative superiority, the US is able to compensate for a wide variety of real or perceived shortcomings present in its military forces. This dependence has resulted in an increased emphasis on advanced technology and its associated software programming. The integrity and responsiveness of our software is being jeopardized by its high costs and an ever-growing shortage of qualified software professionals. Although programs like the DoD's STARS program have recognized these problems, progress has been slow to reverse the trend. One area that deserves closer examination is the process the Air Force uses to conceive, develop, and implement its software. This process is known as the traditional systems development life cycle. This project will examine in detail the traditional life cycle, the factors affecting it, its economic foundations, and most importantly ways in which it might be altered.

### Title

ALTERING THE APPLICATION OF THE TRADITIONAL SYSTEMS DEVELOPMENT LIFE CYCLE FOR AIR FORCE SOFTWARE PROGRAMS
The military strategy of the United States, particularly in the arena of deterrence, depends heavily on maintaining a qualitative superiority over any and all potential adversaries. By maintaining this qualitative superiority the US is able to compensate for a wide variety of real or perceived shortcomings present in its military forces. This dependence has resulted in an increased emphasis on advanced technology, and its associated software programming. This has made software one of the most critical links in our military armor. However, the integrity and responsiveness of our software programming is being jeopardized by its high costs and an ever growing shortage of qualified software professionals.

Although programs like the DoD's Software Technology for Adaptable, Reliable Systems (STARS) have recognized the problems associated with software programming, progress has been slow to reverse the trend. Additional action must be taken to rectify the situation and increase the productivity of Air Force software programs. One area that deserves closer examination is the process used to conceive, develop, and implement software programs. This development process has been used since the earliest days of software programming and is generally known as the traditional systems development life cycle. While technology has been improving by leaps and bounds, the software development process has remained relatively static.

This project will examine in detail the traditional systems development life cycle, the factors affecting it, its economic foundations, and most importantly ways in which it might be altered. Altering the traditional systems development life cycle may be one of the only cost effective ways to improve the productivity of Air Force software programs. The consequences of failing to increase the productivity and reliability of our software programs is extremely grave and could have dire effects on Air Force readiness and US defense capabilities.
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EXECUTIVE SUMMARY

Part of our College mission is distribution of the students' problem solving products to DoD sponsors and other interested agencies to enhance insight into contemporary, defense related issues. While the College has accepted this product as meeting academic requirements for graduation, the views and opinions expressed or implied are solely those of the author and should not be construed as carrying official sanction.
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TITLE ALTERING THE APPLICATION OF THE TRADITIONAL SYSTEMS DEVELOPMENT LIFE CYCLE FOR AIR FORCE SOFTWARE PROGRAMS

I. Purpose: To establish the requirement for altering the traditional systems development life cycle and show that the use of a modular design will provide increased productivity and reduced software costs.

II. Problem: The military strategy of the United States to rely on qualitative superiority to maintain deterrence has placed an increased emphasis on high technology and its associated software programming. However, the integrity and responsiveness of the Air Force's software programming efforts are being jeopardized by its high costs and an ever growing shortage of qualified programmers, software project managers, and systems analysts.

III. Discussion: The importance of software to any military electronics system extends far beyond its functional role. The cost, reliability, and time required to field new systems are increasingly determined by software rather than hardware considerations. The cost of software to the DoD is currently $10 billion a year and is expected to increase to $30 billion by 1990. Software costs account for 5 percent of the Air Force budget, and are expected to climb to 10 percent by 1990. Additionally, software costs can exceed upward of 80 percent of the total system cost. Likewise, the demand for software professionals currently outstrips supply pipelines and has every indication of becoming a more intense problem. Since the demand for software and software professionals is not expected to
diminish, something must be done to improve the productivity and
timeliness of Air Force software programs. One area that
deserves closer examination is the process the Air Force uses to
conceive, develop, and implement its software; a process that has
remained relatively static since the early 1960s. Analysis of
the phases of the life cycle process has shown that many factors
impact software development. Among the primary factors are
manpower, time control, early error detection, and a lack of
overlap of the phases. While several different things may be
done to improve the efficiency of the traditional systems
development life cycle, the optimal solution may be the use of a
modular design. Modular design is the dividing of a program into
smaller segments, each of which evolves through the six phases of
the life cycle. A module, however, is capable of functioning in
a stand-alone mode. Each module builds onto previously
implemented modules, and when all modules are implemented, they
deliver the same capabilities and functions as the product
developed using the traditional approach. Two modular designs
are offered for consideration; a straight design where each
module is completed before the following module is started or an
overlap design where the next module is started before the
previous one is completed. Either of the designs provides a
degree of flexibility not attained under the traditional systems
development life cycle, while delivering fairly significant time
and cost savings.

IV. Conclusions: A modular design provides not only increased
productivity and product quality, it can also produce cost
savings of up to 10-15 percent. Additionally, it can also
provide many intangible benefits; such as meeting the demand for
increased time control, reduction of system changes, early
detection of errors, reduced program size, reduction of
maintenance costs, and increased programmer proficiency. All of
which can improve the readiness of tomorrow's Air Force.

V. Recommendations: The Air Force must implement modular design
wherever possible. This means evaluating programs currently
being developed or in the process of being implemented, as well as
future projects. Whenever possible manpower estimates and cost
estimates should be based on modular design parameters. The Air
Force must also develop and conduct training in modular design
for all programmers, software project managers, and systems
analysts.
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Chapter One

INTRODUCTION

The military strategy of the United States to rely on qualitative superiority to maintain deterrence has placed an increased emphasis on high technology and its associated software programming. However, the responsiveness and integrity of the Air Force's software programming efforts are being jeopardized by their high costs and an ever growing shortage of qualified programmers, software project managers, and systems analysts. Although programs like the DoD's Software Technology for Adaptable, Reliable Systems (STARS) have recognized the problems associated with software programming, progress has been slow to reverse the trend (14:--).

The importance of software to any military electronics system extends far beyond its functional role. The cost, reliability, and time to field new systems is increasingly determined by software rather than hardware considerations. Software costs can exceed upward of 80 percent of the total system costs for some military electronics programs (6:13). The DoD is currently spending $10 billion a year on computer software and anticipates the demand to triple to $30 billion by 1990 (8:46). At $3 billion a year, spending for software accounts for five percent of the total Air Force budget, and is expected to climb to ten percent of the budget by 1990 (8:46).

Likewise, the demand for software professionals (programmers, project managers, and systems analysts) currently outstrips our supply pipelines and has every indication of becoming a more intense problem (8:46). Since it is highly unlikely that future systems will have reduced software requirements, other means of improving system performance must be developed. One area that deserves closer examination is the software development process. Better known as the software development life cycle, it is the set of activities that defines and describes how software is conceived, developed, and implemented. Since most software professionals utilize the same basic steps to define this development life cycle it is often referred to as the traditional systems development life cycle.

The purpose of this paper is to investigate this traditional systems development life cycle and determine whether altering the life cycle can provide economic benefits and increased productivity to the Air Force. This study will consist of an examination of the traditional system development life cycle; the
Air Force's application of that life cycle; the way the life cycle is depicted and how its costs are determined; some possible ways in which the life cycle might be altered; and finally the benefits of using an altered systems development life cycle. The consequences of failing to increase the productivity of Air Force software programs is extremely grave and can have dire effects on Air Force readiness and US defense capabilities.

THE TRADITIONAL SYSTEMS DEVELOPMENT LIFE CYCLE

With virtually all major Air Force electronic systems depending on computer software, it is absolutely essential that cost, quality, and productivity be optimized. According to Col. Kenneth Nidifer, Director of Mission-Critical Computer Programs for Air Force Systems Command, "Software has become a highly important force multiplier, even though this is difficult to express in terms of bombs on target... the very security of our nation depends on software" (8:46). While technology is lowering the cost of computer hardware, the sophistication of the tasks that software is called upon to perform is escalating the basic cost of software. Figure 1 illustrates how software costs, as a percentage of total systems costs, have been rising for DoD computer systems for the period 1955 to 1985 (18:13-14).

![Figure 1. Relative Costs of Hardware and Software](image)
Definition of Phases

While software programming is critical to each computer system, the various phases of the software development process are not universally defined. Since the purpose of this paper is to determine how the systems development life cycle can be altered, a common ground must be established. What follows are this author's definitions of the various phases of the traditional systems development life cycle. The phases are a synthesis of the many phase descriptions available in computer literature, with major influence from the Planning Guide for Computer Program Development. The life cycle consists of six phases: 1) requirements definition, 2) specifications, 3) design and coding, 4) testing, 5) integration, and 6) implementation and maintenance (4:17-28). The description of each phase is listed below.

Requirements Definition

This phase includes the effort required to define and analyze the requirements for a software system, establish a software system description, and initiate the software development planning necessary to proceed with further development of the software system. This step may be repeated several times to ascertain that the true requirements are or have been stated and understood.

Specifications

This phase includes the effort required to convert the system requirements definition into a design; prepare a development plan that documents the cost, system performance specifications, and schedule estimates; as well as prepare a test plan. The preliminary design of the system is outlined. The user decides whether or not to proceed with the development of the software program at the conclusion of this phase.

Design and Coding

Following user acceptance of the system specifications, the design and coding of the software program begins. Actions could include logic flow diagrams, interfaces, data interchanges, data bases, files, records, and speeds; all of which are formulated and specified. Coding of the computer program is done during this phase, which results in translating the rather specific program requirements into appropriate sets of instructions.

Testing

This phase includes the effort required to support system testing and acceptance testing. The purpose of this phase is to ensure the system is in compliance with the stated system specifications.
Integration

This phase includes all efforts required to verify that the software system is in compliance with all project objectives, all deliverable items exist, and all reviews have been successfully completed. It usually includes real-time testing of all functions, to include stand alone operations which insure the system operates in and of itself. This phase also includes any efforts to incorporate the software with other packages or programs already in existence.

Implementation and Maintenance

In this phase system testing is completed, end users are trained, and the user organization is converted to the new software system. The software maintenance portion consists of correcting errors, making modifications, and enhancing system capabilities.

An important aspect of the software development process is evident from these descriptions—software is essentially a one time process. When a computer program has been developed (per these phase descriptions), the program and hence the software does not have to be "manufactured." The system is ready to function; with only modifications, enhancements, or corrections to be made. No additional development effort is required to make the software functional. As will be shown in Chapter Two, the Air Force uses a version of the traditional systems development life cycle to develop its software programs. The traditional life cycle has been incorporated into every facet of Air Force software development and has been utilized for over two decades. There are several additional problems; however, beyond the previously mentioned manpower and dollar shortages, that need to be considered and resolved. These problems are equally as significant in triggering a search to determine whether the systems development life cycle can or should be altered. These problems have surfaced in various research studies, as well as from the author's personal experience.

ADDITIONAL SOFTWARE DEVELOPMENT PROBLEMS

Automated Code Generation

Although automated code generation has increased the productivity of the coding process, and in many cases the maintenance function, reliance on automated code generation does not eliminate erroneous specifications. A research study by B. W. Boehm has shown that only 30 percent of post-delivery discrepancies occurred as a result of coding errors; the remaining 70 percent where caused by an erroneous design or specification (7:126). A study at GTE found that over 50 percent of all development hours were spent correcting errors resulting from faulty design (9:240). Automated code generation is fine
when utilized correctly, but reliance on it often leads to other errors that must be overcome.

Software Packages

Software packages often require major modifications, long-term commitments, hardware restrictions, and a forfeiture of flexibility. A recent GAO report to Congress showed an unusually large number of software packages are never implemented, and that those which do get implemented, are often delivered late, with excessive cost overruns (15:1-84).

Software Programmers

Programmers believe the reports which state good programmers produce 20-25 lines of debugged code per day (6:304-305). Long-term estimates easily become self-fulfilling prophecies. Slipped schedules have become the fashionable approach to increasing project manpower.

Manpower Impacts

While beefing up project manpower is used to bring a floundering project back on schedule, project leaders grossly underestimate the cost of adding programmers during the latter stages of program development.

Computer Jocks

Computer "jocks" design systems for computer "jocks"; users are not "jocks"! The operation of software programs needs to be understood by the end user, which is often impossible because of the way the program is designed and developed.

Development Philosophy

The philosophy that "there is not enough time to do it right today but plenty of time to fix it tomorrow," has caused considerable rework as well as a loss of user confidence in early release stages. Time constraints and productivity goals often force quality to be a secondary concern.

Systems Analysts

The systems analyst has a difficult time differentiating between user needs, wants, and dreams in trying to determine system requirements. The lack of formal "computer" education or relevant experience in the area of system's analysis has often led to a misdirected effort.
SUMMARY

The Air Force is dramatically increasing the amount of money it is willing to spend on software development, yet something must be done to meet the demands for increased productivity. While the sophistication of tasks software performs has increased dramatically, the Air Force is still using an antiquated approach to software development. This approach was used when our most powerful computers had performance capabilities that are less than today's desktop computers. Just as those computers have changed to meet the ever increasing demands of a "high tech" Air Force, so must the supporting software development process. This paper will examine that development process and show that altering it will provide both economic and productivity benefits to Air Force.
Chapter Two

THE AIR FORCE'S APPLICATION OF
THE TRADITIONAL SYSTEMS DEVELOPMENT LIFE CYCLE

The previous chapter described the traditional systems development life cycle and how it has governed the development, implementation, and maintenance of software systems. This chapter will describe the Air Force's use of this systems development life cycle and the program management concepts it has spawned.

Air Force Regulation (AFR) 700-1 states the Air Force will "manage information as a critical resource" and "information systems will be implemented and managed to enhance Air Force war fighting capability" (12:2). To attain these lofty objectives, the Air Force has defined every facet of information system development, acquisition, and implementation. AFR 700-1 defines an information system as a combination of people, equipment, facilities, procedures, software, and other resources, organized to process information (12:2). It does not matter at what organizational level the information system is being utilized, it "will be managed according to the principles, policies, and procedures of life cycle management" (12:5). This implies the traditional systems development life cycle will be used to obtain and maintain effective information systems, at minimum cost, for the total life of the system. The Air Force's use of life cycle management principles begins with the conceptual needs (requirements definition) phase and ends with the disposal or replacement of the information system.

The Air Force references the systems development life cycle to provide a framework for the process by which the initial concept of a system evolves into a fully operational system. While the Air Force institutes various technical controls, through reviews and audits, the basic life cycle process remains fairly consistent with the traditional systems development life cycle described in the first chapter. AFR 700-4 Vol I, defines the phases of the life cycle as concept development, definition, program development, test, and operation (13:8). An analysis of Figure 1-1, AFR 700-4 Vol I, shows the purpose of each phase is very closely aligned with the purposes of the six phases of the traditional life cycle previously defined (13:7-8). Concept development corresponds to requirements definition; definition with specifications; program development with design and coding; testing with testing; and operation with integration, implementation, and maintenance. Figure 3-3, Software
Development, AFR 700-4 Vol I, further breaks down this life cycle process and reveals, through an analysis of its baseline functions, how closely the Air Force systems development life cycle matches the previously depicted traditional systems development life cycle (13:19-20).

The purpose for establishing this relationship is to provide a common ground when discussing characteristics of the traditional systems development life cycle and the possible ways in which that life cycle might be altered. Again, it is important to remember there is no universally accepted definition of the systems development life cycle, and that the major differences discussed here are ones of semantics. It is also interesting to note that the application of the AFR 700-series regulations is applicable to all systems, whether they are stand alone or imbedded in larger systems.

During each phase of the systems life cycle, the Air Force has a single point of management with sufficient authority, responsibility, and accountability to direct the effective management of the program. Changes in management normally occur at prescribed points in the life cycle and since each phase runs subsequent to the next, have little overlap. The management plan will be transferred whenever there is a management change and will be updated with every change to the life cycle plan (12:5). Under the described Air Force systems development life cycle, as well as the traditional systems development life cycle, the process from start to finish is one long continuous development program, with delivery of the software system occurring only in the final step.

**SUMMARY**

The main point is the Air Force does use a version of the traditional systems development life cycle to develop its software programs and has been doing so for several years. Consequently, almost all of the problems associated with the traditional systems development life cycle, as uncovered in both civilian and military studies, would be applicable to either version of the systems development life cycle. As a result, and for the purposes of this paper, the two life cycles are considered the same and interchangeable. The next step is to accurately depict the traditional systems development life cycle, including its cost curves and cost estimates, and establish an economic foundation for altering the traditional systems development life cycle. This is the purpose of the next chapter.
Chapter Three

COST CURVES, COST ESTIMATES, AND THE LIFE CYCLE DEPICTED

This chapter will develop the economic foundation for altering the systems development life cycle, establish a baseline for software development costs, and identify the various factors affecting software development. The purpose of this chapter is not to provide an analysis for determining cost estimates but rather to view cost curves, cost estimates and the life cycle as a means of highlighting areas for improvement.

THE COST CURVE

As in many other projects, software program managers often ask: How long will it take? and How much will it cost? Software development is a dynamic process, and all efforts to depict the various cost curves will never be totally accurate; however, they can provide an insight into those areas which might need change.

The first step is to understand the pattern of the cost curve associated with the software development life cycle. Figure 2 depicts the generally accepted shape of the cost curve, with time shown on the horizontal axis and dollars of cost on the vertical (1:78). Through the first five phases the cost curve starts out initially high (peaking during design and coding) and then becomes downward sloping. This downward slope continues through the implementation phase but begins to climb as maintenance is required and the system becomes outdated.

![FIGURE 2. THE COST CURVE OF SOFTWARE DEVELOPMENT](image-url)
Some general observations about this cost curve are: 1) as the software system life increases, development costs (phases 1–5) as a percentage of total system cost decrease, and 2) as total costs increase, the average cost per year that the system is in operation decreases—up to a point. Additionally, research by Peter Norden of IBM has shown that each of the six phases has its own well-defined cost curve (based primarily on manpower costs). The magnitude and duration of these individual curves are of a generally stable and predictable structure and can be exploited for project planning and control (20:1). The pattern of each smaller curve is in essence a smaller replica of the larger overall development cost curve. The curves climb, peak, and have support tails of varying length.

There is virtually no overlapping of any two phases. Consequently, each phase must be completed before commencing with the next phase. As a result, any delays which might occur in one phase very often impact all subsequent phases. This domino effect exists in many software development efforts and is often a major cause of program slippages. A graphic way of showing this aspect of the traditional systems development life cycle is through the use of a Gantt chart, as shown in Figure 3. The phases are shown on the vertical axis with time on the horizontal axis.

![Figure 3. Gantt Chart Depicting the Traditional Life Cycle](image)

**ERROR DETECTION**

One major cause of the above mentioned delays is the correcting of errors, better known in computer circles as "debugging." James Martin, in his book *An Information Systems Manifesto*, graphically shows how costs to correct errors sharply escalate as they pass from the requirements definition phase through to the implementation and maintenance phase (5:48). Figure 4 depicts this sharply rising cost curve. Martin states it could more than 1000 times more cost-effective to detect and correct errors in the requirements definition phase than in the implementation/maintenance phase. Further, the author's personal experience has shown that errors are often detected out-of-phase. Errors which occur in phase 1 (requirements definition) are often not detected until phase 6 (implementation
and maintenance), likewise errors in phase 2 (specifications) are not detected until phase 5 (integration), and phase 3 (design and coding) until phase 4 (testing). More specifically, design and coding errors are often caught in the test phase as the program simply will not function, whereas errors in requirements definition may not be detected until the system is implemented.

![Graph](image)

**FIGURE 4. THE HIGH COST OF LATE FIXES**

**TIME SENSITIVITY**

Each of the cost curves and figures discussed thus far has been directly related to time and that is not by accident. Time plays a critical role in the software development process. Schedule stability is often described as the most critical problem in software development. Software development is very time-sensitive, and development time specification is not the prerogative of management (as most of management believes), but rather belongs to the system (6:8). Management can iterate constraints and define a feasible schedule, but it cannot always dictate the time for completion of a project. To get some idea of the time-sensitivity of software development, consider Table 1, generated by Lawrence Putnam in his study of software cost estimating. Using a simulation model, he was able to show time-sensitivity as a function of system size. Additionally, he stated this analysis could be used to describe any typical government software project (6:8-9).
What the table reflects is a very narrow time window. For example, a 15,000-line program has a standard error of 0.6 month. If management had set the time for completion at one year, it would require 0.9 month of excess time to be completed. In this case the probability of successful completion is only 7 percent (6:8). For a one year project some managers and users would accept a one month delay, but the case of the larger project is different. With a system having 500,000 lines of code, it would be very hard for management to guess 57.9 months for completion and 7782.3 man-months of effort. Because of cost and time considerations, many project managers would be more inclined to pick 48 months rather than 60 months, knowing there is a better chance of getting funded. Yet, 48 months is virtually impossible, as the probability of success is less than 1 percent (6:9). What this means is, if the development time is arbitrarily specified by managerial fiat, there is often a high chance the project will not meet its time or cost schedules.

Basic statistics further support this conclusion by saying in most cases the farther into the future a forecast or prediction is made, the less reliable the predication will be (3:89). In the case of software development, the author believes these predictions would more likely be inaccurate on the side of taking even more time to complete the project. The GAO report supports this position by showing a large number of government software programs are plagued with late deliveries and cost overruns (15:1-84). The only acceptable solution to this management dilemma is to set realistic time estimates and bias them for risk; or decrease the time of the project. The shorter the time element, the less the risk and the more reliable the estimate. Hopefully this study will show that altering the traditional life cycle can provide that opportunity.

OVERLOOKED FACTORS IN TIME (COST) ESTIMATES

While many studies have been made on how to improve the accuracy of the above mentioned time estimates, there are several factors which are very often overlooked or not considered when making time estimates. They are mentioned here; however, because
they have a definite impact on the reasons why the development life cycle should be altered and better yet, how it might be altered. The factors mentioned are primarily drawn from the author's personal experience and reflect areas which are necessary for more accurate estimates. The common formula for project estimates can be boiled down to: Contribution Level x Productivity x Number of Team Members = Effective Project Manning (11:9). Contribution level is the percent of a programmer's time to be spent on the project. Productivity level is the percent of a programmer's time that can be expected to be spent at work and not on leave or other non-project related activities.

The author believes, however, the common formula needs to address at least four other factors which are necessary for reliable time estimates. First is proficiency level, which characterizes the ability of assigned personnel to perform a given task. If appropriately expressed as a percentage, it could fit in well with the formula expressed above. Second is team turnover rate, which indicates the training and subsequent contribution of team member replacements. The turnover rate must be a function of time remaining until project completion. New team replacements immediately prior to implementation would have significantly more negative impact on the project progress than early turnover if all other variables are held constant. Third is a factor reflecting team addition rate, which represents an adjustment for personnel added to a team after specifications have been gathered. This adjustment may explain why additional manpower for floundering projects does not always produce the anticipated expeditious results. Finally a cohesiveness factor, which quantitatively describes the ability of team members to work together. In turn, cohesiveness facilitates optimal communication and assistance. Not only are the above four factors difficult to anticipate, little if any research is available for determining the direct impact they have. While this study will not address integrating these factors in with the standard estimating formula, it might show how altering the traditional life cycle can satisfy these concerns.

**USER SATISFACTION**

The purpose of any software development project is to develop software that meets the end user's requirements; however, the real question is: What is user satisfaction? My research has shown that meeting original requirements does not, in many cases, equal user satisfaction; rather original requirements plus changes more closely equals user satisfaction. In software development, changes are usually a function of development time and/or system dynamicitity. While it is difficult if not impossible to control system dynamicitity, development time can perhaps be controlled. If the time from requirements definition to implementation could be reduced, changes might be minimized. Minimizing changes can result in a product which would more nearly meet original user requirements. Additionally, rework
could be significantly reduced, and a product could be delivered
that directs future changes rather than incorporating them.

MANPOWER TRADEOFFS

A majority of the costs associated with software development
are manpower costs. The pattern of the manpower curve in a
traditional software development life cycle is basically the same
as the previously mentioned cost curve (manpower costs are the
primary costs in most software development programs). This
pattern is best known as a Rayleigh manpower curve. The
parameters describing the Rayleigh equation can be arranged to
provide an effort-time (manpower) trade-off law (6:43). This
trade-off law states that small changes in development time
result in very large changes in effort. As the number of people
who must interact and work together on a project rises
arithmetically, the number of interactions goes up geometrically.
This results in more and more time being spent on human
communication and less and less on productive work (6:35-3).
The two ways to handle this problem are to limit the number of
people working on a project at any one time, which will stretch
out the time schedule; or to reduce the size of the project. If
altering the life cycle could reduce development time,
significant manpower costs and development costs savings might be
attained. Again, time plays an all important factor.

SOFTWARE MAINTENANCE

Another area that plays an important role is the maintenance
portion of the life cycle. Maintenance costs, when depicted as a
percentage of the total system cost, increase with each year the
system is in operation. Maintenance costs can be expected to
consume up to 50-75 percent of the total system cost (19:vii).
Edmund Daly found maintenance costs represented about 12 percent
of the system cost in the first year and 46 percent after four
years (9:236). Because maintenance costs do consume such a large
percentage of total cost, a brief examination of these costs is
appropriate. Additionally, maintenance enhancements are also
subject to development approaches.

Software cannot be maintained because it is not subject to
dilapidation or deterioration. Software does not require
preventive or remedial maintenance and it does not have hardware
maintenance characteristics. E.B. Swanson expressed it best when
he identified three basic categories of maintenance (21:492).

Corrective--repairing an undetected error or specification.

Adaptive--modification necessitated by a changing
environment.

Perfective--improving performance capabilities.
It should be noted that corrective action is also part of the test phase, and corrective action is necessitated by human error. Adaptive and perfective changes are part of the development process. Adaptive and perfective changes are a function of the dynamiticity of the software program, which with longer periods of development time increases the size of the task to be completed. The implication is clear; the satisfaction of a maintenance request could be enhanced by time limitations on the development process. To understand the impact of maintenance changes, consider Daly's findings at GTE. Some programs had as much as 70 percent of the original code changed in the first two years of maintenance, and there were instances where the average life of a line of code was only 18 months (9:240). Again, altering the traditional life cycle might provide opportunities to address these issues and resolve some of these problems.

SUMMARY

The purpose of this chapter was to define and analyze the software development process and its associated cost curves, and to build an economic foundation for altering the traditional systems development life cycle. Notation was made of the various factors affecting software development and their impact. Primary among these factors were manpower, time-sensitivity, early error detection, software maintenance, user satisfaction and lack of overlap of the phases. The next chapter will analyze this information and determine how it might be used to alter the systems development life cycle.
Chapter Four

ALTERING THE SYSTEMS DEVELOPMENT LIFE CYCLE

This chapter will draw some general conclusions from the information presented in the previous chapter and then use those conclusions as stepping stones to examine ways in which the systems development life cycle might be altered.

RESULTS OF ANALYSIS

The Pattern of Cost Curves

The total cost curve of the traditional systems development life cycle follows a consistent and set pattern. It starts high, peaks during the design and coding phase, becomes downward sloping through implementation, and has a steady climb in the maintenance phase. The cost curve of each individual phase also follows a similar pattern, although the first five phases (requirements definition through integration) do not demonstrate the dramatic support tail of the maintenance phase.

No Phase Overlap

Under the traditional systems development life cycle each phase is done sequentially, in a more or less stand-alone mode. There is very little, if any, overlap. Delays in one phase often have an adverse affect on subsequent phases.

Impact of Change

Software development is a dynamic process, with many factors subject to change. In many cases change has an adverse impact on the development process; usually requiring more manpower, time, and money be allocated for project completion. Changes are often a function of longer development time and overall system dynamiticity.

High Cost of Late Changes

Delays are primarily a result of errors or changes in the system design and coding. The costs associated with making changes can be rather dramatic, especially in the latter phases of the life cycle process.
Development Time

Simulation models show that errors in estimating the development time (which determine project cost) are subject to a greater error when the project is larger and takes more time. Manpower, resources, and time are allocated based on estimates made of the development life cycle.

Software Maintenance

Software is not maintained like most products. It does not dilapidate or deteriorate, nor does it require preventive or remedial maintenance.

Maintenance Costs

Maintenance costs comprise an ever increasing portion of the total system cost. The longer a system exists the greater the maintenance costs will be, both on a per year basis and as a percentage of total costs. Reducing maintenance costs can greatly reduce total system costs.

Time Sensitivity

Time control is imperative in all phases of software development. Reducing development time will provide greater stability as well as a wide variety of cost benefits. It can reduce change and turmoil, decrease manpower requirements, and improve cost estimates.

Error Detection

Catching errors or making changes early in the life cycle process is cheaper than doing it in the latter phases. Additionally, error detection often occurs out-of-phase, with errors that occur in early stages not being detected until the latter stages of development.

Proficiency

Higher proficiency, lower programming team turnover, and lower user turnover will reduce development time and errors, while decreasing total system costs.

Program Size

Reducing program size (lines of code) reduces the amount of manpower required to complete the project, the time required, and total program costs. Reducing the size of the program also increases the accuracy of both the time estimates and total project cost estimates.
ALTERING THE TRADITIONAL SYSTEM DEVELOPMENT LIFE CYCLE

The above conclusions, as well as studies by Joseph Fox, Mitre, and TRW, have shown that something must be done to improve the productivity and timeliness of the software development process (2:--; 16:--; 17:--). Each offered some possible solutions to these problems and ways in which system efficiency might be improved. One area is the use of systems development tools. Another is the use of automated code generation, which has speeded up the coding process and in many cases the maintenance function. In the author's opinion, however, the optimal solution is the use of a modular design. Modular design consists of dividing a software system into smaller blocks of processes or modules, each of which evolves through the six phases of the traditional life cycle. While one module, capable of functioning in a stand-alone mode, would have fewer functions than the entire product of the traditional approach, it would provide the same capabilities and functions as the original system when all modules are developed and functioning together.

THE MODULAR APPROACH

To more completely understand and visualize what modular design is refer to Figure 5.

<table>
<thead>
<tr>
<th>PART 1: TRADITIONAL SYSTEM LIFE CYCLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>REQUIREMENTS</td>
</tr>
<tr>
<td>SPECIFICATIONS</td>
</tr>
<tr>
<td>DESIGN/CODING</td>
</tr>
<tr>
<td>TESTING</td>
</tr>
<tr>
<td>INTEGRATION</td>
</tr>
<tr>
<td>IMPLEMENTATION</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART 2: MODULAR LIFE CYCLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>REQUIREMENTS</td>
</tr>
<tr>
<td>SPECIFICATIONS</td>
</tr>
<tr>
<td>DESIGN/CODING</td>
</tr>
<tr>
<td>TESTING</td>
</tr>
<tr>
<td>INTEGRATION</td>
</tr>
<tr>
<td>IMPLEMENTATION</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PART 3: MODULAR/OVERLAPPED LIFE CYCLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>REQUIREMENTS</td>
</tr>
<tr>
<td>SPECIFICATIONS</td>
</tr>
<tr>
<td>DESIGN/CODING</td>
</tr>
<tr>
<td>TESTING</td>
</tr>
<tr>
<td>INTEGRATION</td>
</tr>
<tr>
<td>IMPLEMENTATION</td>
</tr>
</tbody>
</table>

FIGURE 5. LIFE CYCLES DEPICTED
Part 1 is a Gantt chart depiction of the traditional systems development life cycle (it is a reproduction of Figure 3). Under this approach, as was described earlier, each step is done in sequence, with little or no overlap. Again, the possibility exists that delays in any one phase could result in delays in all subsequent phases. Parts 2 and 3 are Gantt chart illustrations of two possible modular life cycles. For purposes of this discussion, each project is divided into three modules. In real life situations there could be a multitude of modules, but the results would be basically the same. An assessment of modular design by Donald Latham, the Assistant Secretary of Defense for Command Control Communications and Intelligence, shows it is possible to break projects up into smaller modules and complete them under the basic guidelines set above (10:185).

In modular approach number one (Figure 5, Part 2: Modular Life Cycles), the project is divided into modules, with each module going through its own life cycle. This part is the same as under the traditional approach. Each phase is completed before the next is started, and the next module is not started until the previous one is completed. The time to completion of the last module (and consequently the entire project) is approximately the same as under the traditional approach. The first two modules, however, are completed and implemented well before the final product of the traditional life cycle approach is implemented. Therefore, this approach offers the end user some capabilities earlier than he would have had them under the traditional life cycle approach.

Under the second modular approach (Figure 5, Part 3: Modular/Overlapped Life Cycles), the project is again divided into modules, with each module going through its own life cycle. Under this approach, however, the next module is started prior to the completion of the previous module. In this case, the modules overlap such that the requirements definition of the next module is started when the design/coding phase for the previous module is completed. With this approach the entire project (all three modules) is completed in less time than is required for the entire project under the traditional life cycle approach. The modularity of this approach permits the overlap, whereas the structure of the traditional life cycle does not.

The techniques of modular programming are not new (where various parts of a program are developed in modules, but not meant to operate in a stand alone mode); however, the concept of modular design is. The very fact that it is new does create a few problems within the Air Force. Higher levels of management are not always known for their innovativeness and willingness to try new approaches. A large number of Air Force programs, however, appear to be perfectly suited to this modular approach. Since most Air Force software programs have a multiplicity of functions and often work at various levels, they could be easily broken down into modules. By prioritizing the various functions within the system being developed, programmers and project
managers could very easily institute modular design. Additionally, modular design could make reprogramming a much easier task as changing one module would have very little impact on other modules.

**SUMMARY**

To achieve the high rates of productivity, with the wisest allocation of dollars and manpower, it is imperative the traditional systems development life cycle be altered. The demand for increased time control, reduction of system changes, early detection of errors, reduced program size, reduction of maintenance costs, and higher proficiency rates all show the Air Force needs to reevaluate the process it uses to develop software. As was discussed, one such way to accomplish this is to use a modular design. Either of the two modular approaches presented solves many of the previously discussed problems and shortfalls. Additionally, they provide a degree of flexibility not possibly attained under the traditional systems development life cycle. The next chapter will highlight the benefits of altering the traditional life cycle and for using a modular design.
Chapter Five

BENEFITS OF USING AN ALTERED SYSTEMS DEVELOPMENT LIFE CYCLE

From the Gantt charts and discussion provided in the previous chapter, it is readily apparent there are several distinct benefits which result from using a modular design. The reductions in both time and manpower are especially significant. Additionally, there are several other benefits (both tangible and intangible) that can be accrued through the use of either of these two modular designs. The purpose of this chapter is to evaluate these benefits and to assess the impact they might have on the traditional software development process.

IMPACTS OF USING A MODULAR DESIGN

Reduced Manpower Costs

Manpower trade-off laws show that time and effort (manpower) are coupled and that small changes in development time can result in very large changes in effort (6:16). In the case of using a modular design, reductions in time will greatly reduce manpower and create a substantial cost savings. Time reductions, in and of themselves, also generate cost savings.

Impact. More personnel will be available for other projects, therefore, increasing productivity as well as organizational flexibility. In many cases the manpower factor is of greater concern than the dollars saved, as there may not always be additional manpower available. The associated cost savings will mean more dollars will be available to spend in other areas, or perhaps more significantly, a program may be funded when it might otherwise fail to make the funding cut.

Reduced Development Costs

Modularity leads to a commonality of design, which in many cases leads to a reduction in the total lines of code. John Snyders found that using a modular design (in two smaller programs) reduced the total lines of code by 15-25 percent (11:46). Reducing the number of lines of code can have a dramatic effect on reducing costs. Software cost equations show that reducing the lines of code by just 10 percent yields costs reductions of up to 27 percent from the original system price (6:7).
Impact. More dollars will be available to spend in other critical areas. Additionally, the cost of future maintenance might also be reduced. Maintenance could be limited to the module in question, thereby eliminating some of the ripple effect which naturally occurs as one change generates additional changes. Reducing development costs also means that the economic point of redevelopment occurs sooner. More frequent redevelopment is consistent with, and often triggered by, other industry advances in hardware and software.

Reduced Chance Of User Turnover

By reducing the elapsed time between requirements definition and implementation, it is implicit that the amount of user turnover will be reduced. It is much more likely that individual users who participated in the requirements definition and specifications phases will be present during delivery of early modules.

Impact. The training effort is minimized; testing is enhanced; implementation time is reduced; and conversion is smoother. Individuals who helped define why a system was required are more likely to be present, which increases the likelihood of user satisfaction.

Reduced Chance Of Programming Team Turnover

By reducing the elapsed time prior to product delivery, the project leader reduces the amount of team turnover. On projects that could take several years (total time for the entire project) the Air Force assignment process induces a certain amount of team turnover. Using a modular approach could permit team members to work a module from start to finish, thus providing programming continuity.

Impact. Frustration levels triggered by training are reduced, proficiency is increased, and productivity is increased; while acquaintance and bonding with co-workers and user personnel can be maximized.

Reduce Chance Of User Management Turnover

Through accelerated product delivery, the software project leader is less likely to encounter new user management, and the increased possibility that they might want to make changes.

Impact. Project direction and philosophy changes are less likely to occur, will generally be smaller in scope and scale, and are usually less significant. Programming time and costs are kept on schedule and turmoil, as a result of change, is kept to a minimum.
Reduced Analysis Of Non-Implemented Requirements

The traditional approach usually requires that requirements be defined for all foreseeable system contingencies. In the course of the development process these are often altered enough to rule the original study effort worthless. In a large number of cases they are not implemented at all. The modular approach requires analyzing only those requirements necessary for the module being developed, with future modules incorporating changes or new options.

**Impact.** The defining of only those requirements to be implemented into system components will contribute to a higher level of worker productivity, will lead to reductions in both manpower and time, and will reduce system complexity.

Quickened Development Feedback To The User

Accelerating the rate at which some components of the system are delivered will allow the end user more time for adjustment. Since some components developed under the modular design approach could be delivered years ahead of those developed under the traditional approach, the user community will get hands on experience much earlier. Additionally, the user could have a direct impact on modules still being developed.

**Impact.** Partial system introduction, which comes about as a result of the modular approach, leads to a gradual user acceptance of the system and a general building of user confidence in the system being developed. The user only has to learn the system module being introduced; contrasted with the more or less bombshell approach of the traditional life cycle. Additionally, one of the biggest drawbacks of the traditional approach is that the end user often has to wait until the very end of the development effort to discover the final product is not what he or she requires or that it does not do the things it was expected to do. The changes brought about as a result of these last minute corrections can be very expensive as well as time consuming. A final result of the modular approach could be the generation of greater user satisfaction.

**SUMMARY**

With the costs of computer software rapidly dominating the costs of military electronic systems, altering the traditional systems development life cycle may be one of the only viable options available to tomorrow's software programmers to increase productivity. The modular design approach will provide both tangible and intangible benefits to the Air Force, as well as a unique ability to take advantage of the dynamic environment encountered in high technology. The increased cost effectiveness and product quality of the modular design will ultimately lead to enhanced readiness for tomorrow's Air Force.
Chapter Six

CONCLUSIONS AND RECOMMENDATIONS

The "smart" systems of today's Air Force derive their IQs from their software. Software has proven to be crucial to a multitude of systems; from precision-guided munitions to the advanced combat aircraft and its fully integrated avionics suite. None can effectively operate without it, yet these systems and others like them may go into decline for future lack of good software and software professionals. Hardware may be readily available, but the software to exploit its superior capabilities may be lagging dangerously behind. The net result could be another system "outdated" before it is fully delivered and operational. As the range of computer applications has grown and the complexity of tasks increased, the cost of developing software has increased dramatically; so much so that software is in many cases the costliest component of the entire system. Almost every new electronic system the Air Force is developing is planning on software to help it function; yet, few people consider the efforts it takes to get that software. Some will be sorely disappointed at how long it might take.

In the early days of computer programming the usual assumption was that the work to be done was a simple product; a result of constant manpower over a scheduled period of time. Today, however, computer programming is extremely complex and more times than not is characterized by cost and time overruns. Unless productivity goes up and costs come down, there will be grave consequences for future Air Force capabilities. It is for these reasons the traditional systems development life cycle must be altered and a modular design incorporated. The remainder of this study consists of a summarization of those conclusions the author considers the most significant and some recommendations on how this modular (altered) design can be implemented in Air Force software programs.

CONCLUSIONS

1. Using an altered systems development life cycle, in this case a modular design, will dramatically reduce total systems development costs for Air Force software programs. Since studies on smaller programs using modular design revealed total lines of code could be reduced by 10-25 percent (with a 10 percent decrease yielding cost savings of up to 27 percent), it is felt total cost savings of 10-15 percent could be attained using a
modular design. Therefore, the hypothesis that altering the traditional systems development life cycle will provide economic benefits to the Air Force, is considered valid.

2. The modular design approach can be incorporated in a large number of Air Force software projects and programs. The reductions in cost and manpower can have a pronounced and timely effect on the successful accomplishment of many programs. It is possible the use of a modular design could permit some programs to be successfully completed when they might have otherwise been in jeopardy.

3. A major modification to one module does not render the entire program unusable; instead, portions of code can be moved in and out of the same source program with less difficulty than in non-modular programs.

4. Modular programming fosters modular testing, which in turn facilitates the testing of independent program modules prior to program completion. Discovering significant design flaws as early as possible and not during traditional system release is extremely crucial. The cost of rework is trivial in the early stages of development (as would occur under a modular approach) when compared with making changes late in the life cycle, as often occurs in the traditional life cycle.

5. Modular design offers many intangible benefits (such as reduced turnover, reduced analysis, and quicker feedback) which greatly enhance the productivity and quality of Air Force software programs. These types of improvements are hard to quantify, but may be just as important as the manpower, dollar and time savings which can be quantified.

RECOMMENDATIONS

1. The benefits of modular design should be shared with the higher levels of Air Force management, particularly those which oversee the development of Air Force software programs.

2. The Air Force should utilize a modular (altered) systems development life cycle wherever possible.
   a. Current on-going programs should be evaluated for possible utilization of the modular approach.
   b. Future programs should be evaluated for possible utilization of the modular approach; basing manpower and time estimates, as well as system costs on modular design parameters.

3. The Air Force should develop a training program to teach modular design. This training should be conducted for all programmers, software project managers, and systems analysts.
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