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I. INTRODUCTION

Various methods of four-dimensional data assimilation have been in
practice both operationally and in a data archival mode over the past ten
years. Most current methodologies use a global objective analysis
procedure, an initialization program to remove gravity modes and their
tendencies, and a short-term (usually 6h) global forecast model to step
ahead to the next time period. An example of an operational global data
assimilation system is that used at the National Meteorological Center (NMC)
(Dey and Morone, 1985), while the European Centre for Medium Range Weather
Forecasts (ECMWF) has used its data assimilation procedure for the
formulation of the FGGE III-B analysis archives (Bengtsson et al., 1982) as
well as for operational purposes (Lorenc, 1981).

Until recently, the focus of attention in the development and use of
four-dimensional data assimilation gystems has been on mass and motion
fields. Although the MMC objective analysis procedure, the optimum
interpolation method, does use analyzed winds and temperatures in its
special univariate horizontal and vertical correlation functions for
relative humidity, the observational data used in the analysis are limited
to rawinsonde and surface weather observation measured humidities.
Operatidnally. ECMWF has analyzed integrated water Qapor mixing ratio of
layers using measured temperature and dewpoint from rawinsonde reports and
relative humidity inferred from four layers below 300 mb from surface
weather observations (Tibaldi, 1982). Recently, the use of layer
precipitable water from satellite soundings has been studied at ECMWF
(Lonnborg, private communication) but as yet it has not been included in its
operational optimum interpolation procedure for moisture. Therefore, the
large regions of the globe where conventional observations of humidity are
sparse or non-existent are not updated in the analysis phase of the
asgimilation, and in these regions the forecast model is allowed to create
its own moisture cliimatology. .

An accurate depiction of cloud distribution is of great importance in
Alir Porce operations, in both the analysis and forecast modes. Thus, it is
essential that some kind of updating of the forecast humidity field take
place in data void regions to ensure the best possible representation of
clouds in those regions from both the present analysis and forecast

humidities. Obviously, the expense of attempting to cover data




void regions adequately with conventional observations on a routine basis
would be prohibitive, so other forms of humidity information must be sought
for such regions. Previously mentioned satellite profiles of layer
precipitable water offer some hope if they are recovered from satellite
radiance measurements with sufficient accuracy. Another form of global
moisture information that may prove useful in updating forecast humidities
is relative humidities inferred from cloud cover values of automated
nephanalyses. One source of cloud analyses is the 3DNEPH cloud analysis
procedure of the Air Force Global Weather Central (AFGWC) (Fye, 1978).

This report focuses on the use of such alternative forms of humidity
information to supplement conventional humidity observations in preparing
global analyses of relative humidity in a data assimilation environment.
Humidities derived from satellite soundings and inferred from surface
weather observations (SWO) and AFGWC cloud analyses (3DN) are studied for
possible use in the AFGL Statistical Analysis Program (ASAP), and data
assimilation sequences are run with and without the more promising forms of
alternative humidity information. Conclusions are then drawn from the
results as to the effect on both humidity analysis climatologies and
humidity forecasts of using such supplemental humidity information.

II. DESCRIPTION OF THE GLOBAL AFGL DATA ASSIMILATION SYSTEM (AGDAS)

The triad of objective analysis, initialization, and global forecast
model programs used in the global AFGL data assimilation system consists of
the ASAP optimum interpolation (0I) analysis, the Machenhauer non-linear
normal mode initialization (NMI) (Ballish, 1980) using four vertical modes
and two iterations, and the AFGL global spectral model (GSM) (Brenner et
al., 1982). The AFGL GSM used in this study was modified in the structure
of its numerics from the NMC spectral model (Sela, 1980), but changed in the
physics only to allow for a different distribution of vertical layers. Two
later upgrades of the physics parameterizations (NMC 1983, NMC 1985) have
since been carried out in the NMC operational GSM. A 30 wave rhomboidal
truncation on 12 o layers is used in the NMI and GSM, and the analysis is
performed on o layers in the ASAP to avoid vertical interpolation of
fields between pressure levels and o layers. The remainder of the
description in this section concerns the OI procedure ASAP.

Originally, ASAP was developed directly from the 1979 multivariace OI
procedure as described by Bergman (1979); in fact, the codes were developed
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using only Bergman's article and the companion paper by McPherson et al.,
(1979) as references. With some assistance from MMC personnel (Morone,
1983, private communication), a multivariate temperature (T) and zonal (u)
and meridional (v) wind component analysis code on o layers and a separate
surface pressure OI analysis code were formulated. The surface pressure
analysis was later dropped and the T, u, v, o layer analysis was replaced
by a height (Z), u, v, analysis on o layers. The equations for computing
the corrections for an analysis grid point based on weighted sums of
surrounding observation-minus-first guess residuals for the normalized
analysis error, and for the computation of the horizontal and vertical
correlation functions from Bergman are used without modification. Still
lator.-cyclln; of the analysis error and the great circle distance method
for correlation functions equatorward of 70° latitude were included as
described by Dey and Morone (1985) without changing the Bergman formulation
(including map factor) for latitudes |¢| > 70°. The following paragraphs
give a detailed description of the four codes that make up ASAP.

A. The Pre-Analysis Program (PRANAL)

PRANAL converts spectral coefficients of absolute vorticity (n),
divergence (D), T, specific humidity (q, carried only in the lowest seven
o layers), and surface pressure Py from the previous forecast (first
guess) to grid point values on both the analysis grid (61 equally spaced
longitudes by 62 Gaussian latitudes) and the interpolation grid (1° latitude
x 1° longitude). Thus, values of T, u, v, relative humidity (r), and Pa
are located on the respective grids on 12 o layers for T, u, v, and seven
o layers for r, representing the first guess. In PRANAL, each grid value

of T, q, and p, is used to compute the corresponding grid value of r using
the relations

£y = '1/.3 (1)
1
es = 6.11 exp{19.9274-5443.3618/?11 (2)
L
¢ = "!p*dl/(lw!) (3)
w = ql/[c(l-q‘)] i ¢ = .622 (4)
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where the subscript L represents the index of the o layer. In addition,
PRANAL also converts the spectral coefficients of height analysis error
(cz)(lz o layers) and relative humidity analysis error a. (seven

o layers) from the previous analysis to 61x62 grid values. In cases where
the present cycle is the first in a series, the analysis error conversion is

not performed in PRANAL, since no previous analysis in that series exists.
B. The Mass-Motion Analysis Program (ASAPOI)

The upper air analysis of Z, u, v is multivariate and is carried out at
the sigma layer surfaces of the GSM forecast. Fig. 1 shows the relative
positions of the sigma layers (dl) and sigma levels (él) currently used
in the AGDAS. Horizontal (u) and vertical (v) correlation functions for
the autocorrelations and cross-correlations involving Z, u, v used are those
given by Bergman (1979) for latitudes ¢ such that |¢|>70°, and by Dey
and Morone (1985) for [$|<70®. The respective distance formulations from
the two articles, as well as the values for constants from Dey and Morone,
are used. ASAPOI also uses the rawinsonde, pibal, and single-level wind
observation error standard deviation values from Dey and Morone, but uses
standard deviation values for satellite height observation errors derived
from a collocation study with rawinsondes to be discussed later in this
report. Values for kh' the constant in the horizontal autocorrelation
function for Z, are the same as those specified by Dey and Morone, but are
used at o layers 1-9, o layers 10 and 11, and o layer 12 respectively.

Because the analysis is performed on the o layers rather than on
pressure surfaces, representations of the various types of observations used
in the analysis must be obtained at the pressure levels of the o layers at
each observation site. Interpolation procedures used for this purpose are
discussed in detail in the following section. ASAPOI inputs four types of
observations from the FGGE II-B data sets: (1) Type 1 observations, which
include rawinsondes, pilot balloons (pibals), dropsondes and other direct
profiling instruments, (2) Type 4 observations, which are the satellite
soundings of layer mean temperature and layer precipitable water, (3) Type 2
observations, aircraft observations, and (4) Type 6, single level cloud
track wind observations. Each data type is ordered by latitude from south

to north prior to its use in ASAPQOI, in order to facilitate the location of
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:¢# the proper latitudes of 1° x 1° first guess values from which to interpolate

fﬁ?' bilinearly to each observation site as it is processed. This horizontal

'ﬁp' interpolation to the observation location is performed for the o layer

3“? variables T, u, v, r, and for p,. Then o layer T is converted to ¢

g;s level Z using ’

'

‘;‘: L (a/g)ralmdl_l/;!) Lt=1,2,...,L (5

3&\

gg‘ where z; RE the model terrain height interpolated from the 1° x 1°

*&g grid, ans o, = 0.01 for the purposes of establishing a value of Z for the
uppermost level. These values of Z, u, v, r are subtracted from the

éﬁt corresponding estimates of observation values of Z, u, v, r to form the

& ' residuals used in the analysis. The residuals are stored sequentially in a

gi& data list in the order they are processed, from south to north for each data

L type in turn. ‘

ﬁéﬁ ASAPOI then calls a quality control procedure that performs a "gross”

‘iﬁ} check and "buddy” check of the Z, u, v residuals. Residuals are sorted by

[%3 location into buddy check boxes that are 10®° in latitude extent and

:“ approximately equal in longitude extent, with the number of boxes for each

3{3 latitude band equal to NBOXES = 36% cos ¢, where ¢ is the central

sﬁf latitude of each band. For boxes whose central latitude lies poleward of

'ggd 70° latitude, all wind component residuals are converted from

;? latitude-longitude (¢, A) orientation to Cartesian (x, y) orientation

af? using

e

:kg dux.y = —du¢'x sin \ - IHdv¢,k cos A

. } (6)

’r:~ dvx.y = IHdu¢.k cos A - dv¢.k sin A

iﬁﬁ

Wl in which du, dv represent the wind component residuals, A the observation

S longitude, and IH = 1 for Northern Hemisphere and -1 for Southern

™ Hemisphere. Next, the gross check is performed for each box by first

? : computing the forecast error standard deviation for each individual residual

ss: at its respective level (Z) or layer (u, v) by vertically interpolating the

A values in Table 1 to the o pressure. If a residual exceeds three times

(R the size of the forecast error standard deviation value interpolated from
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Table 1 it is removed. If either wind component fails this gross check,
both are removed.

The buddy check is then performed univariately within each box at
each level by computing total autocorrelations for each respective residual,
and determining if the criteria -

o laz, - 4z.] < (a - bp ﬁ)a ;i
S
tgg'! ldu, - du, | < (a-bp t™Hs f (N
i 5 = P 137 uy
%?i w,, f
S‘a Idvi - dvjl < (a - bp ij)a v
Eﬁh are met. In these expressions, i and j are the indices of two observations
?&i being compared, 621. éﬁi. 651. are the forecast error standard deviation values
3&§ computed from Table 1 for the respective variables at the location i,
] Py are the spatial autocorrelations and a = 3.0, b = 1.5. If the

criteria are met for the comparison of residuals and i and j and Pij >
:;%2 0.75, the observation considered to be of higher quality is assigned a keep
8:% flag; if they are of equal quality, both are assigned keep flags. For wind
fia residuals, Pi; for u and v must be » 0.75. If the criterion is not met,

5 the lesser quality observation is assigned a toss flag, and both get a toss
:sgf flag if they are of equal quality. Separate keep and toss flags for wind
gkz components are not maintained--a wind keep flag is assigned if pij for
ﬁg: both u and v is > 0.75, and a wind toss flag is assigned if either u or v

+ fails the buddy check criterion. The 0.75 factor is used to insure that
&s& only more spatially correlated observations corroborate each other.

’W?' Quality level in the buddy check is defined by observation type and
fgﬁ{ whether or not a vertical consistency check was conducted for that

s observation. Only FGGE II-B observations with quality control indices of 0
:ﬁ“ (no check made) and 1 (observation found correct in vertical consistency

:§ 3 check) are used in the analysis, with the latter given the higher quality
:&g: level. The quality control indicator (QCI) assigned to a residual for the

B purposes of determining comparative quality is set as follows: QC = 0 for
xbt vertically checked data and = 1 for vertically unchecked observations. Then
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for Type 1 data, QCI = QC+l, while QCI for Types 2, 4, and 6 are given by
QCI = 3(QC+3)+ITBI, where ITBI = 1 for Type 2, 2 for Type 4, and 3 for

Type 6. For example, a QC value of O will correspond to QCI = 1 for Type 1,
10 for Type 2, 11 for Type 4, and 12 for Type 6. Thus, the higher the value
of QCI, the poorer the quality assumed for the residual. In this way, the
conventional upper air data (Type 1) will never be flagged by other
observation types.

Once all of the observation intercomparisons are made in a particular
box for a particular level, each observation is checked to see if it has two
or more keep flags. If so, all toss flags are removed from the observation
gince it is to be retained regardless of how many toss flags it has
received. Observation iterative rejection begins with summation of toss
flags assigned to each residual, and the residual of each type (heights and
winds separately) with the largest number of toss flags is identified. This
residual, along with all others that have within four of that maximum
number, is eliminated, and the toss flags that they imposed on the remaining
residuals are removed. The remaining residual of each variable with the
largest number of toss flags is identified; it and others within four toss
flags of it are eliminated, the imposed toss flags on other residuals are
removed, and so on. The four flag check is removed once the highest number
of toss flags falls below four. This continues until all residuals of
height and winds have at most one toss flag, or ten iterations have been
carried out, whichever comes first. Remaining residuals are candidates for
the OI analysis. The wind residuals in boxes whose central latitude is
poleward of 70° are converted back to ¢, \ orientation.

A number of points (PTS) is assigned to each observation, whether
sounding or single level. For each o level of a particular observation,
if a height observation is present, PTS is added to the sum for the
observation. For wind observations at each o layer, one point is added to
the sum, then if the wind observation is accompanied by a height observation
at the sigma level just above it, an additional value of PTS is added.

Here, PTS has a2 value of 1.0 for all observation types except Type 4, where

PTS = 0.42. This lower factor represents the overall reliability (ratio of

observation error standard deviation for rawinsonde heights to that computed
for satellite sounding heights) of satellite soundings compared with

conventional height observations. The total number in points for each

"
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éﬁ- obgservation over all levels is stored and used later in the selection of

D) obgservations lying around an analysis point. It can be seen that the more
?&: information contained in an observation, the larger its number of points--it
}b“ has more information to contribute to a particular location on the analysis
Q3 grid.

;;; At this point, the set of observation-minus-first guess residuals

k! contains checked residuals of Z on o levels and u, v on o layers where

Q; they exist in each observation, as well as unchecked residuals of r on o

;:!: layers. Obsgervations have been assigned points and are ordered within each
iﬁ% type by latitude. The analysis of the 61x62 grid points then begins with

Ko the southern-most Gaussian latitude and the Greenwich Meridian, moving

e eastward. For each analysis point, the following sequence of steps takes

net place to determine the NSNDS (currently 8) observations that will be used to
i. update the first guess values at all o layers. - First, the Type 1

“45 observations are considered, by computing the horizontal height

;A;‘ autocorrelation uz: between each observation i and the grid point g. Before
E;f NSNDS observations with uf: > 0.1 are collected, any observations failing this
';}; criterion are no longer considered. When NSNDS such observations are found,
13g8 each successive obgervation's value of u:: is multiplied by PTS, and this product
o is compared with the same product for the NSNDS observation, where observatiops
ﬁ&: 1, 2, ., NSNDS already collected are ordered from largest to smallest value
:{ y of this product. If a subsequent observation’'s value of u::*Prs is larger than
et that for the last observation in the collection, the latter is excluded from
;;; consideration. Making the test for inclusion on u:: rather than on u?: *PTS
ﬁf‘ for the first NSNDS observations avoids making the amount of information in
25& an observation a criterion for its inclusion for analysis points in data

‘2§g sparse areas. However, in data rich areas the combination of nearness to

e the grid point and amount of information influences an observation'’s chances
oo for participation in the analysis. This procedure continues until all Type
h,; 1 observations have been considered. If less than NSNDS observations have

A been found from the complete set of Type 1 observations, the entire set of

QJV Type 4 observations is compared against the accepted Type 1's in the same

;&ﬁf manner. If NSNDS surrounding observation sets still have not been found,

‘ga‘ the Type 2 and Type 6 sets are congsidered in order. Thus the search

‘r X continues through the four data types in this order, discontinuing after
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considering in its entirety the first data type set in which the collection of
NSNDS observations has been completed. The entire set of NSNDS observations is
a candidate for participation in the procedure that corrects that grid point's
first guess values at all model layers. In the present version of the
analysis, NSEDS = 8, but a correction can take place even if only one
observation has a uf: > 0.1. If no observations satisfy this condition, no
correction is calculated for the analysis point at any layer.
The purpose for assigning points to the observations is to indicate how

much that observation could contribute to correct the grid point values at

all o layers. For example, based on the current point system used, a

complete rawinsonde observation for a 12 layer model structure would have 36
points, 5.04 points for a complete satellite sounding, and 1 point for an
aircraft or single level satellite. This means that a complete rawinsonde
observation located 7.14 times farther from the analysis point than a

complete satellite sounding or 36 times farther than an aircraft or single
level satellite wind observation would have equal likelihood of being chosen
for that grid point in data rich regions. In data sparse regions where

there are fewer than NSNDS of all types nearby, the observation types have
equal opportunity. Types of data are processed in-the indicated order -
because of the perceived accuracy of the observations aﬁd the number of
residuals generally present in each type. Conventional upper air sounding

is seen as the most accurate and as having the most residuals. Satellite
soundings are taken next becauge of the complete set of height residuals

they provide, then aircraft winds which are more accurate than satellite

winds.

Once the observations are collected for a particular analysis point,

the OI procedure begins. For the first analysis in the assimilation

sequence, the forecast error standard deviation relation au = &v =
62[(2kh)1/25/fs]. where kh is the constant in the height autocorrelation
function, g is acceleration due to gravity, and f8 is the coriolis
parameter at the analysis point, is used to compute au. sv poleward

of 25° latitude using the &z values in Table 1. Within 25° of the
equator, éu. av values derived in this way are blended with tropical
values following Dey and Morone (1985). Then mandatory level values are
linearly interpolated in ln p (natural logarithm of pressure) to the sigma
layer pressures. For subsequent analyses in an agsimilation series, the
analysis error values for Z (oz) from all layers of that analysis point

from the previous analysis are read into the code, having previously been

(A OO0
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converted from specfral form. Values for the 6h height forecast error growth
amount for each sigma layer, estimated from interpolating the corresponding
mandatory pressure level values from Dey and Morone (1985) to the sigma
layers, are added to a, to form éz. However, before this addition

takes place, the oy values are checked to make sure that they are greater

in magnitude than the 6h forecast error growth amount, yet less than the
climatological limit for height forecast error interpolated to the sigma
layers from the mandatory level Dey and Morone values. Therefore, the 62
values are allowed to range between twice the 6h forecast error growth amount
as a lower limit and the sum of the climatological limit and the 6h forecast
growth amount as an upper limit. From these values, the expression

(Zkh)llz

was used equatorward of 25° to obtain su. 6v values at all ¢ layers for the

g/f8 was used poleward of 25° and blending with tropical values

analysis point. The forecast error standard deviation values assigned to each

residual i, § éu » 8 , is the analysis o layer value for the same

z.' v

variable at th: loc:tioniof the analysis point in the horizontal and at the
o layer pressure of the analysis point closest to the pressure of the
observed residual in the vertical. Thus, lqcal homogeneity of the forecast
error standard deviation is assumed for the horizontal but not for the
vertical.

Next, the NLRHS (presently 10) individual o level height or ¢ layer
wind (both components taken together) residuals to be used in the
computation of a particular ¢ layer's values of corrections AZ, Au,

Av are selected from the NSNDS set of observations. For each residual

zoi. uoi. voi in the complete set, all auto- and cross-correlations with the
sigma layer analysis point are computed and divided by 1 + ci. where ¢
(normalized observation error) is the ratio of the observation error standacd
deviation Ei for that residual to the forecast error stgndard dev;ation 61

YAA Zu

for that residual. These divided correlations Pis' P ig’ and pf: for each

. 4 .

uz uu uv v vu vv
height residual zoi and Pis' Pis' Pis' Pis' Pis' p18 for each wind residual

pair u, » v, are used as a basis for the selection for the NLRHS height and
i i

wind residuals used to compute all three of AZ, Au, Av. It was noticed

that by choosing the 10 closest residuals to the grid point (i.e., largest

12
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h values of Pis for a;l residuals) on the basis of distance alone, many times

%ﬁ the closest observations had the lowest actual correlation with the grid point.

?4‘ By dividing the correlation by 1 + ciz. the observation's reliability is used

Er as a factor in its selection. Less reliable observations, with their larger |

E?{ - value of c,, will not have as much influence in the analysis. Since the NLRHS |

N X residuals selected will affect the computation of AZ, Au, and Av, it was thought ‘

g" . to be important to consider the combined correlations of each residual with grid

:as point Z, u, and v. Thus, the sum of the absolute values of P::" Pi:;é—sz'

;'ﬂ for each height residual and half the sum of the absolute values of pi8 '

%§ p;:‘. p?:'. p::'. p::’. p!;' for each pair of wind component residuals were ‘
compared against each other, and the NLRHS residuals with the highest values j

‘o of these sums (all of which had to be > 0.1) are those chosen for the 1

} analysis at the o layer. If fewer than NLRHS residuals are found to have

gg sums > 0.1, only those that do are used. In this way, the number of

N individual residuals (Z, u, and v separately) can be as low as one (if only

';;: one Z residual is identified) and as large as 2 * NLRHS (if NLRHS wind

(: residuals have the largest sums, to the exclusion of any Z residuals). No

limit is imposed on the number of height or wind residuals that may be

%
S

selected from a particular observation. Because height residuals are

carried at o levels and wind residuals are at o layers, correlations

b

;ﬁg with o layer analysis points favor wind residuals because of their larger

3&4 value of the vertical correlation v:: that is used for all residuals. However,
) this is offset somewhat by the relative magnitudes of £y and €u.v at

5" most levels. Values of the ratio cz/cu v shown in Table 2 were

~RQ computed for three latitudes and 12 mandatory levels using the relationship

‘"

e 172

— cre = (P &y (8)

RV Z u,v £

(Y u,v

4o

?: where values of the observation error standard deviation for heights

.
- (Ez) and winds (Eu v) for rawinsondes from Table 5 of Dey and

T ’

) $ Morone (1985) as used in the ASAPOI, are used. For levels below 200 mb and
LY

b’J latitudes poleward of 30°, the lower value of ¢z reduces the

:% correlations divided by 1 + cf for heights less than the divided wind
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Table 2. c¢z/c,, y for Rawinsonde Observations for Three Latitudes

Q 3. ‘s. 6.

a— —

Ch 1000 1.045 .7391 .6035
850 1.1946 .8447 .6897
e 700 1.1007 .7783 .6355
iy 500 .9566 .6764 .5523
‘ 400 .9535 .6743 .5505
300 .9718 .6871 .5610
ot 250 1.1571 .8182 .6681
200 1.2619 .8923 .7286
e 150 1.4760 1.0437 .8522
Ly

et 100 1.6675 1.1791 .9627
. 70, 3.0022 . 2.1229  1.7333

iy 50 2.8899 2.0434  1.6685
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correlations with the larger value of v’ The offsetting of these two

factors led to a good overall blend of height and wind residuals used in the
correction computations over the entire globe.

;ﬁ?@ The coefficient of geostrophy Gi used in the horizontal

%kg, height-wind cross-correlations equatorward of 70° latitude (see Dey and

%kﬁ‘ Morone's Eqs. B2-BS5) for both observation-analysis point correlations and
observation-observation correlations is a blend of the two proposed by

?& Bergman (1979) and Dey and Morone (1985). It was seen that the diminishing

A of the coupling to zero between 25° and 10° was important, yet the sudden
"}: change of Gi vs. latitude in the vicinity of 25° was perceived as being

too sharp, leading to artificially large differences between the height-wind
& cross-correlations between two residuals separated by just a few degrees of

kﬁn latitude. This sudden change was reduced by proposing the use of Bergman's
gkg expression (Bq. 3.20) poleward of 25°, then its value at 25° times the

. Dey-Morone expression (Eq. B10) value between 10° and 25°, with Gi =0

33? equatorward of 10°. A curve of Gi is shown in Fig. 2 as a function of

i2%¥ latitude, along with the curve of (Zkh)llz;/fi for ky =2 x 10712

??2: a~! down to 25°. The latter curve is shown to illustrate how the ratio of
. su.v to &z. used to convert normalized weights to actual weights in

égé: heights correcting winds, changes with latitude. Between 0® and 25° this
$%¢ curve varies with pressure level because of the tropical blending to form
#%Q. 8, y+ values of § /&, for 500 mb are plotted as a dashed curve

{ on Pig. 2. Using these values of Gi' it is seen that the relationships

wgﬁ between mass and wind are primarily geostrophic poleward of 25°®, loosely
ﬂk' geostrophic between 10° and 25°, and non-geostrophic (univariate)

‘i?z equatorward of 10°.

__: The correlations of each selected residual with itself and with all
Ss; other selected residuals are computed and stored in a matrix. Using

E&ﬁ Bergman's symbols, the matrix elements are given by p:; + ":;cikcjl‘ where
ﬁ&k . p is the correlation of variables k and 1's residuals at i and j, and n is

_;; the correlation of observation errors of the two residuals. For observation

EE%A error correlation functiong, Bergman's relations are used throughout.

:ggf Observational errors of the same variable of different instruments are

ﬁ;{' assumed uncorrelated, as are observational errors of different sensors within
oy the same instrument package (n:; = 0 for k # 1). The observational error
RV
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Fig. 2 Coefficient of Geostrophy and Ratio of Wind to Height Forecast Error Standard Deviation
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ﬁ@; correlation takes the general form nkk = 7??8??. where vy and 8 represent the
e
e horizontal and vertical observational error correlations respectively. 1In
Q&N general, they take the form of their counterparts y and v, that is,
" ,'
¢
P Kk 2
Vil = .
@“A:; .
X gk . 1 . (10)
i ij 2
thel
?g. 1+ kp 1n (pi/pj)
-.:,(', o
. Type 1 observations are assumed uncorrelated between instruments in the
NG .
;52‘ horizontal, but have a horizontal correlation of unity for the same
;ﬁ,- observation and a vertical correlation for the same observation given
.
:ﬂ& by Eq. 10 using kp = 8.3 for heights and 5.2 for winds (Morone, personal
- ]
%QW communication). Though winds measured by aircraft (Type 2) have several
(A
:sz horizontally displaced observations taken by the same instrument, no measure
)
:;:a of the horizontal spatial correlation was known at the time of this
. ’_‘"
v research, so they are assumed to be uncorrelated. Results from a recent NMC
e report (Morone, 1986) on the observational error correlations for aircraft
()
fkq winds could be incorporated into ASAPOI in the future to correct this
B
Z?Q‘ shortcoming. Satellite height observational errors are assumed to be
it',«.
} horizontally correlated using Eq. 9 and kh =1.13 x lo'nm-2 and vertically
;c"gzl [¢]
{Sﬁ correlated using the values in Table 3 (Morone, personal communication)
A¥ ‘
'3?' where these values are vertically interpolated between values of X.
v,
l: . i
;ﬁf; Correlations for satellite cloud track wind observation errors were unknown,
g 80 they are assumed uncorrelated pending available information on this topic.
:ug The right-hand side vectors, made up of the correlations p:: for analysis
ﬁsl variable 1 = Z, u, and v in turn with all individual residuals,are used with
fca ' the matrix to generate the solution vector elements ailseparately for
= l1 =2, u, v. The Cholesky method (Stobie, 1984) is used to solve the three
)
%;9 systems of linear equations. If a solution is not found for any reason, or if
L) .
ps& one of the normalized weights a, from any of the three matrix problems is > 1.1,
)OAC
{5& one residual from the most highly correlated pairs of residuals is removed,
T the matrix is reduced by one in rank and file, and the problem re-solved. At
2608
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Table 3. Vertical Error Correlation Function Values for Satellite T, z
(from Morone, personal communication)
Y 13
»f‘h‘f'
i
ERRY tt
Aty X v
p "
g - —
1 .99
B
il 2 88
o ‘ :
2;;',_:;5 3 .61
iy 4 .36
5 .18
9}‘;"
+ 58 : 6 .05
'i.‘.'
:, Y 7 -.05
.I .'|
bl 8 -.12
- 9 -.15
s 10 -.14
5%". 11 -.11
,.v,:’_ 12 -.08
13 -.05
|'l
;;:é 14 -.03
e 15 -.02
et 16 -.02
) 17 -.01
R 18 -.01
3.8
g 19 0.0
ndi
o 20 0.0
A
&
I‘;' g
R
;,:‘::L‘ where X = 20 (1ln (pi/x:j)l2 +1
‘o P; = pressure level of location i
'i;', P j = pressure level of location j
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this point, the actual weights a, are computed from the normalized weights

il
ail for each of 1 = Z, u, v analysis variables using

4 1 .
a = & aim (11)
il 3,
im

where 1 represents the variable being corrected by variable type m. It

gt should be noted again that aim is the forecast error standard deviation value
¢?§ for the variahle m from the analysis level closest in pressure to the observation
t:?? i, so that z?l may not always be unity for m = 1. Also, in accordance

if' with the uselzf Gi’ G8 in the observation-analysis point correlation functions
fﬁ' (Gi is used in a wind residual, height analysis point correlation, while c8 is
;;J' used in a height residual, wind analysis point correlation), a;, is set to

5&? zero for 1 = Z when the wind observation is equatorward of 10°, and a;, is

1;- set to zero for 1 = u, v when the analysis point is equatorward of 10°.

i.tJ This insures that the analysis is strictly univariate in this region. Next,
ﬁk the normalized analysis error (square of the ratio of analysis error to

AN forecast error standard deviation at the grid point, see Bergman's Eq. 2.13)

s ] is computed using the dot product of the normalized weight vector (for those
:55 elements that have non-zero values of actual weight a, only) and its

{-k counterpart right-hand side correlation vector. Then the analysis error for

' the analyzed variable is obtained by multiplying the square root of the

ﬁ;. normalized analysis error by the forecast error standard deviation for that
&fi analysis variable at the grid point. This is done for Z, u, v, but only

;\Ex a, is carried into the next analysis. The correction for each of Z, u,

W v is calculated from the dot product of the vector of elements a., and the

wge vector of residuals, and its magnitude is checked against limits on the size
£§ of the corrections (250 m for Z, 25 m s_1 for u, v). If a computed

ﬁf: correction exceeds its limit, the correction is set to zero and the

rf% normalized analysis error to unity.

Y Since temperature on the ¢ layers is the mass variable in the

'&v‘ prognostic model, the height corrections on the layers have to be converted

i. to temperature corrections on the layers. First, the OI analysis is used to
‘fbh compute a height correction for a o layer value o, for a layer below

X ; = 1.0 whose Ao is equal to that of the lowest model layer. This is done

R
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exactly the same way it is done for the computation of height corrections in
all other layers, and is done to avoid extrapolation for the lowest AZ-AT
conversion. Next, the layer height corrections AZ are converted to mean
temperature corrections between the ML+l (ML is the number of model layers)
layer positions of height correction using

Ark = —g(AZk+1 - AZk)I[R 1n(ok+1/dk)] . (12)

The mean temperature corrections are assigned to the "layer-layer” pressures
at the ML intermediate points between the ML+l o layer pressures. The o
values for these intermediate layer-layer positions are defined such that
the natural logarithm of the layer-layer o is the arithmetic.average of

the natural logarithm of the o values of the surrounding layers. The
layer-layer mean temperature corrections are then converted to o layer
temperature corrections using the Flattery algorithm (from NMC global
spectral model preprocessing code) described in Appendix A. This algorithm
has been used to convert interface temperatures to layer temperatures, and
is presented this way in Appendix A. Application of this technique to the
problem of converting layer—iayer temperature corrections to layer
temperature corrections is carried out analogously, and in our case K =
ML+1, because of the use of a subsurface layer. By calculating a correction
for the subsurface layer in the upper air OI analysis, the residuals are
extrapolated to the pressure corresponding to o, using the vertical
structure functions in the same way that extrapolations may occur at o
layers above the highest nearby residuals. A similar OI extrapolation to a
layer above the highest o layer was not done due to the sparsity of data

at those altitudes. Uppermost layer extrapolation by the Flattery algorithm
often produces unrealistic temperature corrections, so for these two reasons
no temperature correction is made in the topmost layer.

Having earlier converted the wind residuals to Cartesian form for
analysis points poleward of 70°*, the computed wind component corrections
based on these residuals are converted back to ¢, A form before being
added to the first guess values to form the analyzed values. Temperature
corrections from the Flattery routine are added to first guess temperatures
at the analysis points, and analyzed T, u, v at all o layers are written
on an output file for the analysis point. This is done for all points on
the 61 x 62 analysis grid.
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The Humidity Analysis Program (MASAP)

Analysis of relative humidity is univariate and is performed in the

lowest MLRH o layers. The integer MLRH is the o layer index for the

;;?f lowest o layer whose nominal pressure (i.e., assuming Py = 1000 mb) is

~}3 less than 300 mb. For the o structure in this study, MLRH = 7. MASAP was
izt: designed to allow three options for processing of humidity information:

! . (1) regular OI using measurements of humidity from rawinsondes and satellite

%}:. soundings, (2) regular OI using rawinsonde and satellite humidity
')ﬂ measurements, supplemented by relative humidity inferred from surface
jS weather observations (SWO) and from AFGWC cloud analyses (3DN), and
(3) replace first guess relative humidity with 3DN relative humidity at

-; analysis points where the cloud analysis showed cloudiness, and regular OI
Q.E; using rawinsondes and satellite soundings elsewhere. The unchecked
%;i rawinsonde and satellite sounding relative humidity residuals were produced |
e in ASAPOI. For option 2, MASAP performs similar processing to obtain SWO |
o and 3DN residuals in turn. All four types are ordered from south to north

;ij with each observation containing as many as MLRH residuals.
ﬂ§§ After the full set of residuals containing all four types is formed,

the gross and buddy checks are performed. Forecast error standard deviation

;&: values used for these checks (fixed in time) and to begin an assimilation

$§E sequence were derived from NMC statistics for March 1983 (Morone, personal

e;: communication) and are given in Table 4. As in the flagging procedure in
) the ASAPOI code, all observations are distributed into boxes of 10° latitude
'Qﬁ and of approximately equal area. Forecast error standard deviation (FESD)

gﬁ values are interpolated to pressures of residuals, and residuals exceeding
;;i three times the FESD are eliminated in the grosszgheck. The buddy check
. o criterion is exactly as it is in ASAPOI, where pij is used as the correlation

gi between two residuals, and the lower quality observation of a pair that fails !
ot i
\; it receives a toss flag. If the pair satisfies the criterion and pi? > 0.75, }
? : then if both observations in the pair are rawinsonde humidity residuals the

higher quality observation receives two keep flags, and if both observations

aﬁ' are not from rawinsondes the higher quality observation receives one keep
D 0
:n ) flag. QCI values for the humidity buddy check are set as follows:
<
f:%h vertically checked rawinsondes have QCI = 10, while SWO and 3DN humidities
‘ have QCI = 20. 1In this way, rawinsonde humidities cannot receive toss or
o
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Table 4. Forecast Error Standard Deviation for Relative Humidity
NMC Statistics, March 1983 (Morone, personal communication)

LATITUDE 90sS-10s 10S-10N 10N-30N 30N-50N SO0N-90N
Level (mb) r (%) r r r r
1000 19 18 15 16 21
850 23 19 20 22 22
700 23 21 . 18 27 29
500 20 19 17 26 30
400 22 17 14 26 30

300 22 22 18 25 27

-
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keep flags from other types, nor can they impose keep flags on other types.
Satellite sounding residuals can impose toss flags on and receive keep flags
from SWO and 3DN, while SWO and 3DN can receive keep flags from and impose
toss flags on other inferred residuals. After all toss and keep flags are
imposed, any residual having four or more keep flags is relieved of its toss
flags and is assured of being considered in the analysis. All residuals are
then subjected to the same type of iterative toss rejection procedure as
degcribed for ASAPOI. When this is finished, observations with one or more
residuals remaining are assigned a number of points for each o layer
residual: rawinsonde, four points each; satellite soundings, two points
each; SWO and 3DN, one point each.

In the OI analysis for each of the 61x62 analysis points, exactly the
same procedure is used to determine the NSMDS (presently 8) observations to
be used in the analysis of that point as in ASAPOI. However, the data types
in MASAP are considered in three groups: rawinsondes, satellite soundings,
and combined SWO and 3DN. Thus all satellite sounding humidities are only

considered if less than NSNDS rawinsonde observations had u:: > 0.1, and all

SWO and 3DN are considered only if fewer than NSNDS rawinsonde and satellite
observations have uiz > 0.1. Within each type, ufz % PTS is used to
determine order of selection when more than NSNDS are found.

In preparation for the computation of the corrections in the univariate
OI, the forecast error standard deviation values to be used in the present
analysis are prepared. For the first analysis in a data assimilation
sequence, the values in Table 4 interpolated to the analysis point latitudes
and o layer pressures are used. For subsequent analyses in that
asgimilation sequence, the analysis errors from the previous analysis at
each of MLRH o layers are read in, checked to be > one times the forecast
error growth amount but < 0.40, and augmented by a éh prediction error
growth amount to form the FESD values for the analysis point. These growth
rates were estimated from early GSM runs and were set at .08, .08, .08, .08,
.09, .10, .12 respectively for the seven lowest NMC o layers from bottom
to top. At this point, the relative humidity correction is set to zero and
the analysis error is equated to the just computed FESD for all MLRH layers
at the analysis point. These remain the values for o layers where no

subsequent correction is computed for lack of nearby observations.
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Processing for option 3 takes place at this point in the code, in
advance of the regular OI analysis. This section is avoided if option 1 or
2 is selected. The 850 mb-300 mb mandatory level values of cos{(%/100)*%

N cloud amount)]) from the AFGWC cloud analysis at the analysis point are read
isk: in. If there is at least one of the five mandatory levels with non-zero
tz;} cloud amount, the pressure level interfaces of the four computational cloud
o layers (Tibaldi, 1982) given by

s:\ P; = Py (the first guess model surface pressure)
v P, =P, -50mb
K P; = P, -(1/3)(p, - p,) (13)

Py = Pg -(1/?)(?2 - ps)

,';"‘i‘ Pg = 300 mb
ig?ﬁ are determined for the analysis point. Then Tibaldi's Eq. 4, which in the
fﬁ@g form used in MASAP is

« 7 r, = ¥ - A cos{(s/100)*% cloud amount ] , (14)
\}ﬁ; is used to complete the inferred relative humidity for each of the five
iiﬁ mandatory levels indexed by k, where the values of AL and HL are

Y od

bl determined by which computational cloud layer L the kthpressure level
falls into, and the following table from Tibaldi:

_'x:
e

Y Cloud Layer My, Ar,

W = =

\..' \

o 1 PBL (p, - P,) 80 20

7{ 2 LOW (pz - p3) .75 .15

(A -

az? 3 MIDDLE (p3 p‘) .60 .15

e 4 HIGH (p, - p.) .55 .10

:"s ‘ 5

ﬁaﬂ Any time any of the levels falls below (greater in pressure than) Pyo it
-~ is assigned the PBL value, and any time any level k lies above (less in

X pressure than) Pg» it is assigned the HIGH value. Then all mandatory

levels that receive a value Ty in this way are used to assign the same

s value as the o layer 3DN by finding the mandatory level k that is closest
;ﬂh in pressure to the o layer pressure. No value of r is assigned to a o

%?' layer whose pressure is closest to a mandatory level where r, was not

ﬂ% X calculated due to zero cloud amount. Then for each ¢ layer that receives
25@ an r value in this way, a value of observation error standard deviation for
= 3DN (see Section IV) is interpolated to the o pressure and assigned as the
'b"v
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“analysis error"” for that analysis point o layer position. This direct
substitution of 3DN-inferred humidity for first guess humidity constitutes
the "analysis" for each cloudy ¢ layer at the analysis point. Thus, if
all MLRH o layers receive values of r and analysis error in this manner,
processing for that analysis point is finished. If any o layer was not
assigned an r by replacement, it is afforded an opportunity to receive a

Ar correction through the conventional OI which follows. When at least

one observation has a u;: > 0.1, with a maximum of NSNDS such observations,
corrections can be computed for each of the ¢ layer positions at the

analysis point. The horizontal and vertical structure functions uif and

v§§ are identical in every way to those specified by Dey and Morone (1985).
Thus,
rr rc _rr .
Pij = ¥y3 “ij (15)
in which
rr 2 2
biy = exp {---k‘_‘[l",..j/BB + llij]] : (16)

where Pij and “ij' the component of distance between locations i and j
parallel and normal respectively to the analyzed wind vector at the analysxs
point and o layer, are given by

o~ ~

2 .
P,.= -y, - /
i ;——;—;-{i(yi yJ)[(usllvsl)cos A (i_v8 Ivsl)sxn ksl
i b |
- -x. / in A
(x, xJ)[(iysllvsl)cos ks+(us Ivsl)sxn sll
(17)
:ii& N = {(xi—x )[(u /lv |d)cos A -(+v /|V |)sin k ]
B39 ij m,
X :2 5
) ~ ~
A A
; t(yi-yj)[tysllvsl)cos ks+(us/|vs|)sin ks]]
$§§
e
- '
)

. -* -l 7 "~
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‘&5% for I¢s| > 70° where mi. mj are the map factors, xi. xj. yi. yj are the
?ég x, ¥y locations with respect to the poles on a Cartesian polar stereographic
O ~
"a'.,‘{’
e projection, ugs vs. IVSI are the components and speed of the analyzed wind
3$§' at the analysis point g, k= 2 x 10712072, B =1+ 0.004(u: + vi)' and A is

()
;gﬁb the longitude of the analysis point. The top and bottom signs apply to the
h
Qﬁa, Northern and Southern Hemispheres respectively. Then
B
nt . _
::.:: Pij = (\-hj)cosl(e;+ ¢j)/21<us/|vsl)+(¢i+ ‘j)(vs”vs')
w
*.*':.. ~ ~

N.. = - (A, -\ )cos[(d.+ ¢.)72)(v_/|V_|)+(é,+ &, )(u_/[V_|)
i i i i

o 3 3 3 B 8 Vs s
g*; _ for I¢l < 70°. Also,

v rro_ 2 -1
3;5 “ij = [1 + (kp+ C)ln (pi/pj)] (19)
ﬁi{ where kp= 5 and
N
t AN

0.8

-)l -

1o -75 3T ; 3T < 0 (°K mb' )
fo g C = ap ap (20)
o 0 ; 3T >0 ’
iy ap
9 ~
! g_;l_"_ = _;_ T 1 T Pry1™ P (T Ty )/ (P~ Py )15 k=2, MLRH-1,
J
;..r‘
§ :i. = (T,-T,)/(p,~ p))i k = 1 (21)
'
'.l.’.l‘
Ay
ol = (T -T 1)/ (P~ Py ;)i k = MURH
,T‘“
™
"
.

',e where Tk is analyzed o layer temperature. The correlation p;; of each
E§j} residual of relative humidity at observation point i with the analysis ¢
i level g are calculated using the above equations. Then the quantities
N
Q} p;;/(1+c12). where ciis the normalized observation error, are sorted by size
D
;ﬁﬁﬁ and the NLRHS (presently 10) individual residuals with the largest values are

L)
fﬁ?L selected for the correction computation. Here, observation error standard
e deviation [OESD] is interpolated from mandatory levels to observation pressure,
0
g
'
eRD
i
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but FESD used is analysis level value. Then the correlation matrix elements

rr + 'lrr €, €
Pij 7 M %155
and the matrix equation involving these elements and the right-hand side

correlations p{?l(1+c§) is solved for the weights a,. The Cholesky scheme

are computed for all pairs of the NLRHS (or fewer) residuals,

is also used here, with the same provision made in the case of a singular
nmatrix as in ASAPOI. Then the normalized analysis error is computed using
the weights and the right-hand side correlations, and the correction is
computed using the weights and the residuals. Note that since local
homogeneity is assumed in FESD, a'i = a gsince the ratio of observation
gsite FESD to analysis point FESD is unity. Computed corrections must not
exceed 0.40, and the resulting analyzed value is adjusted (if necessary) to
lie between 0.1 and 1. The analysis error passed to the next analysis is
the product of the FESD for the analysis point and the square root of the
normalized analysis error. Finally, analyzed r is converted to q using Egs.

1-4 in reverse form using analyzed T and first guess o layer pressures.

Observation error correlations nig in the humidity analysis are again
the product of horizontal (isobaric) and vertical error correlations.
First, it is assumed that observation errors from two different .types of -
observations (here, inferred relative humidities are included as
"observations”) are uncorrelated. It is further assumed that all individual
rawinsonde observations are uncorrelated. No attempt was made to compute
observation ecror correlations for satellite observations since their OESD
values computed from the FGGE II-B data set used were found to be
excessive. Values for the horizontal and vertical observation error
correlations for SWO and 3DN are given in Tables 5-8, having been calculated
following the procedure described in Section IV. A SWO or 3DM residual pair
is assigned a horizontal correlation value according to which 50 km
separation distance category it falls into and a vertical correlation
according to the closest mandatory pressure level to each residual in the

pair.

D. The Post-Analysis Program (POASAP)

POASAP converts the 61x62 analysis fields of T, u, v, q at their

respective o layers into 30 wave rhomboidal spectral coefficients of

W " temperature, vorticity, divergence, and specific humidity. This is done

o

x::}:
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Table 5. Horizontal Observation Error Correlations for SWO Inferred R.H.

Distance (km) 1000-850 700-500 400-300
0-50* 1.0 1.0 1.0
50-100 . .2039 .7030 .9033
100-150 .3755 .5835 .7196
150-200 .4041 .5828 .6305
200-250 .3899 .5363 .6134
250-300 .3620 .5078 .5683
300-350 .3035 .4621 .5118
350-400 .3122 .4515 .4609
400-450 .2912 . .4461 .4887
450-500 .2698 .3613 .4395
500-550 .2486 .3596 .4113
550-600 .2334 - .3235 .3223
600-650 .2099 .2879 .3558
650-700 .1702 .2714 .3600
700-750 .1859 .2530 .3556
750-800 .1675 .2319 .2789
800-850 .1380 .2053 .2499
850-900 .1421 L2451 .3172
900-950 - .1139 .1764 .2583
950-1000 .1217 .1984 .2751
1000-1050 0 .1629 .2422
1050-1100 .1209 .2407
1100-1150 .1432 .2301
1150-1200 .1440 .2143
1200-1250 .1357 .1879
1250-1300 .1284 .2162
1300-1350 .1004 .1734
1350-1400 .1247 .2075
1400-1450 [\ .1588
1450-1500 .1792
1500-1550 .2117
1550-1600 .1233
1600-1650 .1369
1650-1700 .1059
1700-1750 .1490

* values in this category were reset to 0.9 for use in relative
humidity analysis
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Table 6.
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Vertical Observation Error Correlations for SWO Inferred R.H.

Py

1000-850
1000-700
1000-500
1000-400
1000-300
850-700
850-500
850-400
850-300
700-500
700-400
700-300
500-400
500-300
400-300

e AN NN
», . . $ % ¥
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.2867
.1435
.0852
.0843
.0950
.4727
.3575
.3621
.3496
.5434
.5157
.5084
.8137
1767
.8895
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Table 7. Horizontal Observation Error Correlations for 3DN Inferred R.H.

Distance (im) 850 700-500 400-300 \
0-s50* 1.0 1.0 1.0 {
50-100 .2795 .4967 .5832 *
100-150 .2121 .A715 .5074 _\
150-200 .3004 .4303 .4917 ‘
200-250 .2534 .3941 .4416
250-300 .2604 .3414 L4924 |
300-350 .2282 .3197 .4055 ‘
350-400 .1951 .2752 .3822 |
400-450 .1928 .2732 .4153 |
450-500 .1701 .2174 .3814
500-550 .1720 .1892 .3167
550-600 .1586 .1801 .3160
600-650 .0880 .1663 .2908 |
650-700 .1185 .1152 . .2749
700-750 .1167 .1428 .3191
750-800 0 .1138 .2601
800-850 0 .2604
850-900 .3270
900-950 L2471
950-1000 .2744
1000-1050 L2712
1050-1100 .23718
1100-1150 .2270
1150-1200 .22717
1200-1250 .2499
1250-1300 : .2043
1300-1350 ‘ .2333
1350-1400 .2453
1400-1450 .2431
1450-1500 .2303
1500-1550 (1750-1800) .2112 (.1665)
1550-1600 (1800-1850) .2444 (.2541)
1600-1650 (1850-1900) .2091 (.2109)
1650-1700 (1900-1950) .2405 (.2126)
1700-1750 (1950-2000) .2199 (.1559)

* values in this category were reset to 0.9 for use in relative
humidity analysis
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A Table 8. Vertical Observation Error Correlations for SWO Inferred R.H. j

o Pi " P "1 ‘
N —_
e 850-700 .3833
. 850-500 .1609

e 850-400 .1498
o 850-300 .1346
e 700-500 .4638
‘ ' 700-400 .3892
s 700-300 .3863
N : 500-400 .7131
2% 500-300 .6437
400-300 .8026
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using a Fast Fourier transform on the 61 grid values on each of the 62
Gaussian latitudes, then a Gaussian quadrature integration for each Fourier
component over the latitudes using the appropriate Gaussian weights. The

analysis errors a,, a. on the 61x62 grid are similarly transformed

to spectral form.z Finally, the 61x62 first guess values of surface pressure
are updated at each analysis point by extrapolating analyzed heights on the
upper interfaces of the lowest three o layers (from analyzed layer .
temperatures) down to the terrain height Z,. The method used is described
in Appendix B. Then these updated surface pressures are converted to
spectral form (1n p) and included in the set of spectral coefficients passed
on to the NMI.
III. METHODS FOR OBTAINING REPRESENTATIONS OF OBSERVATIONS ON
SIGMA LAYERS/LEVELS

Much discussion among analysts of global observations has focused on
the relative advantages and disadvantages of performing the analysis on
model o layers vs. isobaric levels. Certainly, the former method has the
advantage of avoiding the necessity of vertically interpolating first guess
(model forecast) fields to isobaric levels, and then interpolating the
computed corrections to the o layers. It does require an interpolation of
observational data to the model o layers (or for Z, levels). The
motivating factors for using this approach were (1) to avoid the smoothing
of the first guess fields and computed corrections resulting from the
vertical interpolation, and (2) to make use of all observations (including
significant level data) in a sounding to minimize the error in interpolating
observations to o layers/levels. The following paragraphs describe the

steps taken in performing these interpolations.

A. Type 1 Observations (Rawinsondes, Pibals, Dropsondes, TWOS Navaids)

Once the values for p, Z, T, DPD, |V|, and 6 (wind direction) are
read in for FGGE II-B quality levels 0 or 1 (unchecked, or found valid ’

vertical consistency check) for all levels in a sounding, the observation is

checked to be within three hours of the analysis time and is assigned a
buddy check box. If the observation is found to iie within 0.01 degrees
latitude and longitude of a previously accepted observation, the observation
with the higher value of data source index (DSI) is rejected. DSI values
for various instruments in Type 1 are: 11, rawinsonde; 12, pibal; 14, TWOS
};'~ (tropical wind observing ship) Navaid; 15, aircraft dropwinsonde. Dew point
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W depression (DPD) given in the observation data is converted to specific

' humidity using the expressions

iy TD = T-DPD
4‘ = 6.11 * exp(19.9274-5443.3619/TD) (22)

R v o= .622 + e/(p-e)

N . qQ = w/(l+w).
i - |
gt Wind components u, v are computed from |{V|, 0 using i.
o ~ i
X u = -|V|sin © (23)
i ~
N v=-|V|cos 0 .
ft

"

Yy After checking for duplicate levels or levels out of order (according to
E: decreasing pressure), the bilinear interpolation of first guess T, u, v, r,

E and p, to the observation site is performed, o layer (p) and o level

5 (;) pressures are computed and o level heights are derived from Z, and the

K bilinearly interpolated T on o layers using Eq. 5. If more than one level

‘ﬁ of sounding data exists in the observations, the algorithm PTOSIG is

:j invoked. The method of computation of o level Z, and o layer u, v, T,

-t and q is described in Appendix C. For Z, the observation levels immediately

& surrounding each o level having valid values of both T and Z are !
It identified, and if they are within 300 mb of each other they are used to
:* compute the o level Z. Layer T is then computed from each pair of o
bf level Z's except when one or both is missing: then layer T is missing. Then

Y the o level Z values are recomputed by means of Eq. 5 for comparison with

' their first guess counterparts using Z, and these layer T estimates. If a
)j ) o layer T is missing in the computation of level Z, the Z value at the top

k‘ of that level is declared missing and the first guess Z at that level is
K used as the new anchor in the computations for Z above. The quality control

)y value assigned to each level Z is the higher (poorer in quality) of the two

L values for the original level Z's that led to the layer T, each of which in ;
H turn was the highest of the four pieces of information (z,, 2,, T ;
g Tz) used from the sounding to compute the original level Z value. The 300 i
5ﬂ mb difference limit is also used for observation levels surrounding o l
S layers in the vertical interpolation of u, v, and ln q. Specific humidity !
ot
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interpolation in 1ln q vs. ln p was performed to avoid the bias introduced in
a q vs. 1ln p interpolation (Mitchell, 1985). Vertically interpolated q and
T values on o layers are used to compute r on o layers using Egqs. 1-4.
Obgervation-minus-first guess residuals for Z (levels), and u, v, r (layers,
with just the lowest MLRH layers for r) are computed to finish the

processing.
B. Type 2 Obsgervations (Aircraft Winds) 3

Aircraft observations consist of single point observations of
temperature and wind at a known flight altitude. 1In the FGGE II-B data set,
several wind observations may be included in the report, each with its own
latitude and longitude location. It was assumed that the altitude applies
to all wind observations in the report.

The aircraft reports, although allowing space for it in the record, do
not contain a pressure value at flight altitude. Because pressure is the
vertical coordinate in the system, this makes it difficult to locate where
the observation should be placed with respect to the model atmosphere. NMC
(Morone, personal communication) has provided formulas to assign a pressure

to an aircraft flight altitude, as follows:

P(Z) = 226.3 exp[1.576106 x 10-‘ (11000-2)1; Z > 11 km
(24)

5.256. 7 _ 11 ym.

p(Z) = 1013.5 [(288-0.0065Z)/288]
These formulas are apparently based on standard atmosphere formulations. A
pressure is assigned to the flight altitude Z in the following way. First,
the heights of the model levels surrounding the observation Z are obtained,
and the one to which Z is closest is identified (call this z; ). Then

k
pressures are obtained for both Z and z; using the same formula above (the
k
larger of Z and z; is compared with 11,000 m and the appropriate equation )
k
) is used for both). Then p(z; ) is compared with the model level pressure
T X . k
Qﬁﬁ P, (Zd ), and the difference is applied as a correction to p(2).
t k k
ﬁﬁn At this point, the model layer pressures surrounding p(Z) are
1
A identified, and the first guess temperatures and winds at chese layers are
Ly linearly interpolated in ln p to p(Z). The observation-minus-first guess
AN
O™
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residuals individually for temperature and wind components are calculated at
this level, and these residuals are added to the model layer first guess
values whose pressure is closest to p(Z). The respective sums constitute an
estimate of the observation value in that model layer for temperature and
winds. A value for height at the top of that layer is calculated from first
guess height at the bottom of that layer and this temperature using Eq. 5.
However, the values of o level heights derived from aircraft observations
are not currently used in the ASAP analysis. Any other wind observations
given in the same report are processed as above using the same flight
altitude.

C. Type 4 Observations (Satellite Soundings)

Satellite sounding data in the FGGE II-B data set come in four different
forms:

ITYP=1: layer thickness between reference pressure level and standard

pressure level

ITYP=2: layer precipitable water between a reference pressure level and
a standard pressure level

ITYP=3: layer mean temperature between two non-standard pressure
surfaces : '

ITYP=4: layer precipitable water between two non-standard pressure

surfaces.
Satellite soundings over land are not used in the analysis. The
discrimination between land and ocean soundings is made by bilinear
interpolation of the FGGE Fixed Field 2.5° x 2.5° terrain field to the
latitude-longitude position of the satellite sounding. If the resulting
height value is greater than 0.5 meters, that observation is excluded from
the analysis. After the +3h time check and assignment to a buddy check box,
the observation location is checked against previously accepted observations
(accepted Type 1 and Type 4 obs before the present one). If it is located
within 0.01 degree latitude and longitude of an accepted observation, it is
rejected. The quality control indicators for Type 4 data are set according
to two criteria: quality control not made (QCI=1), and report found correct
during quality control {(QCI=0). Other levels of quality control are
included in the data set, but any observations not included in one of these
two categories are rejecte&. Bilinear interpolation of first guess values

to the observation site occurs next. Then the report is checked to see if
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ﬁn it contains ITYP=1 or ITYP=3 for thickness information (not both), and
ﬁ” ITYP=2 or ITYP=4 for moisture information (not both). The following
‘ot
‘h; paragraphs describe the processing of the four types of data.

. For ITYP=1 and ITYP=3, the following procedure is used to obtain

b
{5 representations of observed geopotential height on o level surfaces. ,
LY First, determine the observation layer mean temperature. For ITYP=3, this
)

W, is given directly. For ITYP=1l, the observation layer mean temperature is

# given by
't
3
X -
ﬁa '1'k = gAZ/[R 1ln (pk/pk+1)]; k=1, Ks-l (25)

[}
» where AZ is the (positive) thickness in geopotential meters between the
. lower (in altitude) pressure surface Py and the upper pressure surface

" Pry1- Then for both ITYP=1 and ITYP=3, the next step is to use the

¥ -

4 Flattery algorithm to estimate the satellite level temperatures T! at all Ks
s _ .

.; layer interfaces from the layer temperatures Tk One of the resulting T"s
;; near the middle of the sounding (usually 400 mb) is chosen as an anchor

;f (Toycy’ to recalculate the other T, 's. This is done because it was found

p that the errors introduced by the Flattery algorithm are the smallest in the
iﬁ middle of a sounding, with larger biases at top and bottom. Then the other level
gf interface temperatures Tl are computed from T and the T using the method
o . ANCH k
#, N Y

% described in Appendix D. Once the Tk are known for all k, they are used to
t interpolate linearly in ln p to obtain the o layer temperatures Tc :

) K
Rew
i, 1 . I 1
vy

T, = (Tp+T )+{(T,-T )/lIn(p,/p )1} {In p_ - lintp,p )1} (26)
k 2 k 2

-f: ~

f where T!. Tu are the derived satellite level temperatures at levels p!. P,
s immediately below and above the o layer pressure P, - Then Eq. 5 is used

' k
fq to obtain the estimates of o level Z from the Td using Z, [or, at top of -

k
any layer where T may be missing, Z (o,)] as an anchor.

E% % £.8. k
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When this method was being developed it was tested along with the
straight Flattery method using a single rawinsonde sounding so that
temperature could be used as an input and output heights could be verified
against rawinsonde height. This test is described in Appendix D. The
method was also used to compute RMS differences and biases in height against
collocated rawinsondes for the periods 2/3/79 12z - 2/22/79 00Z and 6/13/79
12Z - 7/1/79 06Z using FGGE II-B data for both. In this data set, the
levels typically included in the satellite layer mean temperature soundings
were 1000, 850, 700, 500, 400, 300, 200, 100, 70, 50, 30, 10, 5, 2, 0.4 mb.
Using the lowest available mandatory level rawinsonde height as an anchor,
the satellite layer temperatures themselves were used to estimate values of
satellite height at all mandatory levels above the anchor level up to 50
mb. The RMS differences and bias between these and mandatory level
rawinsonde heights (except 1000 mb, the usual anchor level, and 250 and 150
mb) are given in the left side of Table 9. Values on the cright side result
from using reported satellite layer temperatures to get level temperatures
according to the method in Appendix D. Next, the values are linearly
interpolated to the mandatory layer pressures where the same relationship
between o level and layer pressures is used to define mandatory layer
pressures in terms of mandatory level pressures. Finally, Eq. S and the
anchor rawinsonde height are used to estimate height on upper mandatory
levels. The difference between the two sets is due to the synthesis of the
layer temperatures, which is done in obtaining o level heights from
satellite layer temperatures in the analysis. The RMS differences for the
synthesized results were used to estimate observation error standard
deviation values for the satellite heights. According to

- 1
Bergman (1978), if the RMS differences [(l;a - Fb)zl 2 between observation sets
;a and ;b (with uncorrelated observation errors) are known, and estimates of
b

) 2 for type a are known, the same for type b can be evaluated from

-

OESD = (e
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;n‘; Table 9. Geopotential Height RMS and Bias for All Collocated ‘
,:::. Satellite Soundings and Rawinsonde Soundings 1
Vl’.g,‘ ‘
e ‘
- Using Reported Satellite Layer T Uging Synthesized Satellite Layer T
O [
[N '
N Level BRMS (m) Bias(m) #0BS  Level BRMS (m) Bias(m) #0BS |
i (mb) (mb) |
:l.’: {
C'l ’ |
y 02/03/79 122 - 02/22/79 00Z
b
o 850 27.13 -1.55 293 850 24.99 -2.91 399
Aol 700 33.75 -.21 533 700 36.23 -1.11 481
500 48.72  5.70  S6l 500 50.73 5.63 498 |
oo 400 68.55 10.30 568 400 71.64 10.83 501
e 300 95.26 15.72 559 300 99.66 16.96 492 |
e 250 - - - 250 4 98.42 25.52 415
A 200  108.68 33.82 521 200 102.15 31.00 460
ol 150 - - - 150 96.43 24.80 455
o 100 87.61 38.11 490 100 85.56 34.89 433
L 70 81.25 36.70 411 70 79.31 33.22 355
; - 50 91.19 36.33 403 50 90.16 31.34 351 z
3 1
by
K 06/13/79 12Z - 07/01/79 06Z |
O '
33? 850 30.55 -2.61 328 850 26.62 -3.36 502
K 700 31.13 .99 699 700 34.02 - .13 645
R 500 30.95 .81 746 500 33.39 .26 678
M 400 52.97 1.58 748 400 55.64 1.07 679
) 300 68.14 1.65 726 300 71.19 1.72 660
o 250 - - - 250 70.22 2.41 652
qrh 200 61.83 7.27 692 200 63.68 3.94 632
o 150 - - - 150 58.28 -4.36 620
! 100 66.47 6.42 657 100 67.07 .50 597
el 70 69.30 2.15 585 70 73.51 -3.03 490
50 82.77 3.19 565 50 87.80 -1.08 466
‘..a‘-
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N =

;ﬁ} Values from Dey and Morone (1985) of (e8 ) are used for rawinsonde heights,
e and RMS values from the right side of Table 9 are used to produce estimates
of OESD for satellite synthesized heights in Table 10.

Q; For ITYP=2 and ITYP=4, the following procedure is used to obtain
Eg ! representations of observed specific humidity on o layers. First,
35: determine the layer precipitable water for each observation layer. For
\ ) ITYP=4, this is given directly. For ITYP=2, we use the integral nature of
ﬁiﬁ the definition of layer precipitable water,
i ,
o Ww=_1 [*qdp, . (28)
oo €y Py
%
%g wherelpo is the density of water and Py P, represent the lower
hf and upper interface pressures for the layer over which q is integrated to

compute the layer precipitable water. The integral over the entire series

el of layers is equal to the sum of the individual layer precipitable water
fﬁ; values. Thus we may assume that the W for a particular layer is the

ﬁﬁ difference between the W between the top of that layer and the reference
e level (1000 mS) and the W between the bottom of that layer and-the reference
f¢‘ level. Now knowing the W value for each layer included in the report, Eq.
:;" 28 may be solved approximately for the value of q at the bottom of each
ia' layer when an anchor value at the top of the uppermost layer is specified.
li‘ In the ASAPOI module for satellite data processing, a value for q(pu) at
f%f the top of the highest layer in a given observation is obtained by linear
mf interpolation in ln p on the first guess q values to P,- Since this work
'gf was accomplished before it was discovered that ln q varies more linearly
oy with ln p than does q (see Mitchell, 1985), the specific humidity and not
.q‘ its natural logarithm was used as the dependent variable in the

;7w interpolation relationship. As satellite moisture was not included in the
:;3 % present assimilation experiments, the bias was not introduced into the

- analysis; however, future processing of satellite data will involve the
5‘: ' assumption of linearity of ln q in ln p. To obtain the value of q(pl)

5'. at the bottom of each successive layer, we agsume linearity of q in ln p
fg& between Py and P’

o

e
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iy Table 10. Computation of Observation Error Standard Deviation
i for Satellite Heightx
.

N =
N =
N =

[

i
Qgg Level (or) (NMC) [(Pr—Fs) 1"(FBB) (e ) (FEB) [(Fr-ts) 17Ul (e ) (JUN)

ol
(™

1000 7.0 (12) 9.75 (18) 16.58
R 850 8.0 24.99 23.67 26.62 25.39
o 700 8.6 36.23 35.19 34.02 32.92

500 12.1 50.73 49.27  33.39 31.12
et 400 14.9 71.64 70.07 55.64 53.61
AN - 300 18.8 99.66 97.87 71.19 68.66
-7 250 25.4 98.42 95.09 70.22 65.47
X 200 27.7 102.15 98.32 63.68 57.34
' 150 32.4 96.43 90.82 58.28 48.44

160 39.4 85.56 75.95  67.07 . 54.28

L]
SR
-
e

s
X
w

70 50.3 79.31 61.32 73.51 53.61

- o -

50 59. 90.16 67.91 87.80 64.75

) * Here, subscripts r = radiosonde, s = satellite
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e ap) = 3P * a() L alpy) - alp) g, 1oRy 4 IR, (29)
Y 2 lnp, - 1lnp 2
#Ty : L u

If we substitute this expression into the integral definition of W above, we

;E; obtain the following expression for q(py), the specific humidity at the
. .
%g bottom of the layer:
L
.;"i
o Wgp, - qipu) l%(p‘ - P,) + Al
,i:* q(p,) = A (30)
f::: % (Py - 7)) - A
A'c,
:z.
' where
LA
o A, p)=_P " Py - L oip
) [} u 2 X u
Yy Inp, -1lnp
Oy 1 u
:i:'i
. Using the layer precipitable water W (in lo-lm) and the top and bottom
] ) -
f. pressures of the layer (in mb), and using g = 9.8 ms 2 and P, = 1lg
%ﬂ cm-3. q{p,) will have units of grams of water vapor per gram of air.
‘.’. "
W If in any lower layer the observed W value is not available, the computed q
e . value for the bottom of that layer is not available. A first guess q value
f& is found for that pressure level using surrounding 9 g values and a
L, 8.
o linear interpolation in ln p to provide a new anchor value for the
Y computation of q from W in layers below.
;&: In the ASAPOI code, values of q at the bottom of each report layer are
L g
(gr linearly interpolated to the o layer pressures. Then they are converted
:ﬁv to r using Eqs. 1-4 and the satellite o layer temperatures computed for
‘W
{f the same sounding. First guess o level height and o layer relative
0 humidity are subtracted from their computed satellite counterparts to form
53 the residuals used in the OI analysis.
a0 A collocation study between satellite soundings and rawinsondes was
AT
L conducted to determine values of OESD for relative humidity values obtained
" using the method described above. FGGE II-B observations for the same two
»
: / periods used in the satellite-rawinsonde height study were included in the
% study, with the typical soundings including values of W for the 1000-700,
bl 700-500, and 500-300 mb layers. The rawinsonde value of q at the top of the
:"“
W a1
b
-
A
v
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5%9 uppermost satellite observation reporting layer (usually 500-300 mb) was
i&% used to anchor the q calculation. In this way, a satellite observation
A value for q was derived for 500 mb and 700 mb. Satellite sounding

. temperature values reported with the layer precipitable water values were
\:g used to convert q to relative humidity. At the time of this processing, the
7:9 reported satellite layer temperatures were interpolated from mean layer
%f) pressures to the 500, 700, and 1000 mb levels to perform this conversion.
Sﬁs Since no extrapolation was allowed, no temperature value for 1000 mb was
s computed, and thus no value of satellite relative humidity was computed at
:§¥: 1000 mb. RMS differences for 700 mb and 500 mb for the February period were
Ra calculated to be 34 percent and 53 percent in relative humidity
{;) respectively, while the same calculations for the June period resulted in
;}lﬂ values of 22 percent and 25 percent respectively. As the February values
fQ were thought to be excessive, scatter plots of collocated satellite r vs.
?'* rawinsonde r were constructed to determine if a correction relationship
ﬁfi between the two could be derived empirically. Because of the significant
k :3 scatter observed, no attempt was made to try to develop a correction
th:: function for satellite r. Comparisons of rawinsonde r converted to W with
B satellite W were just as disappointing, with RMS differences in W ranging
';iz. from 50 to 70 percent of the averaged rawinsonde values. It was decided not
;:*: to use the Final FGGE II-B satellite W observations in the assimilation
;:;: experiments described in this report because of their large, rather random
“zﬁ differences with rawinsonde values. It is recommended that the
ﬁgﬂ satellite-rawinsonde humidity collocation study be repeated at some later
?rﬁ date using the FGGE II-B reprocessed data set, because of the encouraging
,S{E results obtained in such a study conducted recently at ECMWF (Lonnberg,
! : private communicztion).
.§;§ D. Type 6 Observations (Single-Level Satellite Cloud Motion Winds)
,iﬁi Satellite temperature and cloud motion wind data are single level

observations like the aircraft data. 1In this case, the pressure of the

;Eﬁ observation p(Z) is reported instead of the altitude. Therefore, the
:?ﬂ: surrounding o layer pressures can be found immediately, and as in the case
qu of the aircraft data, first guess temperature and wind components are
. linearly interpolated in ln p to p(Z). Observation-minus-first guess
:ﬁsj residuals are calculated at this level, and these residuals are added to the
3% first guess values whose pressure is closest to p(Z) to form the estimate of
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the observation values at this o layer pressure. First guess height at

¥ " the bottom of the layer is used with the computed layer temperature to
- estimate height at the top of the layer hydrostatically; however, these
ﬁfﬂ estimated heights were not used in the present assimilation study. First
K gt guess height and wind component values are subtracted from their estimated
3ﬂﬁ obgservation counterpart to form the residuals.
“:;ﬁ (.; IV. METHODS FOR OBTAINING REPRESENTATIONS OF INFERRED
;:}:;‘: HUMIDITIES ON SIGMA LAYERS
o
i A. Surface Weather Observations
;j: An algorithm described by Tibaldi (1982), modified slightly from a
E 2 method first described by Chu and Parrish (1977), was used to estimate upper
2&; air relative humidity from surface weather observations (SWO). The SWO is
L—: used to obtain an estimate of the average relative humidity in four layers
;fﬁﬂ approximating the planetary boundary layer and the layers used for the
;ta classification of low, medium, and high clouds (see Eqs. 13, 14). Once this
?'f is done, the humidity at any pressure level is set equal to the layer
o average humidiiy of whichever of these four computational layers the
;4; pressure level falls into. Thié is true both for the estimation of relative
i; humidity at o layers for the analysis and for the values at mandatory
{h: pressure levels in the collocation study to be described later. The
‘1{' following paragraphs describe how the four layer average relative humidities
gés were deduced from the FGGE II-B surface weather observations.
ﬁgr After checking each SWO to be within three hours of the analysis time
Eﬁi (the SWO with the time closest to the analysis time is used), and making
—_— sure that it is not collocated with a previously accepted humidity
;@N? observation (rawinsonde or satellite sounding), the observation is checked
%;‘ to see that both the pressure/height entry and temperature entry in the
iy report have valid values. The pressure/height variable pZ can be given in
tJ; the FGGE II-B data set in the form of sea level pressure, station pressure,
Eﬁﬁf pressure at altitudes ranging from 1000-4000 m, or geopotential height at
:$$ 850, 700, or 500 mb. All observations which have pZ in any form other than
??: station pressure are converted to station pressure using the given values
= Pob' zob from the pZ variable and the inverse of the NMC "Shuell” method
: )'-
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I{ﬁ that is normally used to reduce station pressure to sea level pressure. It
'%:: is then this given or computed value of station pressure that forms the
‘”é\ basis for the definition of the four computational layers whose bounding
a0 pressures are computed from Eq. 13. |
A ¥ |
gﬁ For the boundary layer, 60 percent relative humidity is assigned as the
:“ estimate from clouds (RHPBL) if either there were no low clouds (CL)
3 )
iy present, or low clouds had a base height greater than or equal to 600m. If R
| low clouds were present, the value of RHPBL was set using the expression
& )
:. 3 RHPBL:HPBL—APBLcos[(1/8)OKTASPBL] in which OKTASPBL had one of two
:ﬁﬁz values: (1) if in the significant cloud record, significant cloud types 6
.' ]
R through 9 are present (cloud types Sc, St, Cu, Cb), the OKTASPBL is set to
?‘\ the significant cloud amount for that cloud type, or (2) if significant
f; cloud data are not available, but amount of low or middle clouds (Nh) is
L)
:ﬁ: nonzero and reported low cloud type is identified and the cloud base height
[
My is less than or equal to 600m, the amount of low or middle clouds in the
tj: report is used for OKTASPBL. Then the simple average of RHPBL, RHTD \
:i{ (relative humidity from observed temperature and dew point temperature), and
{ﬁ: RHWW (relative humidity estimated from present weather table) is used to i
AN ]
AN estimate relative humidity for the planetary boundary layer. In this case,
oy QCI=0 is set for the PBL. If one of the three is missing, the average of
1850

the other two is used and QCI=1l.
A default value of 60 percent relative humidity is also used for RHLC

A for the low cloud layer if no clouds are present. If low clouds are
ijb present, the value of RHLC was set using RHLC=HLC-ALCcos[(1/8)OKTASLcl
f?’ﬁ where OKTASLC is set in the same way as for OKTASpBL except the condition
”i? for cloud base height is removed in circumstance (2) above. Then the simple
éﬁ; average of RHLC and RHWW is used to give the relative humidity estimate for
-}a; the low cloud layer, and QCI=0. If RHWW is missing, RHLC is used and QCI=1l.
&?g A value of 45 percent is assigned for the estimate of relative humidity in
‘ezi the middle layer if no middle layer (CH) clouds (types Ac, As, Nc) are

P present. If such clouds are present, the significant cloud amount is assigned
\,n to OKTASHC if the middle layer significant cloud information is available,
V\f: and if not the amount of low or middle clouds (Nh) is used for OKTASHC.
,Ei; In either cagse, the estimate of relative humidity in the middle layer is

- obtained from M, -A,.cos{(%/8)OKTAS,. ], and QCI=0.
5
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ne A value of 45 percent is assigned for the estimate of relative humidity
?3g in the high layer if no high layer (CH) clouds (types Ci, Cc, Cs) are

present. If such clouds are present, the significant cloud amount is

:” asgigned to OKTASHC if the high layer significant cloud information is

h. available. If not, and if the total cloud amount is nonzero and there are
:g? no low or middle clouds (N,) present, the total cloud amount (N) is

Lol assigned to OKTASHC. If the latter is not true, high layer relative

o humidity is assigned as missing. The value of OKTASHC is then used in

%ig M c-Ayccos [(¥/8)OKTAS, ] to estimate relative humidity for the high

ggg layer, and QCI=0.

o Once the pressure level boundaries and the mean layer relative humidity
et for the four computational layers have been computed for each SWO, the o
i?. layer relative humidities are assigned according to which computational

;@: layer each o layer pressure at the obsarvation site falls into. If any

~"? o layer pressure is < 50 mb greater than p (station pressure), it is

:‘é assigned the lowest computational layer relative humidity. Any o layer
s:@ pressure < 50mb less than Ps (300 mb) is assigned the highest

' 2 computational layer relative humidity. The quality control index for each
¢ o layer relative humidity is also the QCI of the computational layer that
fﬁ the o layer pressure falls into.

; ; A comparison of relative humidity inferred from SWO's at mandatory

;*' levels aﬁd collocated mandatory level rawinsonde relative humidities was
fj' conducted for both February and June periods using FGGE II-B observations.
e For each surface observation within 0.1° latitude and longitude of a

ig? rawinsonde, the observed surface pressure was used to define the boundaries
Eé& of the four layers for which the mean relative humidity was to be

e calculated. Estimates of SWO inferred relative humidity for mandatory

i% levels between 1000 and 300 mb inclusive were obtained by assigning the

L%7 value from the computational layer that each mandatory level falls into.
$3‘ ‘ RMS differences and biases computed over all observation sites and all times
i are given in Table 11. Using a OESD of 5 percent relative humidity as

éﬁﬁ ) suggested by Gustafsson (1981) for rawinsondes, Eq. 27 was use§ to estimate
3Q% the OESD values for SWO inferred relative humidities based on this February
,f; study; these are included in Table 13 (below). A comparison of OESD for SWO
Wl relative humidities with the initial FESD values for relative humidity in
:%L‘ Table 4 suggests that early in an assimilation series, the SWO relative

s

s 4s

| 2P AL A PP o 1 R AP EERA S T 'N’d.;(_ MORERRATI TR L *‘&‘ “- a® Tt .?1
LA NN Pl A g LYy L e ) n ¥ YL A ‘ . 7 AN
¥ ! / . <3 AN ...'s. LA ) "‘ - ’. BT A, A’».l.. AR AN A AT AR " WS iy < \ _ {‘\ » 3%

OO 8 O L ER LWy
S lv".»‘!‘," d.!‘f.'le’;‘!'..’.,‘c'.'ﬂ!.! A l ot W



25 il ) R - h
"W

) Table 11. Relative Humidity RMS and Bias for All Collocated
§\§' SWO Inferred Values and Rawinsonde Soundings

,".: Level (mb) RMS (%) Bias (% #0BS
e 02/03/79 12z - 02/22/79 00Z

) 1000 12.8 -3.6 13554
N 850 21.9 5.1 23393
wh 700 25.2 3.4 15986

500 24.1 6.0 12030
M 400 23.3 6.9 9536
'ﬁ; 300 21.6 5.6 8457

06/13/79 12Z - 07/01/79 062

Wty 1000 12.7 -3.1 11876
U

850 21.0 5.9 22975
N 700 2.1 1.6 14121
L4443
149 500 24.9 7.2 10870
--'3?,; 400 24.6 10.2 9517
) 300 22.6 8.4 8183
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ateh humidities would have about the same influence on the correction as do the
Es; first guess relative humidities of the 6h forecast. However, as these

S forecast errors grow in magnitude in conventional data sparse regions, the
:$$ SWO humidity residuals would have a greater effect vis-a-vis the first guess
;:ﬁ in computing the correction. Given the reasonable size of the bias of the
S&v SWO humidities with respect to the rawinsonde values, this could retard a
. drift of the analyzed relative humidity field toward "model climatology” in
ﬁﬁ: the assimilation sequence as would happen in these otherwise data void areas
fd: without these SWO inferred humidities.

iﬁg The value of 5 percent for rawinsonde relative humidity

observation error standard deviation is probably optimistic. Dey and Morone

35' (1983) have suggested a value of 20 percent, whereas ECMWF (Illari, 1986)
k;; uses a value of 10 percent at low levels and 20 percent at upper levels.

E:?s The use of 5 percent results in significantly greater modification to the
i:? first guess in the OI analysis than would these larger values. However,

ﬁ@\ given the relative lack of global rawinsonde coverage and the tendency of
W the model to create its own humidity distribution over time in an

:uﬁ assimilation sequence, the 5 percent value was used in the present

A experiments. Values closer to-those used at ECMWF probably should be used
'“ﬁ ’ in an operational environment. What is important here is the relative

Af}{ magnitude of the OESD for rawinsonde relative humidities to that for the

E;é' inferred relative humidities. Since the emphasis in this study was to use
') inferred humidities only in rawinsonde void areas, the indicated differences
f:a in OESD's seemed appropriate.

- The next step was to determine the spatial correlations between

] E obgservation errors of relative humidity for SWO inferred values. In the

= case of inferred relative humidity values, the "observation error" would

_;: really be a measure of the error of estimate of the relative humidity

;g; inferred from the information given. It will be assumed observation errors
% of different observing systems are spatially uncorrelated, and that

i obgervational errors are uncorrelated with the true field values. Bergman
:ﬁ}z (1978) showed that, if type "b" observations of a meteorological parameter
2?' are compared with collocated type "a" observations in which the latter are
:gt assumed to be spatially uncorrelated with each other, the observational

o error correlation between two type "b" observations at locations i and j is
:.;;':, given by
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:&5 ":j (eib ejb)1 - Ari Arj : (31)
’:" X (e2, e?b)i (A;f A;J?)E
,.:3_-:
e - - -
:;E: where Ari =Tig - Fyp * OF the difference between observed values at
3:»* each point in time and location, and the overbar represents an ensemble
‘fj average over time. This means that for the above assumptions, the
tég observational error correlations for observing system b is equal to the
3? correlation of differences in observed values between observing system a and
o observing system b.
e These correlations were computed for relative humidity values inferred
’ﬁs’ from surface weather observations using collocated rawinsondes as the type
é;;é "a" observation. Traditionally, rawinsonde relative humidity observational
iﬂ? errors are assumed to be spatially uncorrelated, and the same assumption was
j:?, made in this study to allow the correlation of difference to define the
2; 3 correlation of the alternative source estimation error. The above
; *; correlation was computed for each pair of relative humidity differences on
.45: separate mandatory levels over the time period 2/3/79 12Z - 2/22/79 00Z (6h
. intervals). Then fér each mandatory level, all correlations were grouped by
’2;3 station pair separation distance categories (category 1: 0-49.99 km,
;;EE category 2: 50-99.99 km, ..., category 40: 1950-1999.99 km) and were
:if averaged within each category, each weighted in the average by the number of
;)“ time periods included in each correlation. Results of the computation of
.:?ﬁ isobaric correlations showed that the observation error correlations fell
;j%i into three categories: observations at 1000 and 850 mb were appreciably
‘;‘f less correlated than those at 700 mb and 500 mb, and even less well
:33 correlated than those for 400 and 300 mb. Thus, the correlation values in
3&§' these three categories were vertically averaged (weighted by the number of
ﬁﬁ. pairs in all correlations over all times at the respective levels). These
fff' averages were presented previously in Table 5. Correlation values below 0.1
éﬂj are neglected in the table, so that in the case of SWO's distance categories
';?: are included only out to 1750 km.
::fj Begsides the computation of lateral correlations, vertical correlation
:E: observational errors were computed for SWO inferred relative humidity at each
83
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station for all categories of maﬂdatory pressure level pairs. These were
then averaged (each correlation in the average weighted by the number of
time periods included in the correlation) over all stations to arrive at an
averaged correlation for each level pair representing all stations. These

averages were presented previously in Table 6.

B. 3DNEPH Analysis of Cloud Amount

A global analysis of percentage cloud amounts, generated by the Air
Force Global Weather Central (AFGWC) 3DNEPH analysis model and available in
magnetic tape form, was the source of the cloud analyses used in this study
to infer relative humidity estimates on regular grids. Cloud amounts are
available at 3h intervals on 15 levels in the atmosphere on one-eighth mesh
(~25 nm) polar stereographic grids (Fye, 1978). Four steps taken to get
estimates of relative humidity on mandatory levels at desired locations
were: (1) determine cloud amounts at mandatory levels (vertical
compaction), (2) horizontally average these to get averages on one-quarter
mesh, (3) convert these cloud amounts to relative humidity, and (4)
interpolate bilinearly to desired locations. In order to perform a
collocation comparison of 3DNEPH inferred relative humidity with rawinsonde
relative humidity, these four steps were first applied toward creating files
of 3DNEPH relative humidity estimates at all rawinsonde locations for the
period 2/3/79 12Z - 2/22/79 00Z at 6h intervals. Each step is described in
detail in the following paragraphs.

In each of the 64x64 boxes of points in the 512x512 3DNEPH grid,
vertical compaction was applied at each eighth-mesh location. This was done
by using only the nine uppermost 3DNEPH cloud layers in computing a weighted
average (by approximate pressure thickness of the layers) of layer pairs to
form estimates of cloud amount for the layers centered on the mandatory
levels 850 through 300 mb. In pacrticular, 3DNEPH layers 7 and 8 are
averaged and assigned to 850 mb, 9 and 10 to 700 mb, 11 and 12 Lo 500 mb, 13
to 400 mb, and 14 and 15 to 300 mb. In each case, percentage cloud amount
in the range 0-100 percent was included in the averaging. An averaging was
done rather than using the maximum since it was important to represent cloud
amount through the layer to estimate the layer relative humidity rather than
maximum cloud cover at any point in the layer. For example, if 3DNEPH

layers 7 and 8 were clear and overcast respectively, a compacted cloud
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amount of 50 percent cloud coverage would probably be more representative of
average relative humidity through the layer centered on 850 mb than would
the choice of either the minimum (0 percent) or the maximum (100 percent).
From this point on in the processing, mandatory layers assigned zero cloud
amount were considered missing information for estimating relative humidity.
The horizontal averaging is then performed on the five compacted
mandatory layer cloud amount values at each eighth-mesh point, separately by
layer. The 3x3 arrays of 3DNEPH points, each centered on every other
eighth-mesh grid point in both the x and y directions, are averaged to
compute a value of cloud amount for the central grid point. This results in
a quarter-mesh grid of averaged cloud amount. If all nine points have cloud

percent amounts between 1 and 100 percent (no clear points), a simple

average of all nine points is completed. If some of the grid points have
clear (no cloud) values, the eight outer grid points of the 3x3 array are
divided into four sets of triangles, one in each corner of the 3x3 square.
If at least one of the three grid points in each triangle indicates the
presence of clouds, an average for the center of the 3x3 array is determined
by computing a simple average of the cloud points. Unlike the vertical
compaction in which a layer average is desired, clear values are not used in
the horizontal averaging. In the case of the horizbntal average assigned to
the center point of each 3x3 array, the desire is to represent a cloud
amount for that point as an average of the cloud amount of the nine
contiguous points, rather than a cloud amount to represent an average of all
of the area included in the 3x3 array. It was felt that a cloud free 3DNEPH
point has no useful information to contribute to estimating humidity. If no
horizontal averaging were performed, there would be no way to estimate
relative humidity for a cloud free 'grid point distinct from a neighboring
cloud free point. Even if a threshold humidity were assigned as is done in
the Tibaldi SWO procedure at upper layers, all clear points would receive
the same threshold value. In a comparison with rawinsonde humidities, it
was felt that this would increase the error of estimation of relative
humidity from the 3DNEPH fields on the whole, although this was not
confirmed computationally. It is conceded that this is just one method of
horizontally averaging the 3IDNEPH cloud amount information; it is

recommended that others be tried by comparing resulting estimated humidities
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with rawinsonde humidities to determine if cloud free regions can supply any
useful information to the estimates. For example, it may be argued that at
the resolution of the global analysis, it may be sufficient to average all
nine values of any 3x3 array that has at least one cloudy 3DNEPH point, and
think of this as an average over the area of the 3x3 array and assign the
corresponding humidity inferred from this area to any point that lies within
it (i.e., the exactness of a spatial interpolation may be unwarranted).

This would be more in keeping with what is done in the vertical compaction.

The next step was to convert the horizontally averaged (quarter-mesh
grid) and vertically compacted (layers centered at 850-300 mb mandatory
levels) cloud amounts to some humidity or functional cloud amount form
before bilinearly interpolating them to the desired locations. This was
done in three ways: (1) conversion of cloud amount to condensation pressure
spread (CPS) following the AFGWC procedure (Fye, 1978), (2) conversion of
cloud amount to square root of the cloud fraction for use in the ECMWF
procedure (Slingo and Ritter, 1985), and (3) conversion of cloud amount to
cosine of (¥/100 times the percentage cloud amount) for use in the Tibaldi
(1981) procedure. All three of these procedures are described in Appendix
E. After these conversiong, the converted quantities were bilinearly
interpolated to desired locations; for the rawinsonde collocation study, to
rawinsonde observation sites reporting at the corresponding synoptic time.
Finally, the procedures described in Appendix E were used to estimate
relative humidity from the humidity or functional cloud amount forms, with
rawinsonde temperatures being used to convert dew point depression to
relative humidity in the AFGWC procedure in the collocation study.

RMS differences and biases for the collocated rawinsonde relative
humidities and 3DNEPH inferred relative humidities are included for the
three procedures in Table 12. Results are presented for five mandatory
levels 850-300 mb based on all observation sites over all 6h time periods.
As in the SWO procedure, the Tibaldi procedure assigns the relative humidity
value to each mandatory level using the coefficients HL and AL of Eq. 14
according to which computational layer the mandatory level falls into.

Here, the observed surface pressure is used in the computation of the
computational layer boundary pressures. It is clear from the values in
Table 12 that the Tibaldi method results in the smallest differences from

rawinsondes both in terms of RMS and bias. Unfortunately, it was not possible
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Table 12. Statistics of Differences Between Relative Humidity Inferred
from Cloud Amount and That Measured with Radiosondes (in %)

1}
:%g 02/03/79 12Z - 02/22/79 00Z

Level #OBS AFGWC ECMWF Tibaldi (from Chu-Parrish)
3 (mb) RMS Bias RMS Bias RMS Bias

850 8251  20.9 0.6 22.2 9.8 20.3  -1.7
" 700 13570  26.0 2.2 29.1 15.1 25.3 _4.5
. 500 10837 26.3  -6.8  32.0  21.7 28.1 4.7
) 400 4907  30.0  -11.6  34.3  26.0 22.7  -5.4
B 300 7382 36.8  -26.5  37.3  31.2 21.3 -4.7
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N to compute the comparable statistics for the June period at the time of this
s study, but it is recommended that this be done to verify that these results

are not seasonally dependent (because of the greater number of rawinsonde

194 observations in the Northern Hemisphere). However, since the present

:# assimilation experiments were conducted for the February period, the RMS

o values in Table 12 from the Tibaldi procedure were used to compute the

e observation error standard deviation values for 3DN in Table 13 using Eq. 17.
g: Horizontal and vertical observation error correlations for 3DN in Tables 7 and
%g< 8 were compuged using Eq. 31 in a manner directly analogous to that for SWO's.
i The horizontally averaged and vertically compacted cloud amounts,

. converted to cosine of (w/100 times the percentage cloud amount), were also
ﬁ$< bilinearly interpolated to two regular gridg for use in the 0I analysis. For
gﬁ moisture option 2 (described in Section V), values were interpolated to a

ﬁﬁ regular grid, 3° latitude x 120*cos ¢ points in longitude, to act as

:;. observations in the moisture OI subroutine. For moisture option 3, values

:fs were interpolated to the 61x62 analysis grid for direct replacement of the

.i: first guess relative humidity at cloudy analysis points. In both cases, first
$§ guess surface pressure (at the "observation” site and analysis point

o respectively) defined the computational layers which dictated the choice of
é; HL and AL in Eq. 14 to convert cos[(¥#/100)*% cloud amount] to relative

iqd humidity for each of the five mandatory level values according to which

$J computational layer each mandatory level fell into. Then these five relative
?; humidities were used to assign relative humidities to the sigma layer

é; pressures according to the mandatory level pressure lying closest to each

.gh sigma layer pressure.

‘i:. V. ' DESCRIPTION OF DATA ASSIMILATION EXPERIMENTS

ﬁf In an attempt to determine what effect each of the three humidity

:2& options has on the humidity analyses and forecasts initiated from them,

:;' three five-day data assimilation experiments were conducted. While it was

- our original intent to use satellite observations of moisture along with |
g rawinsondes for all OI phases of these experiments, the results of the !
:g collocation study precluded their use, although the software was created to

gg. include them. The three humidity options are: (1) using rawinsonde

observations of moisture only, (2) using rawinsonde moisture, supplemented

el
g& by relative humidity inferred from surface weather observations and 3DNEPH

”‘.J‘.Q.lalttqu‘n \ ' ' "‘v)" ORI bttty b8l
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Table 13. RH Observation Error Standard Deviation Values Used in
2/15/79 12Z - 2/20/79 00Z Experiments

Level (mb) Rawinsonde (%) SWO Inferred (%) 3DN Inferred (%)

1000 5 12 20%
850 5 21 20
700 5 24 25
500 5 23 24
400 5 22 22
300 5 22 21

% Assigned value not based on collocation study
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cloud amounts, and (3) replace first guess relative humidity with 3DNEPH
inferred relative humidity at cloudy analysis points, and perform OI using
rawinsonde moisture at clear analysis points. The five day period from
2/15/79 00Z - 2/20/79 00Z was chosen because of the considerable amount of
literature published on comparison of analyses and forecasts during this
period [e.g., Hollingsworth et al., (1983)].

The starting analysis for all three experiments was extracted from the
FGGE III-A global analysis set for 2/15/79 at 00Z. Analysis values of Z, T,
u, v, on a 144x73 (2.5°x2.5° longitude-latitude) grid on mandatory levels

1000-50 mb and r on mandatory levels 1000-300 mb were linearly interpolated to
the 62 Gaussian latitudes of the analysis grid, with every other point in
longitude being used. Resulting 72x62 values of Z, T were used in the GETPS
routine described in Appendix F to obtain corresponding grid values of p,,
using the corresponding 72x62 FGGE Fixed Field values of Z,. Sigma layer
values of T, u, v and q (lowest MLRH layers for q) are obtained using the
routine PTOSIG, where here the data reside strictly on mandatory levels. The
previously determined values of p, are used to define the o layer

pressures at each point. Finally, the 72x62 o layer fields of T, u, v, q,
and the 72x62 values of p,, 2, are converted to 30 wave rhomboidal

spectral forms of n, D, T, q, p,, Z, using the Fast'Fourier transform

and Gaussian quadrature integration techniques. Spectral versions of FGGE
III-A fields were formulated in like manner at all 00Z, 12Z times in the
experimental period tc act as a basis of comparison for the data assimilation
analyses.

The Machenauer non-linear normal mode analysis was then performed on the
spectral FGGE III-A fields for 2/15/79 00Z, using two iterations and four
vertical modes. Then the AFGL global spectral model took these initialized
data as input and provided a 6h forecast valid at 06Z. This was the starting
first guess for all three data assimilation experiments. For the first cycle

in all three experiments, the forecast error standard deviation values for 2

in Table 1 and r in Table 4 were uged in the respective analyses. 1In

o ' subsequent analyses, FESD values were obtained by augmenting the analysis
;#. error from the previous analysis by the forecast error growth rate. Each
ﬁ&k cycle consists of the sequence of four analysis steps (pre-analysis,

ﬁﬁ mass-motion analysis, humidity analysis, post analysis), the normal mode
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initialization, and'the 6h global forecast. All computing was performed on a
CDC CYBER 860 with 367K octal words of core memory and 1720K octal words of

extended core memory. A typical run of the six programs in each cycle for
moisture option 1 during 00, 12Z times took about 5500 sec of central
processing time, of which 45 percent consisted of the mass-motion analysis,

and 39 percent was attributed to the 6h forecast.
VI. EXPERIMENTAL RESULTS

A. Mass-Motion Analyses

Because this series of experiments represents the first test of the ASAP
data assimilation system in its current complete, updated form, it was of
interest to examine its ability to perform the basic assimilation of height
and winds. While in the meteorological community there is no definite
consensus on how to assess the accuracy of the analyses produced in a data 1
assimilation system, it is agreed that the analysis should fit the ‘
observations fairly well and that this fit should not change significantly i
in time. Also, in a good analysis most of the information introduced into ‘
the analysis from the observations should be retained in the initialization
of the analyzed fields. Finally, the longer-term forecasts initialized from
such fields should verify with observations and later analyses in a manner
that shows a relatively constant growth of the forecast error with
simulation time. In the following paragraphs, results of the height-wind
analyses will be demonstrated to show how well the ASAP data assimilation
system results conform to these standards. 1In this section, results from
Experiment 1 only will be shown since the mass-motion analysis was carried
out in the same way in all three experiments.

Figs. 3 and 4 show the RMS differences between each of the three fields
produced at each analysis time - 6éh forecast (GSM), ASAP analysis (ANL), and

N
the initialized analyses (INT) - for Z and V. Here V = [% igll(uf -y, )2 +
i i
! (v -v )2]]]'/2 for N observation values u , v and field values u_, v_,
J f1 o o' o £ f
r.:{

Corresponding RMS differences for the FGGE III-A fields, truncated to
rhomboidal 30 waves and interpolated to o levels/layers, are shown (F3A)

for comparison. In fact, the F3A and ANL fields were used to select the set
After

of basis observations used in the RMS and bias computations.
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Q%g computing observation-minus-field residuals for both F3A and ANL, both sets
.

’ﬁg of residuals were individually gross checked and buddy checked. Then only

those residuals that survived the checks in both sets were included as basis

S&l observations. All other fields had residuals computed in the same way, but
S8 only their residuals for the same locations as the basis observations were
gsx used in the computations. The intent of this procedure was to arrive at a
el more neutral set of observations against which to compare the

S?q field-observation differences that would not favor one analysis over the

55: other.

gﬁ: Immediately noticeable from the figures is the fact -hat the

= ANL values for Z show a better fit with observations than do the F3A

dﬁ' values at all levels shown, while the F3A RMS differences for ? are smaller

:' than those for ANL at all levels shown except %" Furthermore, there seems
%& to be no perceptible increase of RMS difference with time in the ANL Z curves,
Rl yet with the exception of the % ANL curve all ANL curves for V show somewhat
?{i of an increase of RMS difference up to a certain point and then appear to level
?.: off. An explanation for the relatively good fit with observations for Z and
fﬁ? upper level v and poorer fit for lower level ? lies in the fact that these RMS
'éﬁ— differences reflect a univariate comparison. They are very much dependent

o'y upon how much influence Z observations have in correcting Z first guess

az* values, and that u, v observations have in correcting u, v first guess

57) values. Since both height and wind observations are used to correct both

e height and wind first guess, the fit of the resulting analysis with

;i, observations will be best in those areas where observations of the variable
$¢: being corrected hold more influence than their geostrophic counterpart.

535 Ratios of the normalized observation error for height to those for winds,

st shown in Table 2, play the most important role in determining the relative

qu' influence of height and wind observations surrounding an analysis point.

jés Since normalized observation error affects the magnitude of the correlation
;;s , p' = p/(1 + cz) of the observation with the analysis point,

U observations with lower values of ¢ are both more likely to be chosen in

5, the analysis and will have more weight in the computation of the

: 2 correction. Values of ‘zlcu.v in Table 2 show a clear preference

Ky for height observations over wind observations in levels below 200 mb for

:‘q extratropical latitudes. This agrees with the relative goodness of fit of

{7' the height analysis over the wind analysis at the lower levels. Notice that
o
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.:53 at the uppermost levels, where rawinsonde height errors are set much higher,
}ig the ‘z/cu.v ratio becomes much greater than unity and the analysis
is more favorable toward the wind observations. This explains the
i*gu: considerable better fit of the winds analysis to observations, which
2?: occurred at %0° °11 and %2 (~ 124, 74, and 21 mb). yore
:555 support for this explanation was provided when the RMS fit with observations
i was separated into tropical (|@}< 25°) and extratropical regimes. In
;Riﬁ the tropical latitudes where the analysis is much more univariate in nature,
;3?2 the RMS differences between ANL and observations for v were lower at all o
3&%& layers than they were for F3A, whereas in the higher latitudes the F3A - ANL
e curves retained their indicated relationship. Also, it should be pointed
!??% out that Bergman (1979) used a constant cT,cu,v ratio of 1.20 for
%;" rawinsondes in his analysis, and it was the Bergman analysis procedure that
:$ﬁg was used to genera:e the FGGE III-A analyses. This explains the generally
'”f' better fit of the V F3A analyses and poorer fit of the Z F3A analyses as
:i;j compared with their ANL counterparts. These results point out the danger in
“$§i basing a determination of quality of an analysis, especially one to be used
‘Ti¢ to initialize a forecast model, solely on the basis of goodness of fit with
2. observations. It is better to use goodness of fit as a trouble shooter
3t§‘ criterion in analyses for initializing forecast models, indicating problems
£:2§ as they may exist by showing significantly large RMS errors or large error
'j‘i dréfts in time in a data assimilation mode. Finally, a comparison of the
'i?“ Z(o‘) RMS curves with the 500 mb RMS curves for the NMC GDAS (Dey and
t;&) Morcne, 1985) shown in their Fig. 4 shows good agreement between the RMS
. 23 levels, both in the 15-20 m range for the analysis and 25-30 m for 6h
.M,: forecasts. A comparison of the V(os) RMS curves with the 250 mb RMS curves
‘9!? in Fig. 5 of Dey and Morone shows that the ANL, GSM curves appear to be
?'j: leveling off at levels (6.5 - 7.0 ms™! and 8.5 - 9.0 ms} respectively)
W b in fairly close agreement with the level of the NMC curves. Note that since
;gh ) the 2/15/79 00Z starting analysis was the FGGE III-A, the difference grows
544 from its lower level throughout the five day period to its apparent
;e? equilibrium level in the lower o layers, while it appears to decrease from
k:;% its FGGE III-A level in the upper o layers. This good agreement between
:R'a NMC and the present AGDAS results no doubt stems from the close similarity ?
R between the forecast models and analysis methods used for both, and
i$$q especially from the use of the same observational errors for both studies.
e
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In order to verify that the wind RMS differences are in fact leveling off at
{ the end of the five day period, the ASAP option 1 assimilation experiment

A should (but could not) be carried out two more days.

Bias for height and wind AGDAS fields against basis rawinsonde

Ity . observations was also diagnosed as a potential trouble indicator; however,

s only bias for Z at four selected times in the five day period is

mﬁ illustrated here (Fig. 5). The outstanding feature in the time evolution of
‘ - the height bias is the apparently unabated growth of positive bias at the

; = .050 level in the ANL, INT, and GSM fields. At all other levels, the

:g?\ growth of positive bias occurs, but appears to remain relatively constant
Q?' after 2/17/79 00Z. 1In all levels, the ANL appears to represent a significant
o correction to the GSM bias, but the ensuing initialization tends to increase
2 the positive bias again. At levels .925 - .100, the fact that the bias has
3§ . appeared to reach a steady value would suggest that the analysis was
L;{ effective in compensating for the positive bias being introduced in the éh
?Q; forecast at these levels. This is evidently not the case for ; = .050, and
}ﬁg a possible explanation for this could be the relatively large observation
{? error assigned at this level (59.3) resulting in relatively larger
33; normalized observation errors and poorer fits to the data. Another possible
"% explanation is the use of the smaller.radial influence factor (kh =1.0 x
4&5 lo-lzm-z) resulting in larger correlations assigned to more distant
;%g observations and thus a lessened fit with nearby observations. Kistler and
L Parrish (1983), in a similar comparison of the GDAS with the NMC hemispheric
({. nine layer model assimilation, showed much larger positive bias at 100 mb in
p ", their GDAS in tropical regimes, but were more comparable in extratropical
ﬁ~\ regimes. They attributed this difference to the GSM system's inability to
%2' resolve the tropopause temperature profile in the tropics near 100 mb.
. However, when the bias in the ANL, INT, and GSM fields for 2/17/79 00Z was
:é; computed separately for latitudes poleward and equatorwgrd of 25° latitude,
‘Eﬁe the large positive bias was evident in both regimes at o = .050; in fact,
§f? ‘ the positive bias was somewhat larger in the extratropics. The source of
Ff; this bias should be studied further before any really profitable analysis
9:& fields can be produced at the uppermost levels. Notice that the FGGE III-A
: " fields reveal a somewhat more modest negative bias at the ; = .050 level.
:ig; As for the bias in the wind components, results of the five day
5}» assimilation experiment showed a moderate growth of positive bias in the u
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component at 9, and 9 and of negative bias of v component in wind

at g both of which appear to level off at about the 1.0 m.s'1 level

1 about mid-way through the period. Also of interest was a decrease in a

{f; positive bias in u at %1 in the GSM, INT fields only from about 1.8 m
”EE s71 at the beginning to 1.2 m s~! at the end of the period.

& . Interestingly, no significant bias was apparent in the corresponding ANL

r < fields. Thus it appears that the wind biases suggest no apparent trouble
3$%§ areas in the wind data assimilation.

jé: Time evolution of the global average of the analyzed fields was

.‘ﬂ; examined as an additional indicator of meteorological realism of the

W analyses. Figs. 6-8 illustrate the change of global average of temperature,
"*k kinetic energy, and surface pressure through the five day period. Global
f¢g averages of the FGGE III-A fields are shown for comparison. While no clear
'p?- trends are evident in the temperature curves for % and Sy both

Tks S, and ©,, curves show a clear growth of the globally averaged o

‘izf layer temperature with time. At the lower level, there appears to be a

| f leveling off of the growth after an increase of about 0.8°K at 2/18/79 00Z;
o' however, this should be confirmed through following analyses. No such

o indication of leveling off is evidént in the ,, curve, and in fact the

f\é warming indicated at that layer is consistent with the growth of positive
s%% bias of Z at ; = .050 (the level at the top of o layer 11) as shown in

35f Fig. 5. The %1 global mean temperature grows so fast in time, as

;). compared to the slight trend toward cooling at %0’ the %0 layer

:;3 becomes the layer of minimum global mean temperature (labelled "TROP") at
;& 2/18/79 00Z. The F3A 910° %1 Curves maintain the relative global

R average layer temperature relationship for these two layers. This gives

-;3 additional support to the idea that the anomalous warming in the data

u%:; assimilation period is confined to the layer above ; = ,100. Fig. 7 does
ri% not reveal any similar troubling features in the evolution of the global

:’j average kinetic energy. Thecre appear to be similarities between the trends
”-* reflected in the F3A and ANL curves. For example, both og curves show a f
‘“ﬂj growth of kinetic energy through 2/17/79 12Z, then a relative leveling off
:&T of the trends beyond that point. The surface pressure curves in Fig. 8

35: reveal no untoward growth or decline through the period. F3A curve

s indicates a small trend toward an increase in the global average surface

§'3 pressure, while the ANL curve suggests an even smaller tendency toward
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is 2 decrease, though probably stétistically insignificant. The accompanying o
%.f layer temperature curves in Fig. 8 are shown because of the fact that these
?%i are used with surface geopotential to obtain o level geopotential at the
X lowest three o levels, from which analyzed surface pressure is diagnosed
1,§ (see Appendix B). It is interesting that the layer temperature increases
’;; seen in the first half of the assimilation period are not reflected in any
e . perceivable way in the diagnosed surface pressure. Further study of the

surface pressure-analyzed geopotential relationship should be conducted to

better understand the effect of change of geopotential on change of surface

pressure.

Another measure of the effectiveness of an analysis method in imparting

useful observational information to the correction of the forecast first

»~

0?% guess is the amount of observational information retained in the analysis
;iﬁ after it has been initialized. In removing the fast gravity mode tendencies
§§§ in the analysis field, the initialization procedure produces a field which
lT? contains only the slow modes (lower frequency oscillations), which are the
,gg only ones useful to the model. It is then of interest to determine how much
; 3 observational information imparted by the analysis consists of slow

'

modes—-that is, how much is left behind after the analysis. The RMS

difference between the analyzed and initialized fields is a measﬁre of the

.,
'l

,::' fast mode information in the anélysis that was removed due to the

% initialization. Similarly, the RMS difference between the forecast and

&& initialized forecast is a measure of the fast mode information introduced by
')~ the forecast model. The difference between the second difference (fast mode
.EE in forecast) and the first difference (fast mode in analysis) would then be
fjﬁ the fast mode information resulting from the update to the forecast field by
3f§ the analysis. Then if the initialized analysis contains only slow modes in
'.h the analysis field, and the initialized forecast contains only slow modes in
?S; the forecast field, the RMS difference between the two would be a measure of
»;i ) the slow modes due to the analysis. Values for the analysis fast mode/slow
Ll mode ratio based on RMS differences averaged over the ten time periods along
¢;; with the RMS differences between the fields themselves are given in Tables
‘,fj 14 and 15. Lower values of this ratio indicate a greater effectiveness of
f;é; the analysis method in imparting the useful slow mode information into the
vi*j corrected first guess. Results show a clear increase of this ratio with

§3\ altitude for heights but a relatively steady value with altitude for winds.
o
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" locations of the basis observations for each verification time. Meanwhile,

Unfortunately, it was not possible to obtain this ratio for FGGE III-A as a
comparison as all four assimilation fields are necessary for this
computation. It is apparent that at upper levels for heights, the
initialization makes a significantly larger change in the analysis (over 90
percent of the G-I difference at ;18 than at lower levels (approximately

10 percent of the G-I difference at o). Apparently the analysis provides
a8 considerably lesser amount of useful observational height information to
the forecast correction at upper levels than at lower levels.

To the weather forecaster, the best measure of an analysis is the
accuracy of the forecast produced from it. The closeness of fit of the
analysis or the initial conditions is of secondary importance to the fit of
the forecast field to observations at the valid forecast time. As a test of
the conformity of the ASAP analyses to this standard, a 48h forecast using
the GSM was conducted using the initialized FGGE III-A and ASAP analyses at
2/17/79 12Z, exactly half-way through the five day assimilation -
experiments. Resulting spectral forecast fields at 12h intervals were

evaluated at 1* x 1°* grid intervals, and bilinearly interpolated to the

the observations were interpolated to the o level/layer pressures of the
forecast fields and the observation-minus-forecast field residuals were
computed. The basis observation subset of these residuals was used to
construct the RMS and bias curves shown in Figs. 9-13. The RMS and bias
curves for the 2/17/79 12Z analyses are included in the first plot as a
reference. The RMS curves reveal an interesting relationship between the
importance of the fit of the initial height fields to observations and the
initial fit of winds in the fit of the forecast field. The better fit of
the ANL (ASAP) analysis initially is soon lost in the forecast, especially
at the upper levels. The gap between the height forecast RMS for FGGE III-A

and ASAP widens gradually with time at those levels, to become about 12 m at
; = ,100 for 48h. However, by this time differences below about 500 mb are
slight. By contrast, the gaps between the 3 RMS curves remain essentially
constant in time, widening only slightly from 12h to 48h. It appears that
the initial fit played a more significant role in the forecast verification
for the winds than for the heights. All eight sets of curves move
constantly toward higher RMS values with time, but the wind curves

70
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essentially retain their relationship whereas the gap between the height
curves widens. Caution must be taken in attempting to draw too many
conclusions from a single forecast experiment. A series of forecast
comparisons should be conducted, especially for later initial times when the
analyzed wind fields have attained their steady values of RMS fit with
observations (say, not before 2/20/79, 002).

The height bias curves in Fig. 11 reveal two major trends in the
forecast for FGGE III-A and ASAP initial fields: (1) a positive bias
increasing steadily in time at all levels, and (2) a faster growth of
positive bias in the ASAP initialized forecast at level ; = ,150 and above,
and a faster growth of the positive bias in the FGGE III-A initialized
forecast at level ; = ,375 and below after 12h and at level ; = .250 and
below after 24h. Particularly striking is the -widening of the gap between
the two curves at ; = ,100 and .050. This is primarily due to the original
significantly large positive biases at these levels in the initial analysis
for ASAP, and the large negative bias in the FGGE III-A initial analysis at
; = .050. The forecast model appears to take these large initial
differences and increase them even more during the course of the forecast.
This widening at these uppermost levels is due primarily to the extrenme
growth of the ASAP initialized positive bias. A comparison of Figs. 5 and 11
for the ANL (ASAP) curves would indicate that much of the growth of the
positive bias at the ; = .050 level in the assimilated analyses (Fig. S)
must be due to the characteristic of the GSM to create a strong positive bias
at this level, as opposed to the model used to assimilate the FGGE III-A
analysis which left a modest, fairly constant negative bias at this level.

The wind component bias curves (Figs. 12 and 13) are similar to the
vector wind RMS curves (Fig. 10) in that they retain their relationship with
each other quite well, especially after 12h. Looking first at the u
component bias, we see in both curves a tendency toward positive bias in the
lower layers (with ASAP based forecast being more positive) and toward
negative bias in the tropospheric extratropical jet and levels immediately
above it (with FGGE III-A based forecast being more negative). The
extremely high positive bias at the uppermost layer for FGGE III-A based
forecast is present in the initial analysis and is continued in the model
forecast. It is due to assigning the FGGE III-A analysis 50mb winds to the
c = 0.21 (~21mb) level, which in the case of the zonal wind would lead
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to an overestimate as is evidenced by the positive bias. This direct
assignment was used in lieu of extrapolation, because 50mb is the highest
level carried in the FGGE III-A analysis fields. Interestingly, the low
layer positive bias, high layer negative bias is also present in the
meridional component forecast (Fig. 13). Here, however, the values of bias
between the forecasts are more similar, especially at 48h. The FGGE III-A
based forecast does exhibit a tendency toward larger negative bias just

below the tropospheric extratropical jet level (in o layers .436 - .275).

B. Humidity Analyses

For the univariate relative humidity analysis, fit of analyses to
obgservations becomes somewhat more important since only humidity data are
involved. 1In this case, the RMS fits are very sensitive to the observation
error levels assigned to each observation type. This is illustrated in
Figs. 14 and 15, which show the fit of the ASAP analysis and forecast fields
to the basis observations for moisture option 1 (rawinsonde humidity only
used in the analysis). Not surprisingly, the use of 5 percent OESD for
rawinsonde humidity observations results in a closer fit with those
observations than does the use of 20 percent as in the F3A for all layers.
The ANL curves show lower RMS differences and biases and indicate no
apparent drift away from observations. The sawtooth configuration of the

GSM bias plot for o, appears to have a diurnal character to it, while

1

the highly irregular bias curves at o, are probably due primarily to

fewer comparison observations for tha: layer.

Fig. 16 shows the distribution of checked rawinsonde observations
summed over 10° latitude bands and over the ten 00Z, 12Z observation times
during the five day period. Clearly, the first guess remains relatively
uncorrected south of about 50° south latitude, with the maximum corrections
in conventional OI relative humidity analyses occurring in lower
tropospheric levels in Northern Hemisphere midlatitudes. Fig. 17(a-c) shows
the zonal, time average cross section of (a) observed relative humidity
using the checked observations whose digtribution is depicted in Fig. 16,
(b) the analyzed (moisture option 1) relative humidity resulting from the ASAP
analyses averaged over all 00Z, 12Z times during the five day assimilation,

and (c) the results of subtracting plot (a) from plot (b); i.e., the
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differences in the zonal, time averages of observed and analyzed o layer

relative humidities. The o layer pressures indicated on plot (a) are the

. nominal (p, = 1000) layer pressures, whereas those shown in plots (b) and
53%: (c) are based on the ASAP weekly averaged surface pressure. The dense

&ga‘ contour intervals on plots (a) and (c¢) are the result of very few

fﬁgﬂ observations lying in the latitude band 90°S - 80°S. The difference plot
e (¢) reveals, in a zonal, time average sense (ignoring the left-most quarter
Qﬁﬁ of the plot), a generally good fit of the observations especially between
ﬁ%d the 848 mb and 332 mb levels. There is a tendency for the analyses to be
?&; too moist at the lowest layer for most latitudes, especially those dominated
v by oceans. This is probably a result of the forecast model in that moisture
{,} fluxes from the ocean surfaces are not being mixed into upper levels by the
i»g rather simplistic boundary layer parameterization. The moist bias also

s appears at most latitudes for the highest (270 mb) layer, though the reason
:Mf for this is not as clear. However, with the exception of under-analyzing
3# the dryness of the descending branch of the Hadley circulation at about

a*$ 15°N, the fit at other layers is quite satisfactory. A comparison of Fig.
kéa ) 17(c) with the corresponding difference cross section for FGGE III-A

e analyses-minus-observations (Fig. 18) reveals once again the effect of

,Qgi lowering the OESD value on the analysis fit to observations. Part of the
%%iz increased moist bias in the FGGE III-A difference cross section is due to
'nf‘ the necessity of extrapolating humidity from the highest analysis level (300
Fi‘ mb) to the I, layer pressure (usually less than 300 mb). However,

ﬁgﬁ through the lower layers a pronounced moist bias is evident, whereas at o
'ﬁﬁk layer pressures 565, 430, and 332 mb a definite dry bias in the analysis is
&52 indicated. These results confirm in a zonal, time average sense what Fig.
<t 15 showed in a synoptic, point-by-point verification. The F3A biases are
;:§Q not present in the ASAP analyses, probably largely due to the lower error

ks | assigned to the observations.

Esaj It is in the data sparse regions as indicated in Fig. 16 that the use
'ﬁﬁ“ of alternative forms of moisture information would be expected to have their
$ﬁ$ greatest effect. This can be illustrated in one way by comparing the plots
HNS of observation locations for moisture option 2 (rawinsonde, SWO, and 3DN

%?2 relative humidities used in the analysis) as shown in Fig. 19(a-c). These

figures show the distribution of (a) unchecked observations, (b) checked

%ia observations, and (c) observations actually used at least once in the

(]
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Fig.

AP AL

19(a,b)

Location of (a) Unchecked and (b) Checked Relative Humidity
Observations for ASAP (Opt. 2) Analysis of 2/15/79, 122 at
o, (~860 mb). R = Rawinsonde, X = Surface Weather
O&corvatlon Inferred, 0 = 3DNEPH Inferred.
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Symbols Are Same As in Fig. 17(a,b).

Location of Relative Humidity Observations Actually Used in

2715779, 12Z ASAP Analysis.
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analysis for 2/15/79 12Z at o, (~860 mb). Observations present in (a)

but missing from (b) were rem:ved by the buddy and gross checks. By
comparing plots (b) and (c), one can see the dominance of the rawinsonde
observations being selected over alternative types, even though the
rawinsonde observations may be many fewer in number and more scattered in an
area. For example, over India a predominance of SWO humidities (and to a
lesser extent, 3DN humidities) exists in the checked data, but the analysis
preferred to ugse the fewer and more scattered rawinsonde observations for
analysis points in that region. Alternative sources are all but excluded
from use over rawinsonde dense regions. This is due to the much lower
observational error for rawinsondes which favored their selection and
resulted in higher weights. Thus, major differences between option 1 and
option 2 humidity analyses should exist only in the rawinsonde-sparse
regions, such as 0°-30°N and 60°-90°N. It was thought that by comparing
analyses against zonal, time averages of observations that the data scarcity
in those regions could be overcome to allow for reasonable comparisons.
Plots of zonal, time average option 2 analyses and their difference from
zonal, time average basis observations (i.e., rawinsondes) are given in Fig.
20(a-b). Indeed, we see the greatest differences between Figs. 17(c) and
20(b) south of 30°N, where in the mid-layers (848 mb - 429 mb) the prominent
differences are two locations of greater moist bias in the Hadley branch
(around 15°N) and centered at the 712 mb layer at 20°-30° S. The option 2
analyses appear to be significantly more moist at these layers and levels,
and because of the conventional data sparsity in these regions the
differences must be due to the use of the alternative moisture sources.
However, note that a positive effect of using the alternative moisture
gources is that the moist bias is lessened at the lowest and highest layers
at most latitudes. It appears that the use of the alternative data in the
OI analyses resulted in better overall analyses at the lowest and highest
layers and somewhat poorer analyses in the mid-layers. Since the
differences are most evident in conventional data sparse regions, the
additional moisture information appears to be an improvement to the first
guess at the bottom and top layers, and leads to a worsening of the first
guess in the mid-layers. These conclusions must be tempered somewhat by the
avsilabilty of rawinsonde comparison data as shown in Fig. 16, and by the
limited sample (10 cycles) of the assimilation period.
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In an attempt to assess the effect of the alternmative relative mumidity
information on an individual analysis, Figs. 21-23 were prepared. Fig. 21
shows the locations for the Northern Hemisphere of the observations (a)
which survived the gross and buddy checks, and (b) which are actually used
in the analysis for 2/17/79 12Z for %, (~860 mb). Notice once again
the distinct preference for the use of rawinsonde information in the
analysis. This results in rawinsonde rich regions, such as North America,
Burope, and northern Asia, which are left exclusively with rawinsc..de \
relative humidities with which to perform the analysis. Therefore, we would
expect the effect of the corrections on the first guess from moisture
options 1 and 2 to look quite similar over these regions. This is confirmed
by comparing Fig. 22(a) (analysis corrections for option 1) with Fig. 22(b)
(analysis corrections for option 2). Note the relatively similar analysis
corrections over the three aforementioned rawinsonde rich areas. Fig.
23(a,b), which shows the corresponding analysis errors for the two moisture
options, indicates by their similarly low values of around 8 percent in
these regions that the low OESD values for rawinsondes have led to low
analysis errors throughout the asgsimilation period for both moisture
options. As expected, the .primary differences between the two sets of
analysis corrections should occur in the rawinsonde sparse areas. For
example, consider the region bounded by latitudes 30°N and 60°N and
longitudes 180°E and 240°E. This region of the northern Pacific had

primarily rawinsondes used in the analysis on its northern and eastern

edges, but predominantly SWO and 3DN pseudo-observations in the rest of the
area (see Fig. 21(b)]. Notice that in ?i;. 22(b) (moisture option 2) the
analysis corrections are smaller for the predominantly SWO, 3DN part of the
region than for the nearby rawinsonde rich regions. Because of the complete
lack of information in this area for moisture option 1, the analysis
corrections are essentially zero in Fig. 22(a). As expected by the
difference in assigned OESD's for the rawinsonde and alternative relative
humidity values, the corrections to the first guess in regions dominated by
the rawinsonde are significantly differont from the corrections in
alternative data rich regions, with the corrections in the rawinsonde
dominated areas being generally larger. A better measure of the relative
effect is depicted in Pig. 23 (a,b). Here it is seen that whereas in

N rawinsonde rich areas the analysis error is similar for the two analyses, in
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e ravinsonde sparse but alternative data rich regions the analysis error is

Wyl noticeably reduced below the maximum allowed (48 percent), which occurs in

o all of the rawinsonde void regions remaining essentially uncorrected through
the assimilation. Thus, it appears that the use of the alternative

rfﬁ information leads to reduced analysis errors over no analysis, but that the

1jm corrections in areas dominated by alternative information are generally

R smaller than in rawinsonde rich areas. The smaller corrections are to be

expected because the analysis error in alternative rich regions (typically

&?. 20-24 percent) is larger than in rawinsonde rich regions (8 percent); thus
Qg' any alternative observations would have corresponding less weight in the

K)

:f analysis. Larger OESD's lead to less weight for the observations (and thus

generally a smaller total correction), which in turn leads to higher

;5’ . analysis errors. Notice in Fig. 23(b) that in all of the alternative

$§ humidity rich areas, the analysis error (and thus the FESD) is maintained at
:fa a level approximating the OESD for 850 mb SWO's and 3DN's (see Table 13).
.;:' Comparing the original values of relative humidity FESD used at the

; . beginning of the assimilation (see Table 4), it appears that the alternative
g;: : sources of humidity information are effective in holding the FESD at a

iﬁ. relatively level value through the assimilation for areas where they are

- relatively plentifuli

$ ) Because the 3DNEPH cloud amounts represent an analysis themselves, it
%&; is not necessary to perform an additional analysis to move them to the grid
<% locations. The horizontally averaged cloud amount are available on a 50 km
,{ (quarter-mesh) grid, and as such very little error is introduced in simply
igg interpolating bilinearly the gridded cloud amounts (converted to cos

55@ [(#/100) » % cloud amount]) to the analysis points at each o layer.

' This was done for the cloudy regions in moisture option 3, and the relative
;;; humidity inferred from these cloudy analysis point cloud amounts was used to
:%% directly replace the first guess relative humidity at each analysis time.

:L At non-cloudy analysis points, an OI analysis using rawinsonde relative

ﬁ% humidity only was performed if such data were available nearby, otherwise

o the first guess value was maintained. Table 16 gives the percentage of

%u‘ analysis points through the five day period which fell into each of the

ia; three categories. Since the 3DN replacement occurred at cloudy analysis

lﬁf points only, the 3DN percentages are an estimate of global cloud cover at
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K Table 16. Percent .of Analysis Points in ASAP3

(3DN) Replacement by 3DN Values Occurred, (0I) Rawinsonde
e . OI Occurred, (FG) First Guess Was Maintained

]
W
2
o
]
'y
(2]

4 275 22 49 29
it 337 22 50 28
h 436 18 54 28
2 574 31 46 23
R 724 51 33 16
K 862 51 36 13

962 48 38 14
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each o layer. Fig. 24(a-c) shows these same percentages as zonal averages
for the five day period. According to Fig. 24(a), cloud cover is generally
a maximum at the lower levels through most of the summer hemisphere, and at
the 724 mb layer in the higher latitudes of the winter hemisphere. At the
436 mb layer and above, cloud cover is for the most part less than 30
percent, and it is at these layers and in the descending Hadley branch that
conventional OI reaches its maximum values (Fig. 24b). Maintenance of the
first guess exceeds 50 percent only in the highest three layers and high
latitudes of the Southern Hemisphere.

Fig. 25(a,b) shows the zonal, time average of the five day option 3
analysis and its difference from observations respectively. Of immediate
interest is the comparison of the analysis-observation differences for
moisture option 2 (Fig. 20(b)) and 3 (Fig. 25(b)). Notice that the two
moist anomalies in the ASAP2-OBS figure are reduced dramatically in the
ASAP3-0BS figure. The Southern Hemisphere anomaly, centered at the 712 mb
layer at 30°S-40°S, is in an area of about 5C percent replacement by the 3DN
analysis point values and about 30 percent conventionally analyzed
observation sites in the zonal hean. Thus, it appears that tyeAreplacement
aoN valués had an improving effect on the humidity analysis at this locale.
The other ASAP2-0BS anomaly, in the descending Hadley branch, is in a region
of about 20 percent 3DN replacement and 60 percent conventional OI. The
anomaly is reduced by about half in magnitude, and this must be due
primarily to the conventional OI without the use of the alternative data.
This would reinforce the earlier idea that this anomaly is a result of the
worsening of the analysis by the uge of the alternative information used in
the OI mode. It is important in the case of the 3DN to make the distinction
between use as pseudo-observations in the OI as opposed to its use in a
direct replacement of the first guess value. In the former case, it takes'
the form of a correction whose weight is roughly equal to the first guess
field it seeks to correct. In the replacement case, it completely replaces
the first guess, acting as having a weight of 1.0 vs. the first guess weight
of 0.0. Thus, in cloudy regions the analysis field is completely dominated
by the features of relative humidity inferred from cloud amounts. In such

areas (indicated by over 50 percent 3DN replacement in Fig. 25(a), such as
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f%g at 9, and below throughout the Southern Hemisphere and at 9,-%,
in the Northern Hemisphere extratropics), the 3DN replacement performs quite
favorably in comparison to the option 1 analyses (Fig. 17(c)). In fact, the

Ch moist bias occurring at the lowest layer in the ASAP1-OBS figure is reduced

%Q% . significantly through the Southern Hemisphere. Yet, the mid-layers in the
;gﬁ' Northern Hemisphere extratropics are only slightly drier (~2 percent) in

" R the ASAP3 analyses than in the ASAPl analyses. Thus, it appears that the
Hy 3DN inferred humidities are contributing positively to the analysis when

;ﬁg used in the replacement mode, even though they may not be doing so when used
Eka: in conjunction with SWO inferred humidities in the OI mode. In the latter

case, it could be that their relatively high assigned OESD values result in
a damping of their contribution, being masked by the first guess which is

.
ziu considered equally as valid by the analysis procedure. Looking back at

ﬁgg Tables 13 and 14, it is clear that if the OESD for rawinsonde relative

iﬁﬁ humidities were raised to 15 percent at all levels, the OESD values for the
;?ﬂ alternative observations would drop 3-5 percent, which would give them more
&?n impact in the analysis. However, the fact that their straight replacement
&?? . in the analysis appears to be making a positive contribution to the

’ﬁﬁ assimilation analyses would suggest that they should be used with their

ﬂﬁi fullest effect, namely as replacements rather than observations for

;ﬁg interpolation. Then it would remain to be seen if SWO observations by

:gg themselves result in an improvement of the first guess inAthe OI mode.

*&: In this vein, three further experiments were conducted to examine the
A;. effects of 3DN replacement and SWO OI analysis in areas where the resulting
%ﬁ analyses can be compared to a plentiful supply of high quality observations,
'ié' namely rawinsondes. It would then be assumed that alternative information
’Q? would have the same effect on the analyses in conventionally data sparse

oy areas. Moisture option 4 involved the use pf 3DN replacement in cloudy

iéé regions only (i.e, no conventional OI in non-cloudy regions). Moisture

ﬂﬁg option 5 allowed no correction to the first guess anywhere during the course
ﬁht of the assimilation (to act as an experimental control). Moisture option 6
:ﬁ; allowed the use of only surface weather observations in the 0I, with

g?: maintenance of the first guess elsewhere. In the option 6 case, the OESD’'s |
1$§ for SWO's were reduced to a level corresponding to OESD's of 15 percent RH
:ﬁ? for rawinsondes. Thug their values at levels 1000-300 mb were assigned as
o

i
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8.0, 16.0, 20.0, 19.0, 18.0, 16.0. This was done to allow them to have
their fullest effect in the analysis in order to better assess their impact
on the first guess. -

RMS differences and bias against the basis set of rawinsonde relative.
humidity at 00Z, 12Z times were computed and plotted in Figs. 26 and 27.
The solid curve in each plot (no humidity analysis) represents the tendency
of the forecast model in its development of relative humidity vs. observed
humidity. In the RMS curves, there is a clear growth of RMS difference for
the "no analysis" curves, especially at o layers 3 and above. The
corresponding bias curves show a tendency of the model to generate slightly
and substantially

too moist a forecast at o too dry at °2' o

1' 3.

too moist at 9,~%y-

As for the ASAP4 (3DN replacement) and ASAP6 (SWO OI only), it is fair
only to compare each against the "no analysis™ curves, and not against each
other. This is because the ASAP4 analyses represent 3DN replacment only
where clouds occur, which would show no geographic preference for where
comparative rawinsondes are located. Since the ASAP4 curves represent the
effect of changes from the background field only in the area of comparative
rawinsondes, this would represent in general only about half of the total
effect of 3DN replécement globally. On the other hand; a majority of the
SWO's occur in areas rich in rawinsondes, especially over certain land
regions (see for example, Fig. 19(a)). Therefore, most of their effect on
the analysis will be felt in areas where there are rawinsondes against which
to measure their impact on the analysis.

Looking first at the RMS and bias for the 3DN replacement case, the RMS

curves appear to represent an improvement to the uncorrected first guess

("no analysis" curves) at all layers except possibly o., where on the

1.
whole it shows no clear improvement over the model generated humidity
field. The bias curves for 3DN feplacement show a lessening of the bias

from the "no analysis" case at o, and o and an introduction of a

1 A %
3" At these two layers, the tendency

of a model dry bias is overcompensated for by an apparently larger moist bias

substantial moist bias at Oy ©

due to the 3DN replacement. That the 3DN replacement curves show a moist
bias relative to the model generated humidity fields is somewhat surprising
in light of Table 12, which shows a dry bias at all levels in the
3DN-rawinsonde collocation study using the Tibaldi method. However, the
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more important matter here is how the forecast model responds to the

replacements. That is, does the 3DN replacement lead to a more moist 6éh

forecast at these layers than would occur if no replacement took place? To

Q”{f determine the relative bias of the 3DN replacement assimilation first guess
‘iii ' fields, they were compared with the same basis rawinsonde relative
'zfg humidities at all 00, 12Z times, and their bias is plotted on the Sye

i i % bias plots. The results make it clear that at these two layers, the

}; 3DN replacement analyses lead to 6h forecast fields that are more moist than
“,
‘}b an uncorrected first guess. In the GSM, the modest dry bias in the

)

& uncorrected first guess is replaced by a more substantial moist bias in the
6h forecast when the 3DN humidities from cloudy areas are used in place of

the model generated first guess for the initial conditions. This relative

2 ; moist bias is retained in later analyses as the replacement method is

Eﬁu? ineffective in removing it. At all other layers where the uncorrected first
- guess was too moist, the 3DN replacement analyses were definitely and

Al consistently less moist than their counterpart first guess, so in these

?\gﬂ layers the replacement was effective in reducing the model moist bias.

;i; The SWO analyses, in considering both RMS and bias at each layer, are
;ﬁfr actually in poorer agreement with rawinsonde relative humidity than the "no
'E(:. analysis" fields at all layers. Whereas the RMS curves for SWO show better
:E% agreement at all layers except O, O3 the bias curves show a

e greater bias at all layers except o,. It appears that the use of SWO

kA values in conventionally data sparse regions would lead to an artificially
;~:§ too moist depiction of the atmospheric state except for possibly at Sy

i;g where the RMS fit is much poorer than the uncorrected first guess. On the
;:ﬁh basis of these results, one would be better off to leave the GSM uncorrected

in such areas rather than use the SWO's to attempt a correction. This

ééi: conclusion of course is model dependent, and cannot necessarily be applied
{;:f to other global forecast models used for data assimilation.

;:*E Finally, it is of interest to exanine the model generated humidity

9ok fields in an averaged sense. Fig. 28(a) is a zonal, time average of the

*x}i uncorrected (ASAP5) 6h forecast fields averaged over all 00, 12Z times in

3:5? the five day assimilation. Fig. 28(b) represents the difference between

JE&; this plot and the same plot for the basis rawinsondes. Note the tendency
* for the model forecast to be too moist in the lowest and highest layers. A

::- comparison of Fig. 28(b) with Fig. 17(b) (ASAP1) and Fig. 25(b) (ASAP3)
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reveals that a good analysis scheme will on the average lead to a good time
averaged depiction of the relative humidity when produced by an objective
data assimilation system.

Now that it is acknowledged that certain types of humidity information
can lead to good analyses of relative humidity on the average, the question
of whether this in turn leads to a better long term forecast of relative
humidity must be addressed. At this point, the particular characteristics
of the model being used to produce such a forecast become the most important
factor in determining the answer to the question. Can a somewhat coarse
resolution model with modest physical parameterizations such as the GSM be
sufficiently sensitive to an initial relative humidity field so as to
produce a more highly verified forecast from an initial field that more
closely agrees with its objective verification data? Or, are the initial
mass and motion fields more important in determining the forecast
distribution of humidity? 1In an attempt to answer these questions, the 48h
humidity forecast results at 12h intervals based on the 2/17/79 12Z analysis
were compared with basis rawinsondes and RMS and bias curves were produced
and plotted in Figs. 29 and 30. Fig. 31 is a plot of the RMS differences
and bias for the initial RH analyses at 2/17/79 12Z for ASAP and F3A along
with the RMS and bias for all ten 00, 12Z times. ‘It is clear from both the
RMS curves and bias curves that the initially closer fit of the ASAP1
analysis to the observations than that for F3A as seen in Fig. 31 did not in
this case lead to a closer fit for the forecast in Figs. 29 and 30.

Notice first in the RMS curves, by comparing the 12h forecast curves
with the initial curves, that the forecast model quickly moves the RMS
values to the 20-30 percent range where the initial F3A values were. In
fact, after 12h the RMS differencegs for F3A based forecast are slightly
lower at all layers except the lowest, and continues to be lower even after ;
48h. Clearly, the better initial RMS fit in the ASAPl analysis had no |
positive impact upon the resulting forecast, and the fact that the ASAP1

forecast RMS values are actually greater than those for the F3A-based
forecasts suggests that other differences (mass-motion) between the two
gk analyses had a greater effect than initial humidity on the humidity

O forecast. The three ASAP based forecasts show little difference in RNS;

'y however, the ASAP2 does appear to have higher values than the other two.
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A look at the forecast bias for the F3A based forecast as compared to
the ASAP based forecasts in Fig. 30 reveals that the F3A based forecasts

tend to be less dry in the four lowest layers and less moist in the three
ﬁg, highest layers after 12h. By 48h, the F3A and ASAP based forecasts all show
about the same amount of dry bias in the lowest four layers, but the F3A

:ggd . based forecast shows less of a moist bias in the upper three layers. The
N . reason for these trends is clear from a comparison with the initial biases
ﬁpﬂ' in Fig. 31. The F3A analysis has a clear moist bias in the lowest three

%f layers where the forecast model tends to generate humidities that are too
Eg& low, while in the next three layers the F3A analysis shows a pronounced dry
T bias where the model tends to generate humidities that are too high. Thus,
ﬁ?‘ when the model moves the bias to the left (drier) in the lowest three layers
?3‘ and to the right (more moist) in the next three layers, the F3A based

§§i£ forecast shows lower bias because its initial fields compensated in sign

i more greatly than did the lower bias ASAPl1 fields. It is evident from these
; results that the model establishes its own bias profile configuration

5 without regard to the configuration of the initial bias. Here again, very
little difference is seen among the biases for the three ASAP based
forecasts, although the ASAP2, ASAP3 biases are higher than ASAPl after A8h.

s It is apparent in this case that for the GSM under these circumstances,

Eg‘ closeness of fit of the initial humidities with observations did not result

;s; in better verification with observations in the ensuing forecast.

AT Presumably the GSM in its present configuration is not capable of preserving

;&L the better initial verification of the ASAP humidity fields in its

,%ﬁ: forecast. It may be that the difference between the F3A and ASAP mass and

§§£ motion fields plays a bigger role in determining the forecast distribution

RO of humidity than does the initial humidity distribution. This was a

% conclusion reached by Lejends (1979) in a study using a regional model for

%’; precipitation forecasting. He concluded that vertical velocities in the

2{: initial wind field are mo~e important than fine detail in the moisture field

iz for short term (<24h) forecasts, and that for global long term forecasts

ﬁ?: initial humidity specification is of little importance to the forecast

388 humidity. Similar conclusions were reached by Smagorinsky et al. (1970),

’.f who found that after about 6 hours, there were generally no significant

5!&7 differences in forecast precipitation rate between forecasts involving

.p*. various moisture specifications. However, in the present study cloud
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distribution is of more importance, which in turn suggests that humidity

rather than precipitation is the more important factor. In response to the

conclusion by Lejends, it must be stated that the degree to which that

conclusion is true is dependent upon the forecast model, as was stated

#pﬂ previously. To determine whether the mass-motion fields might have the

h:t; greater effect on the humidity forecast in the case of the GSM, the relative

oL humidity fields in the F3A and ASAPl analyses were switched and new 48h .
o forecasts were generated. Forecast RMS difference and bias in comparison to

.#%2 basis observations were generated and are displayed in Figs. 32 and 33. To
:; distinguish more clearly the effect of switching the relative humidity

an{ between the two initial analyses on the resulting forecasts, the RMS and

s bias curves from Figs. 29 and 30 are included.

12&: Considering first the RMS curves, it is apparent in the comparison of

%Eﬁ; the two dashed (F3A mass-motion) curves that using the better fitting

;ff initial ASAP humidities had very little effect on the humidity forecast.

ﬁ;!‘ The relative humi*ity forecast from the F3A analysis improved only slightly

§($E (at most levels less than 1 percent RMS) when the better fitting initial

) : ASAP1 humidity analysis replaced the F3A humidity analysis. However, the

»;{? relative humidity forecast from the ASAP analysis became more substantially

. worse (at most layers more than 2 percent RMS) when the poorer fitting

‘%E, initial F3A humidity analysis replaced the initial ASAPl analysis. This

i:- suggests that closeness of fit of the original humidity analysis played a

Bl greater role in the humidity forecast for the ASAP based forecast than for

o the F3A based forecast. In general, the humidity forecasts from the F3A

k 18 height-wind fields hnave a lower RMS than the forecasts from the ASAPl fields

h&,. regardless of which initial relative humidity analysis was used. This

’hﬂd indicates that the initial mass-motion analysis has a greater role than

;5{. initial relative humidity in determining GSM relative humidity forecast

’V 3 accuracy. However, the fact that the use of ASAP1 initial humidities in the

§9k3 ASAPl analyses led to better humidity forecasts than using F3A initial

K% ;, humidities indicates that accuracy in initial humidity analyses can play a

e secondary role in the resulting humidity forecast.

;:§§ The bias curves in Fig. 33 confirm the earlier conclusion that the GSM

? '3 establishes its own moisture bias regardless of initial humidity bias

:hi; configuration. The comparisons between the two F3A based forecasts (dashed

- ; curves) and two ASAP1 based forecasts (solid curvesg) are shown only for 36h
N
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i%; and 48h when the model has clearly established its bias configuration. 1In

zgf both pairs of curves, the lower dry biases and upper moist biases are lower

A for the forecasts which use the initial F3A relative humidities. This is

e due to the earlier stated fact that the initial F3A bias configuration more

iﬁf substantially compensated for the model generated biases. Here again, it is

g;ﬁ clear that the mechanics of the model overwhelmingly determine the bias of

%&: 4 the forecast humidity fields, and the initial humidity biases play very

‘d little role in affecting the trends (as opposed to actual values) of the

gg: model generated bias. To determine the role of the initial mass-motion

:2& analysis in the forecast humidity bias, we compare the two curves with F3A

Q{_ relative humidity (——— and x---x) on one hand, and the two curves with

o ASAP]1 relative humidity (---- and x—x) on the other. In both cases,

gﬁk the solid curves (ASAP1l mass-motion) show moderately less bias at 36h than

o\ their F3A mass-motion counterparts at all layers except the top. However,

2‘, much of the difference is lost by 48h and in some cases is actually

;L reversed. At most, the mass-motion analyses play a secondary role in

.;3 determining GSM humidity forecast bias, with the model itself playing the

?ﬂ” greatest role.

“.: ’ VII. CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER STUDY

;gg On the basis of the results of the five day assimilation experiments

:Jf described in this report, the following conclusions are given.

;&3: 1) Observation error standard deviation chosen for mass and wind fields
) plays a crucial role in determining degree of fit of the analysis to

3;3 observations. A good index of relative observation error influence is the

5.¢ ratio of normalized observation error for height to the same for winds.

::B 2) The baseline AFGL GSM used i? the data assimilation system produces
i a large positive height bias at the o = 0.05 level, which is a result of a

13 warm temperature bias in the layer topped by this level. Because of the lack

é; of high quality height and wind data available at or near that level, the

f;ﬁ ASAP analysis is unable to correct thig bias substantially at each analysis
) time. As a result, the bias grows in time during the course of the

{;. assimilation. However, the unabated growth of the bias in the assimilation

? é analyses is restricted to the layer above ; = 0.10.

ua: 3) Initial fit to observations appears to play a greater role in

forecast verification for winds than it does for heights in 48h forecasts
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g?v produced by the GSM. A close fit to heights in the initial conditions does

et not necessarily result in a better height forecast verification, whereas the

GSM does seem to preserve the relationship between the relative

;% observational data fits for winds for several initial conditions through the

'@%' forecast period.

Sh 4) Fit of univariate relative humidity analyses to observations is very

??S much dependent upon the observation error standard deviations assigned to

'fﬂu the various observation types. Small observation error standard deviation

gggi (OESD) values for a certain data type result in a closer fit of the analysis
! to that type of observational data.

'ﬁs 5) The relatively low values of OESD for rawinsonde relative humidity

h?. observations and the relatively high values of OESD for alternative humidity

%ﬁa sources lead to a strong preference for use of rawinsonde observations in a

RO mixed analysis. Thus, in areas with even a few, somewhat scattered

;*’ rawinsonde observations, the analysis procedure will use those before using

{j'? closer and more densely concentrated alternative humidity estimates. 1In

iék: rerions rich in rawinsonde observations, alternative humidity sources are

LA effectively excluded from use in the analysis.

‘i“' 6) Though the magnitude of relative humidity corrections may be

:gs' appreciably smaller in alternative humidity rich areas than in their

;J-‘ rawinsonde rich counterparts, the analysis error in the alternative data

;“: rich area is appreciably reduced from its value when no corrections are made

=¢i“ in the area. Thus, the analysis error in alternative data rich areas is at

Siﬂ a level above that for rawinsonde rich areas but significantly below

iaﬁ climatological limits of the assimilation system.

‘”L 7) 3DNEPH replacement of first guess relative humidity has a more

;34 positive effect overall on the analysis than the use of 3DNEPH and surface

ﬁ%a weather observation (SWO) inferred humidities used as pseudo-observations in

jﬂ an analysis mode. This suggests that since the 3D nephanalysis is already a

ey form of humidity analysis, 3DNEPH inferred humidities should be used in a

o replacement mode rather than in an analysis correction mode to achieve their

1: maximum positive effect.

%ﬁx 8) Use of 3DNEPH inferred relative humidities in cloudy regions as a

f'v‘J-' direct replacement of first guess humidities represents an improvement over

ﬁﬁ. no humidity correction to the first guess at layers % and S, -

iﬁ*z 9,. At g, and o4, use of 3DNEPH humidities as first guess

e
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ey replacements leads to a significant moist bias in the ensuing 6h GSM

3 forecast, where a modest dry bias had occurred when no replacement had taken

';3 place. The replacements at these layers were not effective in reducing the
v moist bias in later analyses.

%? 9) Use of surface weather observation inferred humidities in an OI

I analysis mode represents a worse analysis overall than no humidity

correction to the GSM first guess. This is due to the introduction of a

significant moist bias over the "no analysis"” case at all layers except

é? 9y where the RMS differences with rawinsonde relative humidity were

;ﬁ‘ excessive. This conclusion is dependent upon the algorithm used to infer

n humidities from SWO's and on the particular assimilation model. In the case

« of this study, the Tibaldi (ECMWF) algorithm is used for the former and the

f' AFGL GSM (physics as in Sela, 1980) is used for the latter.

%, 10) A closer fit to observations in one initial relative humidity

:ﬁ analysis over another analysis does not necessarily result in a better

b verification against observations of a 48h forecast when the GSM is
initialized by the two humidity analyses. 1Initial RMS fit to data in the

A‘ relative humidity analysis has less of an effect on the humidity forecast

! RMS fit than does the initial mass-motion field. The GSM tends to create

- its own humidity forecast bias configuration (too dry in the lower layers,

Z# too moist in the upper layers) without the initial humidity bias having any

fb effect on the production of these bias trends. Unfortunately, it was

73 discovered after the completion of the experiments that the version of the

= GSM used both in assimilation and forecasting had effectively no moist

;& convective adjustment. A companion journal article (submitted to Monthly

“ Weather Review) includes additional results for cases when the moist

f. convective adjustment scheme is utilized as described by Sela (1980). In

o general, the present version of the GSM is generally insensitive to

g; specification of initial relative humidity conditions in its generation of

gﬂ . humidity forecasts. It may be that later upgrades in the GSM moist

‘{ convection parameterization (NMC 1983, NMC 1985), or new parameterizations

3 of moist convection, boundary layer physics, and radiation developed for

~ AFGL will lead to an improvement in model sensitivity to initial humidity

5; distribution. This would make efforts to analyze more accurately both

Y conventional data rich and conventional data sparse (alternative data rich)

éf regions worthwhile in that they would lead in turn to more accurate humidity

4
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E':f forecasts in both types of regions.

& The research activities described in this report are a first attempt to
fﬁ“» use the AFGL GSM as a global data assimilation model. As such, the results
5“: of this study answer some questions about data assimilation possibilities at
ﬁaﬁ AFGL, but suggest many more questions that need to be answered about such a
:&g: system. The following list of suggestions for further study is by no means
ﬁ“* exhaustive, but merely represents the most obvious starting point for

iﬂ*; further exploration of the role of various types of observations in

;gﬂ' four-dimensional data assimilation.

gﬁ& 1) In light of the use of height on o layers as the mass field

4?& analysis medium, more study of the best means of converting height analysis
ﬁﬁ“ corrections to temperature corrections should be undertaken.

:“#, 2) The cause of the large warm temperature bias at o layer op)

i ' (i.e., the layer between ; = 0.1 and o = 0.05) in the 12 layer version

Jt:‘ of the GSM should be explored and resolved.

;‘; 3) At least two more days of assimilations following the five day

Ei; experimental period described in this study should be carried out to verify
;ﬁi that the RMS differences between analysis winds and observational winds do
o not grow in magnitude beyond their fifth day level.

A 4) The effect of global average temperature changes in the assimilation
‘Eil on global averaged surface pressure, diagnosed from analyzed o layer

EQ@ temperatures, should be studied in more detail to verify the realism of the
vey. derived surface pressures.

gj¥v 5) More long term forecasts should be run, especially from initial

ﬁ”“ fields later in the assimila}ion period, to verify conclusions about

;qé? forecast characteristics of the GSM.

‘ﬁiﬁ 6) A new collocation study of FGGE II-B satellite derived layer

ﬁﬁi precipitable water values with rawinsondes should be conducted using the
;;:; reprocessed data set. A ln q vs. 1ln p assumption should be used in each

é? : report layer to convert layer precipitable water to q. .
by 7) Error statistics for satellite soundings from collocation studies
i;' with rawinsondes for both Z and RH should be conducted for land and ocean
:si based satellite soundings for a comparison of error levels with those

;4 \ obtained previously for all soundings. If the land based levels are found
o to be of comparable quality to ocean based soundings, such soundings should
ﬁﬂﬁ be included in the assimilation data pool.

B
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8) Other methods of horizontal and vertical compaction of 3DENPH cloud
amounts should be tested in rawinsonde humidity collocation studies in order
to maximize the amount of information that can be derived from the cloud
analysis while minimizing the collocation differences with rawinsonde
humidities. Also, the collocation study should be carried out for the June
period to verify that the preference for the Tibaldi method is not
seasonally dependent.

9) More long term humidity forecasts should be generated using the GSM
and ASAP, FGGE III-A initial conditions, to better ascertain the sensitivity
of the model to initial conditions and to gain a better understanding of its
humidity forecast characteristics.

10) A new study has been initiated elsewhere to study the effect of
using satellite derived data (both temperature and moisture) in the ASAP OI
procedures on the data assimilation analyses while using new GSM
parameterization schemes for boundary layer, moist convection, and radiation
physics. Once these studies and tests have been completed and the upper
level temperature bias corrected in the GSM, the ASAP experiments ASAPl
(conventional RH only), ASAP5 (no RH analysis), ASAP4 (3DN replacement
only), and a combination of conventional RH OI where such data are fairly
plentiful and 3DN replacement where possible elsewhere, should be run in an
assimilation mode. Forecasts generated from these fields should be examined
to see if humidity forecasts from these GSM versions benefit from better
specification of initial humidity in both conventional data rich and

conventional data sparse (alternative data rich) regions.
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APPENDIX A. Flattery Algorithm

Given the system of linear constraints imposed on the interface temperatures
{;k}' k=1, ..., K+ 1 and the layer temperatures {Tk}. k=1, ..., K. We
assume:

(1) that the layfr tgmperature Tx is the arithmetic average of the bounding

interface temperatures T, , k+1

1 g . - .
T,= (T +T,00, k=1, ..., K (A1)

(2) that temperature in the layer bounded by two pressure levels ;i.
is linear in %n p, so that the interface temperature T
and T

Prei1 is given
in terms of the layer temperatures T

-

Teel = Te YL, k41 * Tkl Wy, w1

k+1

k k+1

where

-~ ~

Py, ,P P, P
in Prer/Pren) _ o PirPrel) (A2)

w = 'Y
L,k+1 - ,= U,k+1 = ,=
tn (P,/Pp,,) . tn (P /Py, )

(3) that both Eq. (Al) and Eq. (A2) are valid also at the lowest and
highest bounding interfaces, i.e., P, and Pys1” Hence

>
H

=2, T,
A X X
or
T) = (2 - W T - W LT, (A3)

T * T2% e
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Similarly

K+1 X '
= 2y - Ty W ox Y Ty x
or (AS)
Tyer = (2 - "u.x’ Ty - ¥.x Tk
=T

k-1%L,x+1 ¥ 0, xe1”

Here, the subscript k designates level in the vertical and is chosen to
increase upward. The geometrical configuration may be depicted as follows:

Prs1’ Txaa

——————————————— px' r‘ N "

p!‘ r‘
-------------- Prert Tial R

Prer’ Tenl
——————————————— pk. rk R R

Py Tk

Pe T,
——————————————— pl. ‘rl R R

pl. rl

117011771770 711177777777770770272774¢07172177¢71717

When Py - 0, we cannot employ this method. There are different alternatives
here:

(1) Introduce Prer ° which is between Py and Prs1

(2) Assume that the layer above Py is isothermal so that

Tysr = Tx
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The constraints listed above may be put into matrix form given by

wyl AT = BT (A5)
“:, where matrices A, B and vectors T, T are defined as follows:
"? - e - 7]
R —
g [0.5 0.5 o0 R T,
o 0.5 0.5 ' T )
B - -2
R A=]|o0 0 0.5 ... K Ta T,
A ‘
:,n.l.g . . . o
ey | oo _-__ 0.5_ _0.5 | __ : (K + 1)
AL
1 0 0 cee 0 { .
"“" 0 1 0 “eon o (K+1)
Ay -
s . : : l T,
fu’!.‘, -
A 0 0 0 1 T
::'!;.Q L . i K+1 i
- — (K + 1) -
Iy ™ = I~ -
ek 1 (1] 0 e 0 T
A '
5es 0 1 0 ... ) T,
Wl
e B=|0 0 1 ee. 0 K T =| Ty
iy
"e' - . . .
8
A
,:.._.‘ 0 __0___90__ ..__1 S K
i W W 0 0 t
} L,1 u,1 ‘ .
O,
1'2',1 W W 0 0 (K+1)
K L,2 U,2
Yy
l:|‘ :.
[} i1
. . T
K-1
LNAD (1] 0 0 W W
K s L,K U,K
Ak Y
“
K 0 () 0 w W T .
i i L,K+1 U, K41 x|
F K >
s
A%
;‘1 "
:i',;:
o
‘?IT'
F Y]
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To solve Eq. (AS) in accordance with the least-squares principle we proceed as

follows:

(A) Wwhen {T } is given.

k
T = aTa) 1aTer ) (A6)
(B) When {T } is given.
T = (B B) ™ B AT . (A7)

121

»,

et



APPENDIX B. Computation of Surface Pressure from Analyzed
Heights of o Levels and Terrain Height

x The analysis of temperature implies a correction to the geopotential height at
&ﬁ& all o levels. This in turn implies a change in the surface pressure at the .
< fixed height of the model terrain. To estimate the update surface pressure Pu
lit# given the original geopotential ¢ and update geopotential & of the o
:j: levels, consider the hydrostatic equation in the form
;\

HELE

_ 3%/31lnp = -RT.

i)

§ﬂ&

o . P 3 .

ot Rewriting in the form p;; = -RT, and noting that

R »N ; .

ﬁ;f

wd

% _ 3% 230

:&ﬁf 3p 3 3

1255

e where o = p/p, and 30/3p = 1/p,, we have

3% .

i 8, 00

ﬂa' P dp do .

.

NS a#

’;" Thus, aln o -RT, and if we assume T varies linearly in ln o, then & must
:dﬂ; vary quadratically in ln o:

u'i‘."

R 2

eyt #(ln o) =C + A lno + B ln“o.

i

'N.',,,‘ ]

i If we denote ’2’ Q3. 6‘ to be the first guess geopotential at levels
aﬁ{ Gys O34 Ty the three o levels immediately above o = 1.0, then by writing
' »

15?‘ the above quadratic expression in terms of these three levels, and solving
B

g the resulting equations for A, B, C, we have -

-

- 1ln °2) - (0‘ - 03)/(1n g, - 1ln 03)1/(1n o, - 1ln a‘)

B = [(93 - Qz)l(ln o

3 4 2
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baa A, ad. b Sl Al Al

e

';::l 2 - 2 - - -

:53 A= [(0‘ - 03) - B(1ln % - 1in 03)1/(1n o - 1n 03)
»

)’;'; - _ - 2 °

{1.:. c 03 A ln % B ln oy -

0

]

. Similar expressions exist for A , B , C in terms of the geopotentials &, ,

1‘. . .

ﬂg 03. 0‘ of the analyzed field. Using these values, we can evaluate the

iy .

A -

?k} computation terrain geopotential Q:. 0: at o, = 1.0 from both fields:

o et

i .'i . .
’?. -~ - [ 4 L4 ~ 4 - L4
& c 2 . at 2

\& ¢, =C+Aln % + B ln 9 = cC ; & =C +A In % + B 1ln ° = c
[y

f;:h

At Given the first guess surface pressure p, on the actual model terrain

{“é geopotential ¢, , we can estimate the computational values of surface

}gt pressure from

o

L%

. L .

Py = P, expl($, - $5)/(RT)] ; p; = p, expl($, - 85 )/(RT )]

where

1 e, . oC _ & S -
T = 2 (rl +T);T (!2 ¢.)/[R(1n % in cz)l

4

= 1 C . . : c " "
T =3 (M+T) 15 = (8, - 40 )/[RUn o, - 1n o,)] .

Then the final estimate of updated surface pressure is

.
.

c c
P*‘P**(P*-P*) .
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APPENDIX C. MNMC Subroutine PTOSIG

The subroutine generates estimates of values of dynamic variables such as

temperature T, wind speeds u, v, and specific humidity q, all of which are

defined as layer variables. The underlying assumptions are:

(1) The seopotenti;i of a pressure surface is a quadratic function of 1ln p.

(2) The winds and natural logarithm (1n) of specific humidity are linear
functions of 1ln p.

(3) The temperature T in the layer is estimated from ¢ at the surrounding
model levels using the hydrostatic equation

3¢/d ln p = -RT.
A. Calculation of Layer Temperature
The first step is to calculate the geopotential at the model layer
interfaces (levels) from geopotential ‘1' 02. ey ’L and.
temperature Tl’ Tz. ey TL known at the pressure levels Py+ Py
s Pp- Assuming ¢ is quadratic in 1ln p, we have '

$(lnp) =¢ (lnp) +A(lnp-1np)+ B (lnp - 1n p)2 (Cl)
2

for pz <P < pl. Here A and B are constants and

Inp = % (1ln P, + 1ln pz). (C2)

By the hydrostatic assumption, we have

9¢/3 Inp = -RT = A + B(ln p - 1ln p)
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a%¢/3(1n p)2 = -R(37/3 1n p) = B.

The last relation in the second equation states that T must be a linear
function in ln p; hence

AT/d lnp = (Tl-rz)l(ln P, - in pz) in P, <P <P
and
B = -R(r1 - rz)/(ln P, - in pz). (C3)

Next, by substituting ¢1. ¢2 in Eq. (Cl) we obtain

¢ = ¢(1n p) + A(ln P, - in p) +

N |

(1n p, - In )2 (ca)

02 = ¢(1ln p) + A(ln P, - In p) +

N jw

(1n P, - in p)z. (CS)

Adding these two and noting the definition of 1ln p in Eq. (C2), we find

e 2
% (01 + 02) = $(ln p) + % {(1ln P, - % (1n P, + 1n pzl +

[ln P, - 1 (1n P, + in pz)l] = ¢é(1ln p) + B (1n P, - in pz)z;
2 8

that is,

2
¢(ln p) = %(01 + 02) - % (ln P, - 1In pz) . (ce)

Subtracting Eq. (C5) from Eq. (CA), on the other hand, we find

A= (01 - ¢2)/(1n P, - 1n pz). (C7)

Eqs. (C3), (C6), and (C7) define all the parameters for evaluation of ¢(ln p)
in Bq. (Cl), where P, <P <P Once 4(1n p) is found for levels

bordering (above and below) the layer for which T is desired, the local
hydrostatic form

T = (4, - ¢,)/[R In (p,/p,)]

is used to calculate layer temperature.
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B. Calculation of Wind Components and Specific Humidity
A linear in ln p assumption is used to obtain a value X(1ln p) at a desired

pressure p from values of xl. X . xL at pressure levels pl. pz.

2'
. PL' where X = u, v, 1ln q. Assume then that

X(in p) = X(In p) + A(ln p - 1ln p)

where A is a constant in P, <P < P, and In p = %(ln P, *+ 1n pz). Since X

is linear in 1ln p,

3X/3 1In p = A = constant = (x1 - xz)l(ln P, - 1n pz).

Then

xl = X(1n p) + Alln P, - %(ln P, + 1n pz)l
and

xz = X(1n p) + Alln Py - %(ln P, + 1n pz)l.
Hence

X(ln p) = l(x1 + xz)

2
and
-5
X(ln p) = l(x1 + xz) + (iln p - 1(1n P, + 1n pz)l.
2 1n pl - 1ln pz 2

This last equation is the form used to interpolate between known values of xl.
xz for P, <P <Py to obtain X at p, for X = u, v, 1ln q.
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O APPENDIX D. Method of Obtaining Satellite Level Temperatures

fkf From Satellite Layer Temperatures

,(.,

B N

:& Given K'-l values of satellite layer temperature Tk between layer interface
b pressures p,, k=1, K.. the Flattery algorithm (see Apgendix A) is used to get

) preliminary values of the satellite level temperatures T,, k=l, Ks. Then one

= -

;5' of these values (called TAat pA) is picked to anchor the recalculation of the
)

ﬁ other values in the following way. Assume that the layer average temperature
()

b§ is defined in terms of the integral expression

P

U, - —1 k

ON T, = (p, - P..,) J T dp (p1)
ﬁj k k k+l Prs1

Y

':

;' where T = a + b 1ln p, a linear function of ln p, and T(pk) = Tk' If we denote
ﬁ? Apk = Py = Prype k=1, Ks - 1, then substituting the linear expression into
i: the integral and performing the integration yields

<

. Tk =a+ (b/Apk)[pk(ln Py - 1) - pk+1(ln Pre1 nl. (D2)
K~

S - - -

- .

‘:4 If we choose to solve upward for Tk+1 using Tk and Tk' then use

&9

) r =

e Tk a+bln Py - (D3)
O

f Subtracting Eq. (D3) from Eq. (D2) and solving for b yields

ﬂ*

L, = N -1

b= (T, - T){lp(lnp -1) - Ppy (10 Py, - DI/8p, - 1n pk] (D4)

F,
':C: and from Eq. (D3),

N ~: -~

e =T, _-bln (DS)
'3- a k pk'

1‘? - =

fﬁ Then Tk+1 a+bln pk+1 ugsing these values of a,b.

2y If, on the other hand, we wish to solve for T, when Tes1® Ty @re known

e

= (solving downward), we use

)
::E.

b
I
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é.' Tk+1 =a+bln Prel” (D6)

. Subtracting Bq. (Dé) from Eq. (D2) and solving for b gives
i::‘:g = -1
7‘.' b= (T, -T.,,) {lp,(np-1)-p,  (np ., -Dltp, -1np ]} (D7)
A and solving Bq. (D6) for a gives -
h" .

E‘: as= '} -blnp . (D8)

::‘ y k+1 k+1l

N - -

Then 'rk =a+bln Py using Ehese values of a, b. TA » P, are the anchor

w levels from which values of T, at levels above and below can be evaluated in a
ﬁ'i‘ stepwise fashion.

4 This method serves as an alternative to using the Flattery method to

:""' estimate the level temperatures ;k at all levels from the layer temperatures ‘-1:
,-,\'. A test was performed using a radiosonde sounding to simulate satellite data to
:'\ .;: determine which of the two methods produced the better estimates of level
;::: height from layer temperature. The following heights and temperatures were

taken from a radiosonde sounding, for pressure levels usually included in a

"’4‘ satellite sounding:
NN
" p_(mb) z (m) T (°k

) 1000 100 291.36
t':: : 850 1479 284.86
" 700 3080 275.56

i 500 5716 259.06
- 400 7364 246.16

‘,;: 300 9389 232.46
4 200 12023 212.46
e . 100 16235 206.86
: 70 18376 207.86
;i'ii' 50 20423 209.96
:;::% 30 23628 218.26
::EE:; 10 30418 220.86
i
i
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Using the above Z values, T for each layer was computed from the thickness
hydrostatically. These “"satellite layer temperatures” were converted to
"gsatellite level temperatures” using two methods: (1) Flattery method
entirely, (2) Flattery method to get 400 mb T, then integrating the
definition of layer mean temperature upward and downward as described

earlier in this Appendix. Results are shown in the following table.

p_(mb) Actual T (*°K) Method 1 (°K) Method 2 (°K) !

1000 291.36 293.39 293.39
850 284 .86 286 .06 285.78
700 275.56 276.55 276.97
500 259.06 258.09 256 .83
400 246.16 247.09 247.09
300 232.46 232.16 232.86
200 212.46 214.62 209.11
100 206 .86 204.57 205.38

70 207.86 205.88 204.43
50 209.96 210.85 211.35
30 218.26 213.94 217.58
10 220.86 208.67 201-.56

A first guess surface pressure of 1015.75 mb at the radiosonde location was
used to form the basis for an interpolation of the Method 1 and 2 results to
o layer pressures. As a reference for comparison, the PTOSIG routine is
used with radiosonde heights and temperatures to interpolate Z quadratically
to o levels, beginning with the first o level above the surface (939.56

mb) since no extrapolation is allowed. Then this ¢ level height is used as
a base for Methods 1 and 2 in the computation of Z at other levels.
Temperatures at o layers from the quadratically interpolated rawinsonde
heights were also computed for comparison. All values are shown in the
following table.
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Sigma Layer Temperatures and Sigma Level Heights

o PTOSIG METHOD 1 METHOD 2
R 2 2 z T z T z T
o 939.56 632.61 632.61 632.61
"k 875.53 287.40 287.39 287.17 -
_;‘,:;i;a 812.60 1857.79 1854.74 1853.79
:;:;:;?..g*_ 735.47 278.711 278.97 279.22
zﬁﬁ; 660.23 3549.86 3551.43 3551.96

! 582.87 266.41 266.51 266 .01
?\w) 507.87 5597.21 5599.50 5596 .20
": (3 443.30 251.50 252.16 251.58
o 380.90 7716.47 7724.31 7716.09
”'-'__ ‘ 342.31 239.52 239.01 239.38
;EE, 304.72 9282.00 9286 .49 9280.72
‘gzi 279.05 228.20 229.03 228.62
' e 253.94 10500.67 10509.61 10501.62

: 228.21 . 218.06 220.33 216 .84
';{; ) 203.15 11925.91 11949.70 11918.89
.:3;;; 177.32 209.32 212.88 208.46
E;:-\‘. 152.36 13689.76 13743.50 13675.49

)' 126.36 206.42 207.97 206 .64
ﬂﬁ;‘ 101.57 16141.32 16213.39 16129.60
?ﬂ 75.15 206.19 205.62 204.62
%w ) 50.79 20327.50 20388.03 20284 .00
R 21.07 211.99 212.25 212.43
iad 10.00 30418.00 30449.84 30395.41
s
oz
'O.| »
5.7 In this case, the 2 values from Method 2 are in closer agreement with the
:gg”: PTOSIG (method of obtaining estimates of rawinsonde Z, T on levels, layers) -
.;;“ values than are the Method 1 values at the 507.87 mb level and above. At the
Gﬁt“ lowest two levels they are only slightly worse. On this basis, Method 2 was

chosen to process the satellite data to produce o level Z and o layer T

‘}&4 estimates, so that their values would be most consistent with those for
ﬁﬁﬁ: rawingondes.
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APPENDIX E. Conversion of Cloud Amount to Relative Humidity

1. AFGWC Method

Percent cloud amounts are converted to condensation pressure spread (CPS)
using the curves given in Fig. K1 (data tables obtained from AFGWC/SDDN,
Offutt AFB, NE 68113). CPS is then converted to dew point depression (DPD)
on a pressure surface P (mb) using

DPD = CPS[4.9 + 0.93(P/1000) + 9.0(P/1000)%]}.

Finally, temperatures from an appropriate source (observation or analysis) are

used to convert DPD to relative humidity.

2. ECMWF Method

Total fractional cloud cover is estimated from observed relative humidity

at layer k using

- RHC
cLe, = (m((%ﬁ). 01)?
k

where

RHC, + 1 - 20 +202+\/3_ok(1-3o

2
X X K k * 2%

Ok = pk/p* .

Curves of relative humidity vs. fractional cloud cover generated from this
expression are given for several mandatory pressures in Fig. E2. Solving this

expression for RHk in terms of fractional cloud cover yields

RHk = RHC + VCLC (1 - RHCk) for RHk > RHCk < 1.

This computation requires a knowledge of O’ which in turn requires a
knowledge of the model terrain surface pressure at the geographic location in
questica. Thus, in the processing of the 3DNEPH data that do not include
surface pressure information, one can go only as far as calculating vCLC for

0.01 ¢ CLC < 1, bilinearly interpolating these to the desired regular
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o latitude-longitude positions, and then later using surface pressures on the
L same positions to evaluate Rﬂk.

3. Tibaldi (from Chu-Parrish) Method

5
ﬁ? As used in the surface weather observation conversion of cloud amount to
RN relative humidity expression N
Oy
A RH, = M, - A, cos[(¥/100) * % cloud amount],
i A i j
Yt
W
R0t this method simply uses percentage cloud cover for four cloud level categories
. to estimate relative humidity. The layers indexed by j and the corresponding
.t
gﬁ values of uj and Aj are given by
Y":..
%f'
)
i 3 X A
o 4 high (py - ps) 0.55 0.10
5 3  middle (p3 - Pps 0.60 0.15
e 2 low (py - P3 0.75 0.15
e 1 P.B.L. (p; - P2) 0.80 0.20 .
‘.;‘
o Fig. E3 shows curves of relative humidity vs. cloud amount (in eighths) as
K AR]
,;' generated by this equation. The layer pressure interfaces are defined by
':?"i Pl = Px
:) P2 = p; - SO0 mdb
:;'.c: P3 = Py - (1/3)(pa - Ps)
niY Ps = P3 - (1/3)(p2 - Ps)
! Ps = 300 mb .
ot
o
- The surface pressure p, in the analysis is the first guess surface pressure
ﬁ\v on the model terrain. However, since no information on surface pressure of
'E* the 3DNEPH points is included with the cloud analysis, it is only possible to
%:‘ compute cos[(%/100) * % cloud amount]) at each level in the 3DNEPH
{4
- processing. These values are then bilinearly interpolated to the desired
:$§ positions for use in the analysis. Then the first guess surface pressures can
23' be used to prescribe the values of P, - Pg at each observation or analysis
(
?#. point, and these in turn will dictate which values of A,, M, to use for
-:‘.t j j
o each of the five levels of the vertically compacted 3DNEPH cloud amount values
{gg to convert them to relative humidity.
'0"‘:
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k]
w APPENDIX F. NMC Subroutine GETPS

This subroutine estimates the value of 1ln P, Where p is the surface
pressure, from data on known pressure levels. The geopotential of the level .
P where p, is desired, the surface topography, is given and denoted by ¢,.
) Assume we are given ¢1. ¢2. ey ¢L' rl. Tz. eeey TL at the known
4 pressure levels Py Pyr oo P Algso, assume that ¢ is a quadratic
a} function of ln p in an individual layer Pp <P <P,y where here the

}5 indices increase upward in the atmosphere. Thus, we assume the form

o ¢(np) =¢np) +Alnp -Tnp + > np - In p? (F1)

Yy that satisfies the hydrostatic equation

o 3¢/d Inp = -RT = A + B(ln p - 1ln p)

ot ‘ so that

0 a%¢73¢1n p)? = -R(3T/2 Inp) = B . (F2)
‘o N The first step is to find the levels ¢k' ¢k—1 that surround the surface

" topography geopotential ¢,. Then letting

i _
J&§| DH = 1ln Pr1 1n Py > 0
A= (4, _, -9)/DH<O

;025! < 0 lapse
e . B = -R(T - Y/DH = 0 isothermal
' k-1 k > 0 inversion

~ ra— 2
iy o, = o(Tn ) = 3o, , + & - 2om?.

3 If we let X, = ln p, , xo = ln p, then rewriting Eq. (Fl) gives
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e

B 2
2Xy ~ X)) + AX, X)) + b -¢, =0 (F3)

Using the quadratic equation to solve for X, - xo yields

A+ VD
B

- X = -

where D = Az - ZB(¢° -¢,) 20. Choosing the + sign gives

S

+

Rationalizing the numerator, using the definition of D, and noting that

-A = |A] since A < 0 in all cases, yields
X, - X = 26, - $)/CIA] + VD).

Solving for X, and using p, = exp(X,) gives the surface pressure.
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