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DEPARTMENT OF THE ARMY

US ARMY TROOP SUPPORT COMMAND
NATICK RESEARCH AND DEVELOPMENT CENTER
NATICK, MA

REPLY TO 01760-5000
ATTENTION OF

STRNC-T 4 June 1986

SUBJECT: Proceedings of the 1986 NRDEC Science Symposium

SEE DISTRIBUTION

1. Natick RD&E Center held its first Science Symposium 2-4 June 1986. Since
Natick programs emphasize efforts that will protect, sustain, shelter and
resupply the soldier on the battlefield, the theme of the Symposium was,
appropriately, TECHNOLOGY FOR THE SOLDIER.

2. Twenty-four NRDEC papers, including seven 1986 Army Science Conference
papers, were presented. Several of these papers will be published in technical
journals. General topical areas were:

Individual Protection Concepts

Chemical Biological Protection for the Soldier

Military Materials Development

Initiatives in Rations, Food Science and Feeding Concepts
Systems Improvements

3. The Symposium included papers and presenters from all five Natick research
and development Directorates:

Advanced Systems Concepts Directorate
Aero-Mechanical Engineering Directorate
Food Engineering Directorate

Individual Protection Directorate

Science and Advanced Technology Directorate

It also included co-authors and presenters from several universities. The
24 papers represented the outstanding efforts of 59 researchers/authors.

iii




STRNC-T
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4. The Science Symposium was established by our Associate Technical Director
for Technology, Dr. John A. Sousa. The threefold purpose of the Symposium
was:

a. To recognize and encourage scientific and engineering talent.

b. To demonstrate excellence in research and development.

c. To stimulate the interchange of ideas among scientists and engineers
at Natick, as well as attendees from other Army commands, universities and the
private sector.

5. The Symposium was a great success. It provided a lively professional
exchange among Natick researchers and external attendees. We plan to hold it
on a reqular basis in the future.

6. The Proceedings contained in these two unclassified volumes will be of
value to attendees and others interested in Natick research and development
efforts. Volume I has unlimited distribution, but Volume II is limited to DoD
components. These Proceedings should be placed in technical libraries to be
available as references.

7. TROSCOM - PROVIDING LEADERS THE DECISIVE EDGE.

FOR THE COMMANDER:

M cé WY

Technical Director
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ALLEN AND HOLTZAPPLE
TITLE: Heat Exchanger Design for a Microclimate Cooling Unit
ALFRED L. ALLEN, DR.:‘AND MARK T. HOLTZAPPLE, DR.
ABSTRACT:

A soldier encapsulated in chemical and biological (CB) protective
clothing can be subjected to heat stress since his metabolic waste heat cannot
be removed at a sufficiently high rate. 1In order for the soldier to remain in
thermal equilibrium while performing his mission in CB protective clothing,
supplemental cooling must be provided.

One viable approach to supplying supplemental cooling to the
individual soldier is the development of a lightweight, portable microclimate
cooling unit. At the Natick Research, Development and Engineering Center, a
Stirling-engine-driven vapor-compression system is being constructed. The
success of this approach relies not only on the engine's performance, but on
proper heat exchange design as well.

The microclimate cooling unit has three principal heat exchangers: 1)
evaporator; 2) condenser; and 3) waste engine heat exchanger. This paper will
address the development of all three heat exchangers, which must be
lightweight, of minimum size and orientation insensitive.

The evaporator consists of 1/2" iron pipe size (IPS) aluminum pipe
with exterior spines to give an extended heat transfer area. The interior of

the evaporator contains sintered aluminum to aid in the orientation
insensitivity. Tests have shown that this evaporator has extremely high heat
transfer capabilities and is orientationinsensitive. The condenser is 1/8" IPS
spined aluminum pipe where heat is transferred from condensing refrigerant on
the interior surface to air flowing around the exterior surface. This heat
exchanger has proven to be superior to traditional plate and fin type
exchangers in terms of heat transfer capabilities per pound of exchanger and
also in terms of power needed to supply forced air. The waste engine heat
exchanger consists of the same spined pipe used in the condenser. White oil is
used as the heat transfer medium. Turbulence inducers increased the inside
heat transfer coefficient by a factor of four.

*BIOGRAPHY:

PRESENT ASSIGNMENT: Research Chemical Engineer, Sclence and
Advanced Technology Directorate, U.S. Army Natick Research, Development and
Engineering Center Natick, MA 01760-5020

PAST EXPERIENCE: Research Chemical Engineer, U.S. Army Natick
Research and Development Laboratories, Food Science Laboratory, Natick, MA
1973-1982

DEGREES HELD: Bachelor of Science, University of Rhode Island,
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ALLEN AND HOLTZAPPLE

HEAT EXCHANGER DESIGN FOR A
MICROCLIMATE COOLING UNIT

ALFRED L. ALLEN, DR.
MARK T. HOLTZAPPLE, DR.

[NTRODUCTION

Through an extensive front-end analysis (1) it was determined
that the best approach to microclimate cooling for the individual soldier was
the development of a Stirling engine powered vapor—compression cooling unit.
Although the development of the Stirling engine (2) for microclimate cooling
represents a significant advancement in heat engine technology, this paper will
deal with the in-house development of the vapor compression system, namely heat
exchanger design.

There are three principal areas of heat exchange in the Stirling
powered cooling unit: 1) evaporator, 2) condenser, and 3) waste engine heat
exchanger. These heat exchangers must be designed to be functional,
lightweight and orientation insensitive.

EXPERIMENTAL METHOD
Fvaporator Design:

The evaporator must be capable of transferring 400 to 550 watts
of heat from a glycol-water mixture to an evaporating working fluid
(e.g.,"Freon"). The glycol-water solution recirculates from a vest worn by the

! o

soldier, where heat is picked up, to the evaporator where heat is transferred
to supply the heat of vaporization to the refrigerant. The evaporator must
perform this task regardless of its orientation. To minimize the orientation
sensitivity, it was decided to use sintered material on the internal surface
(refrigerant side) to aid in keeping the inside surface continually wet with
refrigerant, thereby ensuring that the entire heat transfer surface will be
utilized. These evaporators were sintered by Thermacore, Inc., Lancaster,
Pennsylvania. Figure 1 shows a typical sintered pattern used for evaluation.
On the external surface (water-glycol side) extended surfaces (Heatron, Inc.)
were used to create turbulence as a means of increasing the external heat
transfer coefficient.

To evaluate the various evaporator designs, each evaporator in
turn was plumbed into a highly instrumented bench scale refrigerant loop.
Temperature and pressure were measured before and after the compressor and
before the evaporator. The refrigerant flow rate was measured with Model C-6
Co.

mass flow meter from Micromotion, Boulder,
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The water flow rate was controlled with a Model 81152 Micropump
(Concord, CA) and water temperature was controlled with a constant temperature
bath (Model 260, Precision, GCA Corp, Chicago, Il). Water flow rates were
measured with a laboratory rotometer.

The evaporators were plumbed with flexible lines so that
their performance could be evaluated in various orientations.

Condenser Design:

For evaluation of various condenser configurations, a wind
tunnel was constructed so that the air flow rate around the condenser could be
controlled and measured. To determine the heat transfer capabilities of the
condensers, water was pumped through the inside surface while air flowed around
the outside. The amount of heat being transferred could be calculated by
knowing the temperature and flow rate of the water stream. By measuring the
air velocity profile of the air stream and measuring the air temperature, the
overall heat transfer coefficient could be calculated. Different
configurations were evaluated by changing the tube spacing and using different
tube diameters.

The condensers were constructed from 1/8-in iron pipe size (IPS)
and 1/4-in IPS aluminum pipe. The exterior surface of the pipe was chiseled
giving rise to pin fins of uniform length which covered the exterior surface in
a spiral manner. These heat exchangers were manufactured by Heatron, Inc.,
York, Pennsylvania.

Waste Engine Heat Exchanger Design:

Heatron pipes with extended surfaces were evaluated in a
manner similar to the condensers.

EVALUATION

Evaporator Design:

Seven copper and one aluminum evaporators were evaluated in the
bench scale refrigeration loop. Each evaporator was sintered on the interior
surface. The center of each evaporator was hollow to allow the emerging vapors
to escape the sintered matrix and flow to the exit end of the evaporator.
Placed in the entrance to the evaporator was a disk with a hole situated at the
outer edge to force the entering liquid refrigerant into the sintered matrix.
The refrigerant picks up heat from the water flowing on the external surface
causing a phase change in the refrigerant. The refrigerant vapor then migrates
to the hollow center where it subsequently leaves the evaporator. Conditions
in the evaporator were controlled by an externally referenced thermo—expansion
valve. This valve essentially controls the amount of refrigerant entering the
evaporator by responding to the temperature and pressure at the evaporator
exit. The control valve is adjustable so that the quality (degree of
superheat) of the existing refrigerant can be controlled.

4
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When the evaporators were run with no superheat, flooding would
occur when orientation was altered during operation. It was determined that
there has to be a some superheat to guarantee that the evaporator has enough
capacity to prevent liquid refrigerant from exiting the evaporator under all
orientations. The level of superheat required for satisfactory operation
varied for each evaporator from 6 to 15° C (11 to 27° F). See Table 1.

TABLE 1. Slope and Intercept for the Wilson Plot for Evaporators

Evaporator Superheat Intercept Heat transfer Slope
(F) Coefficient
(BTU/hr-sqft-F)

Copper with
2 arteries 24-27 0.875 1140 0.167

Copper with
2 arteries 15-19 0.850 1180 0.186

Copper with
1 artery 12-16 1.025 980 . 0.184

Copper with
1 artery 12-16 1.025 980 0.131

Copper with
1 artery ~13 1.075 930 0.166

Copper with
2 arteries 15-16 0.60 1670 0.193

Copper with
no sintering 3.95 277 0.287

Aluminum with ‘
2 arteries 0.771 1300 0.149
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The sintering of the evaporators not only enhanced the
orientation insensitivity, but also dramatically increased the overall heat
transfer coefficient of the evaporator as compared to an unsintered
evaporator. Typically, the inside heat transfer coefficient varied from 1000
to 1400 Btu/hr-sqft-F for evaporators with sintered interiors. One evaporator
with no sintered interior was evaluated under similar conditions. Its interior
heat transfer coefficient was estimated to be around 200 Btu/hr-sqft-F.

The heat transfer coefficient was determined through the use of
a Wilson (3) plot. If the reciprocal of the overall heat transfer coefficient
is plotted against the water flow rate (exterior surface) raised to the -0.8
power, a straight line exists. By extrapolating to the ordinate intercept,
(infinite water flow), the inside heat transfer coefficient can be determined.
The heat transfer resistances of the evaporator material (thermal conductivity)
and exterior resistance at infinite water flow can be neglected. Therefore the
ordinate intercept represents the internal heat transfer coefficient. Tigure 2
shows a typical plot. Table 1 gives the slope and intercept for the Wilson
plot for each evaporator evaluated.

Condenser Design:

Aluminum pipes of two different diameters were investigated for
use as a condenser: 1/4-in IPS and 1/8-in IPS. The exterior of these heat
exchangers was spined by Heatron, Inc. The principal objective in designing
the condenser was to minimize the weight per unit of heat transfer capacity.
To reduce the amount of heat transfer area required for heat rejection, a fan
will be present to move air across the condensers. A second criterion was to
design for the minimum fan power per unit of heat transfer capacity. Spacing
between the pipes was varied to determine both the change in heat transfer
capacity and air pressure drop under different air flow rates. Selection of
the best configuration is based not only on these two criteria but is also
restrained by the geometry of the microclimate prototype.

As with the evaporators, the external heat transfer coefficient
can be estimated by moving a known volume of air over the external surface and
pumping water through the pipe interior. By measuring the entrance and exit
temperature of the water and the temperature of the air stream, the amount of
heat transferred can be calculated along with the overall heat transfer
coefficient. A Wilson plot of the reciprocal of the overall heat transfer
coefficient versus the water flow rate raised to the -0.8 power will give a
straight line whose ordinate intercept represents the external heat transfer
coefficient. As with the evaporators, the heat transfer resistance offered by
the aluminum material is neglected. The intercept represents the heat transfer
coefficient at infinite water flow. Therefore, the resistance to heat
transfer on the internal surface can also be neglected when determining the
exterior heat transfer coefficient. Figures 3-8 show the Wilson plots for the
two different size aluminum pipes at three different pipe spacings.
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If the log of the intercept (exterior heat transfer coefficient)
is plotted against the log of the air flow rate, the resulting straight line
describes the heat transfer characteristic of that particular pipe and
geometry. Figure 9 shows this relationship for one condenser. These data are
shown in Table 2 along with the Wilson plot slope and intercept for all the
condenser configurations.

With these data, the weight per unit of heat transfer can be
determined for all the spacings and geometries studied. The power required to
move air across these condenser geometries can also be determined from the air
pressure drop and air flow rate measurements. An intelligent design of the
condenser can now be performed by choosing a configuration which minimizes the
condenser weight and fan power (noise level). Figure 10 shows the design for
the condenser.

Waste Engine Heat Exchanger

It was decided that from the condenser data that the waste
engine heat exchanger would also be designed from the same aluminum pipe as the
condenser. To increase the internal heat transfer coefficient, turbulence
inducers (aluminum wire spiral) were inserted in the interior of the aluminum
pipe. Since rejection of the engine waste heat is not as critical as the
condenser heat rejection, it was decided to place the waste engine heat
exchanger in the air stream downstream from the condenser. Figure 10 shows the
configuration for both the waste engine heat exchanger and the condenser.

CONCLUSION

Heat exchanger designs for the portable microclimate
conditioning unit have to consider the entire system and the soldier who will
have to carry it.

The size, for instance, for all three heat exchangers is
affected by the size or power output of the Stirling engine. A high powered
engine would require a smaller condenser but the waste engine heat exchanger
would have to be larger. Knowledge of human physiology is also required since
lowering the evaporator temperature does not necessarily mean that more heat
can be removed from the soldier. If the evaporator temperature is too cold,
vasoconstriction occurs around the torso of the soldier wearing the vest and
heat transfer is hindered.

The design of the condenser and waste heat exchanger is also
affected by how much power can be afforded to operate a fan for moving air
across their surfaces and by how much fan noise is acceptable.

In the evaluation of the first Stirling-powered microclimate
cooling unit, all the above factors will have to be considered so that optimal
refinements can be made to produce an effective item for the soldier in a CB
environment.
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Table 2. Wilson Plot Slope and Intercept for Condenser

1/4" HEATRON ALUMINUM TUBING

———————————————— SPACING ——=—==w——mmam———
NOMINAL 1 = 173 1 - 1/8" 0.792"
AIR SPEED
(FPM) SLOPE INTCPT SLOPE INTCPT SLOPE INTCPT
100 2,584 | 0.1881" 1,815 " 01610
200 1:660 | D.1873  2.220 | 0.A17F 1.989 . 0.1023
400 . 1.910 0.1084 1.959 0.0846 1.520 0.0751
600 | 1.850 0.0893 2.195 0.0696 1.532 0.0638
800 1.970  0.0763 2.195 | 0.0623
900 | 1.795 0.0717
1/8" HEATRON ALUMINUM TUBING
—————————————————— SPACING === e e e e e e e e e
0.643" 0.896" 0.522"

NOMINAL
AIR SPEED
(FPM) SLOPE INTCPT SLOPE INTCPT SLOPE INTCPT
100 1.794 0.2851° 1,375 | 0.3720 1.1BO 0.2669
200 1,502 01947 1.661 | 0.2606 1.670° 0.1656
400 1,362] 0.1357 14394 |' 0.1828 1.700 ' 0.:1191
500 1.806 0.1018
600 1.668 0.1014 1.378 0.1498
800 1.569 0.1234
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TITLE: The Role of Sweating on Comfort and Performance
an Encapsulation Environment: A Study of Hand
Encapsulation Using Different Glove Liners

DONNA H. BRANSON, DR.,” AND LYNDA ABUSAMRA, MS.

ABSTRACT:

Although the use of a microclimate cocoling vest can
prolong the length of time that soldiers can perform in
Mission Oriented Protective Posture (MOPP) gear without
suffering serious heat stress, sweating in the extremities
remains a problem in terms of comfort and performance.

This study was designed to determine the effects of four
types of glove liners on sweating of the hands, the
perception of comfort and manual dexterity. Military
subjects were studied in Battle Dress Uniform and MOPP gear
in a moderate thermal environment. Significant glove liner
weight differences were found with the Air Force glove
exhibiting the greatest absorption of sweat. There was a
tendency for subjects wearing the standard Army liner to
experience the lowest sweat rate. Glove liner type had no
significant effect on manual dexterity. There was a
tendency for the standard Army liner to be perceived as the
most snug and the Air Force liner as the least snug.
Subjects frequently complained about the snug fitting Army
liner. Perception of temperature and thermal comfort for
the hands did not differ by glove liner. Tactile
descriptors related to retention of sweat, such as
clamminess, stickiness and dampness, indicated increased
discomfort over the experimental session.
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THE ROLE OF SWEATING ON COMFORT AND PERFORMANCE IN AN
ENCAPSULATION ENVIRONMENT: A STUDY OF HAND ENCAPSULATION USING
DIFFERENT GLOVE LINERS

DONNA H. BRANSON, DR.
LYNDA ABUSAMRA, MS.

INTRODUCTION

Although the use of a microclimate cooling vest can prolong
the length of time that soldiers can perform in Mission Oriented
Protective Posture (MOPP) gear without suffering serious heat
stress, sweating in the extremities is a problem in terms of
performance and overall comfort (1). The purpose of the present
study was to evaluate four glove liners of different
compositions, two string-knit and two seam-stitched, with regard
to their differential effects on sweating on the hand, manual
dexterity performance, and the perception of comfort in a
moderate thermal environment. Lightweight, stretchable, knitted
cotton fabric, seam—-stitched gloves are currently issued to
military troops with a pair of standard butyl rubber
chemical-biological protective gloves (2, 3). The cotton gloves
are worn under the butyl gloves "to aid in the absorption of the
moisture which accumulates within the impermeable rubber glove."
(2). Replacement of the standard Army, knitted cotton fabric,
seam-stitched glove liner is under consideration (4).

METHOD

Subjects.
Sixteen male military volunteers participated as subjects. They

ranged in age from 18 to 25 years with a mean age of 21.1
years. All subjects were enlisted Army personnel assigned on
temporary duty to the Natick Test Subject Platoon at the U.S.
Army Natick Research, Development and Engineering Center. All
subjects were informed of the nature, duration, purpose, and
benefits of the experiment, and each signed an informed consent
statement.
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Handwear
The following glove liners were selected for evaluation:

1. The current standard 100% cotton, seam-stitched Army
Yiner "3

2. A 100% cotton seam-stitched liner adopted by the Air
Force for use with the 7-mil and 1l4-mil CB gloves (5).

3. A 100% cotton string-knit candidate liner,

4, A 50% cotton/50% acrylic string-knit candidate liner,

Physical characteristics of the glove liners are given in Table 1,
Each glove liner was worn beneath the 14-mil CB protective butyl
rubber glove,

TABLE 1

Physical Characteristics of Glove Liners

———————————————————— ——— o ————— —— o —— —— —— ——————— ——— ——

Cotton Cotton/Acryl.

Army Air Force Liner Liner
Fiber 100% 100% 100% 50% Cotton
Content Cotton Cotton Cotton 50% Acrylic
Weight 2 4.0 6.1 10.4 9.6

(oz/yd™)

Thickness 0.020 0.042 0.056 0.059
Yarn 18/1 35/1 14/1 14/1
Count
Fabric Plain Rib Plain Plain
Structure Knit Knit Knit Knit
Wales/In. 28 36 15 15
Courses/In, 26 39 17 17
Length¥* 7.88 13.73 10.20 10.29

Measured in inches from the tip of the middle finger to the
lower edge when the gloves are flat and unstretched,
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Experimental Design

A repeated measures Latin square design was used. Subjects
were studied in pairs for the 32 sessions comprising the study.
Sixteen sessions were conducted in the morning and 16 sessions in
the afternoon. All glove liners were tested an equal number of
times in the morning and in the afternoon. Each subject
participated in four 2-hour test sessions (two morning and two
afternoon) while wearing each of the glove liners, Subjects were
randomly assigned to two partners for test sessions. All four
glove liners were worn, in a randomized sequence, every test day.

Test Facilities/Test Apparatus

Testing was conducted in the Sensory Analysis Psychophysiology
Laboratory, Science and Advanced gechnology Directorate, Ambient
room temperature ragged from 22.2°C to 29,7 °C with a mean
temperature of 26,1°C, All subjects wore battle dress uniforms
(BDU) and the MOPP jacket zipped and snapped throughout each phase
of the experiment.

Skin temperature was measured with a YSI 709B thermistor probe
attached with adhesive tape to the palmar surface of the
nondominant hand. A General Eastern System 1100 DP (Dew Point)
Hygrometer was used to measure ambient room temperature and dew
point of the hand from a sweat capsule attached to the skin with
hypoallergenic skin glue. Skin temperature and dew point, of the
nondominant hand, were continuously recorded on a Graphtec, Inc.
P.0.C, Multicoder MC6624 Strip Recorder., A TRS-80 Model III
computer, which was interfaced with the strip recorder, recorded
skin temperature, dew point, and sweat rate every five minutes,
The conversion of dew point to sweat rate was calculated using the
following equation, as given in Avellini, (7):

where

sweat rate

molecular weight of water

area under the sweat capsule

universal gas constant (62.358 mm
Hg-liters/mole)

partial pressure of water in the sample
gas leaving the capsule and is directly
related to dew point

flow rate in liters/minute

temperature in degrees Kelvin of air entering
the capsule,

o)

e o]
[ 8

[yl

o} A=
] nnni
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Glove weights were taken, to the nearest 0.l1g, on a Sartorius
electronic prercision top-loading balance, Model 1403MP7-2, both
immediately before and after each test session.

Manual Dexterity Tasks

A battery of tests was assembled as indices of manual
dexterity performance (Purdue Pegboard One-hand Test, Purdue
Pegboard Assembly Test, Minnesota Rate of Manipulation One-Hand
Turning and Placing Test, O'Connor Finger Dexterity Test (8,9,10).
These tasks were administered, in the order indicated, at the
beginning and again at the end of every test session,

Perceptual Measures

Two instruments were used to measure the subject's perception
of hand temperature (Fig. 1) and hand thermal comfort (Fig., 2).
Perception of hand temperature was assessed in each hand using the
classic ASHRAE (10) seven-point rating scale with one indicating
cold and seven indicating hot. Thermal comfort was also assessed
in each hand using a seven-point rating scale with one indicating
extremely comfortable and seven indicating extremely
uncomfortable,

For the present study, perception of wetness, fit, and tactile
sensations (Fig. 3) were assessed using surveys completed by the
subjects during the experiment., Definitions of the descriptors
were provided to minimize use, by the subjects, of different
definitions of the same descriptor. This instrument is an
adaptation of those used by Hollies et al. (12) and Lofquist et
al, (13). A seven-point scale was also used to assess the
subject's perception of the overall comfort of the liners.
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Subject: Survey Number:

Test Date:

Test Time: . A.M. P.M.

Please circle the number which best describes your perceived
temperature in your instrumented hand.

l. COLD

2. COOL

3. SLIGHTLY

4, NEUTRAL

5. SLIGHTLY WARM
6. WARM

7. HOT

Please circle the number which best describes your perceived
temperature for your non-instrumented hand.

1. COLD

2. COOL

3. SLIGHTLY COOL
4, NEUTRAL

5. SLIGHTLY WARM
6. WARM

Vs HOT

Figure 1. Hand and temperature perception survey instrument.
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Subject: Survey Number:

Test Date:

Test Time: A.M, P.M,

Please circle the number which describes how comfortable the
temperature of your instrumented hand feels.

1. EXTREMELY COMFORTABLE

2. MODERATELY COMFORTABLE
3. SLIGHTLY COMFORTABLE

4, NEUTRAL

5. SLIGHTLY UNCOMFORTABLE
6. MODERATELY UNCOMFORTABLE
7. EXTREMELY UNCOMFORTABLE

Please circle the number which describes how comfortable the
temperature of you other hand feels.

1. EXTREMELY COMFORTABLE

2. MODERATELY COMFORTABLE
3. SLIGHTLY COMFORTABLE

4, NEUTRAL

5. SLIGHTLY UNCOMFORTABLE
6. MODERATELY UNCOMFORTABLE

7. EXTREMELY UNCOMFORTABLE

Figure 2., Hand thermal comfort survey instrument.
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Subject: Survey Number:

Test Date:

Test Time: A.M. P.M,

1. For each of the words listed below, please write the number
which best describes how you perceive the feel of the glove
liners you are wearing today.

USE THE SCALE: 1=EXTREMELY, 2=MOSTLY, 3=SLIGHTLY,
4=NOT AL ALL

(According to the intensity of your feeling).
SNUG (right or close in fit)
HEAVY (in terms of weight of the liner)
STIFF (resistant to bending)
_______ STICKY (moist and adheres to skin)
CLAMMY (cold, moist, clinging to touch)
DAMP (moistness or wetness)

______ ROUGH (not smooth, coarse)

or - . 'SCRATCHY (irritating, itchy)
2. Keeping the above attributes in mind, please circle the number

which best describes your perceived over-all comfort of the
glove liners you are wearing today.

1, EXTREMELY COMFORTABLE

2. MODERATELY COMFORTABLE
3. SLIGHTLY COMFORTABLE

4, NEUTRAL

5. SLIGHTLY UNCOMFORTABLE
6. MODERATELY UNCOMFORTABLE

7. EXTREMELY UNCOMFORTABLE

Figure 3. Liner comfort survey instrument.
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PROCEDURE

Before testing began, a glove-fit and manual dexterity
training session was held. Each subject was fitted for a pair of
appropriately sized 14-mil, butyl CB protective gloves, The glove
for each subject's nondominant hand was marked while the subject
wore the glove to ensure a satisfactory placement of the sweat
capsule., Five hand-dimension measurements were also made on the
right hand of each subject while the subject was bare-handed.
These measurements were used subsequently to choose each subject's
standard Army liner to ensure the best fit possible. During the
training sessions the directions for each task were read and the
procedure demonstrated by an investigator before the subject was
given four test trials. Subjects completed all of the test trials
while wearing their issued CB gloves with a nontest liner,

A hole 19 mm in diameter was cut for the sweat capsule in the
CB glove for the nondominant hand. The liners were similarly cut
after a bead of glue was applied around the marked opening to
prevent ravelling. The liners were conditioned at 20+/-2" C and
40+/-3% RH for twenty-four hours preceding the test session.
Immediately prior to each test session, the liners and the CB
gloves, including a paper towel sealed in a plastic bag, were
weighed,

At the beginning of each test session, subjects donned,
zipped, and snapped an appropriately sized MOPP jacket over their
BDUs. The liners were donned and a fit evaluation of the liners
was done., The sweat capsule and skin temperature thermistor probe
were affixed to the palmar surface of the nondominant hand. Once
the CB gloves were donned and the sweat capsule was secured, the
two-hour test session began,

Subjects completed eight sets of temperature perception and
thermal comfort surveys (every 15 minutes) during the test,
During the time between performing the two sets of psychomotor
tasks, subjects were encouraged to participate in various
nonphysical, mind-challenging games, such as Trivial Pursuit and
Risk.

At the end of the test session, the probes were
disconnected. The butyl glove was removed and placed in its
original plastic bag. The glove liner was removed and placed in
its original plastic bag. The hand was wiped with paper toweling,
which was then placed in the bag with the CB glove, Both bags
were sealed and weighed. The CB gloves were cleaned and prepared
for the next day's testing.
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RESULTS

Sweat Rate and Skin Temperature.

Sweat rate among the subjects ranged from 0.52 mg/cm/min to
0.65 mg/cm/min. There was a tendency for subjects to have the
lowest sweat rate while wearing the standard Army 100% cotton
liner, and to experience the highest sweat rate while wearing the
cotton/acrylic blend candidate liner, However, an analysis of
variance indicates that there were no significant differences
among the glove liners. Analysis of variance of skin temperatures
indicates a main effect for time of measurement, Regardless of
the glove liner worn, subjects' skin temperatures increased over
time with no significant difference by glove liner,.

Perceived Hand Temperature and Thermal Comfort.

ANOVA results for perceived hand temperature of the
instrumented and the noninstrumented hand determined a main effect
for time but not for glove liner condition. Thus, subjects rated
both hands warmer over time regardless of the glove liner worn,
Data on the perception of thermal comfort were similar to the
temperature perception data with subjects reporting greater
thermal discomfort as time progressed for all liner conditions. A
main effect for time was significant. No significant differences
were found by hand (instrumented vs noninstrumented) for either
perceived temperature or perceived thermal comfort.

Manual Dexterity Performance,

Analysis of variance indicates that a main effect for time
was found for three of the four tasks, the Minnesota, the
O'Conner, and the Purdue Right-Hand tests. For these tasks,
regardless of the glove liner worn, the scores obtained at the end
of the test session were significantly better than the scores at
the beginning of the test session. Psychomotor performance did
not appear to be influenced by the type of liner worn beneath the
protective glove under the moderate environmental conditions of
this experiment,

Perceived Liner Comfort.

For the first descriptor, snug, a liner effect was highly
significant (F = 7.8, and p <0.003), Examination of these data,
which are shown in Table 2, indicates that the Air Force liner was
the least snug and the standard Army liner was reported as being
the most snug. 1Indeed, subjects frequently complained about the
snug fitting Army liner. A main effect for liner was also found
for the second comfort descriptor, heavy, (F = 5,07, p <0.0041,
Table 2). Both of the candidate liners were perceived by the
subjects as being heavier than the standard Army and Air Force
liner,
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TABLE 2.
Mean Liner Comfort Votes for Snug and Heavy Descriptors
by Liner
Liner Candidate 1 Candidate 2
Comfort Army Air Force Cotton Cotton/Acrylic
Descriptor Liner Liner Liner Liner
Snug 1.98 2.91 2.12 2.08
Heavy 3.61 3.61 3,37 327

No significant effects were found for the third comfort
descriptor, stiffness. Subjects did not find any of the liners
stiff.

A survey number main effect was found for the fourth
descriptor, stickiness, the fifth descriptor, clammy, and the
sixth descriptor, dampness., Since a liner effect was not found,
the data were collapsed over liners to determine mean scores for
each descriptor by survey number (Table 3). Subjects reported
increased stickiness, clamminess, and dampness over time
regardless of the liner worn,

TABLE 3,

Mean Liner Comfort Votes for Sticky, Clammy, Damp
Descriptors by Survey Number

———————————— —— — ] — —— T —— —— —— —— ———— T — —— ———————— ————— ————

Sticky 3.44 3.19 3,19 3,06 3,02 3.03 3,03 2.97
Clammy 3.52 3,16 3,06 2,86 2,91 2,97 2.91 ' 2,77

Damp 3,39 2.,88 2,80 . 2,69 2,70 2,58 2,52 .2,45

————————— ———————— T ————— ————— ——————————— {— T ——— — — ———— —
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Analysis of the data for the seventh descriptor, roughness,
indicated a main effect for liner (F = 4.79, p <0.0056) and for
survey number (F = 2,52, p <0...0193). The mean scores by liner
over time are shown in Table 4, Examination of these data
indicates that the Air Force liner was perceived as the least
rough, There was also a trend for the two candidate glove liners
to be perceived as the roughest,

TABLE 4.

Mean Liner Comfort Scores for the Descriptor Roughness
by Survey Number

Liner Survey Number

Condition il 2 3 4 5 6 7 8
Army

Liner 3:44, 3.38 3.38 3.19 3.13 *3.38 331 3.31
Air Force

Liner 3.7% 3.63 3.50 3.56 3,69 3,63 3.63 3.63
Candidate 1

Cotton Liner 3.31' 3.13 2194 3.00 - 3.06 3.00 3,00 300
Candidate 2

Cotton/Acrylic

Liner 3,03 3,25 3,00 ‘3,13 3:;00 281182941 2,88

While there were no significant main effects for the eighth
descriptor, scratchiness, there was a tendency for the subjects to
rate the two candidate liners as being more scratchy.

An overall liner comfort score was determined by liner over
time. Results of ANOVA showed that there was a main effect for
survey number but not for liner. Thus subjects reported increased
discomfort over time regardless of the liner worn.,

Glove Weight Changes,

To determine absorption of moisture of the test glove
liners, the liners were weighed immediately before each test
session and at the conclusion of the session, ANOVA results
indicated a significant difference in liner weight changes,
Post—-hoc Sheffe comparisons found that the weight difference for
the Army and the 100% cotton candidate liners were significantly
less than the weight change of the Air Force liner. Weight change
for the Army liner was also significantly less than the weight
change found for the cotton/acrylic candidate liner.
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DISCUSSION

This study was designed to determine the effects of four glove
liners on sweating of the hands, absorption of sweat by glove
liners, manual dexterity, and the perception of comfort in a
moderate thermal environment. Although there was a tendency for
subjects wearing the standard Army liner to experience the lowest
sweat rate, and subjects wearing the cotton/acrylic candidate
liner to experience the highest sweat rate, the glove liners
studied did not produce statistically significant effects on
either sweat rate or manual dexterity under conditions of this
experiment. The dexterity measures used are sensitive and
reliable. It is possible that no glove liner being considered for
use with chemical protective ensembles will have significant
impact on manual dexterity.

Several comfort measures revealed significant differences
among glove liners. The standard Army liners were perceived as
most snug; indeed subjects frequently complained about the snug
fitting Army liner, Both string-knit candidate liners were judged
heavier than the standard Army and Air Force seam-stitched
liners., Second, for several descriptors, comfort changed as the
experimental session progressed., Specifically, the glove liners
felt significantly more sticky, clammy and damp over time. These
factors contributed to the significant increase in overall
discomfort during the experimental session across glove liners.
It is especially noteworthy that these results relate to the
accumulation of sweat in glove liners,

Assessment of clothing comfort is a complex subject since
clothing comfort is related to physical, psychological, and
physiological factors as well as to the interactions among these
factors, There is general agreement that the movements of heat,
moisture, and air through both a fabric and a garment are major
determinants of clothing comfort., Most agree that discomfort is
caused by liquid sweat remaining on the skin (13). Hollies and
Goldman (12) concluded that "comfort acceptance of garments next
to the skin is in some way related to the ability of these
garments to remove sweat from the skin-garment interface."
DeMartino et al. (1l4) noted that ideal clothing, which touches the
skin, should be able to transport liquid water without feeling
wet., In addition to the major factors affecting moisture
transport, various tactile sensations are associated with clothing
comfort, Terms that have been used in the past include clingy,
scratchy, soft, heavy, light, and picky (12,13,14,15). Difficulty
in measurement of these subjective factors is compounded by the
problem of different people assigning different meanings to these
tactile sensations.
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CONCLUSIONS

These results show that significant differences in clothing
comfort can be measured even when objective measures of variables
related to comfort, such as skin temperature and sweat rate, do
not reveal differences. The present studies were conducted under
moderate environmental conditions, It is expected that future
studies of this sort, under more extreme thermal conditions, will
reveal significant differences in a wider spectrum of comfort
measures as well as sweat rate and behavioral performance,
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ABSTRACT:

An entirely new concept for achieving compactness and convenience in a
combat ration has been developed to meet the needs of the Army in the 2lst
century. It is based on new technologies to maximize caloric density. The
vation to be used will be nutritionally sufficient to avoid performance
decrements for soldiers operating in stressful environments.

The new ration concept centers around four distinct, calorically dense
components configured into easy-to-use modules. Some components will have
caloric densities ranging as high as 7.1 kcal/cc. Multiples of a modular
unit could be used depending on total caloric needs. The technologies
developed to produce these components are based on the principle that
achieving high caloric density requires a porous matrix that can be
compressed or infused. These are referred to as "ICE" technologies
(Infusion, Compression and Extrusion).

Using compression technology, a family of dairy bars with 6.0-6.8
kcal/cc was developed. Shelf-stability has been demonstrated by holding
samples for eight weeks at 125°F and finding no objective or subjective
evidence of 1ipid oxidation. To obtain this stability, a novel
synergistic combination of antioxidants was used.

Using infusion of extruded matrices, a family of products of 5-6
kcal/cc was developed. This new technology involves infusing, under
vacuum, a high-melt lipoidal liquid containing dispersed particles of
protein, sugars, and flavors into different carbohydrate matrices made
using extrusion cooking from corn, rice, or wheat flours . Infusates have
been developed with yogurt, chocolate, cheese, and chicken.

The acceptance ratings of these "rich" products have been high when
field-tested as components of other new operational rations.
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A CALORICALLY DENSE RATION FOR THE 21st CENTURY

JACK BRIGGS, MR., C. PATRICK DUNNE, DR., MARYANN GRAHAM, MS., EINAR
RISVIK, MR., ARMAND CARDELLO, DR., ANN BARRETT, MS., & IRWIN TAUB, DR.

INTRODUCTION

The Army 21 concept for the battlefield scenario for the years
2000-2015 is predicated on highly mobile forces equipped with lightweight,
high technology equipment being engaged in high intensity combat far
removed from traditional supply reconstitution points, perhaps for 3-5
days. Each mobile force element must be self-sustaining and continue to
operate at peak efficiency, despite considerable stress. This concept
dictates a requirement for a ration surpassing any existing ration.

Such a ration of the future should have four distinctive
characteristics:

1. It must be of the highest possible caloric density, approaching
7.1 kcal/cc; this compactness would allow a dismounted soldier to carry
easily a 3-5 day supply of food meeting the 3600-kcal daily requirement.

2. It must be nutritionally adequate to maintain physical and mental
performance under highly stressful operational conditions; it should be
supplemented with a variety of natural and/or synthetic food components to
ensure maximum caloric utilization and maximum nutritive value.

3. It must be acceptable to the consumer, despite its unfamiliar
nature, throughout the period of use, which might even exceed 5 days.

4. It must be of optimum utility, consumable on the move without any
preparation, and modular in design; for example, a 900-kcal module should
be combinable to form rations of 1800, 2700, 3600, and 4500 kcal/day to
meet specific combat scenario requirements.
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The Nutritional Sustainment Module (NSM) described here meets the
challenge for the Army 21 ration and represents the optimum in caloric
density, in nutrient selection, in acceptance of engineered foods, and in
convenience of use and handling. As seen from Fig. 1, the caloric
density, taking packaging into account, has increased from the Meal Combat
Individual (MCI) at 0.95 kcal/cc to the Food Packet Assault at 1.25
kcal/cc to the Ration Light Weight 30 Day (RLW-30D), currently under
development, targeted at 2.25 kcal/cc. The NSM ration is targeted at an
even higher caloric density of 4.75 kcal/cc. The maximum component
caloric density of 7.1 kcal/cc is achieved with a composition of
60% 1ipid/35% carbohydrate + protein and a mass density of 1 g/cc.
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EVOLUTION TOWARDS ULTIMATE WEIGHT REDUCTION
AND CALORIC DENSIFICATION

This ration has nutritional components, including sources of protein,
essential minerals, and fiber, selected on the basis of currently
understood physiological mechanisms. It has been engineered from a
sensory perspective to optimize the consumer's preference for specific
textural and flavor attributes. As currently envisaged, it is shaped and
packaged to allow one to remove the components quickly from a vehicle-
and uniform-compatible module that, in principle, can be combined in ways
to suit almost any tactical demand for a shelf-stable, directly consumable
ration.

The basis for the design and the data validating these character-
istics are described with respect to caloric densification, nutrient
optimization, sensory optimization, and modularization.
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EXPERIMENTAL CHARACTERIZATION AND VALIDATION

Processing Techniques

Advancements in the state of the art of three different areas of food
technology were needed to test the achievable limits of calorically dense
ration items that have enough variety and quality in flavor and texture to
be consumable by soldiers in the field.

A bench model vacuum infuser was used to force flavored and fortified
melted lipids into the pores of dried foods. The process involves placing
the food in a chamber, which is then evacuated and into which flows the
melted lipid containing flavors, proteins, or other nutrients, upon
applying atmospheric pressure to the 1ipid held in a reservoir.

Conventional freeze dryers and food presses were used to dehydrate
and compress certain components. The drying was accomplished at low
platen temperatures, under vacuum, reducing the product moisture to less
than 1%. Direct compression of dry powders was also used to produce other
calorie dense components. Appropriate stabilizing agents were added
before compression.

A Wenger X-20 cooking extruder was used to develop a wide range of
porous carbohydrate and proteinaceous matrices, which were subsequently
infused with the Tipid-based infusate. The principle of extrusion is to
cook thg flour (gelatinizing the starch and denaturing the protein) at
250-350"F for a short time (1-2 min) under 500 to 1500 psi and then to
release the plastic mass to atmospheric conditions through a die orifice.
This sudden release of pressure causes a rapid loss of steam from the
mass, which then rapidly expands into a honeycomb matrix structure. The
matrix can be engineered by changing processing conditions or ingredients
to provide a desired cell structure and porosity.

Characterization of Components

The porosity and structure of the extrudates are characterized using
mercury intrusion porosimetry, scanning electron microscopy (SEM),
pycnometry, Instron force-deformation analysis, and detailed chemical
analysis of selected components. Data from these tests contribute to
understanding the influence of extrusion formulas and processing
parameters on cell structure, pore size and distribution, physical
strength, and nutrient retention.

The viscosity of infusates, the size distribution of suspended
particles, and the overall infusibility are characterized using a
Brookfield viscometer, a mechanical spectrometer, 1ight scattering
analysis, and light microscopy.
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Nutrient Stability

The stability of lipids with respect to the development of oxidative
rancidity was monitored using a variety of chemical analyses, including:
thiobarbituric acid (TBA), peroxide values (PV), and purge-trap with gas
chromatography/mass spectrometry.

The stability of proteins with respect to cross-linking and loss of
essential lysine was evaluated using fluorescence techniques, HPLC
analysis of furosine, lysine dye-binding methods, and chromatographic
separation of digests from proteins treated with pronase.

Acceptance Testing

A seven day field test was conducted at Ft. Bliss, Texas in which
four different flavors (almond, mixed nut, vanilla, and orange/pineapple/
coconut) of the dairy bar products were evaluated as components of another
combat ration under development. It involved 47 members of the 9th
Infantry Division Scouts divided into one Command & Control group, one
Radio group, and six Patrol groups. Subjects ate only their assigned
ration; water was not restricted. The Command & Control and Radio groups
consisted of individuals in rear position tents or shelters. The Patrol
groups were taken by helicopters to landing zones 2-10 kms from their
individual forward positions; some remained hidden there until extraction,
while others moved daily. Data were collected using three methods: a
Daily Ration Log Book, a post-test gquestionnaire, and personal
interviews. Each man carried his own Daily Ration Log Book into which he
recorded the amounts of rations he consumed and his ratings of the
acceptability of individual ration components.

RESULTS AND DISCUSSION

Caloric Densification

Conceptual Basis

To achieve high caloric density, as many calories as possible must be
packed in a minimum volume. An increased caloric density can be achieved
by infusion, compression, and extrusion (ICE) technologies (Fig. 2). The
principle is to obtain a porous matrix either by dehydration or extrusion
and then to compress it or infuse it. Compression has been the main
technology used by the military for caloric densification. The expanded,
starch-rich matrix is produced by extrusion cooking. By controlling
components and processing conditions, a matrix can be produced with
desired nutrients and proper pore size distribution, which governs the
infusibility of the matrix. Extruded matrices have been made from corn,
rice, and wheat flours.
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Fig. 2 Caloric Densification

Infusion has now become another major method for densification
because the infusate is a fortified, flavored, high melt lipid that is
formulated to contain finely ground, uniformly dispersed particulates that
add nutritive and textural value to the infused extrudate. In this way a
calorically dense food with either a crunchy texture or a soft, moist
texture is achieved.

To put this densification concept into perspective, consider that the
highest caloric food ingredients used by man are lipids at about
9 kcal/g, while proteins and carbohydrates are about 4 kcal/g (1) . Some
increase in caloric density may be achieved by physically compressing them
or by decreasing the non-caloric constituents. There are 1imits to the
amount of compression possible for different food ingredients (Table 1).
Pure 1ipid can be compressed to 0.9 g/cc, equivalent to 8.1 kcal/cc, and
pure protein or carbohydrate can be compressed to 1.4 g/cc, equivalent to
5.5 kcal/cc. The target for the NSM components is 5.5 to 7.1 kcal/cc,
depending on the component.

Technology Products

ICE technologies have been used to develop many calorie dense food
items that fall into three basic families of components: dairy bars,
infused extrudates, and compressed or infused meat bars.

A family of dairy bars (yogurt-based) has been developed containing

12-16°: protein, 50-60: fat, and 20-30°: carbohydrates and having a caloric
density of 6.2-7.2 kcal/cc. Products such as almond, mixed nut, banana
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walnut, orange/pineapple/coconut, and strawberry dairy bars have received
excellent ratings (6.0-7.0 on a 9-point Hedonic scale) from technologist
panels and even higher ratings when eaten in the field by soldiers (see
below). These are compressed, dehydrated bars and represent the highest
caloric density consumable component.

A family of infused extrudates, referred to as "carbocrisps" or
"carbocrunches," has also been developed. These starch-based extrudates
made from corn, rice, and wheat flours have adequate porosity and
structural strength for subsequent infusion; oat bran has also been added
to improve structure. The infusates used are often formulated with 50%
finely ground particulates and 50% high melt vegetable o0il. Such
formulations have appropriate viscosity for complete filling of the voids
in the extrudate. The flavored infusates, which include yogurt,
chocolate, maple, cheese, nacho, yams, and even chicken flavors and
sol*Js, bring the overall caloric density of the carbocrisp up to
approximately 5.5 kcal/cc.

A family of compressed or infused meat bars, referred to as "steak
sticks," is under development, and certain components have already proven
feasible and attractive. Most noteworthy are the compressed turkey and
seafood/chowder bars and an infused turkey bar. These have about
6 kcal/cc, and are most similar to "familiar" foods.

Table 1. Compression Effects on Caloric Density

Food Ingredient Specific Caloric Compressed (Crystal) Limit Caloric

Value Densit Density

(kcal/g) (g/cc) (kcal/cc)
Protein
(Soy, Casein) 4.0 1.38 5.5
Carbohydrate
(Sucar, Starch) 4.0 1.55 6.2
Lipid (Fat or 0i1) 9.0 0.9 8.1
Mixture - Coffee
Whitener (36% fat) 5.5 1.17 6.4
Dairy Bar (60% fat) 7 0.95 = 6.8
Water 0 1.0 0
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Validation of Process Effectiveness

COmgression

The suitability and effectiveness of compression, with or without
prior dehydration, to produce calorie dense ration components have been
extensively validated. Both the dairy and meat bars can be routinely
produced using freeze-drying techniques, provided that low temperatures
are used to drive off moisture without causing cross-linking (or
"scorching"); both dehydrated products can be compressed into cohesive
bars. Certain entree and beverage bars can be produced by direct
compression. The quality of the compressed bars was validated by standard
sensory and instrumental tests.

Extrusion and Infusion

The effectiveness of the extrusion and infusion processes is
ascertained by entirely new methods of evaluation. To ensure that the
final infused extrudate has the prescribed caloric density requires that
the extrudate have the desired porosity and that the infusate have the
desired viscosity, surface tension, and particle size distribution. These
requirements have been validated.

INFUSIBILITY VS DENSITY
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Fig. 3 Relation of Infusibility to Bulk Density
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Porosity and subsequent infusibility of extruded products are largely
influenced by the degree of expansion of the extruded product. Bulk
density has been shown to be a reliable indicator of infusibility. Fig. 3
shows that there is an inverse relationship between the bulk density and
the weight gained by pickup of the infusion fluid. Increases in weight
during infusion have been as high as 12-fold for well-expanded, extruded
products of low bulk density less than 0.07 g/cc. This increase
corresponds to an increase in caloric density from 0.3 kcal/cc for the
porous matrix to 5.6 kcal/cc for the infused product..

Viscosity of the infusion liquid is a key factor influencing
infusibility. The lipid formulas often contain up to 507 by weight of
suspended particles, and are thus highly viscous. This viscosity is quite
temperature dependent; dairy proteins added to infusates, for example,
tend to coagulate and reduce flowability at higher temperatures. As shown
in Table 2, viscosity is controllable through the addition of a
surfactant, such as as lecithin.

Table 2. Viscosity of Lipid-Based Infusion Formulas

Temp(oﬁl Shear Stress at 50 rpm (Relative values: % of full scale)
Milk Powder Yogurt Powder Yogurt Powder
(50%) (257%) (25%) + 1.5% Lecithin
100 Z1 - %
143 - 11 4.5
130 25 17 3.5
160 35 40 2.5

The uniform distribution of particulates in the infused extrudate
depends on the ratio of the median size of suspended particles to the
median ‘size of pores N the extrudate. The particle size distribution,
determined by light scattering technigues, can range from 1 to over 100
microns; the extrudate pore size distribution, determined by mercury
intrusion porosimetry, can range from 10 to 150 microns in diameter.
(Large cells are produced by the explosive extrusion process; the small
pores in the cell walls, however, influence the migration of infusate from
cell to cell.) If the particle/pore size ratio is excessively high,
segregation of the particles occurs as the infusate passes into the
extrudate. Such segregation is evident for normally milled sugar
particles that have been dyed to discern their presence visually. If this
ratio is sufficiently low, most of the suspended particles remain
uniformly distributed in the lipid as it infuses throughout the :
extrudate. The increased uniformity of sugar particles that had been
milled from 60 microns down to about 10 microns using a pneumatic system
has been demonstrated. The associated data on the influence of viscosity,
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extrudate density, and particle/pore size ratio on infusibility show that
appropriate process control can be obtained.

Nutrient Optimization and Supplementation

Conceptual Basis

Nominal caloric value, in and of itself, is not a sufficient
criterion for assuring nutritional adequacy and functional benefit to the
consumer. The type of ingredients and the ability of the body to utilize
them must be considered. In the case of NSM components. produced by
compression or by infusion of extruded starch matrices, a large portion of
the calories are contributed from lipids; their utilization is crucial.
The proteins selected need to be efficient sources of key amino acids,
without leading to excessive excretion of nitrogenous waste, which
increases water consumption. The carbohydrates should be mainly complex
carbohydrates, as opposed to simple sugars. Soluble fibers such as pectin
have to be included. Sufficient carbohydrates may need to be included in
the form of extra supplements to overcome any potential ketone body
formation arising from incomplete lipid metabolism. Essential minerals
and vitamins also need to be included.

Nutrient Selection

The selection of NSM ingredients with appropriate nutrients focused
initially on the compressed dairy bar component and subsequently on the
infusate and extrudate for the carbocrisp component.

kWhole milk yogurt was chosen as a base for the family of dairy bars
(vanilla, almond, mixed nut, etc.). It has many special nutritional
features including high calcium content, lactose utilization factors, and
acids to stabilize the vroduct. The milk fats have a high level of easily
metabolized, medium chain length fatty acids. Sunflower 0il was also
chosen to provide the essential nutrient, linoleic acid. Lactalbumin was
chosen as a protein supplement, and various nutmeats were chosen because
they enhanced the calories, the micronutrient content and, incidentally,
the textural variety. Pectin was selected as a scurce of added soluble
fiber. It is multifunctional; it provides some caloric value and has the
ability to function as a slow release agent for calories from sugars (2).

The amount of fatty infusate in the carbocrisp and the types of fat
making up the infusate were selected, on the basis of current knowledge,
to optimize caloric utilization. Since the infused extrudate is about 80%
by weight infusate, the ratio of carbohydrate to lipid was adjusted by
selection of the particulates suspended in the infusion lipid; morever,
the composition was selected to avoid ketosis. Refinement of this
knowledge is in process. Since the infusate must be liquid for infusion
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and solid for consumption, the type of fatty acids making up the o0il are
relatively long in chain length and high in degree of saturation - -
properties that are acceptable but not ideal with respect to digestibility
and metabolic utilization. Based on recent reports, the dietary oat bran
being included in the extrudate for added structure may reduce blood
cholesterol (3) and might compensate partially for effects of the high fat
content.

Stability Validation

Crucial to the success of such calorically dense components is the
stability of the lipids. Avoiding oxidation of the unsaturated fatty
acids requires antioxidants that can be completely effective when used at
levels permitted by regulation. Consequently, a novel, synergistic
combination of vitamin E, ascorbyl palmitate, and BHA is employed. The
first two also serve as additional sources of essential micronutrients.

VANILLA YOURT BARS P\V ANALYSIS
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Fig. 4 Formation of Peroxide During Storage

The stability of these high calorie _ration components was proven by
holding several of the dairy bars at 125%F for up to eight weeks. Some
samples were formulated with antioxidants and packed either under air or
under vacuum; some were formulated without any antioxidants and similarly
packed. There were little or no sensory differences noted in samples with
antioxidants when examined by both trained and consumer panels. Most
importantly, there were no detectable changes in TBA or peroxide values in
samples with antioxidants, whereas these indicators of rancidity rose
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extensively in samples without antioxidants (see Fig. 4). Analysis by the
purge-trap technique using gas chromatography coupled to a mass
spectrometer revealed no fat oxidation by-products, such as pentane and
hexanal, throughout the shelf-life test. Analysis of the antioxidants as
a function of time in storage revealed that ascorbyl palmitate decreased
most rapidly followed by vitamin E, indicating that these antioxidant
vitamins continued their protective function throughout the duration of
this heat stress test. This breakthrough in extending the shelf stability
of high fat products opens a new frontier for further enhancing caloric
densities, up to limits imposed by consumer acceptance.

Sensory Engineering and Acceptance Optimization

Conceptual Basis

Critical cu the acceptance of a new and unfamiliar ration epitomized
by the NSM is the optimization of the sensory quality within the
constraints imposed by ingredient, nutritional, and functional
requirements. The high fat content in the NSM, the possible complete
reliance on the ration for many days, and the demand for convenient
handling and compact storage emphasize the need to build into the
components and into the overall ration those features that promote
acceptance in a field setting. Consequently, appropriate strategies were
pursued to ascertain and validate what these positive attributes should
and could be.

Attribute Identification

To obtain an indication of the probable acceptance of two NSM
components, the compressed dairy bar and the nacho cheese flavored carbo-
crunch, the sensory characteristics and overall ratings for these bars
were compared in a laboratory setting against those for eight somewhat
comparable commercial food bars. The almond dairy bar rated as high on
the 9-point scale as the Planter's peanut bar and the Carnation breakfast
bar; however, the carbocrunch scored 2 points lower.

In order to ascertain which attributes contributed to acceptance or
non-acceptance, it was necessary to know to what extent the bars that were
liked were similar, to what extent the bars that were disliked were
similar, and how the sensory variables related to one another. Using the
multivariate statistical approach of partial least-squares regression
(PLS) to analyze the data gives the two-factor space shown in Fig. 5,
where the numbers shown represent the mean acceptance scores for each
bar. Scores over 6.0 cluster tightly along a diagonal area bounded by the
granola cluster and the almond dairy bar. Factor t, in this type of
representation is primarily a texture dimension wit% grainy, hard, dense,
chewy, and cohesive products on the left, porous and crunchy products just
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to the right of the centroid, and oily, mouth-coating, and mouth-drying
products to the far right; factor t, is primarily a flavor dimension,

with sweet, nutty, and dairy f]avorg at the bottom, fruity and sour/bitter
flavors near the centroid, and heavy, meaty, and salty flavors near the
top. Based on this analysis, it appears that the nacho carbocrunch had
too much of the oily and mouth-coating properties to be higher in
acceptance.
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Fig. 5 Relation of Acceptance to Product Characteristics

Validation of Field Acceptance

To obtain a validation of the acceptance of an NSM component in the
field, a test of several dairy bars was conducted at Ft. Bliss using three
groups of soldiers (see Acceptance Testing). Proper assessment of these
components (used in conjunction with other Ration Light Weight 30-Day
components) required that the evaluators be made familiar with the ration
and use it under realistic field conditions and that the acceptanze data
be collected over a prolonged period of consumption. The data obtained,
as shown in Table 3 for each of the four flavors of dairy bar, indicate
that not only are they rated high, but that they are rated higher by the
isolated Patrol groups than by the Command and Control/Radio groups.
Moreover, for the almond dairy bar, both sets of ratings are higher than
those obtained in the laboratory setting. These data are consistent with
the notion that acceptance of an operational ration will increase as one
moves more toward the situation and conditions under which the ration is
designed to be used.
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Table 3. Acceptance Ratings of Dairy Bars at Borderstar Field Test

Dairy Bar Command & Radio Field Patrol
Groups (n=14) Group (n=14
Orange/Pineapple/

Coconut 7.08 8.31
Mixed Nut 7..23 8.21
Almond 7.14 8.36
Vanilla 6.42 7.92

Ratings are on a 9-point Hedonic scale, with the highest rating 9 =
excellent; 8 = very good; 7 = good.

The data also demonstrate, as shown in Fig. 6, that the high
acceptance is maintained even over an extended period of consumption.
There is no indication of the well-known monotony effect, whereby
acceptance declines with continued use of the same or comparable item.

BORDERSTAR FIELD TEST DATA
ON YOGURT BARS

[+ <]
w
1

8.0

MEAN
ACCEPTANCE

e— ., ACCEPTANCE

s W

7.5

RATING

T

7.0

AN
AN

2.0

CONSUMPTION

1.0F w-===== P T .o .

MEAN NO.
BARS/DAY

1 2 3 4 5 6 7
DAYS INTO MISSION

Fig. 6 Effect of Extended Consumption
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Modularization

Conceptual Basis

The need to minimize space requirements and to maximize ease-of-use
can be met, in principle, by engineering the components into a shape that
can be compactly stacked, by designing protective packaging for these
components that can be readily unwrapped, by standardizing the packaged
components into a modular unit that can be combined into multiples of a
daily ration, and by configuring the collection of modules into a stowable
unit that interfaces with protective clothing or a troop carrying
vehicle. The more compact the shape, the lower is the ratio of package
volume to component volume and the less compromised is the overall caloric
density of the packaged component. The more readily unwrappable, the more
convenient it is for a soldier to eat on the move, even with one hand.

The more uniform in size and shape are the modules, the simpler it is to
combine them for different tactical situations and climatic conditions.
The more system-compatible the configuration, the more effective is the
subsistence support provided.
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Fig. 7 Proposed Modular Package Configurations
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Technical Possibilities

The NSM, as currently envisaged and demonstrated in the laboratory,
exceeds in compactness and convenience any currently available ration.
Two of several designs considered are shown in Fig. 7. In each case,
there is a stacked arrangement of four basic components: dairy bar,
carbocrisp, steak stick, and fruit chew. Each set forms a module that is
about 900 kcal, so that four would be used for normal environments and
five for the arctic. The cylindrical unit is shown with a "pull down"
string, but other "pull up" sleeve arrangements are possibilities for easy
unwrapping. The rectangular unit is shown with a component "ejector"
device, but other pull up arrangements would work as well. In both cases,
other combinations and configurations have been explored to make them
stowable in special pockets that could b2 built into a soldier's uniform,
either around the sleeves of the outer garment or around the pants' legs.
The final choice of shape and configuration will be made on the basis of
data on relative logistical advantage and soldier preference.

CONCLUSION

The development of the NSM, as the solution to the problem presented
for subsisting in the battlefield of the future, represents a major evolu-
tionary advance in operational rations. Most of the major criteria
relating to caloric density, nutritional optimization, acceptance of an
unfamiliar food, and convenient modularization have been satisfied, at
least in the laboratory. The eventual adaptation of these components into
modules that can be combined for tactic-specific use and that can be
interfaced with protective systems is fairly certain. There are other
criteria for such a ration, not discussed here, that need to be
addressed. The most challenging among these criteria is the
supplementation of the components with ingredients that ensure the
maintenance and even enhancement of performance, despite the stressful
conditions envisaged. Meeting this challenge will be the goal of the
second generation NSM.
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TITLE: A Method for Spectral and Spatial Analyses of Natural
Terrain for Camouflage Effectiveness
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ABSTRACT:

The Terrain Analysis System (TAS) was developed to satisfy the need for
a scientific method for objectively determining a camouflage pattern and
coloration based on natural terrain reflectance data. A video camera and
recorder, with narrow bandpass filters are used to obtain the video
imagery of a scene. The system includes a minicomputer with digitizing
boards. The system software is used to digitize the scene and calculate
reflectance data and color coordinates (CIELAB*) for every picture element
(pixel) in the scene. A statistical analysis is performed upon the
completed CIELAB* files and a displayable domain file of five domains or
less is created. The domain file can be displayed on a color monitor or a
plot can be produced on the system's pen plotter.
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A METHOD FOR SPECTRAL AND SPATIAL ANALYSES OF NATURAL TERRAIN
FOR CAMOUFLAGE EFFECTIVENESS

W.J. CARDOZO

INTRODUCTION

The four—-color Woodland pattern and the six-color desert pattern are
currently the Army's two standard camouflage patterns. The only current
means of evaluating camouflage effectiveness is via detectability studies
of the proposed patterns and colors. This involves contracting for the
printing of the camouflage fabrics, construction of uniforms, and
completion of the detectability field study. This approach is costly and
time consuming, and the results determine only which of the items tested
was best under the given test conditions. Clearly, an objective means of
evaluating camouflage development is required. Such a technigue should
allow one to determine the coloration, size, and shape of the pattern
required for a given terrain. These objectives were carefully defined in
a contract released by Natick Research, Development, and Engineering
Center (NRDEC) and the Terrain Analysis System (TAS) is the end result of
the completed contract.

The Terrain Analysis System (TAS) has four major functions. They
are: the acquisition of terrain reflectance images, calculation of
reflectance data and CYIELAB* files, statistical analysis of data, and the
graphical display of results. The best way to explain the TAS is to
follow the required procedures, beginning with the acquisition of terrain
reflectance images.
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MATERIAL AND METHOD

The equipment includes the following (See Figure 1):

1. DEC PDP 11/23 Minicomputer with dual RLO2 disk drives
and the RSX 11M Plus operating system.

2. JVC 3/4" Video cassette recorder.

3. FORA Digital time base corrector.

4. MTI-Dage Model 65 Video camera with SIT tube.

5. Image processing hardware from Image Processing
Technology Inc.

6. B&W and RGB video monitors.

7. Hewlett-Packard graphics plotter.

8. DEC VT-102 terminal and keyboard.

9. DEC Letterwriter 100.

SIT Camera and
Fllter Whae!

3/4" U-matic
Video Cassette Recorder

1
eeeeicxm [fooo
Digital Time Hose
Corrector

Figure 1.

8
U] |

14" RGB Color Monlitor

DTAS System i
Cabinet CAT Input Terminal

Equipment for Terrain Analysis (1).
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Acquisition of Terrain Data

The equipment used for data acquisition is portable, which allows the
user to collect images at remote locations. Obtaining an image requires
the use of the video camera, two tripods, narrow bandpass filters, shade
box, rangefinder, video cassette recorder with remote control, black and
white monitor, batteries, neutral gray card, and the target board. (See
Figure 2.)

=

.{ Upper Registration Mark

—

Reflectance Target

< Reflectance Target 2

t Reflectance Target 3

& Reflectance Target &4

Reflectance Target 5

‘ — Lower Registration Mark

Fiqure 2. Target board (2).

The video camera with the shadebox attached is focused on the scene
desired with the 460 nanometer filter in place. The function of the
shadebox is to allow only light reflected perpendicularly from the scene
into the camera lense. Natural daylight has the greatest amount of
energy available at 460 nanometers. (See Figure 3.) By adjusting the
camera settings at this wavelength, the user is assured that all the
images recorded at other wavelengths will not exceed the current dynamic
range of the camera.
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150 T

Figure 3. The relative energy distribution at each wavelength, for
typical daylight (3).

The target board is placed into the scene such that it subtends
approximately one third of the vertical image of the scene. The aperture
and gain controls on the camera are adjusted until the five distinct gray
shades of the target board can be observed on the monitor. Once the gray
shades are achieved, the settings are held constant and the image
recording can begin.

with the 460 nanometer filter still in place, the neutral gray card
is held in front of the camera so that it completely fills the monitor
screen. Approximately 30 seconds of this image is recorded and will be
used later to calibrate the camera.

The scene is recorded from 400-700 nanometers at 20 nanometer
intervals using the appropriate narrow bandpass filters. The wavelengths
from 400-700 nanometers represent the visual range of the electromagnetic
spectrum. The spectral reflectance curve is approximated by calculating
the reflectance at the 16 different wavelengths, which correspond to the
peak transmission of the narrow bandpass filters. (See Figure 4.) The
image is recorded for at least 15 seconds at each of the 16 different
wavelengths. One must be extremely careful not to move the camera
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throughout the recording session. The calculation of the spectral
reflectance curves depends upon the superimposition of picture elements
(pixels) for each of the images. By viewing the monitor during
recording, one can determine if an image is acceptable, or should be
retaped.

100

30

1Q

Percent Transmission

.03 4

.01

460 480 500 520 540
Wavelength (nm)

ICAVITY FLTER

Figure 4. Example of the transmission curve of a narrow bandpass filter
with maximum transmission at 500nm.

After the recording session is complete, the distances from the
camera to scene, and camera to target board must be noted. A description
of the scene and lighting conditions is written. This completes the
acquisition of terrain data.

Reflectance Data and CIELAB* File Calculations

The TAS is then used to convert the recorded video data to
reflectance files and CIELAB* files stored on the RLO2 disks. A CIELAB*
file contains the three uniform color space coordinates for each pixel
from the original scene. The dimensions are L*, a*, and b*,. The
formulas used for calculating these coordinates are found in Table 1. A
file name, distances to the scene and target board, and the distance
between reference points on the target board are entered. These distance
values are used to calculate the dimensions of the picture element
displayed on the color monitor.
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Digitized images are obtained by routing the video output signal from
the video cassette recorder through the time base corrector. This
corrected signal is sent to the black and white (B&W) monitor and to the
digitizing boards of the computer. When the image displayed on the B&W
monitor represents the desired image for digitizing, the user signals the
computer via the keyboard to begin digitizing. The digitizing hardware
obtains 256 video frames from the time base corrector, calculates an
average image, and displays the final gray-scale image on the Red, Green,
Blue (RGB) monitor. This frame-grabbing process takes approximately
fifteen seconds, which accounts for the recording times during data
acquisition.

The first image to be digitized can be any one of the scene images
recorded at the different wavelengths. The digitized image is used to
provide a set of nine reference points to the computer. The keyboard is
used to control a crosshair cursor on the color monitor. The cursor is
moved to the points requested by the computer terminal, and the position
confirmed by keyboard signal. The nine points to be located and marked
are: the two reference points of the target board, the center of the five
gray-scale targets, the upper lefthand corner of the scene, and the lower
righthand corner of the scene.

Recorded imagery of the neutral gray card is digitized next. The
shade of the card is a highly uniform gray and the image resulting from
the 256 video frame average is the basis for creating a camera
calibration file to be used when the scene is digitized at the various
wavelengths. The center horizontal line is used to compute the average
signal of the gray card image. A calibration factor for each pixel is
then calculated and stored in the file. This file is used to adjust the
results of the scenes as they are digitized.

The digitizing of the scene at each of the different wavelengths is
begun after the successful creation of the calibration file. The only
input reguired prior to digitizing is the name of the file and the
wavelength of the recorded image. The user has the option of accepting
or rejecting the digitized image. If the image is approved, the
reflectance values for each pixel in the scene are calculated and stored
as a wavelength file on the disk. This process is continued until all of
the scenes have been saved as reflectance files, or rejected.

The reflectance values of each pixel in a scene at a given wavelength
are calculated by reference to the five standard targets which range
progressively from white to gray to black. The actual reflectance values
for these targets at 20 nanometer intervals from 400-700 nanometers are
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permanently stored as data statements in the Fortran code. These values
were determined by reading samples of the target shades on the Diano
Match-Scan spectrophotometer under D-65 monochromatic illumination, and
supplying this information to the contractor. The location of the center
of the five targets was determined previously. The signal which produces
every pixel on the color monitor is stored in the image processing
boards. Therefore, it follows that the actual reflectance of the target
versus the signal level is known. The reflectance values for each pixel
in the scene is calculated by interpolating or extrapolating as
necessary. (See Figure 5.)

100.0Q
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60 .00
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$ic
A
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20.004

REFLECTANCE (X)

/ A

400.00 440.00 480.00 520.00 560.00 600.00 640 0OC

ELECTRICAL SIGNAL LEVEL

Figure 5. Calculation of a pixel's percent reflectance.

A final large reflectance file is created by combining all the
wavelength reflectance files for the scene. If a wavelength reflectance
file is missing, the reflectances are calculated by interpolating between
the nearest higher and lower wavelength files, or by extrapolating if the
missing file is not between two files.

Finally a CIELAB* file is created. The CIE X,Y,Z tristimulus values
for each pixel are calculated first. These require the use of the scene
reflectance file, an illuminant file, and the stored standard observer
tristimulus values. The L*,a*,b* values are calculated from the X,Y,2
values and are stored in the Lab* file (4). It is these CIELAB* values
which are used for the domain clustering process. The formulas for
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calculating the X,Y,Z values and the L*,a*,b* values are as follows:

TABLE 1. Equations for Calculation of CIELAB* Coordinates
k = 100/ES(i)¥ (i)

Xy= kES(i)X (1) X = kER(i)S(i)X (1)
Y, = kIS(i)¥ (i) Y = KCLR(1)S(1)F (1)
Zo= kKIS(i)E (1) Z = kER(i1)S(1)E (i)

L* = 116 (/Y - 16
a* = 500( (X/X® - (/%)
b* = 200 (Y/¥)* - (2/3"

i = wavelength

R = reflectance

S = gpectral radiance
X,¥.T = standard observer spectral tristimulus values
X, %, 2 = tristimulus values of the referance white
X,Y,Z = calculated tristimulus values

L*,a*,b* color coordinates of 3-D Cielab* uniform color space
Statistical Analysis of Data

There are several functions which can be performed on the CIELAB*
file. The most significant process is the clustering program. This
program will determine the statistically optimal values for the colors
and shape of a camouflage pattern which is representative of the original
scene. The clustering process goes through three distinct stages. They
are a histograming routine, a Euclidean clustering routine, followed by
an optimization technique. Prior to running the CIELAB* clustering
program, the user may change any of nine input values, or accept the
default values. The parameters and their corresponding defaults are
listed below:

Clustering Menu

Name of the Cielab file to use as input DL1:SCN010.LAB
NFIN (Number of final domains, 1-5) a
INTERV (Initial histogram cell size) | 3
INCR (Histogram cell size increment) 2
ITHRSH (Minimum number of pixels to be a domain) 10
NSWTCH (# of domains to switch to Euclidean clustering) 20
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Name of the file to save results (Blank means do not save)
Number of optimization cycles and variance multiple 5 4

The final number of domains represents the number of colors to which
one wishes the data to be reduced. The histograming process begins by
dividing the color space into cubes whose dimensions are equal to the
initial histogram cell size. Every pixel in the CIELAB* file is assigned
to the cube which bounds the pixel's L*,a*,b* coordinates. When all the
pixels are assigned, a count is made of the number of pixels per cell.
Each cell is considered to be a domain if the number of pixels per cell
is greater than the value entered for ITHRSH. If the number of domains
is greater than NSWTCH, the size of the cube is increased by INCR, and
the whole process is repeated. When the number of allowable domains is
less than or equal to NSWTCH, then the histograming process is complete,
and the Euclidean clustering begins. The average L*, a*, b* values and
the variance for each domain are also calculated during each cycle of the
histogram process. (See Table 2 and Figure 6.)

TABLE 2. Output Report from one Cycle of Histograming Routine.

NDLOn le
ICELL NUMBER CENTL CENTA CENTE VAR
1 " 1631 63.18 =35.28 44,39 0.1748889160E+02
2 1443 63.63 -40.10 43.91 0.5885742187E+01
3 GG4 50.57 95.63 31.25 0.7572204590E+01
4 1120 32.00 2310 -33.70 0.2430493164E+02
5 B46 31.74 24.04 -40.88 0.9439819336E+01
6 1145 94.04 -6.78 86.86 0.2308593750E+01
7 2689 56.56 -35.04 41.86 0.1482409668E+02
-] 59 54.45 -33.80 35.65 0.1B90856934E+02
9 4353 44.53 96.19 J4.16 0.1973754883E+02
10 775 90.23 -8.66 89.50 0.2713769531E+02
1.1 1614 90.34 -3.42 90.40 0.2227050781E+02
1.2 550 24.56 30.06 -41.96 0.1519067383E+02
13 672 23.66 25.10 ~-40,60 0.9419433594E+01
14 4456 90.38 =-3.16 96.69 0.683203125CE+01
] 1535 24.18 22.68 -35.02 0.1846838379E+02
16 499 43.64 54.56 40.42 0,1538195801E+02

TOTAL NUMBER OF PIXELS ASSIGNED TO. DOMAINS = 24G651.

MEAN L = 54.86 HEAN A = 7.02 MEAN B = 27.68

TRACE OF SW = 14.70 TRACE OF SB = 4354.78 BETA 4 = 296.28 BETIA S = 64007 .

NUMBER OF OCCUFIED CELLS = 332
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Figure 6. Histograming Domains in Color Space (5).

In the Euclidean clustering, the distance between all possible pairs
of domain centroidal values is calculated, and the two domains which are
closest are used to produce a new domain centroidal L*, a%*, b* value. A
weighted means procedure is used to calculate this new domain centroid,
and the total number of domains is reduced by one. This cycle is
repeated until the number of domains is equal to the final number of
domains previously chosen by the user. (See Figure 7.)

A

Closest pair

" ®
o)

N

] Mow domain (Based on weighted-average)

Figure 7. Domain Reduction by Euclidean Clustering.
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The final process is an optimization routine. The histograming
algorithm is a fast routine, but a poor initial choice of parameters by
the user could result in unacceptable domain coordinates. The default
values used by the program do not guarantee accurate domain centroids,
but in general, give good results (6). (See Figure 8 and Table 3.)

TABLE 3. Spectrophotometric Color Coordinates of Woodland Pattern Versus
TAS Domain Centroid Coordinates.

L* a* BY - abf | aar  ABY| . Ap
Black Spectro. 16.95 1.14 -2.28
Optim. 19.67 -0.46 0.89 2,72 1.60 =3 .17 4.47

Proper 18.10 0.33 -0.01 =115 =0.81 -2.27 2.67
Improper 24.98 2.95 9.57 -8.03 -1.81 -11.85 14.43

Brown Spectro. 26.46 315 9.06
Optim. 25.64 3.30 9.69 0.82 =() Ak -0.63 1.04
Proper 24.79 3.10 9.20 1.67 0.05 -0.14 1.68

Improper 25.08 3.93 9.88 1.38 -0.78 -0.82 1.78

Green Spectro. 31.67 -6.54 10.05
Optim. 30.97 -7.87 11.58 0.70 1.33 =1.53 2.14
Proper 31.51 -8.05 12.10 0.16 1.51 -2.05 2.55

Improper 26.11 2.97 10.90 5.56 9.51 -0.85 11.05

Light Green Spectro. 42.22 =1.70 14.47
Optim. 40.93 -3.26 16.16 129 1.56 -1.69 2.64
Proper 41.17 =3.93 15.66 1,05 2.23 =119 2.74
Improper 31.99 =-10.06 12.00 10.23 8.36 2.47 13.44

For these reasons, an optimization subroutine was neccessary. The first
pass of OPTIM (the optimizing subroutine) is used to determine the
smallest distance between each pixel and the domain centroids. TIf this
distance is less than the chosen multiple of the variance, then that
pixel is assigned to that domain. If the distance is greater, the pixel
is eliminated from this and all further cycles of OPTIM. When all of the
pixels have been assigned or eliminated, new centroidal values,average,
and variance for each domain are determined. The optimizing routine will
run until the maximum number of cycles (user input) is reached, or no
changes in domain assignment are made. The resulting domain file is used
for graphical display of results on the RGB monitor, plotter, or the
printer. Table 4 illustrates output from one cycle of the clustering
subroutine.
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Figure 8. Migration of domain centroids
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TABLE 4. Output Report from one Cycle of Optimization Routine

NDOM 4

ICELL NUMBEK CENTL CENTA CENTE Vak
1 L9985 45.0% 55.73 34.02 0.2972436523E+02
< 6204 27.70 23.13 =36.686 0.5502587891E+02
3 @212 90.89 -4.33 93.5% 0.2945800781E+02
4 69533 39.70 =-36.02 42.60 0.3895713332E+02

10TAL NUMBEK OF PIXELS ASSIGNED TO DOMAINS = 27414.

HEAN L = 55.464 MEAN A = 16.12 HEAN B = '33.33

TKACE OF BW = 36.29 TRACE OF 6B = 5145.13 BETA 4 = 134.37 BETA 5 = 197014.00

T TEST COMFARISON BETWEEW DOMAINS.
1 a 3 4 H] & 7
20.6747E4+03
30.1041E+04 0.1329E+04
4Q.9079E+03 0.8770E+03 0.7054E+03
RATIO OF PETWEEN/MITHIN DOKAIN VARIANCES:
-1731E+03 0.9350E+02 0.1747E+03 0.1321E+03

WUMBER OF DUMAIN CHAMGES = 1]
DISTANCE FROM CENTROID “DOMAIN 1 'DOMAIN 2 DOMAIN 3 DOKAIN 4 DOMAIN 5

0.00 - 0,49 2 4 4 3 0
0.50 - 0.99 11 5 22 76 [}
1.00 - 1.49 34 1 90 164 0
1.50 - 1.99 118 58 382 187 0
2.00 - 2.49 259 R 1 726 T 232 [}
2.50 - 2.99 483 141 628 259 0
3.00 - 3.49 592 179 591 234 0
3.50 - 3.99 657 as7 664 289 0
4.00 - 4.49 491 297 732 853 [
4.%0 - 4.99 427 306 eie 596 0
5.00 - 5.49 475 448 700 ) See 0
5.50 - 5.99 856 3519 603 565 [}
6.00 -~ 6.49 306 s17 433 847 0
6.50 - 6.99 250 506 335 504 0
7.00 - 7.49 276 433 250 502 0
7.50 - 7.99 199 __383 243 314 0
8.00 - 8.49 159 362 253 To197 ]
8.50 - 8.99 126 313 206 107 0
9.00 -  9.49 129 246 153 159 0
9.50 - 9.99 109 218 130 149 v
10.00 =~ 10.49 25 170 94 135 0
3050 = ARID e Ao ol T SN T e W0 0.
11.00 - 11,49 0 N ) 62 L] R - O
11.50 = 11.99 0 123 0 69 0
12,00 -~ 12.49 ° 116 0 48 0
12.50 - 12.99 0 100 0 ) 0
13.00 - 13.49 0 a0 [ [} 0
13.50 - 13.99 ] 20 [} ° 0
14.00 - 14.49 o 7 o o [

Domain Assignment

The domain assignment program is used to create a displayable file as
a result of L*, a*, b* values entered by the user. The shortest distance
between the L*, a*, b* domain values and every pixel is determined. Each
pixel is assigned to the domain to which it is closest. (See Figure 9.)
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This routine is usually run using the domain centroidal values from the
clustering algorithm to "clean up" the image, since many pixels may not
have been assigned to any of the valid domains.

—0

al

[ pinel L*g*b®

® Domeln centrold

Figure 9. Domain Assignment Routine.

Since the user has control over the number of domains (from 1-5) and
the corresponding L*, a*, b* wvalues, this program can also be used to
experiment with the effect of various L*, a*, b* coordinates on
displayable domain files.

RANGE and SEGMNT Programs

The two remaining programs which make use of the CIELAB* files are
SEGMNT and RANGE. SEGMNT allows the user to choose a rectangular section
of any CIELAB* file and create a new CIELAB* file, which is a subset of
the original file. The original scene is displayed as a gray-scale
image. The operator chooses the upper lefthand corner and lower
righthand coordinates of the rectangular segment desired by using a
crosshair cursor. The domain assignment program or the clustering
routine could now be used on this new file.
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The RANGE program approximates viewing the scene at an integral
multiple of the original distance at which the scene was recorded. For a
given value of N, an NxN square of pixel L*, a*, b* values is averaged.
This value is stored in a CIELAB* range-filtered file. The process
begins in the upper left-hand corner of the scene and continues, moving
from left to right by a factor of N until the horizontal row is
complete. Then the process returns to the left side, moves down by a
factor of N, and does that row. (See Figures 10 and 11.) These cycles
continue until a new CIELAB* file of size Zl x Z_, is created. For an
original file size of X x Y it follows that 2, = (X-X mod (N))/N and
Z_. = (Y-Y mod (N))/N. This range filtered fi}e may now be operated
upon by the clustering or domain assignment programs.

Any original CIELAB* file may be segmented or range filtered, or
segmented and range filtered, or vice versa. A segmented file can not be
resegmented nor can a range filtered file be refiltered.

The remaining routines of the TAS are all utility programs which
produce reports, plots, and displays, or calculate data for displays.
They involve the following:

1. Display a domain file image on the color monitor

2. Interactively change the red, green, and blue components of any
domain displayed -

3. Create or modify an illuminant file

4. Print the header information associated with a particular file

5. Calculate the RGB values and print report

6. Draw outlines of domains on the plotter

7. Plot the reflectance curves of pixels closest to domain centroids

The function of the above utilities is reasonably apparent. The
report generated by the calculation of RGB values gives a lot of

information and an example is shown in Table 5.

Current Work

The TAS has been used to analyze approximately 15 scenes to date.
The results seem reasonable; however, the accuracy of the resultant L%,
a*, b* values has been questioned. The complete analysis of a scene is a
lengthy process so in order to justify this time, the TAS is currently
being tested under several different controlled conditions. Particular
emphasis is being placed on the accuracy of the pixel reflectance data at
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As the distance increases by a factor of N, where N = 1,2,3,4.....
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Figure 10. Increase in area as a function of increasing distance.
An object of area A = xSwhich at distanmce D, covers the full
field of view, will bave am image resolutiom of 500x500 pizels.
This is the full field resolutiom of the system for amy distance.
At distance WD (where B = 2,3,4,...) the same object will
cover n¥ (axf = 1/8" of the field of view, amd will have a resolution
of 500/W by %500/m pixzels. Ramge filtlrin‘ at distance HD reguires
the translatiom of (500)° pizels to (500/M) pizels, or W pimels to 1.
Pield of
View
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Figure 11. Effect of range filtering on scene resolution.
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TABLE 5. RGB Output Report

CIELAD file used as Anput! PLIISLMIL) LAk
PORAIN file used as input: PLIISLMILL.DOM
PATA BASK file used as Anput! BLLICHILL.DAT

Bomain nuamber La ak ba
i 45.0% 95.74 34.02
2 “7.70 25.13 -26.086
3 v0.0vy -4.44 93.5%
q 59.7¢ -36.02 42.60

feflectance spoctra of closest pixels to centroids

Wave lenath Domain: i 4 J L] 5
300 0.06Y 0.134 0.0Y3 0.097
400 0.057 0.152 0.084 0.084
420 0.046 0.170 0.076 0.072
440 0.051 0.2l 0.074 0.074
460 0.043 0.199 0.074 0.069
ado 0.040 0.107 0.074 0.078
500 0.0%6 0.056 0.210 0.191
520 0.067 0.04% 0.724 0.40%
540 0.053 0.044 0.641 0.382
560 0.05%4 0.040 0.922 0.313
580 0.085 0.042 0.801 0.244
600 0.463  0.0%6 0.90y 0.177
620 0.554 0.047 1.000 0.1ul
640 0.820 ©.040 1.000 0.150
660 1.000 0.085 1.000 0.152
600 1.000 0.031 1.000 0.169
700 1.000 0.000 1.000 0.107
MAMILL = PLO:ILLUM.D6S STANDAKD EQUAL EMERGY TEKI-STIMULUS VALUES
SPECTRAL IkKADIAMCE VALUES FOR BIGX FPFuk WIGY POR BIGZ
50.00000 0.0014  0.0000 0.0065
82.80000 0.0l144 0.0004 0.0679
93.50000 0.1344 ©0.004v 0.6450
104.90v000 ©.3483  0.0240 1.7471
117.80000 0.2908  0.0600 1.6692
115.90000 0.095  0.13%0 0.8130
109.40000 0.0049  0.3230 0.2720
104.90000 0.0644 0.7100 ©.0782
104.40000 0.2904 0.9540 - 0.0203
100.00000 0.5945  0.9950 0.0039
¥5.70000 0.9163 0.0700 0.0017
90.00000 1.0622  0.6310 0.0008
87.60000 0.8544 ©.3W10 0.0002
83.70000 0.447Y 0.1750 0.0000
80.20000 0.1649 0.0620 0.0000
76.30000 0.0468  0.0170 0.0000
71.60000 0.0114 ©0.0041 0.0000
THE BIGX,BIGY,BIGZ VALUES
DOMA IN
1 2 3 4
BIGX 2.63800 0.783v7 7.69507 1.97315%
B1GY 1.55465 0.56307 ¥.29840 2.93965
B1GZ 0.53800 2.04322 1.092069 0.98657
XYL TO RGD TRANSFORMATLON MATRIX
X Y z
2.750 =1.14y -0.426
-1.118 2.026 -0.333
0.138 -0.333 1.104
CALIBRATION FACTOR = 22.84721756
DOMA IN
1 2 3 ] S
] 120. 15. gus. 37. 0.
G 0. =10. 179, 78. 0.
b 10. $0. =11, 9. 0.
Dosain Pixel vistance to
Humber Row Loluamn Mearest Pixel
1 122 103 0.417E+00
4 77 '™ 0.106E+00
3 111 84 0.181E+00
4 135 74 0.144E+00
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each wavelength, since this is the initial data from which many of the
results are determined. An example of one of these tests is in Figure
12. A review of recent data indicates that the difference between
TAS-generated values and those obtained on a spectrophotometer are not
that large. Initial results implicate the data acquisition process as
the source of any errors. This should be easily solved by establishing a
more stringent calibration routine.

The strengths of the TAS are in objectively determining the real
color coordinates for a given number of domains of any natural terrain.
The size and shape of the pattern for a given distance are also
objectively determined. Comparison of the woodland or desert camouflage
patterns with natural terrains will be continued following completion of
the above tests. Funds have been approved (fiscal 87) to use the TAS as
an aid in designing the pattern shapes and coloration of an urban
camouflage fabric.

Future TAS Work

A Request for Proposal (RFP) was recently released by the Natick
Research, Development and Engineering Center which would extend the
usefulness of the TAS into three distinct areas.

The first phase would extend the range of the data acquisition into
the infrared, from 700 nanometers to 900 nanometers. The clustering
algorithm will be able to produce display files of up to five domains
using both the three dye, false color infrared film technique or
photocathode spectral sensitivity data for the Starlight Scope, a passive
image intensifying device.

The domain clustering process of the second phase will be applicable
to video-recorded imagery from a starlight scope or thermal imager.
Additionally, we will be able to outline any area on the monitor and get
statistical information such as average, minumum, and maximum brightness,
number of pixels at a given brightness level, etc. These brightness
values will have a direct relationship to the image used. As an example,
the average brightness of a given outlined area of a thermal image will
relate to a known temperature.

The final phase will allow the user to overlay any domain file image
onto a scene displayed on the RGB monitor. The simulation of calculated
contrast and the effects of increasing observation distance are
required. This phase may be very difficult to achieve, but if successful
will allow the effectiveness of a camouflage pattern of a given scene to
be numerically defined.
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Figure 12. Spectrophotometric reflectance curves versus TAS generated
reflectance curves.
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CONCLUSION

The TAS, as it currently exists, is an effective tool for objectively
converting a given terrain image into a pattern of five colors (or less)
which best represent the scene. The proposed extensions, if successful,
will make the TAS a very powerful research tool for effective camouflage
development.
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ABSTRACT:

One of the goals of the Army chemical defense program is
the development of systems based upon materials or polymers
that can neutralize phosphorus-containing neurotoxins., These
materials could then be incorporated into chemical protective
clothing and other combat equipment items to provide a self-de-
contamination capability. It has now been quantitatively
shown that agents, in particular G-agents, can be detoxified
by a hydrolysis reaction (i.e., reaction with water to produce
nontoxic compounds) that is effected or catalyzed by modified
polymers.

For these polymers, novel monomeric models that contain
some of the more reactive groups were synthesized in good
yield. Then the catalytic effect of these compounds on the
hydrolysis of bis(p-nitrophenyl)methyl-phosphonate, a G-agent
surrogate, was evaluated by a spectrophotometric method.

The results indicated that polymeric systems containing
these reactive groups should be effective for detoxification
of phosphate-based neurotoxins. In addition, the synthetic
approaches employed in this work suggest methods for synthesis
of polymers, or attachment of reactive groups to pre-existing
synthetic or natural polymers.
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SYNTHESIS AND EVALUATION OF REACTIVE
POLYMERS FOR CHEMICAL PROTECTION
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One of the goals of the Army's chemical defense program
is the development of a detoxification system based on
materials or polymers that can be effectively used to
counteract the toxic effects of chemical warfare agents.
These materials could then be incorporated into chemical
protective clothing and other combat equipment items to
provide a self-decontamination capability. Many of these
agents are phosphorus-containing neurotoxins with the general
structure 1.

Y
I

R=P =X ")
I /
OR
(For example, for soman R=methyl; R'=pinacolyl; Y=0; X=F.)

Such molecules can be detoxified by hydrolysis, e.g.,
conversion of X to OH. Physiologically, these agents exert
their effects by acting as inhibitors of the enzyme
acetylcholinesterase (1). The active site of
acetylcholinesterase is known to contain a histidine residue
whose imidazole ring is involved in substrate binding and may
act as a general acid-base catalyst and a serine whose
hydroxyl group functions as a nucleophile.
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There have been efforts to develop a chemical system that
will act catalytically to hydrolyze phosphonates of
generalized structure 1. At Natick, such systems are being
tested on a synthetic analog of 1, bis-p-nitrophenyl
methylphosphonate (2), structure 2, hydrolysis of which can be
easily monitored spectrophotometrically by the appearance of
the nitrophenolate ion.

@0 - O@NOz (2)
CH3

A number of different organic functional groups have been
shown to increase the rate of hydrolysis of structure 2 above
and similar phosphonate esters. Among these are hydroxy and
imidazole groups, which are to be expected based on the
analogy to acetylcholinesterase. Other nucleophilic
functional groups such as oximes (3), hydroxamates (4), thiols
(5), and iodosobenzoates (6) have been shown to promote ester
and phosphate ester hydrolysis.

In addition, enhancements of rates of hydrolysis have
been observed with mixed micelles of small molecules
containing one of the above functional groups and a
surfactant, and also with polymers in which hydrophilic side
chains have been covalently attached to a hydrophobic backbone
(triphase catalysis) (7).

In the present work the effect on the hydrolysis of agent
surrogates by combining groups such as hydroxamate and
hydrophilic moieties such as ethoxy in a monomeric catalytic
molecule has been evaluated.

In addition, the synthetic approaches employed in this
work suggest methods for synthesis of polymers, or attachment
of these groups to pre-existing synthetic or natural polymers,
to provide polymeric materials for general application in
self-detoxifying clothing and other combat items.

One ultimate goal of this research is to prepare a

synthetic or natural polymer that has been chain-extended with
polyethylene glycol (PEG), which can in turn be function-
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alized so as to attach a nucleophile at the end of the PEG
chain. The functionalized polymers can be expected to be
efficient catalysts for the hydrolysis of phosphate esters and
will be tested with compound 2.

It was decided to begin by preparing monomeric analogs of
these in which the polyethylene glycol moiety is replaced with
a 2-methoxyethoxy group. There were several reasons for this
choice: first, the starting material, 2-methoxyethanol, is a
readily available, well-known material; secondly, the
monomeric products should be much easier to characterize using
physical and spectroscopic methods; thirdly, the synthetic
methodology for the functionalizations could be developed more
easily for the monomeric systems; and, finally, the monomers
themselves may be effective catalysts for hydrolysis and can
be so tested. Even if the monomers are not especially
effective catalysts themselves, they may be useful in telling
us which particular functionalized polymers to concentrate
future synthetic efforts upon.

Initially, it was decided to prepare monomeric oximes and
hydroxamates because they should be synthetically very
accessible and are known to be effective catalysts for the
hydrolysis of organophosphate esters. 1In embarking upon this
synthetic effort care was taken to choose reactions and
reaction conditions that should be readily transferable to the
polymeric system. In fact, after the proper reaction
conditions have been worked out, the reactions may be simpler
with the polymeric systems since working up the reaction in
these cases should consist only of washing the polymer with
the appropriate solvent or reagent.

Synthesis of 3-(2-Methoxyethoxy)propanaldoxime

The aldoxime was prepared from 2-methoxyethanol as shown
in the scheme below (structures 3 and 4):

o) o)

Il Et3N I
CH30 ——~ OH + CHg=CH—CH —>> CH30—— 0 —~— ~H

(3)
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N—OH
NH2OH-HCI I

(3) — (:f13() ~~0 —~—-H

NA2CO3 0

Michael addition of methoxyethanol to acrolein with
triethylamine as a catalyst gave 3-(2-methoxyethoxy) propanal 3
in low yield (8). After purification by vacuum distillation
aldehyde 3 was characterized by the carbonyl stretch at 1720
cm-"in its infrared (IR) spectrum and the absorption at 9.79
due to the aldehyde proton in the proton magnetic resonance
(PMR) spectrum. The aldehyde was converted into the aldoxime 4
by treatment with hydroxylamine hydrochloride and sodium
carbonate in aqueous solution (9). The formation of compound
4 could be seen in the IR spectrum of the product by the
disappearance of the cag?onyl peak and the presence oglan OH
stretch at 3100-3600 cm "and a C=N stretch at 1650 cm .

The PMR spectrum of compound 4 revealed that it is actually an
approximately 1.1 mixture of the syn and anti stereoisomers.

A sample purified by vacuum distillation gave a satisfactory
elemental analysis.

Synthesis of Potassium 3-(2-Methoxyethoxy)propiohydroxamate

The hydroxamic acid was prepared as its potassium salt as
shown in the scheme below (structures 5, 6 and 7).

0

CH30 OH +CHy=CH—COCH3 @
~— = it s L
3 2 3 2)HOAC

Il
CH30 ~~ 0~~~ OCH3 +BYPRODUCT
(5) (6)

| 0
NH20H - HCl  cH30 ~——~ 0—~"~ NHO® K©®

KOHICH30H
(7)
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Michael addition of the alkoxide of 2-methoxyethanol to
methylacrylate by the procedure of Feit (10) afforded a
mixture of methyl 3-(2-methoxyethoxy)propionate, 5, and the
transesterification product with methoxyethanol,
2-methoxyethyl 3-(2-methoxyethoxy) propionate, 6, in low
yield. The ratio of compound 5 to 6 could be determined by
integration of the PMR spectrum. Three different runs gave
veyy similar results and the product distilled in a narrow
(2°C) temperature range.

It was concluded that the product was an azeotropic
mixture of the two esters consisting of 72% compound 5 and 28%
compound 6. They could not be separated by thin layer
chromatography (TLC). The mixture of azeotropes was used
directly in the next step since both esters react to form the
same hydroxamic acid.

Conversion of the esters to the hydroxamic acid proved to
be more difficult than was originally anticipated. In practice
the reaction could not be carried out in aqueous solution
since the product was tcoco water soluble and could not be
extracted. In addition, the esters proved to be rather
unreactive toward NH,OH. Ethyl benzoate can be converted to
benzohydroxamic acid“"by brief treatment with NH,OH at or
below room temperature (11), although treatment”™ of esters 5
and 6 with hydroxylamine at room temperature for extended
periods afforded only recovered starting material. When the
reaction was done in refluxing methanol for 18 hours,
conversion of the esters was completed as indicated by TLC.
Acidification of the reaction mixture gave the hydroxamic
acid, but on attempted purification by vacuum distillation it
appeared to decompose. Finally, the hydroxamic acid was
isolated as the potassium salt, 7, in good yield. Evidence for
the conversion of the esters to the hydroxamate is confirmed
in several ways; compound 7 gives a positive hydroxamic acid
test when treated with FeCl, solution; the carbenyl band in
the IR spectrum is shifted f¥om 1725 to 1660 cm ~; and in
the PMR spectrum the CH, group adjacent to the carbonyl is
shifted upfield from 2.61 to 2.38 .

The synthetic methodology developed in this research
project should allow for the introduction of oxime and
hydroxamic acid functionalities into a PEG-extended
polystyrene resin. These structures all have two carbons
between the terminal oxygen and the nucleophilic functional
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group. It might be useful to prepare analogs with only one
intervening carbon. 1In fact, 2-(2-methoxyethoxy)acetic acid
(12) has been prepared in low yield from methoxyethanol and
ethyl bromoacetate.

The procedure was adapted from the synthesis by Royer
(12) of carboxymethyl-polyethylene glycol. It would appear
that a better synthesis would be the reaction of the alkoxide
salt of methoxyethanol with chloroacetic acid (13). Reaction
of this product with thionyl chloride should give the
analogous acid chloride, which should react quite readily with
hydroxylamine to give a hydroxamic acid or with hydrazine to
give a hydrazide, a functional group which might be expected
to be a nucleophilic catalyst.

Another promising area for future research would be the
functionalization of alkyl polyethylene glycols such as the
Brij compounds. These nonionic surfactants have the general-
ized structure

CH (CH ) (OCH

3 CH ) OH (8)

where: n= 1? 17 %nd m24-23,

These compounds would appear to be ideal substrates for
the synthesis of functionalized surfactants which would be
expected to form micelles in which the nucleophilic catalyst
is covalently bound. The Brij compounds could be tested for
hydrolytic activity as well as oxime and hydroxamate
functionalized Brij compounds, which might be prepared using
the methodology developed for the small monomeric compounds.

Evaluation of Reactive Compounds

The catalytic activity of the reactive compounds was
evaluated by their effect on the rate of hydrolysis of an
agent surrogate, bis(p-nitrophenyl) methylphosphonate shown
below:

0 0
Il Il
OZN@O-P-—O N02+H20—+02N@—o— T—0H+02N—@-0H
|
CHg CH3
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The reaction was buffered to pH 7.0 with bis(2-hydroxyethyl)
imino tris(hydroxymethylmethane), "Bis-tris" (0.05 molar).
Under these conditions the p-nitrophenol produced is converted
to the ionic form whose concentration can be followed
spectrophotometrically.

These determinations were carried out using a Gilford
Model 2400S spectrometer which allows scanning of four
temperature controlled samples (cuvettes) simultaneously at a
fixed wavelength of 410 nanometers (the absorption maximum of
the p-nitrophenolate ion). The output for each sample
consisted of a chart showing absorption as a function of
reaction time.

If a first order reaction is assumed, then reaction rates and
half-lives can be derived from these data (14).

A typical run involved the use of cuvettes as follows:

CUVETTES CONTENTS PURPOSE
L Bis tris + BPNMP Reference
25 Bis tris/BPNMP + Sample a Evaluation of a
33 Bis tris/BPNMP + Sample b Evaluation of b
4. Bis tris + PNP Reference

The first cuvette indicated the rate of the uncatalyzed
surrogate hydrolysis, while the fourth cuvette served as an
end-of-reaction indicator.

In addition to compounds 4 and 7 that were synthesized
for this work, the following commercially available compounds
were evaluated for catalytic activity by the foregoing
procedure: Imidazole, 4-hydroxymethyl imidazole, tris
(hydroxymethyl) aminomethane, and histamine. The above
compounds were found to be inactive. The synthesized
compounds that were also evaluated comprised
3-(2-methoxyethoxy) propanaldoxime, compound 4, methyl
3-(2-methoxyethoxy) propionate/2-methoxyethyl
3-(2-methoxyethoxy)propionate, compounds 5 and 6, ,
methoxyethyloxyacetohydroxamic acid, compound 7 (as the
potassium salt) and 2-methoxyethoxypropionic acid.
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All of these compounds were evaluated by the foregoing
method. Only one, compound 7, gave evidence of significant
catalytic activity. It produced a reaction rate approximately
4X greater than that of the uncatalyzed reaction (Fig. 1,

Table 1).

FIGURE 1

EFFECT OF CATALYST ON SURROGATE HYDROLYSIS
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TABLE 1

EFFECT OF CATALYST ON SURROGATE HYDROLYSIS

CUVETTE NO. CONTENTS REACE%ON RATE HALF LIFE
kX10 T 5
(2/Mol-Sec) (542.)
il Bis-tris + BPNMP 21 G 22128
(Reference)
2 Bis-tris + BPNMP 313 22128
+ 4
I Bis-tris + BPNMP 12,61 5497
+ 7

In summary, it was found that reactive groups such as
hydroxamate and hydrophilic moieties such as ethoxy would be

most effective for detoxification. When incorporated into the
polymer model the rate of hydrolysis of the surrogate was
increased up to a factor of four times. This demonstrated the

feasibility of imparting detoxifying capabilities to polymeric
systems by incorporating these functionalities in their
structures and thus providing polymeric materials for general
application in self-detoxifying clothing and combat items.

REFERENCES

1o Christopher Walsh, Enzymatic Reaction Mechanisms,
(Freeman, 1979), p.124-131.

2 Behrman, E.J., Biallas, M .J., Brass, H.J., Edwards,
3.0.y @and Isaks; M., J. Org. Chem., 35, 3063 (1970).

17 L.A. Kepner and D.L. Wolthius, Eur. J. Pharmacol., 48,
377 (1978) .

4, Ihara, H., Ono, S., Shosenji, H., and Yamada, K., J. Org.
Chem., 45, 1623 (1980).

82




CORNELL, CULLEN, RICHARD, STAPLER, AND BISSETT

A6)

15

1.2

13,

14,

Moss, R.A., Lee, Y¥.S., and Alwis, K.W., J. Amer. Chem.
Soc., 102, 6646 (1980). ;

a) Moss, R.A., Alwis, K.W., and Bizzigotti, G.0., J.
Amer. Chem. Soc. 105, 681 (1983).

b) Moss, R.A., Alwis, K.W., and Shin, J.S., J. Amer.
Chem. Soc. 106, 2651; (1984).

Kimura, Y., and Regen, S.L., Synth. Comm., 13, 443
(1983).

Sumitomo, H., Kobayashi, K., Kobunshi Ronbunshu, Eng.
Ed., 3y 1579 (1974)

Organic Syntheses, Coll. Vol. 2, p. 313.
Felt: BiA.; BUr. Polyiw,. Journ.; 3, 523 (L967).

Organic Syntheses, Coll. Vol 2, p. 67.

Royer, G.P. and Anantharmaiah, G.M., J. Amer. Chem. Soc.,

100, 3394 (1979).
Kamerling, J.P., Clinica Chemica Acta, 77, 397 (1977).

Kittsley, S.L., Series No. 47, Physical Chemistry,
Barnes and Noble, New York, N.Y. 1955, p. 101.

83






ENGELL

TITLE: The Interdependency of Food and Fluid Intake:
Scientific and Military Perspectives

DIANNE B. ENGELL, DR.¥

ABSTRACT:

Numerous studies have shown that food and fluid
consumption are interdependent in nonhuman species. However,
there is a paucity of information on the relationship between
fluid intake, food preference, and consumption in humans.
Because of this dearth in the human literature, a series of
studies were designed to investigate this relationship in
numans in order to understand the role of fluid intake in the
acceptability and consumption of rations by soldiers in the
fiela., A study to determine the temporal and gquantitative
relationship between fluid and food intake will be presented,

Twenty male military subjects participated in a repeated
measures design investigation. During both phases, food
intake was ad-libitum at specific mealtimes., However, fluid
intake was ad-libitum during one phase, while during the other
phase fluid intake was limited., The following observations
were made during this study: (1) approximately 70% of all
Z24-hour fluild intake occurred at mealtime even when fluid was
available at all times; (2) when fluid availability was
limitea, subjects voluntarily reduced their food intake bv
apout 37%; (3) fooa acceptability, as measured by hedonic
ratings, was not significantly affected when fluid
availapility was limited even though ration intake was
significantly reduced; (4) the intensity of thirst sensations
(e.g., having dry mouth and throat, having difficulty
swallowing) were significantly and negatively correlated with
food intake. These findings are discussed with emphasis on
combat ration development and field feeding systems.
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THE INTERPENDENCY OF FOOD AND FLUID INTAKE:
SCIENTIFIC AND MILITARY PERSPECTIVES

DIANNE B. ENGELL, DR.

INTRODUCTION

In temperate environments when food and water are easily
accessible, there is a close relationship between feeding and
drinking in nonhuman species (1,2,3,4). For example,
approximately 70% of total 24-hr water intake is ingested just
before, during, or immediately following meals (1,2,5). 1In
addition, a significant positive correlation has been found
between the amount of water ingested with a meal and the size
of the meal (1,2). Furthermore, in the rat, the ratio of meal
associated drinking to the size of the meal is greater on a
hign protein diet than on a hign carbohydrate diet (1l). Thus,
there is a temporal, guantitative, and qualitative
relationship between eating and cdrinking under ad-libitum
conditions in mammals,

The interdependency of food and water intake has also
peen demonstrated in many species under conditions of
geprivation or restriction. Animals voluntarily reduce foog
intake wnen water intake i1s restrictead (2,6,7,8), and they
usually limit water intake when food intake is restrictec
(6,9,10). However, this relationship between food ana water
intake 1s variable. An increase in ambient temperature, for
example, can result in decreased food intake and increasea
water intake (11), and food deprivation may result in an
increase in water intake (1z),

Although considerable data exist that demonstrate the
interdependency of food and water intake in nonhuman species,
there is a paucity of information on this relationship in
humans. Some of the existing data are anecdotal, some are
contradictory, and some have been collected from poorly
designed studies (e.g., see 13). Because of this dearth of
information, a series of studies was designed to investigate
this relationship in humans in order to understand the factors
that promote the acceptability and consumption of rations by
soldiers in the field. The purpose of the study presented
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here was to determine the quantitative and temporal
relationship between food and fluid intake and to assess the
effects of fluid restriction on food acceptability and intake.

METHOQOD
Subjects

Twenty male subjects volunteered to participate in this
experiment. «Subjects had a mean (+SE) age of. 23 (+0,3) years,
body weight of 81.7 (+3.9)Kg, and height of 178 (+2.6)cm.
Following a briefing on the design of the experiment, each
subject gave his written consent by signing a Volunteer
pvarticipation Agreement,

Protocol

Each subject participated twice: on one occasion he was
in the control ad-libitum fluid intake (ALF) group, on another
he was in the restricted fluid intake (RF) group, The
sessions were counterbalanced so that half of the subjects
were in the control group for their first trial, and half were
in the control group for their second trial. During the ALF
ana RF trials, food intake was ad-libitum at scnedulea
mealtimes., During the RF trial, fluic¢ intake was restricted
to about 25U ml at mealtimes; during the ALF trial, fluid
intake was ad-libitum, During each session half of the
subjects participated in the control (ALF) group and half
participated in the RF group. Each session was approximately
48 nours and included five consecutive meals,

During the 7 days preceding the experiment, nude body
welgnts for each subject were obtained using an electronic
balance (+10g) each morning after voiding and before breakfast
to determine each subject's baseline weight. During the
study, body weights were recorded three times daily to ensure
that moderate dehydration in subjects was avoided,

Subjects ate all of their meals and slept at the
Environmental Testing Facility. Dinner was served on day one;
breakfast, lunch, and dinner were served on day two; breakfast
was served on day three, Between meals, subjects could select
from various activities including moderate exercises such as
bicycling, jogging, weight lifting and sedentary activities
such as reading, watching television and playing cards. Each
subject kept an activity log during his first phase, and he
duplicated his activity on his second phase,
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All the foods and beverages consumed by all subjects were
measured on an electronic balance (+1.0g). All meals were at
scheduled times: breakfast, 0800; lunch, 1200; dinner, }700.
No other food was available to subjects during the sessions,
Subjects in both groups were allowed to eat as mugh as they
wanted at meal time. Hedonic ratings of all food items were
collected using a nine-point hedonic scale (1l4). When 1n tpe
control group, subjects were allowed to drink beverages during
and between meals, including overnight, When in the RF group,
each subject was given about 250ml of beverage to drink with
his meals; no other fluid was allowed.

Meals consisted of mostly prepackaged and prepared foods
supplemented with some fresh foods. Menus were served in
ranaom order. On the average, each meal (excluding beverages)
contained approximately 12% protein, 37% carbohydrate, 15%
fat, 35% moisture and 1% salt, Carbohydrates contributed
about 45% of the ‘total calories, and fat and protein
contributed approximately 41% and 14%, respectively.

Prior to each meal during each session, subjects fillec
out a "Tnirst & Hunger Sensation Scale" (THSS). The THSS is a
pooklet containing several category scales arranged in a
random order. Each thirst or hunger sensation, paired with a
scale marked "not at all" at one end and "severe" at the
other, appears on a Sseparate page of paper in the booklet.
"Not at all" appears on the right end of the scale on some
pages, anc¢ on others it appears on the left. It was thought
tnat the proceadures of using separate pages for each sensation
anc scale pair, random order of sensations, and random
position of "not at all" and "severe" on each scale would
reduce possible order effects, Similar scales have been used
successfully in investigations of thirst (e.g,, 15, 16) and
nunger,

RESULTS

Temporal Association Between Eating and Drinking

The data show that when fluid was ad-libitum, 70.6%
(+2.8%) of 24-hour fluid intake was consumed at mealtime.
The pattern of 24-hour fluid intake is shown in figure 1. On
the average, significantly more fluid was drunk during meals
than between meal periods (t = 7.57, p<.001). Approximately
653 ml (+108) were consumed during each mealtime, and about
304 ml (+216) were ingested between meals, including the
overnight period.
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Fluid deficits that accrued between meals were made up at
meal times even though fluids were easily accessible between
meals. Body water was clearly lost between meals due to
sweating, exercise, and metabolic needs. While in the RF
group, the final average percent body weight lost was 2.3%
(#0.21). The range of percent body weight losses was from 0,2
to 3.7% when in the RF group.
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Figure 1, Pattern of fluid intake for 48 hours_including five
consecutive meals.,*

* One 24-hour period is indicated. Mean intake (g+SE) is
shown for 20 male subjects,
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Quantitative Relationships Between Food and Water Intake

A Pearson Product-Moment correlation between food
consumed and fluid ingested at all five meal times was
calculated and was not statistically significant. However,
for two of the five mealtimes, there was a significant
positive correlation between food and fluid intake: for meal
3 (a lunch), r = +0.44, p<.03; for meal 5 (a breakfast), r =
+0.57, p<.0l. There is nothing peculiar about these two meals
or mealtimes. The food and fluid intake data for each
mealtime represent intake data from three groups of subjects
eating three different but comparable meals.

Effect of Fluid Restriction on Voluntary Food Intake and
Acceptability

Those subjects who were in the restricted fluid intake
group voluntarily restricted their food intake. This finding
supports the oft—-quoted generalization that the restriction of
one commodity leads to the voluntary restriction of the
other. See Table 1 below for a comparison of food intake in
control and RF groups.

TABLE 1. Comparison of Food Intake by Control and Fluid Restricted Subjects.
INTAKE PER MEAL CONTROL RESTRICTED FLUID t VALUE PROBABILITY
(mean + SE) CONDITION CONDITION (Matched pairs)

CALORIES (Kcal) 1114(+116) 702(486) §.16 Bt 061
PROTEIN (c) 47(+7) 30(=5) 4.84 p 4 OGS
CARBUHYDRATE (¢) 130(+i2) 79(+9) 4.85 R AR i
FAT (¢} 50(+€) 32{*5) 5.33 B £ 0GE

Intake of carbohydrate, protein, and fat were each
restricted - by approximately 39%, 36%, and 35%, respectively.
However, because most foods served were composites of
carbohydrate, protein and fat, it is not accurate to state
that subjects restricted their intake of nutrient types to the
same extent, Table 2 shows how control and RF food intake
data compare to the Joint Service Regulation, AR 40-25,
Nutrition Allowances, Standards, and Education (17).
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TABLE 2. Comparison_of Dai;y Recommended 1Intake and Daily Intake During
Control ancé Restricted Fluid (RF) Condition.* i

DAILY RECQMMENDED CONTROL CONDITION RF CONDITION
RATION : MEAN INTAKE (=+SE) MEAN INTAKE (4SE)
C?ior§?s 2800-3600 3343 (+348) 2106 (+258)
Kcal) - "
Protein 10C 141 (+21) 91 (+15)
(g ' o
Caf?onydra:e 400 390 (+33) 238 (+27)
51 g ¥
Fat net to 1506 (+18) 97 (#15)
(g) exceec - e
16y
'D?;lg E?:or"enéei intaxe ficures from Joint Service Recclation
Ar 4u=135, N.otrition Rliowances, Standards, and tduca-ion.

There was no difference between RF and ALF groups in
hedonic ratings for the meals as a whole or for individual
food items. When in the RF group, subjects rated the food
(mean + SE) 6.9 (+ 0.9) on a 9 point scale; when in the
control group, they rated the food 7.1 (+ 0.9).

Although there was a significant difference between
control and RF groups in a pre-meal thirst ratings (t = 7.78,
p<.001), there was no significant difference in pre-meal
hunger ratings (t = 0.67, NS). Pearson Product-Moment
Correlations were calculated between food intake and scores on
"I feel thirsty™ and "I feel hungry" scales, There were no
significant correlations between "I feel hungry" and food
intake for subjects during either control or RF conditions.
However, there was a significant and negative correlation
between the intensity of the sensation "I feel thirsty" and
the amount of food ingested (r = -0.47, p<.02). That is, as
the intensity of thirst sensations increases, the amount of
food consumed decreases. A significant correlation (p<.01)
between a general feeling of thirst and a loss of appetite was
expressed by approximately 30% of the subjects.
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DISCUSSION

When food was served at three specific times and fluid
intake was ad-libitum during a 24-hour period, approximately
70% of all fluid intake occured at meal times, Although fluid
deficits accrued between meals and fluid was always easily
accessible, most of the total fluid consumed during a 24-hour
period occured at meal times. This pattern is remarkably
similar to that observed in nonhumans. In nonhuman species,
70% of all fluid intake occurs at mealtimes (1,2,5). However,
in a study of food and water intake in men in a desert
environment, Adolph and Wills (13) found that only 50% of
total fluid intake was ingested with meals by men in the
gesert, Tnis value is lower than the one that we found,
probably because more fluid is consumed between meals when
ambient temperatures are high. The effect of climatic
conaitions on the interdependency of food and fluid intake was
not addressed in this study.

There are several explanations for the close temporal
relationship between eating and drinking, None of the

explanations are mutually exclusive. It is possible that
"meal associated drinking" occurs for lubrication to
facilitate chewing and/or swallowing. Kissileff (5,18) found

that when salivation is experimentally reduced in rats either
by salivarectomy or pharmacologically, drinking is attenuated
if water is infused orally but not if it is infused
gastrically. These results suggest that prandial drinking
occurs primarily for lubrication. It is gquite possible that
eating food can induce drinking because drinking reduces
-adversive sensations evoked by dry or spicy foogd,

An alternative but compatable explanation for the close
temporal association between fooa and fluid intake 1s an
ecological one. In the control condition fluid was available
to subjects at all times, Although beverages were easily
accessible between meals (they were stored in a refrigerator
in a centrally located room), subjects had to make more of an
effort to obtain a beverage between meals than during meals
when beverages were served to subjects, The "between meals
fluids" may have been relatively more difficult to obtain than
those served with meals, and thus less may have been consumed
between meals than during meals due to ecological factors,
Some authors (e.g., 19,20,21) have argued that water intake
depends on both the state of the body fluids and the
"availability of water", which is partially perceptual. Logan
(20) has addressed this issue in an experiment in which rats
had to bar-press for water on either "easy terms" or "hard
terms®. "Easy terms" was defined as a relatively large
guantity of water for a relatively small number of presses or
a light bar; "hard terms" was defined as a relatively small
amount of water for a relatively larger number of presses or a

92



ENGELL

heavily-weighted bar. Logan found that "hard term" rats had
an asymptotic 24-hour water intake of 15 ml, and "soft term"
rats one of 23 ml. The conclusion that "accessibility"”
significantly affects intake was also made by Marwine and
Collier in their study (21).

Another explanation for the close temporal relationship
between food and fluid intake is that "meal-associated
drinking" 1s related to actual physiological states. Eating
may cause cellular dehydration by increasing osmolality in the
digestive tract (22), or eating may cause extracellular
dehydration by causing secretions of isotontonic digestive
juices into the stomach. Thus, eating may elicit drinking via
cellular or extracellular thirst stimuli via the
sodium-osomotic-vasopressin pathway or the renin-angiotensin
system, respectively. Deaux, Sato, & Kakolewski (23) found
that drinking was preceded by a rise in osmolality when rats
were fed discrete meals. Blair-wWest and Brook (24) found that
eating resulted in an immediate rise in plasma renin activity
ana a reduction in plasma volume in sheep. Kraly has
suggested tnat eating may elicit drinking via vagally
medicatea mechanisms involving histamine, insulin, and
serotonin (25), and Houpt (26) has suggested that gastric acid
plays a significant role in "meal-associated drinking".

The gquestion of whether "meal-associated drinking" occurs
as & consequence of physiological changes induced by eating or
1s related to anticipatory physiological needs has been
addressed by Fitzsimons (27), Fitzsimons has argued that the
sight, taste, or smell of food or the presence of food in the
stomach coulad be associated with a specific metabolic need anc
thus serve as a conditioned stimulus to drinking, Fitzsimons
and LeMagnen (1) found that when a diet rich in carbohydrates
was changed to & diet that was high in protein, rats increased
their water intake, At first this additional intake was not
well synchronized with mealtimes, However, after a few days
the additional water was ingested with meals, reestablishing a
close temporal relationship between eating and drinking, and a
positive and significant correlation between food and water
intake, Fitzsimons and LeMagnen (1) proposed that rats
learned to "anticipate" the future requirements of water
before the need arose. Although this study is freguently
mentioned, there have been no successful replications nor
similar research efforts. Rowland (28), for example,
investigated the effect of salt levels in the diet and found
that most of the additional drinking associated with high salt
diets occurred between meals, and there was no trend to
increase "meal-associated anticipatory drinking".
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The close temporal relationship between food and water
intake has important military application. Fluids should be
abundant at mealtimes so that soldiers can drink copiously and
thus restore fluids lost between mealtimes., Because the high
level of meal-associated drinking observed in our experiment
may be due to ecological issues, such as relative accessiblity
of fluid during and between meals, it may be important for the
military to have fluids easily accessible between meals to
enhance between meal drinking,

A significant correlation between the size of the meal
and the amount of fluid consumed was found during only two
meals in the present study, and the overall correlation
between meal size and amount of drinking for all five meals
was not significant. Although a significant correlation has
found between amount of water ingested with a meal and the
size of the meal in nonhuman species (e.g9.,1,2), an
insignificant correlation was also found in humans by Adolph
(29). There are three reasons for finding significance in
nonhuman species and not in humans: (1) nonhuman subjects are
usually given dry pellets or powdered laboratory chow to eat,
and human subjects are given food with moisture (for example,
tne foods in our study contained about 35% moisture); (2)
nonhuman studies are usually run for many days more than human
studies (Nomile and Barraco's study of pigeons, for example,
was a 2Zb-day stuay - few facilities could run such a long-term
stuady with healtny human subjects); (3) tnere may be species
caifferences that may reflect adaptation to ecological niches.

wnen fluid intake was restricted, subjects voluntarily
restricted tneir food intake., On the average, when beverage
intake was restrictea, subjects ate only about 63% of what
tneir fooa intake had been when beverage intake was
ad-lioitum. Bolles (7) found that in rats food intake was
reauced to 62% of normal when water intake was limited, Other
investigators have found similar levels of voluntary
restriction of food intake during water deprivation (30) (31).

When on a fluid restricted regimen, subjects ate
significantly less than the daily recommended standard for
caloric, protein, and carbohydrate intake (17)., The
accumulation of nutritional deficits over a period of days may
have deleterious effects on health and performance of soldiers
in the field. The voluntary restriction of food intake that
occurs as a consequence of water restriction could be a
serious military problem during a long operation.

Quantitative degradation of performance during a relatively
short period remains to be assessed,
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Intake of carbohydrate, protein, and fat were restricted
to about the same extent in our experiment. However, because
the foods served were composites of nutrients it is not
accurate to state that individuals selectively restricted
nutrient types to the same extent from a variety of foods that
were especially high in particular nutrients. It would be
interesting to see if fluid restricted individuals
differentially restrict the intake of protein foods that have
a high water demand. Some may hypothesize that protein foods
might be consumed less than carbohydrate or fat because the
relatively high water demands of protein may be "anticipated".

Food acceptability as measured by hedonic ratings was
essentially identical in RF and ALF groups but food intake was
significantly different in the two groups. This finding
addresses tne utility of using acceptance testing in the
laboratory to predict intake in the field. While
acceptability testing is soimnetimes a good predictor of
consumption (32), it is important to note that there are
several factors in addition to -acceptability that affect food
intake, Factors such as temperature, level of exertion, ease
of food prepartation and social setting, for example, have
been shown to affect human food intake. It is now clear that
fluid availability also has an important effect on food intake
in humans.

In conclusion, this study demonstrates that there is a
quantitative and temporal relationship between food and fluid
intake in humans., Approximately 70% of all 24-hour fluid
intake was consumed at mealtimes when fluid intake and
scheduled food intake were ad-libitum. However, when fluid
intake was restricted, subjects voluntarily restricted their
food intake, While food acceptability as measured by hedonic
ratings was not affected by fluid restriction and thus was not
a good predictor of food intake, ratings of thirst were
significantly correlated with the reduction of food intake,
Although several explanations for the interaction between food
and fluid intake were proposed, additional studies that
include continuous monitoring of systemic measures are
critical to elucidate the mechanisms underlying the
relationship between food and fluid intake in humans.
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ABSTRACT:

An instrumental objective color measurement system has been under
development at the US Army Natick Research, Development and Engineering
Center to provide a quantifiable means to evaluate dyed and printed
textiles for shade acceptability. The system was developed in four stages.
Phases I and II included the evaluation of commercially available color
measurement /data processing instruments, the development of a systemwide
calibration procedure, and the derivation of a color difference equation
based on acceptability. 1In early stages of Phase III, a two—unit
prototype system was purchased and installed. Later, three additional
satellite units were purchased. Correlation studies were performed to
determine the inter— and intra—-instrument agreement after the initial
purchase, and again when the system was expanded. Data from both studies
indicate adequate repeatability and correlation. Phase IV has begun.
Satellite units have been installed at industry sites for a systemwide
preoperational trial to determine the correlation of visual and instru-
mental acceptability decisions and inter—instrumental decisions on produc-
tion samples. Upon successful completion of Phase IV, instrumental shade
evaluation will be implemented into the Government's quality assurance
program.
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AN OBJECTIVE COMPUTERIZED COLOR MEASUREMENT SYSTEM

B.E. FITZGERALD, MS., T.R. COMMERFORD, MS. AND
A.0. RAMSLEY, MR.

INTRODUCTION

Throughout its history, the textile industry has evaluated shade
visually for want of a quantifiable method of determining an accurate
shade match. Industry has long sought methods to control color, and
produce consistent results from lot to lot. Today, color instrumen-—
tation has begun to aid the eye in making color matches and declsions.

If this need for consistent results is true for the commercial
market, it is far more imperative for goods targeted as end items for
military use. The US Army Natick Research, Development and Engineering
Center (NRDEC) has developed an objective color measurement system to be
used in evaluating textiles purchased by the Department of Defense
(DOD). The project outlined in this paper is in its final phase and is
expected to be beneficial to both the DOD and commmercial industry.

Back ground

The textiles used in producing military end items require a
uniformity that is consistent not only within a lot, but from lot to
lot. Today there are more than 500 standard fabrics used by the
military to clothe and equip the soldier and to meet his/her needs in
all possible situations, both on and off the battlefield.

The challenge of producing consistent results 1s compounded by
several factors. One, is the procurement and manufacturing process for
military garments. Normally, one type of fabric may be produced by
several different sources. These goods are then shipped to Government
warehouses before reshipment as Government Furnished Material (GFM) to
garment manufacturers, who may assemble only one element of the uniform
(i.e., only jackets or trousers). The most desirable achievement is to
have a soldier wearing a complete uniform that appears to have been cut
from the same lot. The procurement procedure, as structured, strains
this achievement by mixing lots, fabric producers, and garment
manufacturers.

The development of camouflage protective clothing is the second
factor contributing to nonachievement of uniformity. Several camouflage
patterns and colors have been developed as countersurveillance measures
to protect the soldier. Disruptively patterned camouflage for a four
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color Woodland and a six color Desert print requires shade control of
multiple colors per fabric. This, together with specified spectral
reflectance factors in the visible/near-infrared wavelength region (600
to 860 nanometers), compounds the problem of acceptability. Lack of
tight control over shade only defeats the intended purpose of the
camouflage uniform.

Visual shade evaluation is still the standard method of determining
shade acceptability for Government contracts. The inspection process
takes place in a standardized shade booth under standardized light
sources that simulate either daylight or incandescent light. Included
in all military specifications for textiles is a statement that says
when the samrple is judged against standard and tolerance samples under
simulated daylight illumination, the sample shall match the standard;
and when viewed under incandescent lamplight the sample shall be a good
match to the standard. This is where problems arise. Though the human
eye is extremely sensitive in its ability to detect small color
differences, each person sees and interpretes color stimuli differently.

Tt is understandable that conflicts may arise when a difference
between two observers with normal color vision is taken into
consideration. Though consistent determinations can be achieved when a
large panel of observers is used, this is both impractical and
economically infeasible. Tremendous losses are often incurred by both
the Government and contractors when such conflicts occur. These include
loss of production time, loss of profit on rejected goods, acceptance of
substandard goods, and involvement in costly and lengthy litigation
processes required to settle these disputes. With more than $500
million dollars expended annually in procuring textiles for military
use, it is clear that the need exists for an objective method of
determining shade acceptability.

Recent advances in technology for optical measuring instruments and
computers now provide an opportunity to develop such an objective color
measurement system for use in the procurement of goods for Government
use. The benefits should be fourfold: better quality goods, savings in
time and money, and fewer contractual disputes.

The plan to develop an objective instrumental color measurement
system at NRDEC began in 1977.(l1) Four distinct phases were outlined.
Phase T involved surveving the commercial market to determine what
instruments were available and suitable for the projected needs.
Several instruments were evaluated and it was determined that all were
suitable with some optical and computational modifications. The system
was designed in Phase II. Further modifications were identified, a
fail-safe calibration procedure was provided, and a color difference
equation based on acceptability was developed so that pass/fail
judgements could be determined. Phase III included the assembly of a
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two-unit system as a result of the competitive bid process. Correlation
studies were performed to ensure that the two units were in agreement
before proceeding to the next step. A short trial study was conducted
on procurement sanrples. Shade tolerances were developed for three
shades of the Woodland camouflage printed Nyco Twill battledress uniform
fabric. Once these two steps had been completed successfully, the system
was expanded to include three satellite units destined to be placed in
contractors' facilities during Phase IV. But first, correlation studies
were again performed system-wide to determine the repeatability and the
degree of reliability among the five units in the system.

Currently, Phase IV is in its initial stages. The satellite units
have been located at industry sites for a system-wide trial study of
production samples. This phase, which is the last step prior to
implementation of the system, will determine the degree of accuracy in
inter- and intra-instrumental acceptability judgements and agreement
between visual and instrumental evaluations.

PHASE I. SURVEY OF COMMERCIAL EQUIPMENT

The first goal of the progrem was to determine which commercially
available instruments would satisfy NRDEC's requirements. While color
measurement instrumentation has been available for more than 45 years,
it is only the most recent technological advancements in the computer
and optics industries that have allowed instrumentation to become
sufficiently accurate, efficient, and economically feasible for a
program of this type. The second goal of this phase was to determine
what modifications, either optical or computational, would be
necessary.

A contract was awarded to the Rensselaer Color Measurement
Laboratory to assess the comparative performance of color measurement
instruments commercially available. The three spectrophotometers
selected for the study were the Macbeth MS-2000, Diano Match-Scan, and
the Hunter D54P-5. The Macbeth MS-2000 is an abridged double beam
spectrophotometer. The MS-2000 differs from the other instruments in
that its light source is a xenon flash tube. The Hunter D54P-5 is a
single-beam scanning spectrophotometer and the Diano Match-Scan is a
double-beam spectrophotometer. Both the Hunter D54P-5 and the
Match-Scan use a quartz-halogen tungsten filament lamp as the light
source. Each of the three instruments utilize integrating-sphere
geometry, diffuse polychromatic illumination and near-normal sample
viewing. All of these instruments simulate the Commission International
de l'Eclairage (CIE) standard illuminant D 5 by an optical filtering
of the light source. While the Hunter D54g-5 uses a rotating
interference wedge monochromator, a grating type monochromator is
incorporated into the design of the Diano Match-Scan and the MS-2000.
The Match-Scan and MS-2000 use fixed grating, and single-pass
monochromators, respectively. Each instrument utilizes a different
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type of detector. The Match-Scan uses a photomultiplier tube, the
MS-2000 an array of 17 silicon- photodiodes, and the Hunter D54P-5 a
single silicon-photodiode.

NRDEC's goal to develop an objective color measurement system was
aided by the National Research Council (NRC) which established the
Committee on Color Measurement to advise and guide NRDEC. With input
from the NRC Committee, criteria were developed to evaluate each of the
commercial instruments. This list is comprised of regquirements that
will meet the long-term goals of this research. They are to:

1. Dbe as sensitive as the eye in detecting small color
differences;

2. produce repeatable and more consistent data than the eye;

3. be adaptable to a wide variety of surface textures and sample
sizes;

4, use CIE standardized illuminant and observer data, and include
specular component of reflection in the measurement;

5. provide system-wide calibration and automatic computation of
colorimetric and acceptability data;

6. be sufficiently reliable, fast, inexpensive, simple to operate,
and rugged for practical use in an industrial environment.

Dr. Fred Billmeyer and Ms. Paula Alessi, Rensselear Cclor
Measurement Laboratory conducted the experiments for Phase I.(2) The
analysis of instrumental stability and repeatability was determined by
measuring a variety of specimens including calibrated standards, textile
color difference sets, porcelain-enamel tiles, color-difference sets,
and miscellaneous tiles with a variety of surface textures.
Measurements of calibrated standards determined the accuracy of the
measurements. These included the National Bureau of Standards (NBS)
Standard Reference Materials 2101-2105, a set of transmitting filters,
and British Ceramic Research Association (BCRA) reflectance tiles,
calibrated at the Hemmendinger Color Laboratory.

The short-term accuracy of the instruments was evaluated based on
measurements of the NBS SRM 2101-2105 filters, BCRA tiles, a variety of
highly fluorescent samples and 16 sets of textile samples. These
textile samples supplied by NRDEC represent sets of standard military
shades and eight tolerance samples for each standard.

The long-term performance of the instruments was assessd by
measuring a set of 10 Cararra glass tiles. In addition to short- and
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long-term repeatability, the sensitivity to several other parameters was
tested. Precision was evaluated by measuring the NRDEC porcelain tiles
and textile samples. The combination of glossy Cararra glass and matte
surfaced textile samples measured the effectiveness of rejecting the
specular component. The photometric scales were evaluated using Johnson
grey tiles. Selected textile samples were measured to determine
sensitivity to weave orientation. Within piece and point-to-point
variation was determined by measuring the color difference between the
center and four corners of the textile and BCRA tiles.

The Rensselear study concluded that any of the three instruments
performed with adeguate accuracy to meet the needs of this project. The
repeatability of each instrument was found to be better than 0.10
CIELAB* color difference units. Measured color differences are normally
much larger than 0.10 CIELAB* unit, therefore, each of the instruments
performed well. While the performance of the instruments was excellent
and each was statistically the same, modifications were necessary before
any one of the instruments could meet the reguirements of this project.
These modifications were identified as changes to the optics, to the
computer software, and to the instrument itself.

PHASE TI. DESIGN OF SYSTEM

The design of the system evolved in Phase II as the modifications
suggested by Rensselear, the NRC Committee, and further in-house study
at NRDEC were considered and discussed with the instrument
manufacturers. The most significant optical modification involved
extending each instrument's capability to measure into the near-infrared
(near-IR) portion of the electromagnetic spectrum. This decision was
made in light of camouflage fabrics that had just been developed and
required careful control of spectral reflectance properties in the
near-IR. For twc of the three instruments, the Diano Match-Scan and the
Hunter D54P-5, only minor modifications were needed to meet this
requirement. For the Macbeth MS-2000, a significant and somewhat costly
redesign was required. A short time later Macbeth developed a new and
separate instrument capable of measuring near-IR reflectance.

Two of the instruments exhibited some polarization of the beam. The
Diano Match-Scan demonstrated sensitivity to fabric orientation. It was
found that the instrument had not been fitted with a retardation plate
to eliminate the polarizing effect. This was easily corrected. The
MS-2000 also demonstrated .some polarization, but the deviations were
found to be within allowed tolerances.

It was determined that additional software would be required. The
initial models studied were stand-alone versions in which the
microprocessors had burned-in memory. Such limited capability would not
allow the flexibility of user-written programs needed to perform
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analyses of correlation data. Also, the acceptability equation
developed in Phase III is determined individually for each shade
studied. Constants for the equation differ from shade to shade; thus,
access to the software to store or to alter data is essential. Other
changes needed beyond the initial capabilities were automatic averaging
of multiple readings and replacement of illuminant and observer data
with the 1964 CIE recommendations for illuminant D and A, and the

30 observer. It was also desirable to achieve simplicity of
operation, so that a technician with only moderate training could
operate the instrument with ease.

One of the major accomplishments of Phase II was the development of
a system-wide, automatic calibration procedure. A fail-safe calibration
method is necessary to ensure accurate and repeatable performance on a
day-to-day basis among all units in the system. A contract was awarded
to Clemson University to develop the procedure, with Dr. Frederick Simon
and Ms. Judith Lubar performing this contractual effort.(3) The
procedure contained provisions for the calibration of both the
wavelength and photometric scales.

Verification of the system's performance is checked by computing
tristimulus values for durable samples and comparing these with known
values. Once programmed into the system, the instrument will not
operate if the calibration procedure has been by-passed, or the values
obtained are not within acceptable tolerances.

The Clemson Study selected standards that included a white opal
glass, a yellow filter, and a grey porcelain tile. These were measured
to set both the 100 percent line and set the photometric linearity of
the instrument in the visible spectrum. The yellow filter determined
the low and high regions of the scale and the grey tile checked the
middle of the range. The stored values are compared with the daily
measurements of these samples to ensure accurate performance. Also, a
pair of tan polyester gelcoat plagues of known color difference were
used as a measure of repeatability for both spectral reflectance and
color difference. The instrument selected by the procurement process
was purchased with a procedure similar to the one outlined in the
Clemson study. However, it uses a black trap and three porcelain-enamel
tiles (white, grey, and green) to set the 0 and 100 percent reflectance
lines anéd to determine the linearity of the photometric scale.

The final step in designing the objective color measurement system
was to develop a color difference equation to determine tolerance limits
for each color. This quantification of acceptable tolerance ranges in
various regions of color space was done under contract by Dr. Eugene
Allen and Mr. Barry Yuhas of Lehigh University.(4) A new method of
determining acceptability was needed because existing color difference
formulas are based on visual perceptibility and do not consider bias,
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which is an integral part of visual pass/fail evaluations in the textile
industry.

Allen and Yuhas developed the numerical acceptability criteria using
the following procedures. Three shades were studied: tan, olive green
and dark blue. From colorimetric data on 200-300 procurement samples of
each shade, 12 pairs were selected, which represented four color
difference levels of samples differing only in hue, chroma, or
lightness. Plus and minus directions in color space were obtained by
reversing the sample pairs, for a total of 24 pairs. The sample pair
with the smallest color difference was expected to pass in the majority
of the acceptability judgements. Correspondingly, the pair with the
largest color differences were expected to fail most of the time. The
remaining two color difference levels were selected close to the
just-acceptable color difference tolerance.

The samples were shown to a panel of 6 observers, representing both
Government and industry, 10 times in random order, for a total of 240
determinations per observer. Each observer was asked to make a
pass/fail judgement as to the acceptability of the match. The method of
logistics functions was then applied to the acceptance data to determine
the color difference accepted 50 percent of the time.

The Lehigh study came to several cornclusions. The acceptability
thresholds were defined by ellipsoids in CIELAB* space. The size and
shape of each ellipsoid is defined by three constants, with a fourth
constant required to define the orientation of the ellipse in the
chromaticity plane. The ellipse orientation of the olive green and tan
shades was in the direction of an iso-hue line. The ratio of lightness,
chroma, and hue axes were 3:2:1. The blue shade was oriented along an
iso-chroma line. The ratios for this shade were 1.6:1.4:1.0. No
significant differences were found in the acceptability decisions made
by observers from Government and industry. However, observer knowledge
of the end use of the fabric did affect the judgement. The dark blue
shade used in dress uniform fabric had the smallest ellipsoid. Finally,
because tolerance differences are expected to vary in various regions in
color space, and depending on the importance of the color match,
tolerances should be determined for each individual shade.

PHASE III. ASSEMBLY OF A PROTOTYPE SYSTEM

Phases I and 11 provided the groundwork to define the system
requirements needed to purchase a prototype system in Phase III.
Through a competitive bid procurement process, Applied Color Systems
(ACS) was awarded the contract for the purchase of two Spectro-Sensor
instruments. The spectrophotometer which is the center of the system is
a Hunter D53TR, which is basically the same as the D54P-5 studied in
Phase I, with the additional capability to measure into the near-IR.
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The spectrophotometer is interfaced to a Digital Equipment Corporation
microcomputer or microprocessor. The master unit located at NRDEC is an
RSX-11M multiuser system, PDP 11/23 with RLO2 (hard disk) drives. The
other instrument was placed at the Defense Personnel Support Center
(DPSC) and is an RT-11 single user system, PDP 11/03 with RX02 (floppy
disk) disk drives.

The only differences between the two systems are memory capacity and
software capability. The NRDEC system has 124K of memory and extensive
software capabilities needed for analysis of correlation data. The DPSC
unit has 32K of memory. The systems are linked by a modem interface for
data transmission from DPSC to NRDEC. Both systems have software
packages written by ACS specifically for the color measurement program,
which contain programs for measurement, acceptability testing, file
maintenance, and data transmission and reception.

The systems were installed in early of 1983. Shortly thereafter, a
period of initial testing was performed to determine the reliability,
repeatability, and the degree of correlation between the NRDEC and DPSC
systems. (5) The two units essentially perform as one, and it was
important to determine that they read samples accurately and continue to
do so over time.

Short-term and long-term studies were performed on a variety of
samples to determine the inter- arnd intra-instrument reliability and
correlation in both the visible (400-700 nm) and near-IR (600-900 nm)
regions of the electromagnetic spectrum. These samples included 15
porcelain-enamel tiles, 20 textile swatches, and a polyester gelcoat
color difference pair. The five sets of porcelain tiles represent
standard shades (two tan, two green, one blue), consisting of a standard
sample with full and thin limit tolerances. The two textile sets (tan
and green) each contained 10 Nyco twill swatches.

The data from these samples were further studied to determine the
repeatability of the instruments in the near-infrared portion of the
electromagnetic spectrum. The polyester gelcoat plagues were used to
determine the accuracy in measuring the color difference for a pair with
known values. The mean color difference from the mean (MCDM) for each
set of measurements was used to evaluate each instrument's performance.
Inter-instrument agreement was determined by calculating the color
difference between the means for the two instruments on a given sample.

All measurements were made under D6 with the specular component
included on large area view mode. Tris%imulus value calculations were
determined for D 5 and the 100 1964 CIE supplementary standard
cbserver. All tﬁe color difference calculations were based on the 1976
CIE L* a* b* (CIELAB*) space.
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The test was divided into two portions. Short-term studies were
performed over 10 consecutive days. Long-term studies of the samples
were measured over 10 weeks. The color difference pair was measured 10
times over 3 weeks. Once the studies were completed at NRDEC, the
samples were shipped to DPSC and the experiments repeated.

The results indicated that the two instruments performed well
individually and comparatively on short- and long-term bases. The
instruments exhibited MCDM's of 0.14 CIELAB* units or less. The average
MCDM's were 0.10 or less, ranging from 0.04 to 0.09. The average color
difference between means for the two instruments ranges from 0.06-0.12.
The largest color difference noted was 0.18 CIELAB* units. Since these
values are much smaller than those differences normally found between
acceptability tolerances and standard samples, the instrument's
performance will serve the purposes and goals of the Government program.

An operational trial was conducted to further test the feasibility
of implementing the instrumental shade program as standard procedure. (6)
Using the Allen and Yuhas method, shade tolerances were established for
three of the four shades printed on tre Woodlard pattern, Nyco Twill
Battledress uniform fabric.

Samples submitted to DPSC by contractors were visually evaluated for
acceptability under standard lighting conditions using standard and
tolerance limit samples. The samples were then measured on the DPSC
system, using D 5 and the 1964 CIE 10° supplementary observer. The
cceptability da%a were stored and transmitted to the data bank at
NRDEC. The samples were then mailed to NRDEC for testing.

Approximately 1000 samples were tested in all.

The instrumental evaluations were excellent with the pass/fail
judgements in agreement 90 percent of the time. The visual/instrumental
agreement was good. Approximately 80 percent of the time the pass/fail
decision was in agreement. The nature of the visual and instrumental
methods contribute to this degree of correlation. The visual process is
subjective. Only one observer was used to evaluate the samples, whereas
the acceptability tolerances are based on multiple decisions of a panel
of observers. The shades evaluated are part of a complex four color
pattern that may influence the visual decision, when the sample shade is
judged within a field of four colors. Some of the split decision
judgements were made on samples that were close to the border of
acceptability. This is an area where the visual observer is expected to
experience some difficulty in making a decision. Finally, the visual
tolerance samples and the instrumental tolerances are not exactly
equivalent, and this may lead to some inconsistencies.

These initial test studies found the color measurement system to be

performing well, and so the final step in Phase III could proceed.
Three additional satellite instruments to be used in the Phase IV
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industry trial were purchased and installed at NRDEC in 1985. The units
are RT-11 single user systems, equivalent to the DPSC unit.

Verification studies were needed to ensure that the instruments
purchased initially were still operating properly, and that the three
new instruments correlated on an inter- and intra-instrument basis. The
correlation studies performed earlier in Phase III were repeated, with a
few minor modifications.

The same samples included in the previous study were measured, as
well as an additional shade set of the porcelain-enamel tiles and a set
of four BCRA tiles. A gelcoat polyester color difference pair similar
to the pair previously used was substituted. The total number of
samples measured was 44.

Once again short-term studies were conducted over 10 days and
long-term studies conducted over 10 weeks. The gelcoat pair were
measured 10 times over 6 weeks. The same testing parameters were used.
All measurements were made under simulated daylight illumination. The
colorimetric data were calculated for D and the 1964 CIE 10
standard supplementary observer. Once gﬁe testing had been completed at
NRDEC, the samples were shipped to DPSC for measurement. The
measurements were repeated at DPSC and the data transmitted to the NRDEC
data bank for correlation analyses.

The data collected was then assessed to_determine the accuracy,
reliability, and repeatability of the instruments on an inter~- and
intra-instrument basis for the two time periods studied. The average
MCDM's and color difference in CIELAB* units (4E*) between the short-
and long-term values for each instrument were used to determine the
degree of repeatability for the individual instruments. The accuracy,
reliability, and repeatability among the five instruments were
determined by calculating the AE* for sample pairs of textiles and
porcelain-enamel tiles.

In general, the results of the analysis indicate that the
instruments perform well individually, and as a system. The purpose of
these studies is not only to determine if the instruments agree, but to
identify any problem areas requiring adjustments in order to maintain
the necessary degree of accuracy. The findings of these tests indicated
there are a few areas that require attention. These will be discussed
in the results. Two of the satellites required adjustments to the lamp
voltage during the studies when erratic readings were observed.

The average MCDM's for four of the five instruments (NRDEC, A, C and
D) were 0.09 or less for both the short- and long-term studies. (See
Table 1.) The range for the individual sample measurements on these
four instruments was 0.11 for the short-term, and 0.16 for the
long-term. The fifth instrument (B) had average MCDM's of 0.12 or less
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TABLE 1.

Comparison of Average McDM? Values for Short- and Long-Term.

Porcelain (enamel) BCRA Green Tan
Tiles Tiles Textiles Textiles
SHORT LONG AE*b SHORT LONG AE#* SHORT LONG Qp* SHORT LONG #4Eg#
NRDEC 0.04 0.04 0.06 0.05 0.05 0.04 0.06 0.06 0.08 0.03 0.04 0.04
+0.01 +0.02 +0.04 +0.02 +0.02 +0.03  40.01 +0.01 +0.03  +0.03 +0.01 +0.02
A 0.05 0.04 0.07 0.06 0.08 0.04 0.06 0.05 0,06 0.05 0,06 0.05
+0.01 +0.01 +0.03 +0.01 +0.06 +0.03  +0.01 +0.01 +0.03  +0.03 +0.01 +0.02
[y
o B 0.06 0.10 0,05 0.08 0.15 0.09 0.12 0.17 0.12 0.04 0.06 0.05
40.02 +0.03 +0.03 40.05 +0.09 +0.07 +0.01 +40.02 +0.06 +0.02 +0.02 +0.02
C 0.04 0.05 0.07 0.06 0.09 0.07 0.07 0.06 0.06 0.05 0.06 0.05
+0.02 +0.02 +0.03 +0.01 +0.05 +0.02 +0.02 +0.00 +0.03  +0.01 +0.01 +0.01
D 0.03 0.04 0.05 0.04 0.C4 0.05 0.06 0.C6 0.06 0.03 0.04 0,04
+0.01 +0.02 +0.03 +0.02 +0.01 #0.01  +0.01 +0.01 +0.04 +0.01 +0.01 +0.02

aMean color difference (in CIELAB* units) from a mean.

bColor difference in CIELAB* units.
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for the short-term data and 0.17 or less for the long-term study. The
short-term MCDM range for individual samples was 0.13. The long-term
MCDM range was 0.23.

Another indication of the repeatability of the individual
instruments is the value of the CIELAB* color difference, #AE*, between
the values for the short- and long-term measurements. The average &E*
values for all groups of samples were less than 0.12. Most of the JE*
values ranged between 0.04 and 0.08 CIELAB* units. Instrument B had the
largest average 4E*, 0.12, which was the average for the green textile
samples. Overall, the individual instruments read the samples
consistently. Instrument B does demonstrate some instability as
exhibited by values of 4E* being slightly higher than 0.10 CIELAB*
units.

The measurement of the BCRA tiles was included in this study as a
test of the accuracy of the wavelength scale. The four tiles of the set
were grey, deep pink, bright yellow, and cyan, representing different
areas of color space. The intensity of three of the colors produces
definitive spectral reflectance curves with sharp rises in reflectance
within a short wavelength range. All of the instruments had average
MCDM's of 0.08 or less for the group of BCRA tiles in the short-term
study. The range of MCDM averages for the individual tiles was 0.12.
For 50 percent of the measurements, long-term data indicated a drift
from the short-term results, especially for the bright yellow and deep
pink tiles. The average long-term MCDM's for the three instruments
(NRDEC, A and D) were below 0.09. For instruments B and C the average
MCDM's were 0.27 and 0.16, respectively. The AE* values between the
short- and long-term data were 0.09 or less, with the individual sample
range falling between 0.01 and 0.16 CIELAB* units. While these values
are not indicative of serious problems, they are beyond the 0.10 CIELAR*
value that is considered the optimum. Provisions will be made to
identify the cause of any erratic readings and make adjustments.

The intra-instrument analysis showed that as a system, the master
and satellite units perform very well. To demonstrate this, the color
difference in CIELAB* units was calculated for a matched color
difference pair (tan gelcoat pair), paired textile swatches and
porcelain-enamel tiles. The tiles were paired as standard sample
against full tolerance sample and standard sample against thin tolerance
sample. The color differences of the 23 pairs ranged from approximatelsy
0.25 to 1.95 CIELAB* units.

The results were quite good. The tan pair data illustrates the
precision of the instruments in measuring color differences. (See
Table 2.) All five instruments read the color difference between 1.91
and 1.92, when measured 10 times over a 6-week period. More extensive
studies measured the textile and porcelain-enamel tile pairs for the
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TABLE 2. CIELAB Color Differences for Tan Color Difference Pair.

Observance NRDEC A B C D
1 391 1.92 1.93 1.89 1.94

2 1.92 1.92 1.91 1.91 1.89

3 1.91 1.93 1.88 1.90 1.90

4 1.92 1.94 1.91 1.91 1.90

5 1.92 1.91 1.91 1.90 1290

6 1.96 1.92 1.91 1.89 1.92

7 1.94 1.92 1.94 1.92 1.90

B 1.90 1.92 1.91 1.91 1.90

9 1.92 1.91 1.92 1.91 1.91

10 1.94 1.90 1.93 1.92 1.91
Average 1.92 1.92 1.92 1.91 1.91
+0.02 +0.01 +0.02 +0.01 +0.01
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short- and long-term intervals. The data indicates that the instruments
as a group consistently read the color differences for the pairs at
close intervals in color space over both time periods. Instrument B
read the color differences the same as the other four instruments for
most of the samples. Data for two of the green textile pairs had to be
disregarded. Clearly, an error was made in the measurement of the
samples. The differences between instrument B and the rest of the
instruments are far too large to attribute to instrumental error.

PHASE IV. INDUSTRY TRIAL

The fourth and final phase in developing the color measurement
system involves placing the instruments at contractors' sites for a
pre-operational trial of the system. These studies will be similar to
the earlier trial study, but will be more extensive, lasting 6 months.

DPSC designated industry sites which would be likely candidates to
participate in the industry trial. The instruments placed in
contractors' facilities will be used by the Government Quality Assurance
Representatives (QAR) to measure procurement samples for acceptability
determinations. The testing done in this phase will be only for
research purposes; procurement contracts will not be affected by the
instrumental pass/fail decisions. The three industry sites selected
were Bradford Dyeing Associates, Bradford, RI; Duro Textile Printers,
Fall River, MA; and J.P. Stevens and Co., Inc., Wallace, SC..

The instruments were installed at each site in March 1986. The
QAR's were trained in the system's operation, measurement and basic
maintenance procedures. Minor difficulties have been experienced in
reinstalling one of the systems. A disk drive was damaged in
transition. Once the equipment has been repaired Phase IV will proceed
at this site. The QAR's at two sites have begun to measure production
samples of Woodland camouflage printed, 100 percent cotton poplin
ripstop, and Quarpel-treated Nyco Twill battledress uniform fabrics.
Measurement data is being stored and will be transmitted to a data bank
at NRDEC for analysis.

After the samples are measured at the contractor's site, they will
be forwarded to DPSC for visual evaluation of the shade and instrumental
acceptability determinations on the Light Green 354, Dark Green 355, and
Brown 356 shades of the Woodland camouflage pattern. The DPSC date will
also be transmitted to NRDEC and the samples will be forwarded for
measurement. Once the visual data and the instrumental data from DPSC,
NRDEC, and the three satellite units have been compiled, they will be
analyzed to determine the degree of correlation between the visual and
instrumental acceptability decisions, and the inter-instrumental
acceptability decisions.
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Phase IV will come to a close in early 1987. Pending the outcome of
the pre-operational trial, the system will be ready to initiate the
instrumental measurement for shade acceptability into the quality
assurance program. The immediate concerns for ensuring a smooth
transition from a research and development effort to routine quality
assurance include issues, such as further expansion of the system and
the method of inspection. Once instrumental measurement becomes part of
the quality assurance program, DPSC will be the center for analysis of
data and, therefore, will require an upgrade of the DPSC unit. At the
present time, that instrument has the capability to transmit but not to
receive data. Also, it has not been determined whether the samples will
be evaluated on a 100 percent instrumental or combination
visual/instrumental basis.

The development of the objective color measurement system has been a
positive step towards improving the quality of textiles used in
procuring end items for military use, as well as a tool to save valuable
time and financial resources. Technology in the optical ard computer
fields continues to change and improve at an incredible rate. This will
only result in future improvements to the objective methcd of evaluating
shade acceptability, as well as an increase in savings.
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ABSTRACT:

Current military scenarios call for troops to subsist on operational
rations as their sole source of food for extended periods of time. Two
studies were conducted in which the effects of prolonged subsistence on the
current operational ration, the Meal, Ready-To-Eat (MRE), were evaluated.

The first study was conducted in a laboratory setting with student
volunteers at the Massachusetts Institute of Technology. One group was
fed the MRE as their only food for 45 days and a control group was pro-
vided with 3,600 calories of freshly prepared food served in three meals.
In the second study, two combat support companies from the 2nd Brigade of the
25th Infantry Division were fed either the MRE or an A ration breakfast,
and MRE lunch, and an A ration dinner. The field study lasted 34 days.

The student volunteers found the MRE to be highly acceptable, con-
sumed 3,134 calories per day, and maintained their body weight over the 45-
day study. Measures of exercise endurance, mood, cognitive performance,
and psychomotor performance failed to reveal any differences between the
two dietary groups of the first study.

In the field test, the MRE food items were highly rated by the troops,
but caloric intake only averaged 2,253 calories per day compared to 2,956
for the control group. The major consequences of the low food intakes
were weight loss and some vitamin and mineral intakes that were below
recommended levels. The other measures did not reveal any major differences
between the two companies.

The relatively low food intake of the MRE group in the field test is
discussed in relation to several factors including: small portion sizes
of entree items, absence of typical breakfast foods, limited variety of
beverages, and environmental constraints on food intake.
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SOLDIER ORIENTED RESEARCH IN COMBAT RATION DEVELOPMENT: THE
EFFECTS OF PROLONGED FEEDING THE MEAL, READY-TO-EAT OPERATIONAL RATION

EDWARD HIRSCH, DR., RICHARD D. POPPER, DR.,
BARBARA JEZIOR, MS., & HERBERT L. MEISELMAN, DR.

INTRODUCTION

Current military scenarios call for troops to subsist on operational
rations for extended periods of time. It is currently not known whether
this can be accomplished without compromising troop effectiveness.

Current policy on duration of use of combat rations is contained in TB

MED 141 (1971), IB 8-250 (1974), and TM 8-501 (1961), which advise that the
Meal Combat Individual (MCI) ration should not be used as the sole source
of food for more than 10 consecutive days. Considerable savings in cost
and personnel can be achieved if this policy was modified to allow feeding
of only operational rations for longer periods of time. The present
experiments were conducted to evaluate the effects of prolonged subsistence
on the Meal, Ready-To-Eat (MRE) operational ration.

The MRE ration is formulated to meet the nutritional requirements of
young adult males. It is composed of 30 food items, 2 beverages, a
cream substitute, assorted candies, condiments, and a gravy base. These
components are divided into 12 menus with repetition of some items other
than entrees across the 12 menus. The components are contained in a
flexible retort pouch and can be eaten hot or cold. Seven of the food
items are meant to be rehydrated, but they can be eaten without adding
water. Three MRE pouches provide 3,600 calories and meet the known
requirements for all nutrients. There are reports indicating that the
MRE ration is acceptable to troops over a 7-day period (1) and that it is
preferred to the MCI (2).
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The Timited number of foods in the 12 meals, in conjunction with the
fact that on the average, each meal will be repeated every 4 days,
raises the possibility that food monotony will develop when this ration is
fed as the sole food source over an extended period of time. Some
investigators have found that both food intake and food acceptability
decline when limited menus are offered (3, 4, 5, 6). In addition to food
monotony, it is possible that some components of the MRE are not
sufficiently palatable to the soldier and will not be consumed. The
rejection of some components of the ration may lead to inadequate energy
intake, consumption of a nutritionally imbalanced diet, or inadequate
vitamin and mineral intakes due to the patterns of diet fortification and
food selection.

Given the nutritional quality of the MRE and the possibility of food
monotony developing, the acceptability and the consumption of the MRE were
regarded as the primary measures in these experiments. Accordingly, the
most frequent and intensive measurements focused on these variables. In
addition, a series of measures were taken to assess any possible harmful
consequences of consuming this diet, or of not eating sufficient amounts
of it, or of choosing foods from the ration in such a manner that inade-
quate amounts of specific vitamins or minerals were consumed. These
secondary measures included: mood, morale, cognitive performance, psycho-
motor performance, physical symptoms, body weight, body fat, and nutri-
tional status as indexed by the circulating levels of selected blood
constituents. In addition, water intake and body fluid status were
measured to provide a basis for evaluating whether thirst and/or dehydra-
tion contributed to or caused inadequate food intake if this outcome
developed.

Although this research effort is ultimately concerned with the
effects of extended feeding on the MRE by the soldier engaged in combat, we
thought it prudent to conduct our first study under controlled laboratory
conditions. This ration had never been tested for more than 10 days as
a sole food source, and if problems developed, they are more easily
detected and remedied in the laboratory. In addition, the methods
employed to evaluate performance were new and might require revision prior
to a large-scale field test.

LABORATORY STUDY

Method

The laboratory study took place at the Massachusetts Institute of
Technology in collaboration with Dr. Nevin Scrimshaw's group in the
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Department of Nutrition and Food Sciences. The experimental group of

16 student volunteers was fed the MRE as their sole source of food

for 45 days. The control group was fed three meals of freshly prepared
food each day that provided 3,600 calories. These meals were provided in
a 12-day menu cycle that was repeated over the course of the study. The
students in both groups were free to go about their usual schedules with
the provision that they eat breakfast, lunch, and dinner between the
following hours: breakfast 0700-0900, lunch 1130-1330 and dinner 1700-1900
in a common dining room. The dining room contained a series of small tables
and chairs and could accommodate up to 40 people. Plates, glasses, and
silverware were on the table prior to each meal. A microwave oven was
available for heating components of the MRE and hot and cold water were
available for preparing beverages or rehydrating components of the MRE.
The control group was served their meal on a plate whose components were
preweighed.

Daily measures of food intake, fluid intake, and body weight were
taken on each subject. Food intake was measured directly from plate
waste. In addition to these measures food acceptability, mood, physical
symptoms, cognitive and psychomotor performance, physical work capacity,
body fluid status, and nutritional status were also measured on a regular
periodic basis for all subjects.

Results

Table 1. shows the changes in body weight in the two groups of
volunteers who participated in the laboratory study. It is apparent that

TABLE 1. Body Weight Changes in Student Volunteers Fed the MRE or
Freshly Prepared Food for 45 Days.

Body Weight (LB)

Baseline Day 22 Day 44

X SD X SD X SD
MRE 157.6 18.2 18567 T&T 186.1 V7.2
Control 160.3 19.8 161.6 19.2 161.9 19.3

body weight changes were minimal in both groups. The control group gained
1.6 pounds and the MRE group lost 1.5 pounds during this 45-day study.

The group differences in body weight at the end of the study were not
statistically reliable, but the pattern of change over time was
significantly different as revealed by the interaction term in the
repeated measures analysis of variance.
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Table 2. shows that the group fed freshly prepared food consumed about
300 calories more per day than the group fed only the MRE. This

TABLE 2. Daily Caloric Intake of Student Volunteers Fed the MRE Ration
or Freshly Prepared Food for 45 Days.

Daily Caloric Intake (KCAL)

X SD
MRE 3143 498
Control 3465 462

difference in intake was statistically reliable (p € 0.01), but the small
changes in body weight shown in Table 1 and measures of mental

performance, physical work capacity, and nutritional status (7) indicate
that these small differences in intake were not functionally significant.
From the perspective of a monotony-variety dimension, there was, however, a
decline in food intake of about 200 calories a day from the first week of
this study to the last week in the MRE group. This observation suggests
that food repetition was a factor contributing to the lower level of food
intake in the MRE group.

To examine the issue of food monotony more closely, the acceptability
ratings of each of the foods in the MRE were analyzed over the 7 weeks
of the study. Only 1 food out of the 32 consumed frequently enough to
be included in this type of analysis showed a significant decline in accep-
tability. It appears that either monotony did not underlie this decline in
consumption over time, or that food acceptability is not a good predictor
of consumption, particularly when the acceptability measures are only
based on the foods that participants chose to eat. We think the latter
is the case, but even after taking that factor into account the data
still illustrates that people were not showing lowered acceptability of
the MRE components they were choosing to eat. The absence of lowered
acceptability in conjunction with the very small decline in food consump-
tion over the 45 days of this test clearly suggests that food monotony is
not a major factor in limiting consumption when the MRE is fed as the sole
source of food under laboratory conditions.
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FIELD STUDY

A major consideration in designing this experiment was that the MRE
is designed to be used by troops engaged in combat. For this reason the
test modelled as closely as possible the manner in which troops actually
eat in the field. This consideration led us to allow the troops to trade
jtems within the MRE menu, and it also led to the decision to provide the
troops with hot sauce for their rations. Hot sauce is widely used by
troops in the field, and by providing it to them we hoped to prevent any
other foods from being smuggled into the field. The actual availability
of outside sources of food in the field was strictly controlled. The
design of the field test was coordinated closely with the command group of
the participating troops so as not to interfere with the actual training
mission of the field exercise, and the testing schedule was set up around
the training requirement.

Method

Design. Two combat support companies from the 2nd Brigade of the 25th
Infantry Division participated in the test. The experimental company
subsisted for 34 days on the MRE as their sole source of food. The
control company ate both the MRE and freshly prepared A ration meals,
specifically a hot A ration breakfast, an MRE lunch, and a hot A ration
dinner. The MRE company was issued three MRE meals at the beginning
of each day and was free to consume the components during the course
of the day as time permitted. The control company was fed its hot
breakfast and dinner meals at scheduled times. The actual times for
the control company varied from day to day. On some days the troops were
fed the hot meals in the area of a mess tent, whereas on other days the hot
meal was brought in insulated food containers to the location in which the
troops were training. On the days that the control company was training
in the general vicinity of the mess tent, beverages including coffee,
fruit juice and milk were available at nonmeal times. The control
company was given its MRE meal after breakfast and was free to consume it
during the remainder of the day. In all other ways the two companies were
equivalent and were tested in the same manner and at the same frequency.

Test Subjects. A1l troops from both companies participated in the
test, including the NCO's and the officers. Within each company a subsample
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of 30 men volunteered to undergo more intensive testing (urine and blood
analyses, food and water intake, cognitive and psychomotor performance
testing). The daily level of physical activity of a typical soldier in a
combat support company is best characterized as moderate. The majority of
troops in a combat support company spend their day in a vehicle and typically
do not engage in extended running or movement on foot.

Test Site. Baseline testing took place at Schofield Barracks, Oahu,
where the 25th Infantry Division is stationed. The field test took place
at the Pohakuloa Training Area (PTA), Hawaii during August/September 1983.
The elevation at PTA is approximately 6,000 feet. The terrain is rugged, dry
and dusty except for heavy morning mist at elevations higher than base
camp. The climate is warm (70-85°F) during the day and cool at night (40-
60°F). The site is remote from towns, thereby minimizing the availability
of outside sources of food. All subjects remained in the field exercise
area except for the three mornings when the volunteers in each company
came to the base camp. On these mornings physiological and psychological
data were collected.

Procedure. Ten days prior to the start of the field test the
following data were gathered from all men in both companies: (1) food prefer-
ences (9-point hedonic scale); (2) U.S. Surgeon General's .Environmental Symptoms
Questionnaire of 67 items; (3) Profile of Mood States (POMS); (4) Leader-
ship Evaluation and Analysis Program Interaction Inventory (Adjunct Numbers
1, 2); and (5) body weight. These measures, with the exception of body
weight, were repeated three times during the field test at approximately
equal intervals (T1 = days 11/12, T2 = days 23/24 and T3 = days 33/34)
with the two companies tested on successive days.- In addition, on these
same days, the volunteers within each company underwent additional testing
and on these individuals the following measures were taken: (6) body weight;
(7) skinfold thickness at several points; (8) nutritional status as indexed
by blood levels of Vitamin C, retinol, pyridoxal phosphate, folate, total
protein, and plasma albumin; (9) body fluid status (urine volume, urine
osmolality, hematocrit, and hemoglobin); (10) cognitive tests (Sternberg
Memory Scanning Task, Baddeley Grammatical Reasoning, Wechsler Digit Span,
Digit Symbol Substitution Task, Simple Mental Addition, Mental Addition
with Coding); and (11) psychomotor tests (Ball-pipe Test, Atari video game,
and Spoke Test). Height was also measured in the volunteers prior to the
study so that percent body fat could be computed from the height, weight,
and skinfold thickness measures using the standard AMEDD procedure.
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Food intake, water intake, and food acceptability were measured in
the 30 volunteers in each company during four test periods. The four
test periods consisted of day 8-9-10 (Period A), 15-16-17 (Period B),
21-22-23 (Period C) and 31-32 (Period D). Food acceptability data were
also collected from another 15-30 men in each company at each meal on the
days that consumption and acceptability data were collected from the
volunteers. Table 3. shows the test schedule for both the entire group and
for the 30 volunteers who were studied more intensively.

TABLE 3. Testing Schedule for Prolonged Feeding of Meal,
Ready-To-Eat (MRE) Rations.

Measures Frequency When Sample

Food-Related Measures

a. Food Preference 4x Baseline, T;,T,,T3 100%
b. Food Acceptability 11 days Periods A,B,C,D 100%
c. Food and Water

Consumption 11 days Periods A,B,C,D

Nutritional Status

a. Body Weight 4xX Baseline, T;,T2,T3 Volunteers
2X Baseline, Tj Non-Volunteers
b. Anthropometric (Height,
Skinfold Thickness) 2X Baseline, Tj Volunteers
c. Body Fluid Status 4x Baseline, T;,T2,T3 Volunteers
d. Blood Constituents 4x Baseline, T1,T2,T3 Volunteers

Clinical Symptoms
a. Symptoms Checklist 4X Baseline, T1,T2,T3 100%
b. Weekly Availability
of Physician
Psychological Tests

a. Cognitive & Psycho-

motor Performance 4x Baseline, T1,T2,T3 Volunteers
b. Mood 4X Baseline, T1,T2,T3 100%
c. Morale & Perceptions

of Leadership 4X Baseline, T1,72,T3 100%
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RESULTS

The MRE items that were consumed were very well received by the
troops in both companies with average acceptability scores of 7.05 for the
MRE group and 6.48 for the control group on a 9-point hedonic scale. The
MRE group also rated the MRE higher than the control group rated
comparable hot A ration meals. There was no indication of a decline in
the acceptability of the MRE over the 34 days of the field test. The MRE
was rated higher for lunch and dinner than it was for breakfast.

Although these high ratings indicate that the items consumed by an
individual were highly acceptable to him, an examination of the consump-
tion data for each of the food classes reveals that, of the items
distributed, the following percentages were actually eaten by the troops:
entrees - 68%, starch items - 60%, spreads - 47%, fruits - 51%, desserts -
50%, beverages - 27% and condiments and candies - 26%.

The final questionnaire about the MRE was consistent with the
acceptability data. It revealed that the troops were generally satisfied
with the ration's taste, appearance, variety, and ease of preparation.
Their ratings of the amount of food it provided were in the neutral range
and more detailed questions indicated that they felt that the portion
sizes of some components were too small. Responses to the questionnaire
also revealed four potential areas in which the ration could be improved:
(1) the troops indicated that the entree and the dehydrated fruit portion
sizes were too small; (2) the MRE group indicated that they liked the
ration better for lunch and dinner than for breakfast; (3) the troops
overwhelmingly indicated that they wanted more variety in the beverages
that were included in the ration, and (4) the-MRE group indicated that they
did not consume the ration at designated meal times.

Despite its high acceptability and the troops' satisfaction with the
ration, the MRE was not consumed in sufficient quantity. Table 4. shows
daily caloric intake, which averaged 2,253 calories for the MRE group and
2,956 for the control group. Both values are considerably below the

TABLE 4. Daily Caloric Intake in Troops Fed Either the
MRE or an A Ration Breakfast, an MRE Lunch,
and an A Ration Dinner.

Daily Caloric Intake (KCAL)

X SD
MRE 2253 616
Control 2956 497
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the recommended level of 3,600 calories for operational rations. The MRE
group showed a decline in daily caloric intake over the course of the
field test, whereas daily caloric intake tended to remain stable in the
control group.

The Tow food intake did not appear to be due to dissatisfaction with
the sensory properties of the ration (taste, smell, appearance) or to
thirst-induced anorexia. Water intake of the MRE group was somewhat lower
than that of the control group (2,678 mL/day vs. 3,128 mL/day), but was
not Tow enough to produce increased reports of thirst or significant
changes in the monitored indices of body fluid status (urine osmolality,
hemotocrit and hemoglobin). Rather, the low food intake in the MRE group
appears to result from several factors including: Tloss of appetite,
absence of scheduled meals, small portion size of highly rated and
consumed entree items, lack of breakfast items in the ration, and the
limited variety of beverages in the ration.

The major consequences of the low food intakes were body weight loss
(Figure 1.) and some vitamin and mineral intakes that were below
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Figure 1. Percent body weight loss in MRE and control group.
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recommended levels. The majority of troops in both companies lost weight
during the 34-day field test (69 of 71 in the MRE company and 57 of 68 in
the control company), but the men in the MRE company lost significantly
more weight than those in the control company (8.2 pounds vs. 4.6 pounds).
Figures 2. and 3. show that both groups had intakes of niacin and magnesium
that were below the recommended Tevels, and the MRE group had intakes of
riboflavin, calcium, and iron that were below recommended levels.
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Figure 2. Mean daily mineral intakes for MRE group and control group.
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The other measures that were taken to evaluate any effects of
prolonged subsistence on the MRE or any possible effects of nutritional
deficiencies that developed did not reveal any major differences between
the two companies. The questionnaire data on the incidence of physical
symptoms showed that the two groups showed similar profiles of complaints
and discomforts during the field test; but, of the 67 possible symptoms on
the questionnaire, the 2 symptoms reported at the highest frequency
were "I feel good" and "I feel alert." There were, however, two
important food-related symptoms that were reported at a higher frequency
by the MRE group. The MRE company reported that they had lost their
appetite and that they experienced gas pressure more frequently than the
control group. The MRE company did not differ from the control company on
any of the six mood scales and both companies showed an improvement, which
might be a test artifact. In a similar manner, the two companies did not
differ from one another on measures of morale and perceptions of
leadership, which were positive and stable over the four data collection
periods.

The performance of the troops in the two companies did not differ on
a test battery of cognitive and psychomotor tasks. The test battery
measured hand-eye coordination, speed of gross arm movements, accuracy and
speed of aiming at stationary and moving targets, reaction time, memory
scanning rate, short term memory capacity, speed and accuracy of coding
digits into symbols, grammatical reasoning, and the speed and accuracy of
arithmetic problem solving. Within the MRE company, the performance of
the individuals who lost the most weight (greater than 7% body weight
loss) did not differ from the performance of those who lost the least
amount of weight during the field test.

Despite the Tow levels of food intake, nutritional status as indexed
by measures of hemoglobin, hematocrit, plasma albumin, plasma total
protein, serum Vitamin C, serum folate, plasma pyridoxal phosphate, serum
retinol, and serum zinc did not reveal significant differences between the
two companies or values that were outside the normal range. Plasma
albumin and total protein were consistent with adequate protein status.
Values for serum Vitamin C were normal throughout the field trial. Values
for retinol were at the upper range of normal levels. Serum folate values
fell during the field test in both companies, but not below normal limits.
Plasma pyridoxal phosphate concentrations remained unchanged during the
field test in the control company, but rose above normal levels in the MRE
company. Serum zinc remained within normal 1imits in both companies.
Thus, the data on selected blood constituents indicate nutritional status
was not compromised by subsistence on the MRE for 34 days.
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CONCLUSION

From the perspective of the logistician, the major finding of these two
studies is that the MRE can be fed as the sole source of food for extended
periods of time without compromising health or performance. This finding is
tempered by the fact that in the field study troops fed solely the MRE
lost more weight and showed some vitamin and mineral intakes below
recommended levels relative to the control group fed.two hot meals. It is
possible that more refined measures, or a lengthier test, would have
revealed decrements in troop effectiveness. Nonetheless, these data call
for a careful reexamination of policy in regard to the length of time
operational rations can be fed as the sole source of subsistence.

The relatively low levels of food intake in the field study is less
than optimal and raises the question of how the ration or the manner in
which it is fed can be modified to improve consumption. Several
observations address this issue.

First, one of the most striking aspects of these two studies is the
very different levels of food intake that occurred when the MRE was fed as
the sole source of food in two very different environments. In a
laboratory setting energy intake was almost 1,000 calories higher per day
than it was in the field. :

Little systematic attention has been directed toward evaluating the
influence of the eating environment on food acceptance and consumption in
humans. In fact, most of the work on this dimension of intake stemmed
from Schachter's (1971) provocative hypothesis about the differential role
of internal and external stimuli on food intake in obese and normal weight
humans. Although there are some inconsistencies in this work, generally
the feeding behavior of both overweight and normal weight individuals
are affected by environmental cues (8, 9), with the obese subjects
intake influenced more strongly (10, 11). From the perspective of
trying to assess the influence of a field environment on food intake, one
general theme has clearly emerged. Anything that makes food less
accessible (12), more costly (13), more difficult to obtain (14), or
less salient (15, 16) leads to a reduction in food intake. All these
factors are operative in a field environment and may have any important
bearing on how much food is consumed by an individual fed operational
rations. They are not, however, aspects of ration development that have
received serious attention.
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In our laboratory study, meals were only available during
specified 2-hour time blocks. Hot and cold water were provided for
preparing beverages and rehydration ration components. Meals were eaten in
a pleasant dining room, off plates with cutlery. A microwave oven was
available for heating ration components. The participants were not dirty,
nor was the environment. In sum, it was easy and-pleasant to consume the
ration in this environment. The convenience and pleasantness of the
laboratory environment stands in sharp contrast to the field setting. We
have not yet begun to isolate the variables that encourage higher
consumption in the laboratory, but the obvious differences in these two
eating environments suggest that modifications to the way in which
the operational ration is fed may contribute more to improving intake
under field conditions that changes in the specific food items or their
sensory attributes.

Additional insight into the factors that contribute to the relatively
low levels of MRE consumption in the field was gained by the troops'
responses to a final questionnaire and observations of their eating
patterns during this study. The troops indicated that the portion sizes of
the highly rated and highly consumed entrees were too small. The ration
was also more acceptable to troops for lunch and dinner than it was for
breakfast, and on the final questionnaire they indicated that they wanted
breakfast items. In addition, the troops overwhelmingly indicated that
they wanted more variety in the beverages that were included in the ration.
We are currently testing a modified version of the MRE, which incorporates
these three changes, to determine if ration acceptance and consumption are
improved,

We also observed that most of the MRE company did not eat in a pattern
that could be described as "three meals a day." Rather, they tended to snack
or eat light meals during the day and only took the trouble to prepare a
full meal late in the afternoon or evening. This pattern is in sharp
contrast to both the laboratory study, where three defined meals a day were
available, and to the control group in the field study, where a hot
prepared breakfast and dinner meals were provided. The absence of
scheduled meals may also contribute to the relatively low consumption of
this ration under field conditions. As yet, we have not been successful in
convincing field commanders to allow us to test the effects of scheduled
meals on ration consumption. Their very reluctance on this issue may be
conveying the message that no matter how successful the ration developer
is in producing an appetizing, nutritious product, the nature of the battle-
field may constrain food intake and make weight loss an inevitable conse-
quence of feeding operational rations for extended time periods. Alterna-
tively, it is equally clear that whatever can be done to make feeding more
convenient in a field environment is likely to improve consumption.
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‘TITLE: Safeguarding the Nutritonal Adequacy of Nutritional Sustain-
ment Modules: Kinetics of Quality Loss in Compressed Model
Systems Due to Maillard Reaction
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ABSTRACT

The kinetics of degradation of the essential amino acid lysine have
been determined in compressed lysine-glucose-cellulose models exposed to
expected and accelerated storage test temperature extremes. The compres-
sed models were stressed at 40, 50 and 60 C at a water activity of 0.23
for various periods. Six different parameters (color, fluorescence, re-
ducing capacity, furosine, glucose and lysine) were employed to follow
the course of the reaction. The t 1/2 values estimated from first order
plots for lysine degradation in these models were 400, 13 and 1.6 hours
at 40, 50 and 60 C, respectively. Arrhenius plots relating zero,
first and second order reaction rate constants with the temperature have
yielded high activation energies of 42, 45 and 39 kcal/mole, respectively,
with corresponding Ql s of 7.1, 8.4 and 6.4, which are indicative of
large temperature dependence of lysine degradation in these compressed
models. There was poor correlation of fluorescence and of color increase
with lysine loss. Both furosine and reducing capacity correlated highly
with lysine loss, even with pooled data at all three temperatures, and de-
monstrated the usefulness of these indicators at variable time-temperature
storage conditions.
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SAFEGUARDING THE NUTRITIONAL ADEQUACY OF NUTRITIONAL SUSTAINMENT
MODULES: KINETICS OF QUALITY LOSS IN COMPRESSED MODEL SYSTEMS
DUE TO MAILLARD REACTION

K. ANANTH NARAYAN AND RAY E. ANDREOTTI
INTRODUCTION

The lightweight Nutritional Sustainment Modules (NSMs) under develop-
ment for the Army 21 require unprecedented nutritional density, balance of
essential components and stability under extreme environments in order for
the soldier to maintain optimum physical and mental performance in combat.
Biochemical research at the U. S. Army Natick Research, Development &
Engineering Center is, therefore, concerned with means of protecting the
amino acid and protein qualities of candidate NSMs engineered by the tech-
nologies of Infusion, Compression and Extrusion (ICE).

While it is recognized that protein quality losses occur during both
processing and storage of foods through the well known Maillard reaction
(Fig. 1), the quantitative aspects of the protein-reducing sugar
interactive decline in lysine availability are subject to interpretation
depending upon the methodology employed (Mauron, 1981, Hurrell and
Carpenter, 1981). For example, the guanidation and the sodium borohydride
reduction methods underestimate the available lysine because the
guanidation reaction does not go to completion and because the reduction
method determines Schiff bases (Fig. 1) to be unavailable. The
trinitrobenzene sulfonic acid and the dye binding methods are reported to
overestimate the extent of lysine availability in stored or processed
foods (Mauron, 1981) due to the reactivity of the Amadori compound (Fig.
1) with these reagents. The fluorodinitrobenzene method is also
considered far from ideal because of the reactivity of Amadori product
with this reagent and also because of the effect of degradation products
of starch in many food systems upon dinitrophenyl lysine. A critical
discussion of many of the commonly used methods and their limitations has
also been made by Friedman (1982).

In combat rations under development, the use of ICE technologies to
produce highly engineered, calorically dense foods may result in nutri-
tional damage to protein quality due to protein-reducing sugar interac-
tions. The reducing sugar need not be part of the formulation but can
arise from breakdown of starch in the extruder, or from enzymatic or acid
catalyzed hydrolysis during prolonged storage at high ambient temperature
in the normal, slightly acidic environment of most foods. The Amadori
compound formed in the Maillard reaction is not hydrolyzed by proteolytic
enzymes and, therefore, lysine which has reacted with reducing sugar is
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biologically unavailable. Furthermore, adjacent amino acids around the
blocked lysine in protein may not be digested by proteases, thereby com-
pounding the problem of protein biavailability.

While there have been several studies on protein- and amino acid-
reducing sugar models, as well as on actual food systems, most studies
have been confined to one temperature or subjected to high processing
temperatures (Eichner, 1975; Gumkmann, Friedman and Smith, 1983; Labuza,
1982; Labuza and Saltmarch, 1981; Wolf, Thompson and Reineccius, 1977;
Warren and Labuza, 1977). Furthermore, in the previous studies determin-
ing the activation energy, lysine was often determined by indirect
methods, such as by fluorodinitrobenzene or trinitrobenzene sulfonic acid
or by biocassay methods. The food systems reported have been invariably
tested at high water activities, high temperatures or over prolonged
periods of storage (1 to 2 years), which may involve cyclical changes in
temperature (Schnickels, Warmbier and Labuza, 1976; Carpenter, Morgan, Lea
and Parr, 1962; Labuza, 1982). Correlations between indicators and direct-
ly determined lysine in a simple model system are not available. Addi-
tionally, the activation energies for lysine loss in foods as well as in
model food systems reported in the literature vary over a wide range of
19-38 kcal/mole (Labuza and Saltmarch, 1981).

In the present investigation, compressed lysine-glucose-cellulose
models were incubated at 4@, 50 and 60 C at a low water activity of @.23.
The low water activity was selected to simulate the environment in compres-
sed military foods. Unreacted lysine in the model was determined by sepa-
rating it from Amadori products by ion-exchange column chromatography.
Data were obtained on the rates of glucose and lysine degradation as well
as on the development of reducing components, furosine (Fig. 2) released
upon acid hydrolysis, fluorescence and color changes, in order to a)
better understand the quantitative aspects of this complex reaction, b)
assess the validity of some of the common protein quality indicators, and
c) obtain data on activation energy and Q.. for lysine loss in a simple,
compressed dry model system at low a, and accelerated storage test
temperature extremes.

MATERIALS AND METHODS

Sample Preparation

Separate solutions of lysine, free base (Sigma Chemical Co, St. Louis,
MO) and anhydrous glucose (certified reagent from Fisher Scientific Co.)
in highly purified deionized Milli Q water (Millipore) were prepared. Ten
mL of each solution containing 5.4 and 12.2 mmoles of lysine and glucose,
respectively, were pipetted together into several freeze drying flasks and
mixed well. A dispersion of 14.2 g of cellulose in Milli Q water was
added to each flask, rapidly mixed and shell frozen immediately in a dry
ice-ethanol bath. The flasks were freeze-dried in a manifold-type freeze
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dryer. The dried powders were quickly blended in a closed Mason jar in a
laboratory blender. The powder was compressed into 2 g disks (4 mm thick,
25 mm diameter) using an Instron Universal Testing Instrument at 5500 psi.

Incubation

The compressed disks were incubated at 4@, 5@ and 60 C in separate
1/2-pint Mason Jjars over a saturated solution of potassium acetate to
provide a water activity (a ) of #.23. In our experience, this is a
more precise, simple and convenient procedure than the conventional dessi-
cator method. There is far less head space, which promotes faster equili-
bration. Each sample can be withdrawn at a precise time without affecting
the temperature or water activity of the other samples. At high tempera-
ture ranges (over 80 C), the Mason jar provides a tighter seal than the
greased dessicator although there may be some possibility of decomposition
of either the rubber gasket or the coating on the cap. Samples were with-
drawn at periodic intervals, 0, 1, 3, 6, 12, 24, 48, 96, 144 hours, with
the actual withdrawals varying with the temperature of incubation.

Analzses

Extraction. All disks were extracted with 2¢ mL of #.@5 M phosphate
buffer, pH 5.5. The disks were ground to a fine powder before
extraction. The extracts were filtered through a double layer of Whatman
glass fiber paper and the volume made up to 25 mL with the same buffer.

Lysine. A Waters cation-exchange column (Amino acid analysis column)
maintained at 62 C for HPLC (Millipore/Waters Associates, Milford, MA) and
Waters HPLC equipment were employed to separate the lysine from three
other components, which are presumably e-fructose-lysine, o -fructose-
lysine and e-c-di-fructose-lysine components. The detection of lysine and
other components was by post-column reaction with ninh¥drin at 120 C. The
mobile phase used was Pickering buffer, pH 7.4, 1 M Na at a flow rate
of .5 mL/min.

Glucose. A Waters carbohydrate column was used to assay for glucose
in a Waters HPLC equipment. The mobile phase was 80% acetonitrile/20%
water at a flow rate of 2 mL/min. The detection was by a refractive index
detector.

Furosine. The sample extract was hydrolyzed with 6N HCl. Usually @.5
mL of conc HCL (12N) was added to @.5 mL of extract in teflon-lined screw
tubes, flushed with nitrogen, capped and heated at 110 C for 2@ hours.
The hydrolysate was diluted with 4 mL of Milli Q water and filtered
through glass wool packed into pasteur disposable pipets, rinsed thorough-
ly and the volume made to 1¢ mL. An aliquot (usually 4 mL) was evaporated
in a flask to dryness at 40 C in a roto-evaporator. Milli Q water (4 mL)
was added to the flask and evaporated again, and the process repeated two
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more times to ensure complete removal of the acid. After the final
evaporation, Milli Q water was added, mixed well and made to a suitable
volume and filtered through a Milex filter type HvV (Millipore/Waters
Associates, Milford, MA). Samples were then analyzed in a Waters HPLC
equipment for furosine with a Waters uBondapak C18 column by the method of
Chiang (1983). The buffer used was @.5% sodium acetate, (Fisher
Scientific Co), pH 4.3 at a flow rate of 1 mL/min. The detection was by
UV absorbance at 280 mm. The identity of the furosine was solely based
upon the retention time of a furosine standard kindly provided by Dr.
Finot.

Reducing capacity. A modification of the procedure of Crowe, Jenness
and Coulter (1948) was employed to determine the reduction of potassium
ferricyanide by the sample at pH 6.6 and the subsequent formation of blue
ferri-ferrocyanide color by reaction with ferric chloride. The modifica-
tion consisted essentially of scaling down the volumes of sample and re-
agents used in order to make the assay less cumbersome. In the case of
protein-free models, there was also no need to go through the filtration
step after addition of trichloroacetic acid.

Color. The absorbance at 41¢ mm was recorded in a Bausch and Lomb
Model 710 Spectrophotometer (Bausch and Lomb, Boston, MA) with extract
diluted appropriately to the optimum absorbance range.

Fluorescence. Serial dilutions of extracts were prepared and their
fluorescence intensities were recorded in a Perkin Elmer-Hitachi Fluore-
scence Spectrophotometer (Perkin Elmer, Norwalk, CT) after manual optimiza-
tion of excitation (xx) and emission ()_) wavelengths for each sample.

(The A and A _ varied from 340-360 to 435-434, respectively. Serial
dilutidn was necessary to ensure absence of quenching effects. Intensi-
ties recorded were based upon a quinine sulfate standard run along with
each sample.

Normalization of values. Where applicable, values have been normaliz-
ed to one mg of lysine per mL of extract at @ hour. This permits compari-
son between experiments conducted at different temperatures, time periods
or under slightly different conditions.

Kinetic data. It is recognized that the straight-forward application
of the chemical kinetic theory, developed for reactions in solutions, to
solid systems at low a__ is questionable. The kinetic theory is appropri-
ate for homogenous sysgems (Frost and Pearson, 1953). In solid systems at
low a_, particularly in highly compressed systems, there may be zonal
effec¥s (areas where reaction occurs and where it proceeds slowly due to
substrate limitation). At a water activity of @.23, there is approximate-
ly a monomolecular layer of water (Eichner, 1975) in the lysine-glucose-
Avicel system at a  of @.23 which introduces high diffusional resistance
to the mobility of the reactants. Further, since this is a multistage
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reaction, there could be selective inhibition spots. However, in the food
area, the kinetic theory has been widely applied (Labuza, 1982; Labuza and
Saltmarch, 1981; Wolf, Thompson and Reineccius, 1977) and has provided
very useful information on shelf life. The shelf life and t 1/2 values
can be obtained for a single temperature from the plot of the
concentration (zero order) or the logarithm of the concentration (lst
order) against time. If it is necessary to predict the stability at
different temperatures, it is necessary to obtain:

_ Shelf life at T . xate at (T + 183 [1]
shelf life at (T+10) rate at T

Q10

where T is the temperature (OC). It is also obtained from Ea’ the
activation energy:

2.19 E_. 2
log @y, = === (2]

The activation energy is obtained from a semilog plot of the rate constant
against 1/T K.

E = -slope x 2.303 x R [3]
wﬁere R = gas constant
and slope = log K= 1og Ky [4]
(l/T2 - l/Tl)
where k_ and are the rate constants at temperatures (OK) of T

and T.." Labuza has suggested on the basis of prior work that mogt
reactions in food follow either zero or first order kinetics (Labuza,
1982).

Rate constants. The rate -constants for the first order reaction were
obtalned at 40, 50, and 6@ C from the slopes of the semilog plots of
concentration vs time:

- —2.303 (logC_ - log Cg) (5]
to -t

first order rate constant, kl
f
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where Co and Cf are initial and final concentrations at times tO and
t
£

Since the present data exhibited marked deviation from a straight
line, it was necessary to select the best least squares fit. This is
explained further under RESULTS.

Rate constants for the second order reaction were obtained from plots of
the second order function (see below) against time:

second order reaction <::onstant,k _ 2.303 log b (a=x)
2
t (a-b) a (b-x) 6]
The second order function = log bla~x)
a(b-x) (7]

where a initial number of moles of glucose

b = initial number of moles of lysine

(a-x) = unused moles of glucose
and (b-x) = unused moles of lysine
at t = reaction time

Here also, a straight line was not obtained. Therefore, the best linear
regression fit explained under RESULTS was selected.

For the zero order rate constants, only the linear portion (see RESULTS)
of the concentration vs time curves was used:

zero order rate constant, el (C_ - Cﬁl [8]
o)
(tO e tf)
where C_ and Cf are the initial and final concentration at times to
and t
fl

The best linear regression fit explained under RESULTS was used to
determine the rate constants. It is recognized that the present data

141



NARAYAN & ANDREOTTI

follow first order kinetics more closely than zero order kinetics.
However, data were also obtained upon the assumption of zero order
kinetics as explained under RESULTS.

Arrhenius plots. To determine the temperature dependence of the rate
constants, the log of the rate constants was plotted against 1/T K. In
these plots, the log (reaction constants/2.303) is plotted against the
reciprocal of the time. Since a log function is used, any constant is
cancelled out in the calculation of the slope to derive E e

Half-times. The half-times in the case of first-order kinetics were
calculated from the rate constants by the following equation:

t = §.693 [9]

where tl/2 = half-life and Kl = the first order rate constant.

Approximated estimates of successive half-times were either obtained
from Fig. 3 or from linear transformation of data ([log (log C)] vs time
or log C vs log t plots).

The order of the reaction can be computed from successive half-times
(Frost and Pearson, 1953):

2 fid log [(t2121) - 1] [19]
log [1/(1-y)]

where y = fraction of the decrease in concentration, which is equal to
1/2, in this case

and tl = first half-time

and t2 = second half-time.

RESULTS AND DISCUSSION

Kinetics of Lysine-Glucose Degradation

Rates of lysine degradation. The rate of loss of lysine in the com-
pressed models at 40, 50 and 6@ C at a water activity of #.23 shown in
Fig. 3, illustrates the large temperature dependence of the reaction. At
40 C, the rate of lysine loss is modest compared to the rapid rates at
50 C and 60 C. At 49 and 50 C, the reaction appears to approximately
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follow first order kinetics (Fig. 4). The leveling off seen after the
rapid increase in lysine loss at 60 C is clearly explainable on the basis
of total loss of lysine in the reaction. The initial mole ratio of
glucose to lysine of about 2.3 obviously promoted the near total loss of
lysine. At 50 C, the initial fast rate (Fig. 3) is followed by a slower
rate before there is near total loss in lysine which is typical of a first
order reaction. The 1@ C differential between the 5@ C and 6@ C reactions
is clearly responsible for these differences and may be partly due to a
high diffusicnal resistance as a result of a tightly bound monomolecular
water layer (Eichner, 1975). This high resistance at 50 C may impede the
mobility of reactants. The curve for 40 C appears to support this
explanation.

From the nutritional standpoint, however, the damage to lysine is con-
siderable even at 40 C which is merely 104 F, a high but expected ambient
temperature, and as much as 25% is lost in 144 hours. These data are in
agreement with that of Eichner (1975) who observed a decrease of about 30%
in free amino groups at 4¢ C in 70 hr and an a_ of 0.23 in a lysine-
glucose-Avicel model. In the present study at 50 and 6¢ C, there was over
50 and 90% lysine loss, respectively, in 12 hours. While there are data
in the literature at different water activities with amino acid-carbohy-
drate models, information is lacking on either compressed or uncompressed
lysine-glucose-cellulose models at 50 and 6@ C. The moisture content of
the compressed models was 2.5% as determined by prolonged dessication over.
phosphorous pentoxide.

The first order plot shown in Fig. 4 suggests that the 40 C curve is
reasonably linear while that of 50 C shows definite curvature. The 60 C
curve has two distinct phases, an initial rapid phase of near complete
exhaustion of lysine followed by a second phase where there appears to be
very limited reaction. This curve is similar to that of Wolf, Thompson
and Reineccius (1977), except that, in their experiment with soy protein-
glucose model at 11¢ C, the levelling off took place at 50% lysine loss,
and also that they observed a middle phase of lysine recovery. The
increase in lysine observed by them may perhaps be related to the use of
the fluorodinitrobenzene procedure for determining lysine loss. Biophasic
first order plots have also been observed by Warren and Labuza (1977) with
a casein-glucose model at 35 C.

The t values and k, values estimated with all or part of the

data poin%ézare shown in %able 1. At 40 C, the estimated first half-time
with all five data points is 400 hr and the estimate appears reasonable,
even though 50% of the lysine was not lost at this temperature within the
reaction period. Warren and Labuza, using a casein-glucose-propylene
glycol system at 35 C and an a, of 0.3 estimated a half-time of 336-552
hr depending upon the lysine assay method used (1977). The tl 5 values
at 5¢ C reported in Table 1 varies from 11 to 34 hr depending Gpon the
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selected time span of the experiment and is to be compared with the tl/2
of 10 hr estimated from Fig. 3. Similarly at 60 C, the t values

range from 1.5 to 27 hr depending upon the time span selectéd and are to
be compared with the observed value of 1.2 hr. The computed regression
coefficients decrease as the time span of the experiment is increased. As
mentioned earlier, while very high temperatures have been often used in
the literature (Labuza, 198l), extended storage temperature extremes such
as 5@ and 60 C have not received much attention.

Rates of formation of reducing components. The rate of formation of
reducing components which arise from Amadori compounds (Fig. 1) and other
carbonyl products (Fig. 5) appears to be similar to the lysine kinetic
data, but there are major differences. The temperature effect is less
striking with reducing components, compared with lysine (Fig. 3). At 40
C, there seems to be a lag in the detection of these components. There is
also a linear increase from 46 to 142 hours, which was less noticable in
Fig. 3. At 5@ C, there is a steady increase in the rate, which parallels
the observation at 50 C in Fig. 3. The formation of substantial amounts
of reducing intermediates in these reactions is noteworthy because of
their well known powerful antioxidant properties (Eichner, 1975). The
semilog plots for all temperatures indicate an initial linear phase
followed by a second phase of stabilization (Fig. 6). All the data points
do not fit a straight line. 1In this respect the reducing capacity is more
like other indicators used by Warren and Labuza (1977), in a food model at
35 C and an a,; of 0.3

Rates of formation of amadori compounds. The rate of release of furo-
sine upon acid hydrolysis (Fig. 2) should be proportional to the initial
formation of Amadori compounds and to the degradation of lysine. The
reaction rates at the three temperatures (Fig. 7) are similar to data on
reducing components (Fig. 5) except for the leveling at 40 C after 46
hours. There is a definite tendency for the rate to decrease during the
later stages (Fig. 7) at 50 C and 60 C, whereas this is not so pronounced
in Fig. 5. The semilog of furosine area units vs time (Fig. 8) also exhi-
bited a biphasic nonlinear relationship similar to that seen with reducing
capacity.

Rates of formation of fluorescent compounds. It is immediately appar-
ent (Fig. 9) that the temperature plays a profound role in the production
of fluorescent compounds, much more so than in the case of reducing compon-
ents or other Amadori degradation compounds. The rate at 40 C relative to
60 C is very slow while that of 50 C is only a little more rapid. The
rates at 4@ C and 50 C may be considered to be approximately linear until
to the final period and, indeed, we have linear regression coefficients of
r=¢.99 and ¢.99 respectively for these curves, which is indicative of zero
order reactions. The corresponding value for 60 C is @.91 and is mislead-
ing because there are obviously two different rates. The semilog plots
(Fig. 19) are once again biphasic in nature.
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Both the appearance of fluorescence and color are generally associated
with cross-linking reactions in foods either due to protein-reducing sugar
or to oxidized lipid-protein reactions (Mauron, 1981; Porter, Black,
Drolet and Kapsalis, 1983). The absence of significant fluorescence and
color (see below) at the lower temperatures (40 and 5@ C) suggests that
cross-linking reactions leading to the formation of fluorophores and chro-
mophores are not taking place to any great degree at 40 and 5¢ C. This is
not surprising because of the initial phase of the Maillard reaction (Fig.
1) does not produce colored compounds or those that exhibit fluorescence.

Rates of formation of colored compounds. The color vs time plot (Fig.
11) shows even more exaggerated dependence on temperature compared with
the previous Fig. 9. The rate at 4@ C is exceedingly slow and that at
50 C is slow, compared with the rapid rate at 60 C. While there appeared
to be no reduction in the rate of formation at 66 C of fluorescent com-
pounds (Fig. 9), the rate of formation of the colored compounds decreased
past 24 hours. The semilog plot of color vs time indicates a fairly
linear relationship at 40 and 50 C, in contrast to those seen for the
other indicators, such as fluorescence and furosine. However, at 60 C, a
biphasic relationship was once again seen (Fig. 12).

Rates of glucose degradation. The rates of glucose degradation (Fig.
13) is similar to that of lysine degradation (Fig. 3). The initial rate
of glucose loss at 5@ C is less than the rate of lysine loss at 50 C due
to the use of the mole ratio of 2.3 for glucose to lysine. Furthermore,
the rate at 5¢ C for glucose is much less than that at 60 C, when compared
with the corresponding rates for lysine. 1In addition to the temperature
effect on the rate of the reaction, the diffusional resistance discussed
earlier under lysine would also be operative here at 50 C by the same
mechanism to retard glucose degradation from reaching the level seen at
60 C. The level of 73% loss at 50 C in 144 hours was reached in 12 hours
at 60 C. The semilog plot of glucose vs time (Fig. 14) at 50 C was fairly
linear but that at 60 C was curvilinear.

Correlations between Lysine and Other Indicators

Lysine and glucose. A good linear correlation (r=0.976) between
lysine loss and glucose loss was obtained (Fig. 15) at 58 C when lysine
losses were below 99%. With all data points taken into consideration the
correlation was still quite good (r=@.955), but there was more scatter
around the regression line. The mole ratio of glucose to lysine loss
increased rapidly within 3 hr to 1.0 and then gradually to 1.3 at 50 C
(Fig. 16). However, at 608 C, the mole ratio rose rapidly to 1.8 in the
first 12 hr and then more gradually to 2.1l. The deviations of glucose to
lysine mole ratio from 1.0 at 50 C may be responsible for the increased
scatter seen in the lysine to glucose correlation at lysine losses
approaching 100%.
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