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Executive Summary

The research objective for Phase I of this work was to dermonstrate the feasibility of
establishing optimal shapes for hypervelacity projectiles, considering simultaneously the
effects of drag, internal volume distribution and impact effectiveness. Utilizing classical
optimization analysis and hypersonic inviscid flow theory, minimum pressure drag bodles
were obtained subject to various constraints. It was then assumed that the shapes so
obtalned corresponded to the solid body plus a viscous displacement. Utilizing state-of-
the-art turbulent boundary layer theory In an iterative mode, the solid body shape was
then determined along with the skin friction drag. Relative to any specified reference
penetrator shape, the Internal volume distribution effectiveness may then be character-
ized. Subsequently, the loss in kinetic energy of the projectile along its trajectory is
computed and the Initial stage of Impact Is computed from a Navier-Stokes numerical

~ simulation in order to quantify the targst damage. As a result of this procedure, varlous
'candidate hypervelocity projectile shapes may be competed against one another from an
- overall mission point of vlewx ' '




Discussion

The prediction of optimum aerodynamic shapes has a heritage dating from Newton to
the present time. Traditionally, simplified inviscid flow models are combined with classi-

l. Moare recently,

cal optimization theory in order to derive minimum drag configurations
incorporation of viscous effects at on- and off-design conditions has been approached,

as shown in the Appendix. Relative to the smart hypervelocity projectlle design problem,
additional considerations beyond aerodynamic drag are relevant. Included in these are
the internal volume distribution and the impact mechanics of the penetrator which fits
within that volume. The present research sought to make a contribution to the design

of optimally-shaped hypervelocity projectiles by considering all aspects of the mission,

Including viscous effects on the minimum drag body, as shown in Flg. 1.

’ Inltially_, the minimum pressure drag shape (herein assumed to correspond to the solid
body plus its viscous displacement) for various constraints may be sought from standard
optimization techniques applied to the Integral:

17= / < dA

where Cp Is the local pressure coefficient and dﬁ Is the local surface ares Is the siream-
wise (drag) directlon divided by the base area. )‘-».c::as-.dlng to the Euler-Lagrange equatlon,
the pressure drag Is minimized when: |

d/dx (33/3r') - 33/3r = 0

’




where:

J s cp dA/dx
dA/dx = T T
r = r/rbase
T'= dr/dx

For axisymmetric flow, the Newton-Busemann approximation for the local pressure in

hypersonic flow may be writien:

Cp = 2.0 (0% + 1r0'/2)

| where © Is the local Inclination of the surface to the flow. This simple formula allows
the Euler - Lagrange equation td be Integrated subject to varlous constraints, as we
shall see, In addition, Fowever, it Is possible to lntegrata the Euler - Lagrange equation
numerically and compute the local pressure fle!d from hypersom: small dlsturbame theory. 7

- whereln the streamwise varlable becomes * -llke' and we are able to compute the i
inviscld fleld from the equations presented here. This approach readily admits the treat-
_ ment of non-axlsymtrlc, for example square cross-secuon. bodles, -
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Various shapes which result from the Newton-Busemann formula shall be discussed in

the next section.

As mentlioned earlier, for the purposes of this research, the shapes so derived were
assumed to be associated with the solid body plus its viscous displacement. The valldity
of the assumption in hypersonic flow rests on the fact that the displacement thickness,
é*, approximately equals the boundary layer thickness, §, and, from considerations of
continuity, the slope of the inviscid streamlines at the edge of the boundary layer equals
the streamwise gradient of the displacement thickness:

tan 9e =V /LJe = dé*/dx .

e

Therefore, in hypersonic flow, the edge of the boundary layer Is approximately an invi-

scid flow streamline, 1t Is well known that, in Inviscid flow, any streamline may be

~ replaced by a solid boundary. As a result, the solid body shapes which support the com-
- puted optimm_ viscous dlsj:lacgment shapes may be obtalned simply by subtracting é¢.

- Several caveats apply here, however. Flrst, if the flowfleld conditions do not justify the
~ approximation that % + .8, the 8* correction procedure mist be modifled. In addition, we
. note that in hypersonic flow thls approach is not equivalent to the heuristic use of &¢
corrections In, for example, Internal flows where the equivalent uniform inviscid flow is
~often Introduced on the basls of ‘global cmwatlm of mass flow argunmts. Finally,
the definition of §* for slender bodies must be treated with some care as explained In .
the following article. |
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=local budy diameter

=shape jactor, §*/6

=enthalpy

= Mach number

=exponent in power law property profiles

=Prandtl number

=local body radius

=Reynolds number

=temperature

=streamwise velocity component

=two-dimensional width, Eq. (3)

= streamwise coordinate

=coordinate normal to body surface

=local slope of body surface, Eq.(7)

=ratio of specific heats

=boundary-layer thickness

= displacement thickness, Eq. (1)

=enthalpy thickness

=function of Prandtl number and flowfield
parameters

=densily

=momentum thickness, Eq. (2)

=;{ransverse curvature parameter, Eq. (10)

=normalized y coordinate, v/8

xindicates quantities nondimensionalized by & for
integral thicknesses and by freestrcam values for
dependent variables

Subscripts

aw  =madiabatic wall conditions

o mfreestream conditions

0 - =integral parameters in the form ol Eqs. (1)) and (12)

2D  wiwodimensional.

w  awallcoaditions
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OUNDARY.layer displacement and momentum
thicknesses may be introduced by conveptually.

unifomhin: the fowfield properties throughout the
boundary layer. In order that the mass flux past the wali in the

- streamwise direction equal that in the boundary layer with -

nonuniform flow, the wall (and therefore ihe external flow
streamlings) must be shifted a distance 8° normal to its own
' mwmmwhmuwmmsmbewﬂm '

3 W.) ,ﬂn“-u . N (“

Similarly, the net momentum defect of the nonuniform flow

" in the boundary layer mutt be maiched by the uniformized

flow, forcing the total momentum in 4 layer of thickness §
: admtalhcuutabewdtmwmm
'uhllnmhip

 §}.~£¢4 -S‘:au(u.--um ' -‘(2)

in both Eqs. (1) and (2) & cocrdinate system which {s at-

tached 1o the wall has been utilized and the y-axis is assumed

o be normal 1 the local body surface. In the wo-

: Mmﬂmmmwmmmffmuamwmm
boundary layer is :

' dA = Wdy : )

where W is rhe tocal wansverse Nowlicld dimension. With this
~expression applied (o Eqs. (1) and (2), the following classical

_ formulaycan bedetived
8“.-@-5,(4-»&)« @

[
iwusfwu-e)dq 9

TR RS IV

TUL I, 1TW. "

The terms on the right hand side of Eqs. (4) and (S) are also
the exact form of the grouping of variables which appear in
the two-dimensiona! integral boundary-layer equations.

For the axisymmetric situation, the local differential area
through the boundary layer may be written

dA=2x(R &y cos a)dy ®

where:
awtan " “dR/dx) ©))
The + or - sign in Eq. (6) is appiicable to external or internal
flows respectively and R is the local perpendicular distance
from the axis of symmetry to the body surface. Utilizing this

differential area in Eqs. (1) and (2) results in the following
expressions for the displacement and momentum thickness

4
:Fus'-gou-m (1+2r9)dy=0 ®

- . H
:O*‘«»O-S ouu-n)(uzn)dqao )

Two-dimensional flows are embedded in this general for-
mulation as the limiting case of r =0, where

" rexdcos a/D (10)

and the x sign carries the same significance as previously -
noted. Since 7, 5* and & are significantly less than unity for the
majority of cases of interest, Eqs. (8) and (9) can generally be
approximated by

s ‘ -
 Bom| -pite2midy un.

befpu-aeame o2

" Upon imqmin; the axisymmetric equations of motion
scross the boundary layer (Ref. 1), the resulting momentum
um:mlec;unioaeamn-.ulyinmlveaululmnsla'.am“0 inthe -
orm

o_[‘“"' (M, +2-M3 ,*_#]._1 (m

Hwb* 00, )

and 88 and 8, (i.e. §5.6 and §.5) are calulated from the
dimensional counterparts of Egs. (11)aad (12), :
it i+ now apparemt that the uniformiy valid physical -

- descriprions of the displacerent and momeatuin thickness, as

expressed mathematically by Egy. (D and (2), supply -

_ eclationships which are ideatical w those appraating in the

governing momentum integral oguations for values of ¢
generally encountered, However, for cases of large ¢ with
flowlield conditions which gencrate large values of 8 and #,
Egs. (8) and (9) should be applied when caliulating the in-
tegral thickness parameters which have been described
ehysically (8%, §), while the appropriate forms of 8% and §, are
wtilized in the solution of the equations of motion.

The principal point of this Note is 1o emphasize those
siuations in which the terms 3° and § are being coasidered,
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apart from their relationship to terms appearing in the
governing conservation ecquations, and in which the ex-
pressions generally employed for their evaluation are those
appropriate t0 8*, and ,.. For example, consistent empirical
correlation of the skin friction coefficient with momentum
thickness and the shape factor with the various independent
flowfield parameters should extend more universally into the
large r domain utilizing the general expressions contained in
Eqs. (8) and (9). In addition, the use of displacement thickness
distributions ta generate ‘“‘effective bodies’” in hypersonic
flow utilizing the tangent cone approximation or in the study
of the entry region of an axisvmmetric pipe flow would
benefit from the use of Eqs. (8) and (9) which result directly
from the simple physical descriptions of displacement and
momentum thicknesses.

The results of the investigation reported here pravide
general indications of the limits on r for which the terms 8,
%, and M, that arise from_the integral conservation
equations are valid measures of 8, ¥ and A which have their
basis in the development leading to Egs. (1) and (2). Given the
dependence of 8, 3* and M on r and the parameters which
characterize the flowfield, the values of 8,. §*, and 4, can be
obuained from the foliowing rclations, derivable from Eqgs.
(8),(9), (11),and (12):

L (153)
(/]

L L

S =H (15b)
”n"” ’6 .

=5 =T H-n (15¢)

These cquations also provide the pereentage diﬂ’cmicc .

between the two sets of integral thickness variables of imeres,

In order to determine the quantitative effect of ¢ on the
displacement and momentum thicknesses for a representative
cave of interen, the following formulas for the distributions
of velocity and temperature through a constamt pressure
turbulent boundary layer have been utilized:

Dmgl!® : C(l6a)
Teae by’ ey’ (16b)

For these computations, the term ¢ in the coefficiem b of Eq.
(16b), which characterizes the lack of similarity between the
velocity and wemperature fields for Prandtl numbers different
from one, has been st equal (o unity,

It is assumed that the pressure 8 constant across the
boundary layer (another wspect of large v layers 1o be
quantitatively evaluated), Eqs. (161 can be applicd to Eqy. (8)
and (9) and the resultant imtegral parameiees compuied as a
function of the principal independent Rowfield variables

8.5 Hed B HGPLT MNGD QO

The effects of v, Pr. A1, and N did not significanily affect the
specification of a charactenviic ¢ for which the imegral
boundary-layer characteristics, as evaluaied by Egs. (8) and
{9). depart from the value calculated from Eqe (1 1 and (123,
Therefore, at M, = 2 and N« 7, the influence of 7., and « on
the intepral parameters 8 and A hay been comiputed for ais
with y= 1.4 and Pre %2 as shown in Fig. 1. The data en.
compass & wide eange of valucs for rand T, nei bocause they
ate physically likely to occur but solely (0 expose the variabie
ndences of interent.

Mach numders from 0=4 and power-law expotenis frem
S~ 10 all eshibited curses Of sitmilar shape At higher Mach
nutiibers the sensimnvity of H o r for cold wall condinoas

TECHNICAL NOTES 599

——", oC
hamadd AT
Y020
"mr iy 140

Fig. 1 Dependence of 4 and
H on r and T, for s constani
pressure turbulent boundary
layer. M, =2, A=, y=14
and Pr=0.72.

becomes increasingly positive while the shift in position of the
curves for a varying N amounted to a few percent for each
integer change in the exponent.

Ulilizing the results presented in Fig. 1 and Eqgs. (15), the
percentage difference between the two displacement
thicknesses at r=1.0 and T, = 4.0 has been calculated to be
40% while the shape faciors differ by 28%. It is thus clear
that, for high r boundary layers, utilization of the physically
describable entities 8 and 6 must be carefully distinguished
from the terms 3°, and 6. which arise in the governing in-
tegral conservation equations.

To this point, other commonly used integral boundary-
layer thicknesses (Ref. 3) have been neglected, inasmuch as
their usefulness lies primarily in the fact that they allow the
governing equations to be presented in a comapact for-
mulation. Their application 1o procedures outside the scope of
solving the equations is relatively limited One infrequent
excepiion is the use of the enthalpy thickness (3, ) to correlate
the dependence of the Stanion number on the Reynolds
number, Re,, . as shown in Ref, 2.

The enthalpy thickness can be introduced on a purely
physical basis in a manner identical 10 that used for the
momentum thickness. The resulting mathematical expression
for this physical emity is

b, - S:N(‘-N(H»Rn)d!’a ae

By integrating the axisymmetric energy equation through the
boundary layer, the term §,, arises aatwrally from the in-
textation procedure, where '

4
i, = Lmﬁmmmm 09
Eq. (18) can therefore be writien:
'ii 4‘5. "sl‘, «) : 20)

However, for a perfect gas boundary-laver flow with constant
pecisure 32004s the visious tegion, it is possidie 10 show that

b o 8im | t1-@r s 0200 Qi

I 3 velocity profile of the forem prosented in Egy. (16) is
utilized, Eq. () resulls in :

Na{l+e)(N+ D)
by wd¥ - [ SRS IAER A
=TT LTINS ONE D
Therelore, the generalized cinhalpy thickness, with which the

coavective heat transfer is to be cortelated, may be conpuled
from Eq. (20}, waitien in the form

bmi-tev) :}7;“;) 12¢ Qn

Q@
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with &, being evaluated utilizing Eq. (22) and the results of
computations similcr to those presented in Fig. 1.

Finally, the generalized definitions for each of the integral
thicknesses employed here are comgatible with the limiting
tase of axial boundary-layer flow over a needie. In this
situation 7 approaches infinity and each of the integrals
reduces to the form of the following equation for
displacement thickness

¥r= (] 1-paran?) " o4
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With this justification, the solid bodies which support the optimum viscous displacement
bodies may be established by first computing the displacement thickness and then sub-
tracting it from the optimum snape. This procedure is necessarily iterative inasmuch as,
although the Inviscid pressure field is known, the solid surface is not. Therefore, the
location of the surface boundary conditions is alss unknown. The iteration begins by
assuming, initially, that the solid body shape is the computed optimum shape. The restl-
tant boundary layer displacement is then subtracted from the optimum shape and the
entire procedure is repeatec. At high Reynolds number, convergence is obtained within
a few cycles. At low Reynolds number, convergence may be ensurad only by partially
correcting the first guess solid body sh:pe so as to ensure that a large overshoot does

not occur.

Computatlon of the viscous flow displacement and skin friction at each iteration is

carried out within the framework of the following equations, utilizing standard notation,




THE HoxENsON COMPANY

AXISYMMETRIC GOVERNING EQUATIONS OF MOTION

BU aF I 3
wtatoaros =i 7 v
{p pu pv "] 0
px =g, ' Y-y 0
U= F=a = G = Pl Y ! H=
t” | puy—1, . -, -y
pe J pue+é,-ua,-m,,J pve-o-q',-m,-w,,,l L 0

O™ =P+ (AtA)VeV+2{uve) -:%
w® =Pt (A+),) R V+2(u+e)_-%;-’-
oym =Pe (A+A) VeV a2(+e) -i'—

(u+e)(—+ —_

R A }H

ép- -C,(ﬁﬁ-;"—;) 3;

A+\) & =W(p+e)

GUSTAVE J NOKENSON PrD e CHIEF SCIENTIST 2840 § TREMAINE AVE . LOS ANGELES. CA 90005 e TEL (213) 9353743
=11




Cnce the solid body shapes have been computed, the internal volume distribution may
be calculated. During Phase I, a simple right circular cylindrical penetrator shape was
assumed. The maximum volume of such a cylinder which can fit within the solid body
shape divided by the total body volume Is defined as the prismatic coefficient, P. During
subsequent work other reference penetrator shapes, including dual in-line cylinders of

different diameter, may be considered.

The loss in kinetic energy along the trajectory may then be computed from simple rigid

body dynamics:

VIV exp (-0 5’(CD/2)

where: v lsunch veloclty

0
C, = aveiage C along X

i = X/x_ref
X = length of flight
"ref = total volume/base area

p = amblent density/average prolectile density

For preliminary coraputations, the average projectile density may be approxim:ated as
the prismatic coeffic!ént, P, times the density of the penetrator, Therefors, for a
glven length of fiight,amblient density and penetrator materlal density, the minfinum

velocity degradation Is assoclated with minimizing:

C~P

-12-




It is clear that L ¢ varies from shape to shape so that the actual degradation in velo-

city, even for a given range and equal CD/P, changes also.

Unfortunately, the competition between candidate shapes is not quite so straightforward

when real-life operational i:onsiderations are introduced. For example, the launch device

‘barrel' may constrain the base diameters to be equal. In addition, we may insist on com-
paring projectiles with the same total launch mass. Again neglecting the residual projec-
tile structure, the total mass may be written:

Ppen.

If only the base areas of candidate projectiles must be equal, their masses will vary as

the product of
P x Ligt

for the same penetrator density. If, however, the masses must also be equal, then the

product:
P x Lref

must be constant. This may be effected by varying the aspect ratio of the computed

optimal configuratlons from shape to shape*. Clearly, aspect ratio, mass and base area

*In so doing, however, projectile stabllity considerations for a glven spin or fin geometry
also restrict the acceptable range of aspect ratlo.

-13.




may not all be constrained. (A somewhat artificial way out of this problem is to assume
that any ullage will be filled with exactly that amount of (non-penetrator) mass required
’ to make the payload masses equal.) For purposes of the Phase I work, it is sufficient to
require the masses and aspect ratios to be equal for all candidate shapes. The base areas

shall then vary inversely as the product:

P x L‘rei’

As a result, any launch device 'barrel' diameter constraint Is ignored.

The final 'real-life' problem Is the requirement to compute CD at off-design Mach and

Reynolds numbers In order to determine its average value along the trajectory.

Glven the ability to predict the momentum and kinetic energy of the projectile at the
target location, the detalls of the initial stages of Impact are computed from the
Navier-Stokes equations utilizing physical properties appropriate to the materials in-

volved?®*:

«l4-




TRANSIENT MULTI-DIMENSIONAL EQUATIONS OF MOTION
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Following the work of MacCormack®, the momentum transfer to the target may be

computed in order to quantify the target damage. Typical results for a cylindrical

penetrator are discussed in the next section.

wl€-




Results and Conclusions

On the basis of the Newton-Busemann pressure equation, the optimal viscous displace-
ment body configurations for five different cases were obtained. The results are presen-
ted in the following figures for an overall aspect ratio of five. Since the projectile mass
Is constant from case to rase, the base area is assumed to vary Inversely as P x Lref

for a given penetrator shape and density.

Once the displacement body shape was obtained, state-of-the-art turbulent boundary

layer computations were carried out in an iterative mode for the following conditions:

M= 500 'Y

6

Re 10

®

, and

Smooth adiabatic wall.

As a result of the iteration, a consistent combination of §* and body radius whose sum
equalled the computed optimum shape, was converged upon. Due to time and cost cons-
traints, lower Reynolds numbers and thicker boundary layers were not considered due

- to thelr slow rate of convergence.

The resultant o (Inviscld plus viscous on the forebody) and P are shown on each figure
with which the velocity degragation may be assessed. In order to account for fin stabill-
2atlon, an additional <o Increment s required. For spin stabllization, the aforementioned
boundary layer computation has been modified to allow the displacement thickness sub-
traction process and skin friction computation to be carried out. Typical results for the

conlcal body at two spin rates ate presented In Figures 7a - 7d.
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For an aluminum penetrator, with a length to diameter ratio of one, impacting a semi-
infinite aluminum target, typical results of a Navier-Stokes simulation of the initial
stages of impact are depicted in Figure 8. On the basis of the various fluxes of momenta,

target damage effectiveness may be quantified.

As a result of the Phase 1 work, it is clear that a systematic consideration of (Inviscid
and viscous) drag, internal volume distribution and impact effectiveness is feasible in
order to establish optimal hypervelocity projectile shapes. Subsequent wind tunnel valida-
tion of the results from an extended application of this analysis is required orior to the

executlon of ballistic range and impact experiments.

-18-
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Table 1.

Minimum Drag Projectile Design Cases Studied

Case l.:

Case 2.:

Case 3.2

Case 4.:

Case 5.:

Case 6.:

Figures 2a & 2b: Given length and base diameter.

Figures 3a & 3b: Glven length and volume.

Figures 4a & 4b: Glven length and surface area.

Figures 5a & 5b: Glven base diameter and volume.

Fligures 6a & 6b: Given base Jlameter and surface area.

Figures 7a - 7b: Case 6 with two spin rates
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Figure 1.

Schematic of Optimization Considerations
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Case 1.
Minimum Drag Shape for a Given Length and Base Diameter
~Figure 2a.: Criginal and corrected shapes.

f-‘lgure 2b.: Skin frictlon and pressure distributions.
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Minimum Drag Shape for a Glven Length and Volume

Flgure 3a.: Original and corrected shapes.

Flgure 3b.: Skin friction and pressure distributions.
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Minimum Drag Shape for a Given Length and Surface Area

Figure 4a.: Original and corrected sha_pes.

Figure 4b.: Skin friction and pressure distributions.
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Case 4.

Minimum Drag Shape for a Given Base Diameter and Volume

Figure 5a.: Original and corrected shapes.

Figure 5b.: Skin friction and pressure distributions.
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Case 5.

Minimum Drag Shape for a Glven Base Diameter and Surface Area

Figure 6a.: Origlnal and corrected Shapes.

Figure 6b.: Skin frictlon and pressure distributions.
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Case 5. Repeated with Body Rotation

Figure 7a.:

Figure 7b.:

Figure 7c.:

Figure 7d.:

Original and corrected shapes at a spin rate of
2 x 10° rpm.

Skin friction and pressure distributions at a spin

rate of 2 x 10° rpm.

Original and corrected shapes at a spin rate of
1 x 10° rpm,

Skin friction and pressure distributions at a spin
rate of 1 x 10° rpm..
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Unified Inlet/Diffuser Design by an Inverse Method

G. J. Hokenson”
STD Research Corporation, Arcadia, Calif.

F.Y.Sut
Science Applications Inc., La Jolla, Calif.

The equations governing the two-dimensional, steady, inviscid flow of an incompressible fluid have been for-
mulated in an inverse manner to obtain the resultant shape of semi-flush inlet/curved diffusers when the surface
velocity distribution Is specified. The resuits of calculations illustrating the effect of each of seven principal
design variables on a nominal inlet configuration are presented. One of the configurations obtained was chosen
for experimental testing to compare the on- and off-design performance of inlets generated by this procedure
with that of inlets obtained by more conveational methods. General resuits and applications of (his method are

discussed.
Nomenclature
AR  =arearatio, h,/h,
d =vertical distance from inlet lip to ramp surface at
- (Fig. D
DF  =drop fraction, d/h,
h, =vertical height of ramp above inlet lip, (Fig. I)

h =inlet height (Fig. 1)
IVR  =inlet velocity ratio, U, /U,
K =inlet loss coefficient, (P, -Pr )/q where:
g=qfor IVR>1,q=q, for IVR<1.”
L =ramp length (Fig. 1)
Lp  =diffuserlength (Fig. 1)
LVR =lip velocity ratio, U, /U,
In = natural base logamhm
P -stagnalion pressure
=dynamic pressure
Sa =streamwise position, measured in inlet heights up-
stream from the lip. at which the ingested stream.
tube departs from a line which parallels the ramp
(Fig. 1
=component of velocity in x direction
= velocity vector magnitude, (&7 +v*) &
= component of velocity in » direction
=horizontal Cartesian coordinate normalized by (
with origin at end of upstream uniform flow region
avertical Cartesian coordinate normalized by L with
arbitrary origin
= velocity vector angle, tan ™! (v/u)
= Laplacian operator in ¢ - ¢ coordin- ‘et
= finite difterence grid spacing in ¢
= finite difference grid spacing in ¢
= velocity potential; Eq. (S)and (6)
RO - 6;
a gtream function; Eq. ($) and (6)
B u?‘ested streamtube length to height ratio, L/4,,
{Fig. 1)
=diffuser length to height ratio, L, 2A,
_alip angle with respect 1o the vertical (Fig. 1)
w1 /%
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Subscripts

e =conditions at diffuser exit -

i =streamline index

o =conditions at o (Fig. 2)

r =conditions at r (Fig. 2)

s =conditions at s (Fig. 2)

® =conditions along ramp surface infinitely far up-

stream
= conditions at inlet lip (Fig. 3)
=lowest bounding streamline in computation region
{Fig. 2)
2,3 =dividing streamline which splits at the lip (Fig. 2)
4 =streamline which forms ramp and upper surface of
diffuser (Fig. 2)

~ O

Introduction

NTAKE ducting in which an opening along a solid

bounding surface to the flowfizid is used to'draw off fluid
has been putl to so many applications as to prohibit their ex.
plicit enumeration, Of prime importance among these ap-
plications are engine air inlets, auxiliary equipment inlets and -
boundary-layer suction slots, whether used in wind and water
tunnels to  *‘cleanse*’ the flow or 10 retard separalon in a
variety of adverse pressure gradient situations. For the
majority of these inlet applications, a coupled diffuser is in
evidence which allows the sysiem to operate efficiently with-
in the power constraints of the device which sustains the
flow. Possibly equally as common is to have the diffuser curve
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inboard from the flow surface along which the fluid is being
drawn off. Initial experimental results obtained by the
authors on iniéts such as those shown in Fig. | indicate that
the inlet geometry and flow conditions upstream of the lip,
and to a finite but lesser extent on the downstream external
lip, are strongly coupled to the pressure recovery and overall
character of the flow inside the curved diffuser. This is not a
particularly surprising fact, vet it is one which has received lit-
te intensive siudy. In gencral. the imteraction effect of
series/parallel hvdrodynamically coupled components in a
fluid system on the detailed flowtield is not yet understood. la
engineering applications, established practice, guided by ex-
perience and some excellent classical experimenmtal studies
(e.g., Ref. 4-6), initiates the general design. Utilizing this
procedure, many very efficient inlets have been developed af-
ter considerable empirical iteration on the design has been
completed and which essentially compensates for these
unknown interactions.

Dominant in the open literature with respect to their scope
and intensity of experimental results are the publications of
Mossman (e.g., Ref. 4) which, for iniet geometries of the
general type investigated here, describe an optimum external
pre-diffusion (indicated by an JVR less than one) for a given
set of variations of a specific inlet configuration. These results
have proved to be an invaluable guide in the development of
inlets with relatively simple auached diffusers; however, the
introduction of more complicated large-area-ratio, curved
diffusers changes this picture significantly. The generation of
curved diffuser shapes with relatively large expansions has
been well documented in Ref. 3, supported by the analytical
background developed in Ref. 1. The excellent experimental
data obtained at Stanford** has served as a guide 10 the ex-
tent to which the boundary layers on each wall of a curved dif-
fuser can support adverse pressure gradients, and indirectly
the range of geometrical parameters which will result in an ef-
ficient pressure recovery device. There is little information
available, however, which can serve as a guide to the unified
design of an inler/diffuser combination when large amounts
of pre-diffusion, varying angie of incidence of the dividing
streamline onto the inlet lip. and external lip geometry all in.
teract with the internal diffuser area ratio, curvature, and
length-1o-height ratio. This gap tn the information available
in the open literature, coupled with the aforementioned ex.
perimental results, has directed the authors 1o look at some
simple analytical tools for use in the design of such inlet
systems and compare them experimentally to configurations
which were designed without benefit of the analysis presented
here.

With regard to the direct analysis of inlets and diffusers
with a specified geometric configuration, the current siate-of-
theart allows the full equations of motion with a
sophisticated Reynolds stress tensor model to be applied to
the duct This approach is not, however, an efficient wall con-
tour denign technique and generally shouid be employed (o ex-
pose the nonideal fuid flow phenomens associated with a
family of optimum inlet shapes generaied by an inverse
method such as the one emplosed here. To the authory'
hnowledge, no such caleulations utilizing the full equations of
moton have been conducted on the generie type of inlet. dif.
fusers considered here. However, some recem eaperimental
studies carried out at NASA Lewis™ evaluated annular Gaf-
fith diffusers whose design was puided by the results of Rel. 8.
in ths design procedure, the dif fuser wall contour s obtained
analvtically whereas the details of the boundary.daver suction
stot region are not emphasszed The resuits o Rel, 7indwatea
sgmiicant improsement in the performance of short annutar
diffusers with high suction flow rates. On the basis of the
studies which are reporied here, the detailed contours of the
boundary dayer cutefl slot ard assxrated ducting could
posubly be eptunsred 10 improve diffuser recosery &t a
amaller suction {low rate, B sapport of this hyperheas, it has

been the authos' eapenence that, whale oberving o hot ugg
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anc¢mometer signal in a boundary layer downstream of a suc-
tion slot, the eatire character of the flow is extremely sensitive
to the inlet JVR, lip position, and lip angle for a given overall
suction flow rate.

Analytical Development

The design of a semiflush (i.e., DF>0) inlet/curved dif-
fuser has been approached in an inverse manner (o obtain the
resulting physical shape of the bounding surfaces to the
flowfield when the surface pressure or velocity distribution is
specified. The equations governing the two-dimensional, in-
compressible, inviscid flow appropriate to this model of the
flowfield have been solved over the entire region associated
with the inlet, thus resuiting in a unified shape which is totally
consistent with any local change in the specified surface con-
ditions. The calculation region includes the inlet ramp,
curved diffuser, external lip, and the remote streamline which
is the lower surface of the computation region shown in Fig.
2.

The governing equations of continuity and irrotationality
expressed in spatial Cartesian coordinates and dimensional
physical variables are

Continuity
ou av
— — = i
ax + ay 0 )
and
Irrotationality
ou du
-5)_’ - '5'; =0 2)

The dependent variables can be transformed from the xand y
components of velocity to the velocity vector magnitude and
angle via the following definitions

Ui § o)

and
a=tan " (1) 4)
In addition, the independent variables can be transformed
from a spatial Cartesian coordinate sysiem to an orthogona!

velocity potential-stream function system via the following
transformations

— s =y 5)
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(6)

Upon applying these transformations to the dependent and
independent variables of Eqs. (1) and (2), the governing
equations become

Continuity

and
Irrotationality

MU a
—_— - 8

3y ao ®
By cross differentiating and adding Eqs. (7) and (8), we obtain
Laplace’s equation for InU/

vinUs0 ©)

After imposing the appropriate boundary conditions on In¥/
in the @ plane, the entire field may be solved (in this paper
using successive over-relaxation) for the distribution of InU
throughout a grid network appropriate to the inlet geometry
as shown in Fig. 2. Once the distribution of Inl/ is known
within the tield of interest, the physical shape of the bounding
surfaces may be obtained from the inverse transtormation to
Cartesian coordinates. Because of the orthogonality of the ¢-
¥ coordinate sysiem, the inverse transformation can be
formed from the following chain rule cquation‘

ua%l do+ K (10)

g a'v V ay }
= 56 | o+ 3 L"" an
The definitions of the independent variables given in Eqs.
(S)and (6) allow us to write

_ doz=ude+vdy {12)
and

dy= —vdx+udy ay

which can be solved for the appropriate derivatives in Eqs.
- (10)and \11) resulting in

dx-‘-‘-’-’-"i l do-“"“ | dv (14)

sina

e | dor

Pl | & as)

Theie results may now be used 10 obtain the physical coor-

. dinates of each point on any streamline by integrating across
o along a consiant ¥,. The resulting equation for the x and y
positions are

st to)e | () do 16)

y.o) =y, (01 + Y(‘—‘-Zf) K an

where the initial coordinates of each streamline are obtained
by integrating Eqs. (14) and (15) along the line ¢ =0 from the
plane of symmerry streamline to the streamline of interest as
shown in the following equations

=["(52) v (19)

It is now apparent that, to obtain the coordinates of each
point on the streamlines of interesi, the distribution of «
along thosc strecamlines must be obtained from the known
InU field. From the chain rule we can write

aa da
da= o+ oo L dy (20)

which, utilizing the conditions of continuity and
irrotationality presented in Eqs. (7) and (8), may be rewritten

it anU
= —— - ——— 4,
da= ] do-= | o @n

By integrating Eq. (21) along the particular streamlines ¢, we
may determine the distributions of a necessary to complete
the integrations indicated by Eqs (16-19). Upon performing
theindicated « integration along ¥, we obtain

a,{d)=q(0)+ Sq(ég%) deo {22)

Here again, the initial streamline angles are obtained by in-
tegrating in the y direction along ¢ =0 line from the plane of
symmetry streamline to the streamline under consideration.
This is done utilizing Eq. (21) and can be written

a,(0) = - ""("“‘U)md' 23)

Ty

This completes the integrations which must be made utilizing
the previously determined Inl/ field, resulting in the
specification of the focation of each point on the streamlines
of interest in physical space,

lnasmuch as the input (o the valeulation is the surface
velocity or pressure on the appropriste houndaries of the
calculation region in the &+ plune, appropriate distributions

ay

o e
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must be selected. For simplicity and ease in manipulating their
functional form numerically, velocity profiles of the form
U~ e were chosen to form various pieces of the distribution
on the respective surfaces of the computation region and are
depicted in Fig. 3. Reference 3 poinis out that one-
dimensional fiow considerations indicate that velocity
distributions of this type are generated by straight wall two-
dimensiona! chaunels if a onesegment exponential
distribution is assumcd to exist over the entire length of the
channet. On all surfaces ot the computation region not noted
in Fig. 3, uniform flow may be specified.

The remote streamline was moved sufficiently far from the
inlet so as to appear mathematically to be located at infinity,
The boundary condition applied at this surface was that of
zero normal derivative which forced this streamline to be a
plane of svmmetry between the inlet flowfield which was
calculated and a fictibous mirror image inlet located
equidistant beneath the plane of symmetry streamline. The
theoretical desirability of having this plane of symmetry
availabie is apparent in the utilization of Eqs. (18, 19, and 23)
when we attempt to retrieve the physical shape of the
bounding surfaces. in a practical sense, however, the piane of
symmetry streamiine was located sufficiently far from the
inlet so as to have a neghgible effect on the resuliing inlet
shapes, irrespective of the type of botndary condition (i.e.,
uniform flow or zero normal denwvative - w hich vwas applied te
it.

The effect of smoothing the assumed velocity distribution
has been investigated: however, no significant changes in the
general mnlet shapes were found. Clearly, minor variations in
the specific wall shapes ensued: however, no results were
found which justitied abandoning these straight-line profiles
with the corresponding ease of manipulating the varions
parameters of interest. It is to be emphasized that the choice
of this functional form for the boundary conditions is ar-
bitrary and serves only as a reasonable distribution within
which the effects of JVR, diffuser area ratio, diffuser and
ramp length 1o streamtube height, diffuser curvature, and ex-
rernal hp shape on the resultant inlet configurations cun be
studied. There is an obvious restriction to the choige of this
arbitrary distribunion of surface conditions, 11 arises from the
transformation aself which prohibits stagnation paints in the
flow field, Therefore, the caleulaied shape of the inlet lip will
necessarily be sharp. In actual practice, a parabolic nowe will
be faired in Jocally.

Discussion of the Resulls

The analysis which has been presented was programmed in
double precisiun and coded in FORTRAN for execution on an
1BM 3707168 computer. The computation grid was divided
into a 200 de » 150A¢ rectangular finite-difference mesh
whivh was uniform in cach direction. It was determined from
pumerical eapenmentation that an optimum position for the

: .
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lip streamline occurred at a y value which allowed 25% of the
total number of ¥ lines to be located within the inlet stream-
tube. With the lip streamline located in this position, the
solution (obtained through successive over-relaxation) relaxed
1o its final state in the fewest iterations and was the most ac-
curate (as indicated by the final calculated area ratios of the
inlet from its uniform upstream to its uniform downstream) at
the maximum iteration limit as shown in Fig. 4. Fixing the lip
at a particular y line forced Ay to vary from case to case in or-
der that various diffuser configurations might be calculated
with different non-dimensional design parameters. Utilizing
this uniform rectangular grid whose aspect ratic varied
somewhat with the particular inlet being designed, com-
putational times showed some variation. However, a general
rule was that, with an over-relaxation parameter of 1.9, the
inlet computation would arrive at an asymptotic solution
within 400 to 600 iterations utilizing approximately 10

minutes of CPUtime. .
Onve these preliminary setup constraints of the com-

putational procedure were established, the parameters of the
inlet surface velocity distributions were systematically varied.
Of the parameters available, one was fixed as being a
representative value for a desirable inlet shape. This was the
quantity which reflected the number of uniform flow gnd
spest~ which were placed upstream and downstream of the
wnlet. Extensive numerical experimentation established that 25
uniform flow grid spaces provided an adequate inlet shape in
that all calculated surfaces were insensitive to further uniform
flow additions.

The remaining inlet design parameters were varied in a con-
sistent manner about a nominal inlet configuration to provide
a comprehensive picture of how they influenced the resultant
injet shape, These parameters are: area ratio (AR), inlet
velocity ratio (/VR), exiernal lip velocity ratio (L VR), diffuser

1
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fower surface velocity distribution factor 3,), extarnal lip
velowity distribution factor ¢5,), diffuser length to height ratio
{rp), ramp length to streamtube height ratio (r), and exteraal
hip veloaity distribution factor (8,) which was held at the con-
stant value of 1.0 after it was determined that LVR and 3,
exercised sufficient control over the external lip shape. The ef-
fect of these parameters on the surface velocity distribution is
shown in Figs. 1 and 3. Apart from the basic sensitivity of the
inlet shape to these input parameters, secondary inlet charag-
teristics can also be obtained from the calculations, Those
inlet characteristics which are an output of the analysis are
drop fraction (DF), inlet lip angle (9), and the ramp position
{Sz) at which the ingesiad streamtube departs from a line
which parailels the ramp, as shown in Fig. 1.

The resultant inlet configuraticns which are gencrated when
each of the seven principal design variables are varted about a
reference state are presented in Figs. $-10. Although each of
the design vartables influence all parts of the final infet shape,
tor the purpose of general discussion, their principal effects
van be sepatated fairly clearly and general statements as to the
vharacteristics of the inlets controlled by cach can be foe-
rautated,

The effect of 8, which controls the diffuser lower surface
selocity distribution as shown in Fig. 3, on the inlet shape 1
primarily the degree to which the diffuver enit curves ubourd
and directs the tlow away from the freesieeam as shown i
Fig. $. Negligible changes in the lip angle, drop friction, and
ramp shape were ubienned. However, of paimary imporance

" are the relatively flat camp and the thin tip which aliows the
flow to diffuse significantly prior 10 taing tuened; which are
<haracteristic of all inlets prewented here.

Conteol over the external lip shape Is axeroined primanily by
the parameters 8, and L FR whose tifluchce va the velocity
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Fig.9 Effect of 4R oniniet shape.
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Fig. 10 Effect of r on inlet vhape.

distribution s also shown in Fig. ). The rasultant shapes for
vartous valuas of 4. and L ¥R are shown in Figs, 6 and ?
where, apart from the lip shape (which can be chunged from
concave to convex by a small change in eitier variable), the
principal effect is to tower the diffuser without signiticant
change in the exit angle as the external tip flow acceleration
increased, Changes in the drop tragtion are mote sensitive to
changes in L ¥R than they are to changes in 3, hoveever the
general characteeistics of a flar ramp in the neighbirheod of
the inlet lip ard a diffuser which atlempts to separate turning
and diffusion remain intact,

In order to expose the dependence of the indy -hxpe o
IVR, the towal diffuston ti.e., ARVRY was bld votr g at
3.0. The results prosented in Fig. 8 sllustra,s sadd s dapal
features of these nlets as ¥R and AR are varies " 15n fisstef
fect which is worthy of note is the sensitiv it of 22 icop fracs
tion to VR, which was also otsersed on ~wine Jalcuiativony
conducted for a fixed diffuser area canio as busth e TR and
total diffusion change. The weeond principal teaiure of the
wlets with vaeyving /F'R w the rapid vhange 1y the chatag.
weristte shape of the external hp. The resulin i kg, 8 dicate
this quite cleadly when computing the hip «bEapes tor 24 R
ui) 65 and 0.7%. Because it ohsoured the gadre, B hp toe
TVR 20,70 was deteted. hn the caluwlamun oof imiet vhipes sath
a fined diffuser ared ratio, the etiedt vt /3 R v the enieraal hip
shape was cven mare pratoutived than that chowna i 8

The effect of chaniging the Jifbuser at. g tat 4t J sondan
VR iy shownan Fig. 9 where 3 tarely compien chaeye ol the
diffusee enit angle and diffuser apie surtiage foubion are i
weved The camp, oxternal hp, and dif fuser ion og suttace dte,
tisweser, relatively iavanant with AR,
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Fig. 112 Represeatative anslynical inlet shape for eaperimental
evuluation: and b) experizoealal model with sideplate aad suction
sonrce remuosed,

Two design contrai vanaties whose effect is not shown ex.
plicithy on the velouty dig'ridutions in Fig ) are the diffuser
" lengtht 10 inlet height ratio (¢;) and the ramp sreamtube
length 1o height ratio (7). These variables enter the analysis in
the transformation from the assumed surface velocity
datnibution in physical space to the velodity distribution n ¢
and sllow the characteristic © values of Fig. 3 to he deter-
mined. The influence of an inc/easing v, or. the inlet shape is
to 8 very good approximauon simply a stretching of the dif.
Fuser around the curvature delermined by the diffuser turning
paramster (4, ). Some additional elfects of secondary im-
portance were slight changes in the lip shape and the extent of
the paraltel wall, uniform flow region at the diffuser exit.

The tesulis for a varying » are shown in Fig. 10 where the
reference length used 16 the calculations (the length of the

ramp ¢ the point where oxo,) it held - snstant and the

overall inle decreases in size as the height of the ingested
streamiube 15 varicd. The wler contours presented 1n Fig, 10
wndicate that both the lip angle and the departare poins for the
ranp siteamtube (rom the ramps are strong functions of the
parameier r. Those charadteristics dre even more apparent
‘when (he inlets are re-pioited for a coustant inlet heighi with: &
varying ramp length.
in otder 1o assess the utitity of this design method in
producing an inlet with adequate pressure recovery capatility,
a representative thler configuration (shown in Fig. 11a and
11b) was selected for experimenta) evatuuation. A small, two-
dimensional indraft wind woanel was built for this purpoe A
centrifugal blower was utilized 10 draw room ait through a
T §0:) area rabio inlel conttaction which contaned 3 serity
of filiers, Now sraightening honeycomb and turbualence
damping sreens. niet- dsffusery which wete tesicd with the
peacral configuration shown it Fig. ) were then iserted o
the upper suttave of the chanacl. Through avive coatrol of
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Fig. 12 Experimental intet loss coefficients.

the surface roughness, the boundary layer approaching the
inlet was adjusted to the desired thickness (approximately
one-half the inlet height for the test data presented here). At-
tached to the exit of the inlet/diffuser was a rake of 13 total
pressure probes located in the throa: of a flow uniformizing
venturi immediately downstream of the diffuser exit. Through
utilization of the total and static pressure distribution data in
the channel downstream of the diffuser exit, the pressure loss
and flow rate through the duct were monitored, The
magritude of the flow raie through the inlet was controlled by
means of valves located beiween the diffuser and a second
centrifugal blower which was used 1o draw air from the main-
stream flow within the wind tunne] and into the inlet.

The experimental resulis, presemted in Fig. 12, also
illustrate the overall inlet loss coeflicient X vs 7R for an inlet
designed by [itting spline curves thrcugh the desired inlet and
exit positions of the diffuser and lip, which was tested in the
same wind tennel. The data are self-evident in justifying the
ability of this method to generate high total pressure recovery
inleis. Based on experience with a number of simils inlets in
the course of this investigation, it 15 the authors” behef that lip
angle, drop fraction, and diffuser turning ‘expansion
distribution are the principal factors affecting the improved
iotal pressure recovery supplied by inlets generated by the
analysis presented here,

Coaclusion

Inputting an  arbiteary surface velocily or pressure
distribution to the inlet design is a particulasly desirable tack
from severz! standpoints, First, from the poini of view of
retarding separation as long as possible it may be ad.
vantageous 0 specify the surface pressure distribution so as to
avoid peaks in the pressare gradent or 10 match different ex.
perimentally observed pressure distributions which have been
determined o delay separation on the ramp, diffuser upper
surface, and diffuser fower surface. Sevond, for use in liquids,
the ability 1o specify the sutface pressure disteibution is of
considerable assistance in conmtrolling the cavitation envelope
of the inlet. Third, the consideration of imposing a specific
pressure disiribution on parts of the inket o arrive at 4
(avorable force and momen: balance can be sindiad to deter.
mine the auent to which it intezasts with the separatidn and
cavitation performance. In thy case, the unificd aspect of this
dasign procedure allows one 10 s:udy directly the eatent 10
which, for example, changes 1 the external lip fift force
distarts the diffuser or inlet ramp geometry 1o a giveh ramp
diffuser velocity distribution of foscen 8 distored tamp.
diffuser velocity distribution fo? a given ramp diffuser shape.
Foutth, when a variable geomeiry tndet must be designed to
operate efficently st a variety of design points, the inverie
method clearly illustrates which sutfaces mus be movable and
in which general direction they must mose 10 allow the iniet to
be tuned 1o 0y oplimum perfurmance in that particular
Nowlield. Fisally, the extent 10 which ¢ertawn specified con.
figurations unpose urkmoidable [ow phenomcas can be
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studied by this method. An example of this involves the semi-
flush nature of the inlets presented here. This inlet charac-
teristic is a consequence of the fact that the analysis imposes a
uniform flow at the inlet lip by having both the diffuser upper
and lower surface velocity profiles originate at In
1VR as shown in Fig. 3. ltis equally feasible to generate flush
inlets by having the diffuser lower surface velocity
distribution originate at values somewhat smaller than In
IYR and the diffuser upper surface velocity distribution at
values somewhat larger than in JVR, thus displacing the inlet
lip downstream and more nearly flush. Therefore, we can in-
fer that in a direct attack upon the inlet problem which
specifies a flush-type inlet, it might be anticipated that non-
uniform inlet velocity profiles could be generated with
corresponding diffuser performance problems. This is only
one example of the type of feature which a given geometry
might impose on the tiowfield, a result which becomes clear
and casual in this inverse formulation.
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Inverse Design of Optimal
Diffusers With Experimental
Corroboration

The equations of motion for a turbulent boundary laver are formulated in an in-
verse manner and solved to provide the geometrical configuration of optimal two-
dimensional diffusers witk a distinct inviscid core. For each Reynolds number/dif-
JSusion length, optimality is inferred when the lowest exit freestream velocity is com-
puted J, om the members of an assumed one-parameter family of skin friction decay
JSuntions. In addition to the unique inverse formulation and establishment of the
appropriate skin friction distribvtion, an integral part of the unalysis is the develop-
ment of an invertable adverse ‘ressure gradient skin friction law, which is used to
solve for the channel-averaged streamwise pressure (imviscid core velocity)
distribution. The diffuser configurations are presented graphically for various
Re:ynolds numbe:s/lengths/blockuges and exhibit a distinctive concave shape. The
results are compared to three sets of experimental data which support the validity of
the viscous flow analysis, the formulation of the governing equations, and the skin

Gustave Hokenson

Manager of Research,

Biphase Energy Systems,
Subsidiary of Research-Cottrall,
Santa Monica, Calif.

Mem. ASME

[riction law which is proposed.

Introduction

Theoretical detecmination of the wall contour, which is
required to establish a specified flowfield diffusion and/or
turning, is an elegant application of the inverse potential flow
theory in (I, 2]. In this approach the surface pressure
distribution in the transformed mathematical plane mt..¢ be
input to the analysis. The so'ution and subsequent retrans-
formation to the physical plane provides the desired duct
configuration. In order to specify a meaningful surface
pressure distribution, however, the boundary layer behavior
must be considered. .

In recent yeers, turbulence modeling methodology (see {3))
has been eclevated to the point where equations which
represent the entire Reynoids stress tensor may be applied to
compute the flow thcough any specified channel, Ad-
ditionally, available experimental data (4] on diffuser per-
formance is coming vwnider control with the proper treatment
of boundary layer e.fects. With such correlated data, the
general configuration f optimal diffusers may be inferred.
Ideally, the most accurate analytical models should be utilized
to compute the detailed diffuser geomerry. Complexities in
such wn analytical formulation and its computationa!
magnitude have, to this point, prohibited such an approach.
In fact, few analyses are available which provide a wholly
rational diffuser design and those which seek out the optimum
configurations are rare.

Generally, an unseparated flow condition with maximum
static pressure recovery in the diffuser is sought. The
displacement thickness distribution is computed to correct the

Contributed by the Fluids Engineering Divition of The Ametican Society of
Mechamical Enginesrs anu presented at the Winter Annual Meeting, New York,
NY., Cecember 2.7, 1979, Manusnipt received at ASME Headguarters
January 10, (979, Paper No. 79-WA/FB.{$. .
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indicated pote::ial flow wall contour for boundary layer
blockage effects. In the direct problem this procedure is
iterative (not necessarily convergent) and provides no
straightforward mechanism for »stablishing an optimal
diffuser contour,

To fill this void, a new diffuser design technique has been
developed »hich wtilizes an original algebraic skin friction
model based on data correlations tor flows in adverse pressure
gradients. The conventional boundary laver equations are
combined with this skin friction mode! in ah inverse manner
and optimality is established by maximizing the diffuser
pressure recovery with respect 1o a single parameter which
characterizes the skin frictinn distribution along the diffuser.
The governing equations then provide simultancously the
boundary layer thickness and freestream velocity disiribution,
from which the optimai diffuser vonfiguration may be in-
ferred from either onc-dimensional or inverse potential Now.

In conjanction with available experimental Jdata, the
analysis establishes a rational diffuser design methodology,
affirms the validity of a new skin friction coreelation, defines
the characteristic optimal skin frivtion decay, and generates
concrptually new diffuser wall contours for experimental
evaluation. T :

Analysls

Since an unseparated diffuser Is sought, the skin friction
should vary from its constant pressure value near the diffuser
entrance t0 a small value at the exit. The aptimal path bet-
ween these two exiremes is that which provides the lowest
inviscid core velocity at the diffuser exst {i.2., maxinum stk
pressure recovery). In order to restriet the mathematical scope
of the problem, the uptimization provess is umglified by
specifying the skin friction decay funciion (o be a one
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parameter family which approaches zero with a zero
derivative at the diffuser exit. This exit condition enhances the

possibility of estabushing an equilibrium incipiently separated
ﬁow as in [5], but excludes cases of increased recovery with
slight stall in [6] which have their origin in explicit transient
flow phen.'mena.

Such a one parameter family with the requisite boundary
conditions is given by the equation.

C,=(-x0 "

By assuming a distribution of values for N( 1) for each
flowtield studied, the equations of motion may be solved to
determine simulianeously the corresponding distributions of
* and U along the channel. The A value which provides the
minimum freestream velocity at the channel exit is taken to be
that which characterizes the optimal skin friction decay. It
will become apparent that the optimal A is not infinitely large,
and this fact can be attributed primarily to the shape factor
growth as separation is approached.

Clearly, the assumed skin friction distribution must be
input to the equations of motion which are utilized here in the
following integral form:

6y -6,=\ (6,C, /2-8(H+2)8,)di )
Note that the pressure gradient term is included in the in-
tegrand on the nght -hand side of equation (2) due 1o the
inv erse nature ef the computational procedure, as discussed in
the ne\t section. Additionally, expressions far H (in1erms of
H,. H,,. and $and $ tnterms of €, must be developed. The
nonlinear interpolation formula developed in {7} for H was
utilized, with values for H,, &, ., and §. as functions of
Keynolds number 1aken from [7] through [13], along with the
C, correlation. By correlating the data from [7], the
following adverse pressure gradient skin triction Jaw, which
forms the bans for all the analytical results that follow, is
obtained:

The (enforced) asymptote for ¢ is 10.22 at Re,, = 5.76 x 10%,
which is the high Reynolds number (limiting flow) value
appropriate to the developments in {7].

Future work wiilizing algebraic skin friction correlations
which contain explicit effects due to turbulent flow history
and wall curvature should increase the universality of this
analytical approach.

Method of Solution

In order to integrate equation (2) with conventional
quadrature algorithms, the characteristic flowfield
parameters Re., and L/6, must be specified, allowing the
constant of integration (6,) and C;, to be determined. Ad-
ditionally, equation (1) provides C, once N is specified. The
heart of the computation, however, lies in utilizing equation
3)to supply $in equation (2), in terms of the known C, With
this mating of equations (1) through (3) and the functional
formulation for H, equation (2) may be integrated utilizing
expressions for C,,, H,, H,. and S, in terms of the local
Reynolds number (Reg). In order to determine the local
Reynolds number, the local freestream velocity must be,
known and 1s obtained from the concurrent integration of
equation (3), utilizing the aforementioned functional inputs.
The freestream velocity is also required 1o establish the dif-
fuser geometry based on an inviscid flow analysis.

From equations (1) and (3), and the definition of $, it is
apparent that rapid growth of 6 is detrimental to obtaining
large freestream velocity decelerations. The optimal 6 growth
is a trade-off between the rate at which S approaches one (i.e.,
€, =0} in equations (2) and (3). and the rate at which # in-
creases to M,, in equation (2). Therefore, an optimal, finite
value of Nis 1o be expected,

In summary, after specifving Re., and L/6,, the solution
of the gov mung equations provides the distributions of L, 6,
and M for a given N. Upon solving for {, as a function of A
al a given Re, - L/@, combination, the optimal diffusion

-8 (for this particular one parameter family of skin friction
¢ = P decay functions) may be identified. In order to display_the
geomeiric configuration of these optimal diffusers, L' is
or: assumed 10 be uniform across the inviseid core and the one-
- dimensional continuity equation is apphed to a two-
8 s (3) dimensional diffuser {divergence in one plane) resulting in:
heres '*°‘-‘ (wiL)/th L) = 0} e B 8° )
| - 20(Re.) where the physical imerpretation of displacement thickness
A SR (3) has been utthized.’ In addition, the effective inviscid core
£ (Rey) height at the inlet has been utilized as a characteristic length
and:
giRe,,)m0.702 ~ 0,108 tlog,, Reu) &;mummru difuser configurations may be csabluhed for umalt
3 s 3l o < - kagts ealy, tndihoch 2o she govermag equatioas do Lt fully mum [
v 6.16 2 10 *log,. R‘f” 4 ‘rtm«tmwnummmm s didusiad i {14].
— Nomenclature - ‘
AR = Lredrato _:t; w streamning setted leagth @ » mom‘mummixknm
B o (4% wi _ Dos N s oezponeotinequation{ly . 8= 00,
8 e (& k) : S0 U RE e Revawlds number e e w funcmm of gmcquaumsm
C. » sunfrcionceeitiaem - - 3w HdUrdy Suhwmm
¢ v CuC A WS, Lo
(g; . COC, _ _ e fresseeam sm\cﬁ; Tt e ,wndizmw a sc“asmwn
¢, = duﬂum sk n’m»utc 'c‘mcﬂ Lo ©oe o e condwieny at ditfuser ewn .'
7 ot f1oient n o chwncl HEH '\c;gm s i conditon ar diffuset et - -
& e funeror of Re s Mﬂhﬂﬂ!‘) l it \lcN'!HllM «\mn‘a‘maw - C g & EONRaNT préswute
H o« shape lactor; 3° 0 EICE &7 A o B e peferenced o 8. :
kv effeane iavsad core flfe & e divplascamen thickness L. = teferenced 10 upsiream wetlad.
heght . - ' Lo e b : length
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Fig. 3 D wall and inviscid core area ditiribution for Red,
widd - 10V sLie, 0107 2nE 8" w0.02.4°2W, =747, 7.01,0.000.29

(8" = (5°7h) ), inlicu of the total channet helght, 1o obtdina
concise tunctional Toem with hnear dependence upon a single
= boundary layer parameter. The conventional boundary layer
Mockage(B e (5* w), ) nrdlaied o 8" by 8 = 8°7U + B°),
By wpexifying the diffuser blockage, or wwisid core as.
pect  ratio (L2h) which are velaed by Lk, =
(L/©,) (B’ 1H,(Re, V). equation (6) was evaluated with the
_solutions of ihe equations of monon 1o provide the channel
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Fig. 5 Oltfuser wall and inviscid core area distribution for Red,

.'J:: ~10% a1 L/5, w10 and 8 =0.002, L/2W; = 76.01, 70.48, 82,07,

geometry. The inviscid core aspect ratio is related 1o the
convenuonal diffner aspect ratio (L7} by L.2W,
= (L/h (L +8) 12 a (L2h) (1 - B)'2 Note that other
commonly used voriables, such as duct Revnolds number, are
simple functions of the parameters utilized here to charac-
terize the Nowfield.

When the diffuser geometries are presented graphically, the
8' = 0 curve is plotied to represent the @ffective invisaid core
area distribution. A sevond curve, whieh iv the (assumed)
inviscid core added to a linearly scaled and norinalized
displacement thickness distribution, is ploned to represent the
(wo-dimensionah)  ditfuser  wall.,  Therefore, with this
boundary laser blovkage representation, the displacement
thickness growth is reachly observed and resaled for diffarent
flowfield conditions.

Clearly, the computed pressure gradiemt could be estab-
lished without 4 distiset inviseid steucttire and the cesulramt
diffuser area gradients/dinergence angles would be soaller.
o such computations, it i more relevant v avwndate the
definition of $ dicectly with the pressure gradient and utilize
the channel-averaged momentum and continuity equations to
provide the cross-sectional area distsibution for any geometsic
class of diffusers,

In cither case, the one-dimensiomal flow assumpion carries
the inherent uppronimation of aeglecting Now  non.
umfortuties across the diffuser due to wall cursarure. This
elfect shall be assessed in Furuse resdarch utlizing inverse
potential Now analysis {1, 2} 1o generate the wall vontout.
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Analytical Results

For Revnolds numbers from Re, = 10°-10* and dif-
fusion lengths from L/©, = 10'-10', the governing
equations were solved numerically utiilizing a distribution of
values for A sufficient to determine the optimal skin friction
decay in each situation. The velocity ratio across the diffuser
(for the optimal N) has been plotted versus Re,, with L/8,
as a parameter in Fig. 1. For a given diffuser length and inlet
Reynolds number, reducing the diffuser entrance momentum
thickness is a process which moves diagonally across the
figure toward the lower left hand corner.

The diffuser geometries corresponding 10 the decelerations
indicated in Fig. | are presented in Figs. 2 through § for L/0,
=10°=10' and Re, = 10 =10* which encompasses the
configurations of primary interest. Note that each relative
length configuration is associated with a specified blockage
factor (8°), which was selected for clarity of data presen-
tation. The corresponding aspect ratios {as indicated on the
figure caption} are not necessarily always physically realistic
and the data may be re-scaled to any desired blockage.

Of particular interest is the fact that the diffusers which
have been computed assume a characieristic concave shape
(when viewing the flow side, excepiing the immediate en-
trance) so as to retard the thin upsiream boundary layers more
strongly than the downstream flow. This is an extension of the
logical deceleration mechanism which has been set forth in
proposing and rationalizing the performance of straight-wall
diffusers. The unique diffuser configuration at the entrance
plane is a result of the lag between constant pressure initial
conditions and the establishment of a boundary layer growth
in response to strong adverse pressure gradients, Ex-
perimentally observed conditions ($] at the immediate en-
 trance to the diffuser are also associated with the transition of
the pressure field from constant 1o increasing pressure,

The sensitivity of the resulis 10 N in the neighdorhood of its
optimum value may be seen in the data of Fig. 6. Clearly, the
boundurs layer growth iy sensitive to the pressure gradient

“but, uthaing the inverse formulation, the optimal pressure
gradient @ not sensitive 1o N i the ncighborhond of the
optimum N, Therefote, the results presented here should not
be unduly restricuve due 10 the chowce of equation (1), '

Experimentsl Compaurisons and Conclnions

The analytical reculis presenied hete proside o graphic
indicaion of the degree to which boundary layer control
allows even large arca ratio ditfusers w perform efficiently.
‘Conwder the dramauc results from {18) in which the state
pressure recovery elliciency for 2 4:1 area ratio diffuser aties
from 0.70 &t 8 = 0.06 1o approaimatcly 0.97 with uniform
entrance flows (ulferred by extrapolation). Mainwining a
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Fig. 7 Comparison of analytical and experimental velocity distribu-
tions atL/s; = 2757 x 10° and Res; = 3.955 x 103 Y b

turbulent entrance boundary layer and an incompressible
flow, the diffusion length for these blockages covers the range
L/8, = 5 x 10:=10° a1 a Reynolds number of 10°. The
results of the computations carried out here indicate that the
efficiency of an optimal 7.15:1 aspect ratio (L/2 W) diffuser
gas used in [15]) increases from 0.75 10 0.99 over this variation
in L/6, as the entrance momentum thickness essentially
approaches zero. This corroboration supports the position
that very large optimal decelerations predicted theoretically
are experimentally achievable for sufficiently thin diffuser
entrance boundary layers.

The extensively quoted data of [16) provide a further test of
the analytical results obtained here. For a blockage factor (B)
of 0.03 and an aspect ratio (L/2W,) of 18.0, the experimental
results in Fig. 10 (16] indicate an optimum C, of 0.73 at an
area ratio of 3.0 which leads to an efficiency of 0.82. The
value of Rey, - appropriate to the experiment in [13] is ap-
proximately 1.8 x 10° with a corresponding L/, = 1.8 x
10°. If the data obtained here at Reg, = 10' and L/©; = 10°
is utilized, the optimum diffuser is indicated at an area ratio
of 3.2% with an efficiency of 0.82. The theoretical results are,
therefore, reasonable predictions of the actual diffuser
performance and reinforce the experimental indications from
(16} of a potential benefit from contouring the skin friction
decay and resultant diffuser cross-sectional area distribution.

A large portion of the experimental studies on diffusers
reported in the open literature lies in the regime L/6, = 10!
= 10% and Req = 10° = 10°. The optinal two-dimensional
diffusers which have been plotted look *‘familisr®* for the
relatively larger ©, values in this range. In fact, as has been
shown, the analytically computed diffuser performance
closely follows available experimental resuls. It is apparem
that, as the design point for the diffuser penetrates the low
l!«eui - high L/©, corner of the analysis, the configurations

~ depart from thosc commonly accepied for optimal diffusers,

Therefore, the excellent NBS duta from {3) has been used 10
vilidate the analysis for lurge diffusion lengths and
freesiream velocity decelerations, inssmuch as it forges
further into the clean entrance domain with essentiatly two-
dimensional Row. That experimental work was also directed
at establuhing an inciplently separating, yet stable, boundary
tayer fMlow which i relevant 1o the class of optimal difrusers
presented here. '

From the wind wanel wrbvlence damping tcreen to the
streamwise position where (i Fig. 3 of {Sh the adverse
pressure gradient 1akes hold is approximately 1.457 m. Baved
on the conditions quited in [3). the resaliant value of ),
relevant to the analysis employed here is 2.881 mm, which was
obiained from the (lat plate turbvlent boundary layer growth
“law™: O,7L, = 0.036/Re, °*. This agrees with the ex-
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Fig. 8 Comparison of analyticsl and oxgndmonnl displacemant
thickness distributions at L/6; = 2.757 x 10 and Red; = 3.955 x 107

perimental results in Fig. 8, [5] and establishes a
corresponding diffuser entrance Reynolds number of Rey, =
3,955 x 103,

With the exception of the transition from constant pressure
to an adverse pressure gradient, the skin friction coefficient
profile from Fig. 5 [5] is similar to the decay function which
was utilized here. It is to be remembered that the dependence
of Uy (and the resultant sireamwise profile) on N is relatively
weak in the neighborhood of the optimum NV, Therefore, the
experimental reality is that the skin friction decay in {5} which
establishes inciptent separation may be optimal.

The results in Fig. $ {5] indicate that the point of zero skin
friction would occur at approximately 8.13 m. This implies an
L/8, = 2,757 x 10° after accounting for the 0,187-m
transition section between the uniform velocity and power law
velocity decay regions. Utilizing an Reg, = 3.958 x 10’ and
L/©, = 2.757 x 10°, the data from Fig. | may be entered
with a non-linzar interpolation scheme which provides a value
for U, = 0.9 = 0.0, The results of Fig. 3 (5] may be ex-
trapofated 0 8.13 m, indicating a U, = 0.38 x 0.02, In fact,
the entire freestreem velocity and displacement thickness
disteibutions predicted by analysis, shown in Figs. 7 and 8,
compare favorably with that which {5] presents as charac-
teristic of invipient separation.

In summary, the analytical results obtained here are
substantiated by experimental data for flows in adverse
pressure gradients which approach separation and, therelore,

4821Vol. 101, Decambar 1979

T Vanuiy T TQUatIuns (1) any (J7 Sna (e overall (meoretical
viscous flow approach is confirmed. The geometrical con-
figuration of the diffusers obtained from quasi-one-
dimensional flow analysis points to the need for a critical
assessment of diffuser contouring (as in [16]) and its in-
teraction with the incoming boundary layer. In addition, the
examination of large diffusion in the presence of very clean
entrance conditions (B ~0(10 -*)) through use of efficiently
designed bundary layer cut-off slots (2] is indicated.
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Optimal Two-Phase-Flow Nozzle Configurations
at Large Volume Ratios

Gustave Hokenson*
Dynamics Technology, Inc., Torrance, Calf.

A nif-consistent methodology for estadlishing the optimal geometric coufiguration of two-phase-flow
couverging-divergiag nazzies is developed. The analysis relies ou & perturbation of the lssatropic, homogeneons,
oquitibriam (THE) flow modal to establlsh the aren ratio, contour, sad leagth scale of optimally officient nozzies
in the limit of lorge velume raties. The IHE limit medel predicts the pressure-ares relatioaships with ressonable
sccuracy and provides s simple snalyticsl represcatation of the balk fiowfield. This formulation is used In the
determination of s sexuie contonr which minimises wall friction jossss and a2 aspect ratie which eptimise the
nozsie leagth in o tradesl? betwosn phast slip snd wall friction. These eptimization precedures are coupled and.
spplied leratively, remuit in & nexsle configuraticn which optimally sccommoedatos the effocts of wall shear,
interphase dvag, sad pressure gradisnts. Comparises with cxperimental data is used to valldaie the appreach

within the context of the assumpiions which were eaferced.

Nomenciature
e =speed of sound
A =cT03s-sectional ares
¢ =coastant in Eq. (7 for §
Cp  w=particle drag coefficient
C, =skin friction coefficient
D, = particle scale
Dy  =hydraulic diameter
E = Buler number, p/pu*?
J okl =functions defined in Eq m
J wgeneralized integrand
k, mecastant in Eq N g(l./D},)
= noxzle lengt
uMach nunlbc

mpressure
=uratio of liquid to gas mass flow rate
wnozzie surface ares per unit length
avelocity

mrelative velocity, ¥, =¥,

= bulk velocity

svolums ndo. (n:/0) 10

= Weber pumber ’.D.Ic
-mmm

aM?-}

=parameters defined by Eq. (7)
.(“','p).

w(p o)

w (plouf)*

udensity

ugurface teniion

amomentum thicknes

maffiisncy, (""m"
Subiripty

el wconditions for patticle breakup
e snoLie exit

R e

- -Q‘!!!rhk se nEESY th
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0 = initial or reference conditions
t =stagnation conditions
Superscripts

()*  =critical or throat conditions
(~) =normalized by throat conditions or L
(') wdifferentiation with respect to x

Iatroduction

OMPLICATIONS introduced by multiphase flow to the

design of officient converging-diverging nozzles are
significant,'? Optimal length scaling (aspect ratio), com-
touring, and area ratio are sensitive to the detailed bubble
growth/particle breakup and dynamics. As discussed in Ref.
3, these phenoowna are often complex and oot easily
modeled. This restricts the utility of large-scale computational
algorithms whose design predictions are difficult to disuill into
a compact form, Therefore, an approximate solution which
perturbe the isentropic, homogeneous, squilibrium (IHE)
flow model was deveioped 10 synthesize the opiimal noule
geomutry for snisentropic, sonhomogeneous, aocnequilibrium

In the limit of large volume ratio (v,), and wssuming that
the density ratio is sufficiently small for the mass ratlo to be

>1, the IHE model of two-phase flow (see Ref. §) inay de
wmmmmb\vmwmmrww

2 0P w
and
-’.ﬁ:ﬁ - ”',) ‘n
P

Applying Eq. u)nmeouummmmmruc
from Eq. (1) results in

Prip, uptlp me- (3))

Combining Eqs. (1) and (2), the local Mach number may de
filten

“’.“(p(,p" (‘)
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Utilizing continuity of mass flow, the local area ratic becomes
Al=et/(148) %)

where) Buta(p,/p)?~1 and, therefore, from Eq. (4)
f=M?~1, .

The validity of these formulas may be evaluated by com-
parison with the results in Refs. 1 and 2 for air/water nozzles
operating at =10 and p,/p, =35, Equation (5) predicts full
expansion at A,=7.96, whereas the (suboptimal) pressure
contour design analysis in Ref. 2 results in A,=7.022.
Evaluarion mode resulits were computed in Ref. 1 for identical
conditions in an annular nozzle with an approximately linear
area distribution in the supersonic region. These com-
putations indicate that sensible expansion ceases at A =6.93
for both 7 and 21 deg divergence angle nozzles. Equation (3)
satisfactorily predicts the throat conditions for both sets of
data.

This simple IHE limit model provides the framework within
which anisentropic, nonhomogeneous, nonequilibrium flow
phenomena may be analyzed. Based on the substantistion of
Eqs. (3) and (5). analytical representations of the two-phase-
flowfield properties allow for the evaluation of two *‘Joss™
mechanisms of interest: nozzle wall friction and interphase

drag.

It will be shown that optimal contouring based on wall
shear minimization is derived a3 a function of nozzle length
scale. In addition, the essence of the interphase dynamics
analysis is to optimize the nozzie length scale in a tradeoff
between wall friction and phase slip. Inasmuch as the optimal
nozzle contour (combined with the IHE pressurc.area
relationship) is used to provide the bulk flow pressure
distribution for the particle dynamics analysis, there is a
coupling between the following contouring and length scale
estimations. Therefore, although the contouring (via wall
shear minimization considerations) and length optimization
{via exit bulk velocity maximization—including wall shear,

Ut separately, they are not
coafiguration refiects the integrated effect of all phenomena.

Contouring
In order to establish a norale contour which “encourages”
the IHE flowfield, an optimization procedure was developad
“in which the wall friction, integrated over the nozzle surf

Aﬁfi*t:-:'—su-‘;{%}ﬁ- .
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which the mintmum value for a definite intagral
V(Z.ﬂm. i W,mm In this case, Ju/fp®
{1 +A) where 7 includes the ) _
radius effect, g accounts for the change ia local wetted wrea
due to the angle of the nozxle surface, and A accounts for
changai in C', due to prassure gradients. Note that Egs. (1
allow £ and /10 be expressed & of

convert Jto s fuaction of A and A with ¢ and § as paramsetens

e 1 prasests both subsonic and supétsonks branches of

~ fand M s & fumction of ares ratio, with the maximum value

of £ occurring 81 A =1.65 and M= 1.7, The corresponding
results for 7 and p,/p are presented in Fig. 2. Given aa op-
tmal pressure distridution, ! the noxaie contour Iy, therefore,
known, However, in 1his revearch, the optimal ares
disridution (for a given length scale) shall be inferrsd from
the solution of Bg. (6) and the resultan: implied pressure

© grodient used to optimire the leagth scale based on subssquent

The IHE Limit model and associated optimal nozsle ares
distribution allow the patticie/gas dynamics (0 b¢ approathed
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typically reach a limiting size at the throat. '3

Given a reiiable particle breakup model (¢.3., Wew Weld,),
the entire noxzie may be computed with the same coatour and
particle dynamics analysis (utilizing the local particle scale),
inasmuch as the THE pressure-ares relationship is applicable

- to the entire nozzle, For cases of fixed-size particles, the entire

nozzle may be computed utilizing these equations without
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The measured bulk velocities in Ref. 2 are 170 and 183 m/s
for nozzles I (7 deg) and I (21 deg) and resulted in efficiencies
{») of 0.48 and 0.56, respectively. Utilizing Eqs. (9) and (10),
the computed nozzle efficiency is plotted in Fig. 5 as a func-
tion of &, for various k,. Compared with the data from Ref.
2, it is seen that the trend toward higher efficiency with
shorter nozzles is predicted analytically. For these flow
conditions, this dependence is observed only for large &,
nozzles, due here to the small throat hydraulic diameter of
annular nozzles.

Conclusion
An approximate, selfconsistent procedure has been
developed to determine the optimal area ratio, contour, and
aspect ratic of two-phase-flow nozzles with large volume
ratios. Results of the analysis have been validated by com-

‘parison with experimental data obtained from nozzles which

closely approximate the computed optimal configuration. At
this stage of the analysis, fixed-size particles were considered
in the assessment of optimal nozzle aspect ratio. However,

-59.
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given a reliable particle size model for any given situation, the
identical procedure may be employed utilizing a variable
particie scale.
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