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Modern aviation weapon systems impose increasingly complex and highly Wy
demanding command/control and information processing requirements on aircrew
personnel. Improved assessment methods and more complete knowledge of human
performance capabilities and limitations in high-demand, multi-task
environments are needed to better match the operator to the changing human
roles in emerging aviation systems. The human engineering and human
performance assessment and prediction technologies have, unfortunately, failed

to keep pace with increasingly sophisticated airborne weapons systems
currently being developed.

The paucity of scientifically-based knowledge concerning the underlying
human perceptual, cognitive, and motor processes makes it impossible to
confidently influence system design or to be able to predict human and/or
system performance in complex situations. This lack of knowledge stems
primarily from not having firmly established: (a) the numbers of, the nature
of, the underlying internal processes; (b) the distributions of time and
accuracy capabilities for those processes; (c¢) the extent to which individual
differences among those processes are stable across tasks which use those
processes; (d) the nature or identification of task factors which cause (or
accompany) the invoking of some processes but not others; and (e) possible
fatigue, recovery, and/or interference in internal processing brought about by
repeated and/or competing demands on those processes.

Resolution of these basic problems is seen as central in elevating both
human engineering design/evaluation and human performance assessment/
prediction technologies to a more responsive level for the Navy's RDT&E system
acquisition process and for meeting the Navy's personnel selection,
assignment, and training requirements.

The more basic concepts for "The Theory of Underlying Internal Processes
(UIPs)," presented here, are not new; they represent, in fact, the basis for
the author's development of the Human Operator Simulator which was originally
conceived of in the late 1960's. However, the UIP theory's unique
implications for a new methodology for the collection and analysis of human
performance data remained unrecognized until 1982 when they were informally
worked out and presented in a brief unpublished paper.

In addition to the Theory of Underlying Internal Processes, preseanted in
this volume, several other significant methodological developments have arisen
during this project. They are discussed in detail in the other volumes of
this series and include:;
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Volume 2 - Modifications to Hierarchical Factor Analysis; Positive
Manifold (POSMAN) Rotations.
Volume 3 - Random Sampling of Domain Variance (RSDV); A New

Experimental Methodology.
Volume 4 - Task Domains of Naval Flight Officers (NFOs).

Volume 5 Special Computer Applications in UIP/RSDV Studies.
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1. INTRODUCTION

=

The theory of Underlying Internal Processes (UIPs) is basically
a framework for discussing possible causes of good and poor human task
performance and discovering what internal processes may underlie that
behavior. The theory assumes speed and accuracy of task performance is a
direct result of the speed and accuracy of the various internal processes
being used during the perfuormance of that particular task. The UIP theory
requires no arbitrary distinction between various traditionally recognized
process categories {(e.g., sensory, perceptual, cognitive, memory, or
sotor). Nor is the theory directly concerned with either the sitejw;f,

g v

or the “mechanisas” needed for, the internal processes. It may well be
that the UIP theory will be useful in addressing these concerns, but the

e —————— T R T R T U N b T v

theory is primarily concerned with identifying the number and nature of

the different internal processes involved in the performance of various
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The cdhcept of underlying {;lernal processes, as used in the UIP

theory, is meant to convey simply that certain sequential activities must

be taking place internally for any task to be accosplished. No a priori
hypotheses need be made about what those processes may be or what tasks
will cause the invoking of which of those internal processes. UIPs are
simply hypothetical "activity blocks"” from which the accompiishment of
parts of various human tasks may be said to have been constructed. As
such, a given UIP 1s a sort of "micro-activity" which must transpire if

parts of certain tasks are to be accomplished.
The reason for searching for the underlying processes is that an
infinite number of possible tasks can be imagined, but it is unreasonable

to contend that an infinite number of different basic processes must

underlie all human behavior. In the reala of reading, to take one

i=1

- T e e —— T § e S A s sl W P S T B AUy BTy AR A A UV W L0, W R AR A NI



TN TN e hadh 20ad b Lt e s o ate o0 g 0 o TP TRy Tv
Pt Sanibe Realb- A &'A b d 24 0 Plliaf St it s b ol bl Jairiaba S o o0d o g Avi ania o W W N I o PSP T Ty T Ty

example, one could easily conceive of hundreds of thousands of different
paragraphs each of which could be conceived of as a somewhat different
task. It is totally unreasonable, however, to contend that some of the
same procecses are not being used in the reading of each of those
different paragraphs. It is equally absurd to maintain that all processes
involved in reading a book are different from those required for reading a
paragraph or even a single sentence. Yet, it is obvious that these are
very different tasks since the times to accomplish those separate tasks
would be quite disparate. In the same fashion, the task of driving fraom
Chicago to New York differs from the task of driving from Chicago to New

Orleans, but many of the same activities must take place in both tasks.

Central to the UIP theory is also the concept of ctable
individual differences in the ability to perform certain underlying
procecses. Thus, using the earlier reading tasks example, those who are
faster at reading a single statement would be expected to correspond

closely with thase who are faster at reading paragraphs and boopks.

The UIP theory, as might be expected, is also concerned not only
with what different processes underlie various tasks, but alco with how
many times the different processes are used for a particular task.

Indeed, the UIP theory maintaincs that the number of timecs certain
processes must be used is highly dependent on the precise task being
accomplished, and that each percson accomplishing a task invokes the same
processes the same, or at least a very similar, number of times. The
major reason percsons who are very fast at reading paragraphs are also very

fast at reading books i1s that they possess relative rapid speeds for at

least some of those processes which underlie all reading tasks.

The mere fact that an individual is very fast and accurate in
perforaing certain tasks i1s, however, no guarantee that the same person
nwill excel in the performance of other and different tasks. [f there were

but a single underlying process that was responsible for all behavior,

then the theory would expect a very high correlation among all kinds of

taske. The UIFP theory, however, maintains that there are likely toc be

many different and independent processes that underlie performance in
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almost any task. For example, even a simple choice-reaction task may
involve sensory, perceptual, cognitive, memory and motor processes. The
UIP theory would maintain that different persons could do well on even
that simple task, but that their individual successes might well be

attributable to different causes.

Identification of the underlying internal processes is based on
the analysis of task-timc data rather than task-accuracy data. The theory
assumes that any individual ‘s time to complete a given task must be an
additive function of the times that person needs to invoke and utilize the
underlying internal processes (UIPs) required to perform that task. Task-
accuracy data, on the other hand,are likely to be a multiplicative
function of the accuracy of the UIPs. Consequently, the analysis of the
relationships among task times yields different results than an analysis
of the relationships among task accuracies. The UIP theory capitalizes on

these differences in a variety of ways.

The next section reviews the basic assumptions of the theory and
provides detailed rationale justifying theam. Section 3 describes the
mathematical and statistical derivations based on the assumptions and
shows the independent contributions being made by each UIP to the
correlation between two task-times across a group of persons. This
section also describes how a newly modified Hierarchical Factor Analysis
method can be used to arrive at an escimate of each UIP’'s independent
contribution to that correlation coefficient. Section 4 describes some
additional mathematical manipulations to the separate UIP contributions to
estimate both the variance in times to utilize a particular UIP and the
number of tismes that process was being used in a given task. Knowledge of
the variability in the time-to-use each UIP and the number of times
various UIPs are used in a given task provide a potentially new and
powerful method for the classification of tasks. Section 5 discusses how
one might go about setting up a study to determine the UIPs for a
particular task domain. The final section traces some of the major
antecedents of the UIP theory and reviews some past theoretical approaches

to identifying the causes or good and poaor performance on various tasks.



2. ASSUMPTIONS OF THE UIP THEORY

A number of assumptions, which are central to the UIP theory,
were 1ncluded 1n the preceding discussion. In this section, those

assumptions are reviewed and discussed in greater detail.

A LIMITED NUMBER DOF PROCESSES

The first assusption 1s that a fairly limited number of UlPs
exist that can be and are invoked as needed by husans to accomplish any
specified task, The total auaber of existing UIPs 1s currently unknown;
the theory merely states that there are not an tremendous number of them.
One objective of the theory 1s to establish the means to discover how many
there are and their nature (by determining which tasks cause them to be
invoked). In performing tasks (or tests) 1n a given battery, usage of all
possible UIPs probably will never be required. For a given battery, the
theorv can only address those UIPs that are required in caommon by at
least two tasks i1n that battery. Prior knowledge of the exact number of
commonlv-required UIPs for a given battery is not needed since the theory
describes how the number (P) of commonly-required processecs may be

established.

FERFORMING TASKS REGUIRES USING PROCESSES

The second assumption states that accomplishment of any task

requires use of a sequence of some UIPs, but never all of thea. Further,

a given UIP nay be invoked more than once during the accomplisheent of a
given task, Actually, the UIP theary 1s not concerned with the order 1n
which various UIPs get 1nvoked. but 1s concerned with the number of times

each participating UIP 15 used.
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2.3 USING PROCESSES REQUIRES TIME
The third assusption states that the usage of any given UlP

requires sose time for that UJP to be cospleted after it is invoked. This
assuaption merely states that each usage of any UIP requires the person to
expend some amount of time. Regardless of what the underlying processes
actually consist of {e.g., the firing of neurons, contraction of muscle
fibers, etc.), even the shortest of these actions takes a real asmount of
time. In physiological processes, hundreds or even thousands of neurons
or nerve cells might be invelved in a given process. Typically, such
processes aay begin with small amounts of activity which gradually build
to a peak. After some period of time, the activity begins to fade or
diminish in its intensity and/or scope. Through these bursts of activity,
“inforeation” is internally proceeding from one location in the persan to
other locations i1n that person. The guestion of deciding precisely how
long a given process takes, even i1f one had a faithful record of, say,
when each neurgn fired. need not concern us at this point. It is
sufficient to state that 1f certain processes had not taken place., a given
task would never have been completed. Information must have moved through
the human s system, and probabilistically, at least, the i1nformation was
located at one process site or another throughout the duration ot the
task. For purposes of discussion, we assume that a given UIP was the

"most active' one whenever 1t contained the majority ot the 1nformation.

PROCESSES ACTIVATED ONE AT A TIME

rJ
.
L

The fourth assusption maintains that the next UIP in sequence
cannot be 1nvoked until the preceding UIP has been cospleted, The theory
1s, again, unconcerned as to how one would recoagnize that a given UIF has
been completed. It merely states that by whatever criterion 1s used to
make that judgment (i.e., which is the “most active.’ when did it start
being that way, and when did i1t cease being that way!, only one UIP may be
the most active cone at any one time. This ccncept 1s sometimes difficult

to comprehend because of the thousands of micro-events that mucst be

happening within the brain at the same time.
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fin analogy., involving multiple actors performing a *“mega-task >
1s helpful in understanding this assumption. Consider the mega-task to be
having fifty persons leave a specific apartment house, drive a car to a
particular supermarket, purchase a selected set ot i1tems, and return to
their apartments. Ewven 1f all fi1fty persons started at the same time,
some ot those people will be able to get out of their apartments anrd into
their cars faster than others. Scme may drive faster to the supermarket.
Some mav hawve more difficulty finding a parking place and take lcnger in

walking into the supermarket. Once in the steore, the acguicition of the

lines, even 1f there are several of them, will occur for difterent people
at different times. Ulz:imately, however, all of the persons do return to
their apartments with the reguired items. Despite the fact that no
individual mavy have behaved exactly like any other individual, 1t 1s still
possible to talk about the average times and variances in performing
different required processes {e.g., leaving the apartment house, driving
to the supermarket, parking, finding the items to purchase, paying for

them. etc.).

The people in the mega-task are analogous to the "distributed"
information passing through parts of the human 1n a reqular task.
Statistically, the information as a whole, even though 1t may be
distributed over hundreds of firing neurons, does continucusly progress
through the braip as a chain gf activities. Such activities amust be
trancspiring for any specified task to be completed. Finaily, some of the
required mega-task activities, such as taking an 1tem off of a shelf and
putting 1t 1nto the shopping basket, have to be repeated several times 1n
the course of the task. Similarly, in reading paragraphs, there must be
many repetitions of activities such as moving the eves and fixating the
materi1al to be read. While there may be variability 1n the time taken by
this tvype of activity, there also must be an average time per movement and

a varlance i1n the times for that process.
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N
~3j: The first four assumptions discussed lead i1nevitably to the
:;;: conclusion that the time required for accomplishing & given task mill be
:{iz equal to the sum of the products of the nuaber of times a given UIP is
: | invoked (because of that task) sultiplied by the average tine to use that
f;;;: particular UWIP while that task was beiny done.
TR
:Ef; 2.9 EXISTENCE OF INDIVIDUAL DIFFERENCES AND VARIABILITY
\' The fifth assumption maintains that each human has access to the
ynjf sane basic processes, but the speed and accuracy of those processes nay
;;jf differ both from person to person as well as from time to time within a
ig: persan, This merely states that the theory peraits both inter- and intra-
i person variahility in the effectiveness with which each of the UIRs get
ﬂ?{ executed whenever they are invoked.
e
{gi To continue with the mega-task analogy, the way the world is
e structured for the fifty persons in question,will, to a large degree,
A determine the times taken to accomplish various segments of the mega-~task.
;k.a The construct:on of the apartment house, the lengths and surfaces of the
'35: roads leading to the supermarket, the weather conditions, the type of cars
. owned, the size and layout of the supermarket, the number of check-out
P lines, etc. would all be factors affecting the average time for the fifty
i;;; perscne to accomplish the mega-task. In the same fashion, the way a
i;ff gtven person’'s brain is structured, the "richness" and "strength" of
A connections among neurons, the presence and amount of certain biochea-
;é"f 1cals, and so forth, will all affect the speeds and accuracies of certain
:k;. UIPs within a sinagle human being.

R The time to use a given UIP is one measure of the effectiveness
. with which a person can invoke and utilize a given UIP. Since the time to
;k; use a given UIP can vary from persaon to person, the theory concludes that
:iﬁi we should expect variation in the times required by different persons to
(SR do the same tasks (even if they use exactly the same UIPs in exactly the
éfﬁ same order). Because the time to use a given UIP may also vary within a

{;gg person, the theory concludes that we must also expect some variation in
-:E; the time taken by one i1ndividual to accomplish the same task at different

M times.
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0f course, the UIP theory would also draw similar conclusions
about the accuracy of responses in terms of the expected variability
between and within persons. However, at this point we shall limit our
interest strictly to means and variances in the times to complete various

UIPs and tasks.

D
o

TIMES REQUIRED FOR PROCESSES ARE INDEPENDENT

The sixth assumption is that the average time it takes indi-
viduals to performs a given UIP is unrelated to the average time it takes
those sase individuals to perfors any other UIP. This 1s, perhaps, the
most difficult assumption to explain. The reader may gquestion why the UIP
theory requires this assumption. It seems equally reasonable that two
different UIPs {e.g., process a and process b) might well exist, for which
the average times to use those processes would be related across people.
The problee, however, is that it would be i1mpossible to ever distinguich
this case (i.e., two sepérate. but related processes) from several cases
in which the times tor processes a and b are actually independent., but are
caused to appear to be related by other causes such as those described in

the sections that follow.

2.6.1 Sequentially Related by Another UIP

Two independent processes (a and b) may appear to be related be-
cause usage of another independent process (¢) always either precedes or
tollows usage of a or b. An analogy here might be that the times to walk
to the far sides of two rooms {a or b) might appear to be related i1f one
must always traverse 3 certain corridor (c) before entering either of the
two rooms. Even 1f the distances across a, b, and ¢ are staticstically
independent of one another, the times (across a large sample of rooms 1in
which the sizes of a, b, and ¢ are randomly determined) to get to the far
end of room a will have to be related to the time to get to the far end of
b. Since some sensory processes may typically precede certain perceptual
or cognitive processes, and some cognitive processes may typically precede
certain motor processes, the concept of independent, but sequentially
dependent, processes is certainly possible. Much evidence is being
accumulated that indicates certain mental processes take place i1n the left

brain while other kinds of processes take place in the right brain. The

‘l‘l" L)



conditions and lengths of pathways i1that sensory, cognitive, and motor
activities must follow could be the cause of apparent relatedness in the

times to perform various kinds of tasks.

2.6.2 Genetically Related UIPs

Even 1f times to perform process a and process b were related
across people, we desire an explanation to account for that relationship.
One possible explanation i1s that a genetic process was responsible for the
similarities in the structures or mechanisms that permit those two proces-
ses to take place. A relationship existing between two UIPs may have been
caused by a genetic process which took place in the past but continues to

exert its influence.

2.6.3 Experientially Related UIPs

Another explanation might be that the times to perform proces-
ses 4 and b are currently related because of similar amounts of previous
training and/or practice in using those processes. Persons do become
taster and better on some practiced tasks. Improvement may be due to
quickened speeds through various UIFPs needed by those practiced tasks.
Structurally, the mechanisme required for various processes may well be
changing as one practices a task. The possibility for “"transfer of
training" of some acquired skill from one task to another is certainly
well established in the psychological literature. Had it not been for the
similarity in the practicing of certain tasks {(and, consequently, certain
UIPs) in the past, the times required for performing those tasks (and
those UIPs) might otherwise have been unrelated. In thics sense, a and b
currently appear as related because of training processes or experiences

that occurred in the past.

2.6.4 Biochemically Related UlPs

Finally, the times to perform two different biological processes
might well be related because certain biochemical agents are currently
present, which control the overall speed that both process a and b
can be accomplishec. 1t is well establiched that introduction of some
chemicals into the human’'s system can have an impact on the performance of

certain tasks. Thus, processes a and b. whose usage times might otherwise
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be i1ndependent, may be currently related because of the presence of
similar amounts of various biochemicals which have "invaded" the sites
where those processes take place. The presence of certairn biochemical
agents 10 the past could also have caused relatively permanent structural
changes to the mechanisms responsible tor the accomplishment of various
UlFs., Nor 13 1t necessary that only externally introduced biochemicals be

considered as the cause of the apparent relationships among certain UIPs.

It mav be that the production and dispersal of various biochemicales are

"y A
taking place naturally and internally at all times. It 1s, of course, .;tﬁw
AR
possible that the amount of various biochemical agents that affect the :ﬁ?ﬁ{,
performance of two or more i1ndependent processes 1s, 1tself, a direct Qigkﬁ

result of a genetic process. Hereditary factors have been established as

being responsible for certain chemical :mbalances 1n some persons.

Unfortunately, it is mathematically impossible to distinquish
whether two process times appear related hecause they are "naturally" that
way, because they have become that way, or because they onily appear
that way since we are unaware of the other thingas and processes which
occur in close temporal proximity. Since it is impossible to make these

determinations merely from examining the task-time data, the UIP theory
assumes that usage times of separate UIPs are independevnit across pecple, ard
that, if they appear to be related, there must be some additional independent

{past or presernt) process that is causing that apparewnt relationship. R

process that is resporisible for causing the relationship between the times to

™ ) 4
perform twa or more otherwise independent processes will be referred to as a ALY
"higher-level" process. The UIP theory is also corncerned with identifying the };:i::
number and types of higher-level UIPs and which lower-level UIPs they may be 5{:‘ﬁ

affectinag.

2.7 SAME MUMBER OF USAGES OF EARCH UIP

The last assuoption states that a given task determines the
nusber of usages required for each UIP to be i1nvoked during the task. R
This assumption may not be justified for highly complex and difficult .
mental tasks. Individuals may well differ in how they attempt to solve i

complex problems. Different persons may have acquired different learned
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':Ei procedures for attacking certain kinds of probiems. 0r a given person may !

f;:: have alternative procedurecs for attacking a given type of problem, and we :?ii

hfﬁ may be unaware of which of those procedures is being followed while the ;Sk&:
person sclves the problem. However, for simpler tasks, the theory

:{if maintains that the nature of the task itself defines the essential UIPs

ilif that aust be used and the number of usages of each of them. For exaaple,

j;: 1f a subject is asked to count the number of objects in a given picture,
the actual number of objects and their relative locations should play a

7{{3 dominant role in determining the number of fixations needed to count thensm.

N

;ni: A given individual, however, might perform some visual tacsk

‘ with, say, fewer than the average fixations required by the group as &

_;; whole. Whatever total time he spends i1n doing the UIPs ¢nhat permit

::EQ retixation of the eyes could be divided by the average number ot fixations

‘ji required by the group. The result of this division may msake 1t appear
that each fixation time is faster for that individual than 1t really was.

%;% This i1ndex., however, would accurately reflect the fact that this person

'i-t does accomplish those processes more effectively than do others. It may

;ij also be that an individual who usecs fewer fixations than the average,
might, on the average, take somewhat longer to accomplish them. Thus,

};ﬁi there mavy well be a compensatory tradeoff in the number of usages of a

o given UIP and the average time to use 1t. The theory 15 interested 1in

QE? establishing the average amount of time required for a given UIP to be

; used to accomplish a given asount of work.

o

jﬂj The assumption that each person must be using the samse UIPs for

:S: the same number of times is siaply a convenient way to evaluate time used

- to accomplish a task that requires a certain amount of work to be done.

::: An analogy might be in considering the time required for a person to fill

:;g an empty tank by carrying buckets of water froms another tank which 1s

iij t1lled with water. 1If we are interested i1n how fast persans can move

wmater, we could divide any person’'s total time taken to complete the task
by the average number of bucketfuls required by the group as a whole.

This should give us an appropriate i1ndex o¢ eftfectiveness for that persaon
as compared with the others. Why a person i1s faster than others (e.g., he

uses a bigger bucket, he has a smaller bucket but works faster, etc.) 1¢

Iy
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relatively unimportant to us. The theory seeks to not only identify the

underlying processes invoked by various tasks, but also to establish the

relative speeds with which individuals can utilize those processes.

r+J
w

TIME RERQUIRED FOR AN INDIYIDUAL TD PERFORM A TASK

The UIP theory basically states that, for a task k, which

requires the usage ot underlying processes (all of which are required by

at least one other task in the battery), the time required for individual
i toc perform task k will be

{2-1)
- XY
where
P = the total number of commonly used processes,
U, = the number of times process p 1s used during task k.
T,, = the average time (across all tasks) for i to use process p,
D,,. = the average per-usage difference i1n time for i to use

process p while performing task k from from average time of 1

tc uce that process across all tacsks.

The derivations for thics and other i1mportant UIP theory

equations are found i1n Appendix A.

The reader may wWwish to refer to that
Appendiz before proceeding to the next section.
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\: 3. IDENTIFYING THE UNDERLYING PROCESSES .
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X o
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[},
3.1 THE RELATIONSHIP BETWEEN TASK TIMES

i} The UIF theorv 1s concerned with how one may analyze the tack

N times for a batterv of tasks to discover {(a) how many UIPs are common tco

. more than one task i1n that battery, and (b) to determine the nature of the

‘ UIPs, The previous section stated that, based on the UIP theory’'s first

) tour assumptions. the time required (T,,) for individual i to accomplish

-: some task k must be egual 1o the sum (across all P processesi of the

? products of the number of times each process gets used multiplied by the

= average time person 1 required to accomplish that process. Appendix F

n describes 1n detail the derivations of the equationes discucssed below.

i: The reader mav wich to refer to that Appendix for a better understanding

:f of the derivational steps and assumptions made for the equationc that

: follow. It can be shown that the correlation betweern the times taken

: to pertorm two tasks 'k and m» should be:

- ,

~ Fem ®= B (CU ¢, /o, ) o»

« p=1 2. *

(U 0 /00 ) (3-1)
P - m

L=

- where
) pw = Mumber ot uses of process p during task k.
- .m ® number of uses of process p during task m,

j: v, = the standard deviation of the average times taken

. ..

ﬁ: by 1ndividuals to use process p across all taske,

S

¢, = the standard deviation ot task k times across
individuals, and
r., = the standard deviation of tack m times acrocs

A 1ndividuals,
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1.2 THE CONTRIBUTION OF EACH UIF TO A CORRELATION

the above equation suggests that a matrix of correlations among
task times should be able to be replicated by forming a matriz F with K
rows ‘1.e., one for each task in the battery) and P columns ione for each
uangserlving 1ndependent process used by two or more tasks) where the entry

1n cell k,p would be

0, /7, . (3-2)

Using the above entries, 1t can easily be shown that

Fo.® L& __f_ . (3-3)

Further, the entire correlation matrix should be able to be reproduced by

multipiying matrix F by 1ts transpose. That 1s, R = F % F' .

I3 USING FACTOR ANALYSIS TO OBTAIN THE DESIRED VALUES

The formulation 1n the above equation suggests that a factor
aralvsre of the correlation matrix, followed by an appropriate rotation of
tre factors tound, should produce matrix F. Several clues exist tor find-
1ng the "appropriate” rotation. Fircst, when a particular process (e.g..
grocess pr 15 not used 1n a particular tacsk ie.g.. task ki, then Upk
mist equal zerc. Thus, the p.k cell 1n matrix F must have a value that

does not differ significantly trom zeroc since the standard deviations of

poth T

oy 3nd T, must be positive. Second, 1t U, , 15 not zero, 1t

must be positive, since 1t 1s 1mpossible for a process to be used a nega-
tive number of times. Thus, 1f 2nvy entry in matrix F 1s not zero, then 1t
must te positive. Therefore, the appropriate rotation must be one which
vields entriec which are all either zero or positive. Such a factor
structure 1s referred tc as having both "simple structure" and "positive
manri1fold." Wherry, Jr. (1985, has recently described modifications to the

Hierarchical Factor Analysis (HFA) technique, which can objectively

discover such structures when, and 1f, they exist.




4. FURTHER MANIPULATIONS OF THE HIERARCHICAL FACTOR LOADINGS

4.1 DEVELOPMENT OF THE "COVARIANCE" MATRIX
Assuming that the modified HFA technique is able to find a

factor structure that shows both simple structure and positive manifold,
then further interesting manipulations of matrix F can be accomplished.
For example, each row of F can be multiplied by the standard deviation of
the respective task. These new values can be placed into a K by P matrix
called C (for "covariance"). The k,p cell should now contain simply the
product of U,  times the standard deviation of the values of T ,

across all individuals. That is

e, W, 0, Jeg ) =l 0, . (4-1)

As with the F matrix, all of the matrix C entries should be zerc
or positive. Matrix C values can be used in several interesting ways
because those values are no longer influenced by the task time variances.
For example, the ratio of any two entries from, say, column p should now
yield the relative number of times process p is used in those two tasks.
For exasple,

Via ® B, 1C

= (U, 0, /MU, e ) =/, (4-2)

P - P

4,2 ESTIMATING THE STANDARD DEVIATIONS OF PROCESS TIMES

Conversely, if the number of usages of process p can be
estimated (by knowing the nature of the task in which i1t is used), then an

estimate of the standard deviation of the T_, values can be obtained.



That is, each non-zero value in the C matrix must represent the product of
the number of times that process was used multiplied by the standard
deviation of that process’ usage time. Thus, for task k.

r. = c /U

Kp Pk
P . .

v, /U, =0, . (4-3)
P P-

For each process, as many estimates of v, can be obtained as one

has non-zero lcadings on that factor. If:-say, ten tasks load on a given

factor, then ten independent estimates of the standard deviation of that

process time can be obtained. To the extent that 211 ten of the estimates

are highly similar, one can have confidence that both the nature of that

process has been comprehended properly, and that the number of times it

must be invoked by a given task has also been established correctly. The

average of the ten estimates can then be used with confidence as the

standard deviation of that process’ usage time.

4.3 ESTIMATING THE AVERAGE TIME TO USE A PROCESS

The average time to use a process can be estimated in the
following manner. First, matrix C is augmented with the column of mean
task times. MNext, the means., standard deviations, and correlations among
the P columns {representing the processes) and the augmented column are
determined. Finally, multiple correlation is accomplished, selecting all
P of the process variables as predictors of the task time averages. This
results 1n a prediction equation with P standard score "Beta" weights (Bs)

which states that
zc e (4'4"

However, the predicted standard scere of a average task time would be

2, = (T, - T )/e, . (4-5)

[

Also.,



2. "Wle,, =t /e, . (4=6)
kp -P
Since the means and standard deviations of the ¢ values and the average
task times can be computed (through the K tasks which represent the rows
in the augmented matrix), Egqs. (4-5) and (4-6) can be substituted into Eq.
{4-4), Then, multiplying both sides by ¢, and adding f' to
both sides and rearranging terms yields )

~ P -
T, = E(Bw, /¢, dlc . =c_)+T . (4-7)

Finally, letting b, = B, ¢, /¢_ y Wwe may show

. -p

~ P - P -
T ® ,E.bv:kﬂ *+ 7T - ,E,bﬂc _ (4-8)
Now, sincec,, = U, ¢, , then
-P
- K
c.*= LU . /K, (4-9)
k=1 .p
But ¢, is a constant throughout the column, therefore,
-P
- © -
C . "0 EU /K=y¢, U . (4-10)
- Wl -p -P
It can also be shown (see Eq. (A7-10) in the Appendix) that
- P -
T = p!_:’U_,Tn & (4-11)
Substituting Eqs. (4-10) and (4-11) into Eg. {4-B), we see that
-~ P
Th = FE‘bpukp'T.p
P - e -
+ FE‘U_,TP + pgib,r,pu_P P (4-12)

Now. assuming b, = T /¢, . and substituting it into Eq. (4-12)
B



-~ P
T. = _E‘T,U,,
P - [ -
+ FEtU T = ’E‘T,U_, (4-13)
L4
- pEtT,Uk, .
P
Since we know that T = -E'U,,§T, + D, ), we also
now know that
~ P
Ty = T, * Z’U,,D,_. . (4-14)
.-
Subtracting ?k from both sides, we can show that
~ [
T = Ty m .EIU.,D,_. . (4-13)
But D_ , is the interaction of process p during task k averaged across

all individuals. If we sum the errors of prediction of the mean task
times across all tasks, we can show that

-~

[ 4 K P
E(T,-T) = E EUD, ,=0. (4-16)

ki kmipmi

‘This result supports the assumption made earlier that

. =B, v /e, mT /e, . (4-17)
- L]

-P
Since B, . ¢, . and ¢_ can be computed, and ¢, can
be estimated Bv the eari;er described method (5ee’Eq. {4-3)), we can now

show that an estimate of the average usage time for process p is
T, = (¢, B) (0, /¥, ) . (4-18)
- [ -P

4.4 ESTIMATING INDIVIDUALS' TIMES TO USE A GIVEN PROCESS

A given individual's time to use a given process can be

estimated in exactly the same procedure as described above, except that
individual ‘s task time scores are augmented to matrix C instead of the

mean task times. In this case,
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ﬂij T ® (VT‘ B,.) (e, /¢ } (4-19) Hﬁ{
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b Khile i1t appears that a great deal of computation is needed to e
. = o ‘l_
t}z: derive predictions for T  and each person’s T_, value for each of the Qx{~
:::f P processes, 1t should be pointed out the intercorrelations among the P i}i
—{fif predictor variables need be computed only once. For example, the ;
R
= intercorrelation of process p and process g is computed as
x‘:'.'
.h‘_"- [ - -
re o = (B, c./K-¢c e )/ (4-20)
A _‘.7 e a kmy
'C 'C
- P -q

The intercorrelations of the predictors can be stored in a P » P matrix
) named R__. The inverse of the R__ matrix can then be obtained. Once

the vector of intercorrelations between each predictor and any criterion

;u;ﬁ is determined, the vector of P standard score beta weights can be obhtained
i:ii by the matrix operation of multiplying the inverse of R__ by the vector
"-:“- . . . .

o of criterion correlations. Also, the final term in parentheses in Egs.

(4-18) and (4-19) is a constant. That is,

K, = 0, /¢, . (4-21)

R P -p

Thus, the computations to obtain predictions of T  and 7,  values are
;;,? not overly complex or difficult,.
jE:E: 4.5 - USING THE DERIVED PROCESS VALUES AS TASK DESCRIPTORS

o One of the enduring (and unrealized) goals of husan engineering

[ . has been the development of a taxonomy of tasks. The hope has been that
}izii any task can be located within the taxonoey by progressively determining
‘;:E: which subcategory a particular task falls into. That is, to build the
o taxonomy, one aust first discover what the major categories of tasks

should be. Having done this, subcateqories are formed, followed by sub-
subcategories, and so forth. The concept upon which a task taxonoamy is

founded is that every task can be said to belong tc one, and only cne,

cateqory, subcategory, etc. The UIFP theory, however, suggests that this
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concept 1s erroneous. A given task may contain a requirement for using
several different independent processes. Another task mav well require

some of those processes, but not all of thea and, 1n additicon, scame other

processes not required by the first task. Tasks, themselves, are simply
too complex; they cannot be the basis of a taxonomy because an 1nfinite
variety of possible tasks exist. Underlying independent processes, 1f

successfully 1dentified, would provide a basis for both {(a) enumerating

FXKf which underlying processes are required by any given task as well as (b)
SN quantifying the relative number of usages of each of those processes. [f
;i§i‘ the actual average number of usages of some process can be estimated, then
::i:g the average number of usages of that process can also be estimated for any
AW given task in the battery. This section has shown that 1t 1s also

o possible to estimate the average time to use a given process as well as

the standard deviation of those usage times. Finally, we have seen that

individual capabilities in using some process can also be obtained froas

L the methodology described in this sectian.
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5. THE DESIBN OF STUDIES FOR TESTING THE UIP THEDRY

v s e
e

[RERE A

3.1 UNIQUE DATA REQUIREMENTS; NUMBER OF TASKS TO STUDY

It must be remembered that the UIP theory utilizes factor
A analysis to discover the underlying comson processes required by the
-3 analysis of task response times correlated acraoss people. Thus, the input
o to the factor analysis portion is a K by K matrix of intercorrelations for
;. the K tasks on which the data were collected. Since the number of factors
; extracted from this matrix should be equal to the number of underlying
¢ common processes, one would normally want to have at least twice as many
tasks represented in the matrix as the nusmber of processes one expects to
find. Therefore, as a lower limit for the number of tasks to be studied,
one should have at least 2 x P tasks. However, at the beginning of
-~ studying a task domain, we do not know how many underlying factors may be
present. For example, if we desire to study a complex task such as one

. requiring the utilization of symbolic information from a tactical display
screen, we may not know whether humans have separate visual processes for
perceiving the size, color, shape, and orientation of various visually
presented syabols. When we talk, here, about different visual processes,
’ we are talking about the relative speeds with which an individual can

) discriminate visual features, If the relative speeds in discriminating
;f si1ze, shape, and orientation are virtually the same across all people,
then the UIP theory would conclude that only a single process exists for

discriminating those features, even though experimenters might make a

logical distinction among what is being required of the subjects.

AP ]

Similarly, experimenters may believe that a separate process is required

for the perception of color, while the UIP theory might find that several
different processes are involved in the perception of different colored

stimuli. The hierarchical factor analysis of the data might ultimately

4
4
’; indicate the precsence of separate "red", “blue", and "yellow" perceptual {f<:ﬁﬁ

processes as well as a higher-level color process.

AR




N SPECIFIC HYPOTHESES NOT REGUIRED

on
'S

The above discussion points cgut an important distinction about
the UIP theory, that is, while the analysis of response time data by
the methods being advocated here could be used to test various hypotheses
about how many processes there are and what their nature may be, 1t is
unnecessary to have formulated any such hypotheses. The UIFP theory itself
containe more global hypotheses about human performance in the form of the
major assumptions of the theory. Thus, for example, one of the theory's
global hypotheses concerns the existence of different and independent
underlying internal processes. If more than one factor i1s found, then the
hypothesis is confirmed. The theory, itself, is unconcerned with what
specific processes may exist or what tasks might require the invoking of

those processes.

wn
o

UNIGUE DATA REGUIREMENTS; NUMBER OF SUBJECTS TO STUDY

If the intercorrelations of the task times are not predicated on

the same subjects, then the ensuing factor analysis may yield strange and
impossible results. Thus, each subject should be tested on each task
being studied. Further, it is certainly desirable to have more subjects
than tasks. The number of subjects in a study influence the probable
error of a correlation coefficient. The standard deviation of a
correlation coefficient of zero is {/(N-§)-% . Thus, if the number of
subjects studied was 145, the distribution of correlations found by chance
alone {i.e., even when two taskS were, in reality, uncorrelated} would have
a standard deviation of 1/(145-1)- = 1/(144)-% = {/12 = ,085. 1If the
size of the sample of subjects 1w 2 doubled to 290, then the standard
deviation would be reduced to 1/(290-1)-° = 1/(289)-° = {/17 = ,0588.
Where this becomes important is during the extraction of factors. As each
independent factor i1s extracted, statistical criteria are invoked to see
1¥ loadings on the next factor that would be extracted are significantly
different from what might be expected by chance alone. 1If not, then the
extraction of factors ic stopped. Obviously, we would like to be able to
find all the real underlying processes and this causes us to want to
continue extracting facters. On the other hand, we do not wish to simply

extract factors which are attributable to chance alone (i.e., measurement
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error). Consequently, the statistical criteri1a mentioned above are
tnvoked. It should be obvious that the loadings on any factors found will
be more stable (1.e., replicable) as the subject sample si:ze 1s amade
larger. It should alsc be obvious that jarger sample si:zes should perm:it

us to extract more factors that have real but fairly small loadings.

CHODBSING TASKkS TO BE STUDIED

F
S.4.1 Selecting a Task Domain of Interest

A major contention of the UIP theory 15 that an infinite variety
of human tasks carn be imagined. Obviously, one cannct go out and collect
data on every possible human task. It 1s equally obvious, however, that
some tasks differ from others i1n only relatively minor ways. It 1s,
therefore, advisable to perhaps start an investigation of UIPs with those
required by some specific domain of tasks. For example, the use of
visually presented symbolic information represents one domain of tasks

that might be of interest to an investigatar.

2.4.2 Determining the Variables of Interest

Having selected, say, the use of visually presented symbolic
informaticon as our task domain of interest, the important task variables
should next be specified. With regard to what 1s found on a display
screen, ane might generically describe the things to which the operator

must attend as being the various objects depicted on the screen and/or the

various areas depicted on the screen. For example, at times an operator
may only be interested in certain objects 1f they are 1n ctertain areas.
With regard to the cbjects themselves, the operator may only be interected
in objects that possess certain features. Various attributes of the
objects themselves f‘e.g.. location, size, color, orientation, shape, etc.)
are typically used to symbolically code information about real-world
objects’ location, type of object, threat, allegiance, heading, etc.
Another obvious attribute of objects depicted 1s the total number of

cbjects on the screen at any cne time.

n

4.3 Selecting the Levele of a Variable to Represent

"Levels of a variable" refer to the number of different states

of a given attribute that will be represented in the study being planned.




In the Analysis of Variance (ANOVA) designs, because of requirements for
independence of the variablecs (factors;, the number of data cases 1n each
cell must be proportional. This results in tremendous increasecs 1n total
number of preces of data to be collected as the number ot factors and the
number of levels within a factor increases. Typically, the number of
levels of each variable 1nvestigated 1n ANOVA designs will be limited to
two or three when the i1nvestigator desires to invecstigate a large number
ot variables. In a factorial experiment, tor example, 1f one desired to
tnvestigate the same number of levels (L} 1n each of a number of main
variables iV:, the number of data cells required would be LY. When cnly
a tew variables and a few levels 1n each are being studied, this 1s not a
major problem., However, even eight variables with six levels 1n each
would require over a million and a half data cells., FReal-world tasks are
usually far more complex and typically average more than eight variables
and cix different possible states on each variable. Thus, the 1dea of
using ANOVA decigns to study complex real-world tasks must be abandoned 1in
tavor of experimental designs that are far more efficient in their ucsage

of data.

5.4.4 Using the RSDY Technigue

The Random Sampling of Domain Variance {KSDV) technique was
developed to overcome the limitations of ANDYA discussed above. It 1¢
particularly appropriate for the design of studies for the UIP theory.

The background and raticnale for the RSDY technique and its application

1s described 1n detail i1n Volume 3 of this series. A major purpose ot the
RSDY technique ic to permit an experimenter to develop a random sample of
real-world tasikes so that empirical recsulics obtained from data collected on
that sample of tasks will generalize tc the entire population of real-
worid taske of interest to an investigator. To accomplish this, the RS0V
technique reguires the experimenter to first specify a statistical! mode!l
of the real-world task domain of interest. All task and environmental
variables that are believed to be operable 1n that task domain are
listed. Next, any relationships among those variables must be estimated
along with the probable distributions of various levels of each vartiable.
Then, a computer 1c employed to generate random numbers to decide which

speci1fic levels of each variable will be represented i1n a given task baced
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on the specified probabilities of those states occurring. This is
analegous to a specification, by the experimenter, of what the complete
population of that task domain is like in the real-world of interest to
the experimenter, and, then, obtaining a random sample from that
population of tasks. Having once specified the variables of interest and
the probability of various states of those variables occurring, it is
relatively easy to obtain, through the use of computers, an unbiased
sample (of any desired size) of tasks from that specified task domain.

The fact that the sample of tasks selected in this way must be an unbiased
one is very important because it means that performance data gathered on
that sample of tasks should be able to be generalized to the entire
population of tasks described by the task domain specified by the
experimenter. Unlike ANOVA designs, the RSDV technique has no limitation
in either the number of variables to be studied or in the number of levels
for each variable. Each task randomly selected in this way is, itself,
specified by the vector of variables states which are randomly obtained in

the computer.

5.5 CREATING THE SAMPLE OF TASKS TO BE STUDIED

Having selected a sample of tasks from the specified task domain
of interest (by using the RSDV technique described above), the researcher
must now create these sample task situations for the laboratory so that
each person can perform each sample task. In this way, the individual
differences in task response times (and accuracies) for the sample of
peaple (on whom that performance data will be gathered) can be determined.
In most modern human performance laboratories, computers are typically
employed to simulate and control task situations and to collect data. It
is possible, therefore, to directly input to the computer the state
vectors for a particular randomly selected task and have the computer
create those specific task situations on demand. A discussion of how this
approach has been uced for the task domain of "using visually presented

symbolic information" is described in detail in Volume 4 of this series.

5.6 CHODOSING THE PARTICULAR SAMPLE OF PEOPLE TO STUDY

The sample of people should, of course, also be a random sample

from the population of people to whom the experimenter wishes to
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generalize the results of the study. It should be recalled that the UIF
theory allows the analyzer to determine the distribution of times required
for the various UIPs that are discovered for a given task domain. To the
extent that the sample of people are, in fact, a random sample of the
population of people of interest, then the means, standard deviatione, and
shapes of the cistributions of UIP usage times found for the persons
sampled should provide excellent estimates of those same parameters for

the populaticn of interest.

3.7 COLLECTING AND ANALYZING THE DATA

Time and accuracy data should be collected on all persons in the

subject sample for each task in the battery (i.e., the randomly sample
domain) of tasks. Correlations ameng the task times are then cumputed and
submitted for the modified {i.e., Positive Manifold) Hierarchical Factor
Analysis. The rationale and procedural steps for this analysis ic
described in detail in Volume 2 of this series. Examination of the
resulting factor loadings should reveal the nature of the underlying
independent processes corresponding to each factor. The manipulations to
the factor matrix described in section 4 can then be accomplished to
determine the probable standard deviations of the separate process usage

times and to derive the means and distributions of those process times.



6. HISTORICAL ANTECEDENTS OF THE UIP THEORY

6.1 OVERVIEW

Theorizing about the underlying processes that determine the
behavior of humsans and their performance on various taskes predates the
discipline of psycholoay and, especially, the relatively modern concepts
of collecting and analyzing data to verify one’'s theories. A major
difficulty encountered by empiricists in researching this domain hac been
that the phenomena of interest {i.e., the mental events or underlying
internal processes) were not directly observable. Nevertheless, over the
years, two distinctly different data-analytic approaches tc studying

urderlying mental processes emerged.

The earliest of these concentrated on determining the duration
of the underlying processes by the analysis of differences in response
times brought about by relatively minor variations in a task to be
accomplished. The issue addressed in this approach is to what extent deo
any observed differences in response times correlate with the known
(experimenter induced) manipulations of the task. This approach was begun
by Donders (1868,186%9), and, although it lost advocates for many vyears, it
has recently gained new adherents through some clever and insightful

changes and methodological extensions by Sternberg (1969;.

The second major empirical approach to identifving basic
mental/intellectual traits, skills, or processes is the factor analytic
approach. The issue addressed in this approach deals with finding an
explanation for why individual's scores on different tests are correlated.
This approach had its start with the work of Spearman (1904,1927:.

Through the years, it gained many followers because of the outstanding
pioneering work done by Thurstone (1935,1938), Thomson (1937}, Burt
(1941), Guilford (1971), and many others. The UIP theory can be thought

of as both an integration and extension of both the response time and



factor analytic approaches in that it uses a modified hierarchical factor
analytic approach for the analysis of correlations of subjects response

times across a fairly large battery of tasks.

A third important antecedent of the UIP theory is the various
models of human tasks and processes. A model of any type of husan process
or human task is, in a broad sense, a theory about various underlying
processes. With the advent of digital computers, it became possible to
specify one's theories as dynamic simulation models and to repeatedly
exercise those models under varying conditions to ascertain their
implications. Historically, modeling of human performance appears to fall
into two broad categories: {a) models of human processes, and (b) models of
human tasks. Examples of the former would include models of such
processes as short-term memory and retrieval, visual perception, and
learning. Examples of tasks that' have been modeled include tracking,
visually searching for targets on a screen, monitoring of multiple
displays, entry of data into computer terminals, etc. A mocdel of a single
process or a single task can, of course, be highly useful in discovering
a theory's erronecus assumptions about how that process or task is
performed. But the responsibilities of humans in real-world situations
are never restricted to using a single process and rarely, for that
matter, to performing a single task. What was needed to confront the
challenge of simulating the performance of humans doing a wide variety of
complex tasks in real-world situations were far more comprehensive models.
The UIP theory maintains that all tasks are accomplished by the usage of a
restricted number of underlying processes. Therefore, one approach to
obtaining such a comprehensive model for human performance studies wacs to
develop a number of independent process models 4ihat could be integrated
together and invoked as needed to accomplich any real-world task. MWherry,
Jr. (1969) first proposed using this approach. His general-purpcse, Human
Operator Simulator (HOS) program makes extensive use of additive process
times for a variety of underlying, invokable processes. The fact that HOS
has been found to vield sufficient valid results in a variety of complex

simulations lends support to the basic assumptions of the UIP theory.



While there are certainly other historical antecedents to the
UIP theory, which could be mentioned, the three appearing to have the
most direct connections to it are:

(1) the analysis of response time data,

(2) the factor analysis of correlated scores, and

{3) the development of human performance models.
Somewhat expanded discussions of these three areas are presented in the

following sections.

6.2 THE ANALYSIS OF RESPONSE TIME DATA

The Donders method (known as the “Subtraction method") and the

Sternberg method (known as the "Additive-Factor method") are similar in
several respects. First, both are primarily concerned with analysis of
response times {(rather than response accuracies). Secondly, they utilize
systematic and relatively small changes to an experimental task to
determine both the nature and extent of the effect{s) brought about by
those changes. Third, they attempt to derive estimates of the times
required by the underlying processes hypothesized by the experimenter.
The Sternberg approach makes use of ANOVA designs and data analysis

techniques which, of course, were unavailable to Donders in his era.

The Donders/Sternberg metheds have been widely used to study
such phenomena as the effect of the number of items (N} in a set of
“target" stimuli on the responce time regquired to determine 1f a single
presented "probe" stimulus belongs, or does not belong to the target set.
A basic hypothesis in this type of study is that to reject the probe as
one of the targets, the subjects must utilize various retrieval and
comparison processes N times. If the probe is one of the N target
stimuli, one might expect that on the average the subject would only use
various retrieval and comparison processes (N+1)/2 times. In both cases
{i.e., acceptance or rejection of the probe), one would expect an increase
in N to be accompanied by an increase in response times. In general,
these studies have supported the hypothesics that response times are
linearly related to the number of itemsin the target =set. Some of this
research has indicated different slopes and intercepts for different

persons.



Linear relationships between recsponse timec and number of 1tems
1in the target set in these studies strongly suggest that at least some of
the same underlying processes must be used repeatedly, and that, on
the average, those processes have stable usage times. Different =lopes
for different individuals suggest that there are stable i1ndividual
differences in the times to use those same processes. The different
intercepts for different persons may also represent stable individual
differences for various underlying processes needed i1n those tasks, but
which are not processes directly needed for accepting or rejecting the
probe as a target stimulus. Clearly, the results of these studies support

many of the assumptions in the UIP theory.

The Donders method, while brilliant i1n 1ts conception, wmas
unfortunately rejected by most psycholoqists for nearly a ce :ury because
of unsubstantiated claims made by respected introspectionists of that
period that mental processes could not be additive. Donders had also
believed that i1t was possible to create two tasks that differed only in
that one task had an additional "inserted" process to be done, and therefore,
any additional response time could be attributed to that additional process.
This particular concept was widely criticized because of the contention that
insertion of any new process might well influence how the other required
processes would be accomplished. Critics reasoned that it would be impossible
to distinguish between required time for the new process and possible changes
in duration of the other required processes. When dealing with only two
alternative tasks at a time, or only in average differences in response times,
then this criticism is quite valid. However, the UIP theory requires that
data be collected on a large variety of tasks from the same dowain. If the
"additional™ process occurs in more than one task in the battery, then the
factor aralysis of the correlated tasks times should be able to isolate the
additional "commen" process and separate any time components required for it

from time components required for the other processes.
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Both the Donders and Sternberg approaches, while elegant, tend
to suffer from restricting their data to be analyzed to a relatively few
tasks, which differ in relatively minor ways. With the availability of
ANOVA desiagns, Sternberg is able to co-vary several situatiocnal (i1.e.,
task) factors at the same time. Adoption of ANDOVA designs and its data
analysis methodology by the Sternberg approach, while making it mcre
understandable and acceptable to other researchers, unfortunately still
limits both the number of factors and number of levels within those
factors that can be effectively investigated in any one study. The UIP
theory, on the other hand, has abandoned the ANOVA approach in favor of
the Random Sampling of Domain Variance (RSDV) methodology. This not only
permits more factors and levels within factors toc be investigated more
efficiently, but has the added advantage of being more generalizable to

real-world tasks of interest.

While the typical tasks studied using the Donders and Sternberg
approaches are very interesting and do yield significant insight into
what underlying processes may exist, and what those process usage times
may be, it is usually very difficult, if not impossible, to find any real-
world tasks like those typically found in ¢their studies. If one accepts
the criticism of Donders’ work (i.e., that introduction of any new process
into a task may change both the nature of the task as well as the response
times for the other task-required processes), then one must abandon hope
that results from studying the relatively simple, typical laboratory tasks

will ever generalize very well to the complex tasks in the real-world.

6.3 THE FACTOR ANALYSIS OF CORRELATED SCORES

6.3.1 Spearman’'s General Intelligence Factor

The approach of using factor analysis to determine the nuaber
and kind of independent "traits" ¢that may underlie human behavior is
certainly not new. Indeed, factor analysis was invented specifically for
the analysis of mental tests. Spearman (1904) was one of the earliest
investigators to recognize that scores on different mental tasks were
related across people. That is, persons who did well on one mental (or
intellectual) task also tended to do well on other such tasks. He

reasoned that some stable individual differences, of importance to all



mental tests, must exist among people for these results to occur. Some
underlying trait or skill or process must be responsible for making some
people better {and/or faster) in their performance of the tasks. Spearman
believed, at least initially, that a single factor was responsible for
those differences, and he named this factor “general intelligence".
Despite the fact that the assumption of a single factor was ultimately
rejected, the work of Spearman (1927) set the stage for the enduring
interest of British and American psychology in mental testing and in the

factor analysis of abilities.

6. 3.2 Thurstone’'s Multiple Factor Analysis

As more data were collected over the years on different types of
mental tasks, Spearman’s contention of a single factor becaame increasingly
untenabie. Thurstone (1931) introduced his Multiple Factor Analysis
technique (using the Centroid approach) and subsequently (1938B, 1941)
showed convincing evidence for the existence of multiple independent
factors,which must underlie the mental domain. There can be little doubt
that Thurstone’'s early work changed, not only how factor analysis was to
be done, but also how all future factor analysts conceived of smental

abilities.

6.3.3 Builford's "Structure-of-Intellect” Theory

Builford and Hoepfner (1971), in the culmination of a twenty-
year research effort, also showed ample evidence of many underlying
independent factors which must be responsible for the differences in how
humans perform various kinds of mental and intellectual tasks. Guilford's
work was an attempt to test his “Structure-cf-Intellect” (SI) theory, which
contained 120 cells based on a three-way classification of mental tasks.
The three major classes dealt with six mental "operations" categories
{1.e., cognition, memory, divergent production, convergent production, and
evaluation), four "contents® or areas of information categories on which
the operations took place (i.e., figural, syambolic, semantic, and
behavioral), and six "product®" categories {(i.e., units, classes,
relations, systems, transformations, and implications). Thus, Guilford’'s
theory postulated, from the outset, a minimum of 120 different mental

abilities. But he believed that there were separate subcategories for
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visual, auditory, and kinesthetic operations. Therefore, the SI theory
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actually suggested a possibility of 360 separate abilities. Guilford

2

recognized that his SI model was not hierarchical in nature, ard, becaucse

[T

of this, he never sought to determine if higher-level factors existed or
how much variance they might account for. Although he was a strong
advocate of and used factor analysis as his major analytic tcol, he
doubted that all of the abilities could be segregated by normal factor
analysis of traditianal sental tests, He stated {(page 19-20). “The fact
-, that they (the postulated abilities) habitually operate together i1n

; variods mixtures {n ordinary mental functioning has been the reazon for

3 the difficulty of recognizing them by direct observation or even by
ordinary laboratary procedures.,” Instead, Guilford believed that special
tests must be constructed to prove the existence of his postulated

~. abilities, and he spent twenty vyears doing that and factor analyzing
various batteries that tested his hypotheses. While Guilford's work is

. remarkable and provides uc with many insighte into possible underlying

' procescses, it never came to gripes with the problem of generalizing the

:i results found with his highly cspecialized tecsts to real-world tasks., The
UIF theory, on the other hand, doec not hypothesize to what the UIPc

may be. It starts, instead, by invecstigating real-world tack domains to
dicccver what underlvying internal procecces are apparently needed by that
domain. This represents a marked departure from both the traditional

= mental testing approach. Whatever the findings of this new approach turn
out to be. the result of UIP studies designed using the RSDV technigue
should be 1mmediately helpful 1n understandina the nature of the cpecific

underlying processes used by real people in real-world taske.

6.3.4 The Traditional Emphacsics on Response Accuracy

The vast majority of past factor analytic st.diec have attempted
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to analvze the relationships among i1tems and/or tecsts ithat were scored by

considering the number or percentage of i1tems on the tecsts which the

«

I Y

altd

subjects answered correctly, rather than on the amount of time taken tc
complete the 1tems or the teste. It mav well te that the failure ot a
single underlying process used i1n a given task 15 solely responsible for
an erroneoucs answer to a given tecst i1tem or mental tacsk. Further, whether

a given process fails or not., mavy be highly probabilistic. That 1g,




sometimes when the process is used, it works accurately (and produces an
appropriate output); at other times, that same process may produce an
inappropriate output. When an error occurs because of the failure of some
internal process, its effect may well be carried along as inputs to the
subsequent processing stages, which must occur. Consi.der, for exaample,
what happens when a single error is made in mentally “carrying" a number
during the multiplication of two three-digit numbers. The single failure
of this one process during the multiplying task causes the entire response
to be scored as a wrong answer. Yet the subject who makes an error on
that particular problem may have used exactly the same number of the same

processes as did another subject who answered the problem correctly.

Process times, according to the UIP theory, are additive during
the solution of a problem or the performance of a task. But process
accuracies are obviously not additive. 1If any process being used on a
given task produces an incorrect output, the resulting erroneous internal
information may be carried along in the human’'s processing system and the
final answer to that itema (or final output to that task) will be wrong,
regardless of how accurate that person may be in performing all of the
other subsequently required processes. Further, the failure of more than
one process to produce accurate outputs is usually not appropriately
reflected in a person’s score when "right" or "“wrong" are the only two
categories used to mark items. If an individual ‘s probable accuracy in
using any one of the UIPs is also independent of the probable accuracy for
other UIPs, then, assuming that any error goes undetected by the subject,

the probability of responding correctly on a given task (p,,) should be

P
A, = R A, ucew> (6-1)

p=l
where
A., = probability of individual i doing task k accurately,

[
R = the multiplication operator,

p=1i
A,, ® probability of { doing process p accurately,and
U,. = the number of times process p is used on task k.



The above equation clearly shows that accuracy in performing a
task 1s multiplicative across independent processes, rather than
additive. It also clearly shows that the number of usages of a given
process must be emploved as an exponent of a person’'s average task usage
accuracy while 1t 1s emploved as a multiplier for their average task usage

tinme.

It 15, of course, true that 1¢ (over a large number of similar
1tems! one averages (or sums) the total number of “right" answers, one
should obtain an indication of the joint probability of a given subject’s
JIPs to function sufficiently accurately for that subject to perform those
types of 1tems. But even these total scores may not be particularly
helpful 1n diagnasing which specific underlying processes were actually

responsible for the errors which di1d occur.

Indeed, 1t 15 precisely these sarts of issues that have created
the debates about the need for "culture free" tests. 1If, for example, one
of the regquired underlying processes 1n a series of tasks cannot be accom-
plished accurately for one subgroup in the population, then 1t does seem
highly 1nappropriate to generalize that one process’ average inaccuracy to
other underlving processes needed toc perform those items. Suppose a group
ot subjects 15 required to perform a test, composed solely of fairly
simple problemss 1n using logic and drawing inferences. Suppose, further,
that all of the 1tems are written in a language unfamiliar to those
subjects. The fact that none of those subjects can correctly answer these
1tems should not be taken as an indication that they cannot accurately

perfora the processes required for logically drawing i1nferences.

It may be arqued that most tests given are timed tests and,
theretore, the scores derived by counting the number of correct answers
are greatly i1nfluenced by the speed by which the underlying processes can
be used. Thus, the i1ndividual differences reflected by those scores must
be 1nfluenced by the speed of processing times. This, of course, 1s
true, but 1t does three things to the data ¢that are undesirable. First,
1t confounds process speed with process accuracy so that the investigator

cannot subsequently separate these aspects of performance. Secondly, 1t

L . _ e Ce ey
At : "'\""' '-' ‘“'\."\- N

. .
- N »

WY et T -
I S A S T POy ¥ - A 1‘/\AA;A.J‘A_3...“M:-L &MM

Jkaumy;mu

S
S



L e e i

gives equal credit for all items answered correctly, regardless of whether
a given item or task required more or different processes and took more
time or not. Third, it forces the data to obscure the effects of separate
process durations. One would expect that the shorter one’'s process times
are, the more tasks or items that person should be able to comsplete. For
example, even i1f subjects made no errors and even if each item or task
took exactly the same amount of time per subject, the number of items
correctly answered would have to be divided by the total time to complete
the test to obtain an estimate of E U..T,, - MWithout doing this,

there 15 no way to equate process :;;es on one test with process times on

another test.

6.3.5 Responding Without Performing Required Processes

An i1ssue that arises when scoring tests, regardless of whether
they are scored on the basis of “correctness of response"” or "time to
respond”, is whether the subject really attempted to use the appropriate
processes. It 1s always possible that an answer given may have been the
result of guessing. Many widely used testing situations {including thase
studies eamploying the Sternberg paradigm) employ multiple-choice formats.
A subject may guess the correct answer and make the correct response
without ever going through the processes that Sshould have been used.
Similarly, a subject could respond to a test item, whether multiple-choice
or not, without ever accomplishing the requisite underlying processes.
Indeed, 1f a subject knows that he does not possess one or more of the
requisite processes, {(or if the subject becomes aware of the fact that he
is running out of time) he may well abandon "appropriate" processing of
the taski{s) and attempt to guess the correct answers. In many cases, such
behavior could be detected by greatly reduced task response times 1in
conjunction with an i1ncrease in incorrect answers. This suggestes that
self-paced tasks may be more helpful than experimenter-paced tasks 1in

determining how subjects typically would prefer to perform a task.

6.3.6 Need to Consider EHoth Time and Accuracy

It 15 obvious that merely noting that a given person is very
tast at doinag some task does not indicate the level of accuracy that

person is exhibiting on that task. Similarly. even 1f one can establish a
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o person’s average time to perform each separate underlying independent
f::i process, that alone will not indicate how accurate each of those processes
z:ij are for that individual. But, by using the analysis of task-time approach
« 4 advocated earlier, 1t should lead to an identification of what the
Y underlying processes are for each task and the relative number of times
-;; each ot the required processes had to be used.
.:::.
e 6.3.7 The Effects of Practicing a Task
. Practicing a given task has at least three known different :ff:ﬁ
' effects on task performance. Typically, subjects who practice a task over } ‘}
an extended period of time tend to (a) show a reduction 1n tacsk time, (b) . e
) show a reduction in errors made, and {c) show less variability 1n task e
. performance. Some investigators have tavored using highly practiced
'ii subj)ectes while otherc have used subjects as they are found f{1.e.. with
%{ whatever skills and knowledge they possess). The strategy chosen
'y depends upon the interests of the researchers. If one i1c i1nterested 1n
t& determining the "upper bounds" of "good" human performance, then clearly
i:: the extensive training of subjects in performing tacske of i1nterest would
}:;j be i1ndicated prior to collecting data. However, data derived from such
- studies may only be appropriate for generalizing to octher similariy highly
3 trained subjects. Further, the training unt:l subjecte stabilize their
. } performance mav permit a greater percent of the vartiance in a labecratery
22{ study to be explained, but, again, this may not accurately reflect the
N emounts of vartiab:ility typically found i1n the real-world and. thus, may
K; not generalize to real-world situations of 1nterest. :z&:t
o R
ﬁ? With compiex tasks, a fourth pocscible difference 1n subjects may :tiﬁy
7 emerge with practice ot that tack; the procecssec required to accomplich o
‘;~ the task may be ditferent. In the cource of practicing a compiex tacsk, a
t&: cubect mav dicscover new strateqiecs of which he was unaware :n earier
';i ctages of training. Tnus, 1t 15 poscsible that part ¢t the reducticn in
53 rezponce time recults frem the oropping of unneeded proccecsses and 1ess
th‘ cptimai strategres. 5Secondiy. as procedures are learnec better anc t N
o better, there is less likelihcod of a subject using some process at ::isg
::: an wnapprepriate time :e.g., Defore the situation really dictates 1te ;??i:
- ey

vee), For ecample, 1¢ a suDject “prematureiv” determinez that Re 13 ready .




to start a different phase of solving some problem, he may have to return
tc an earlier phase when he discovers that he does not yet have sufficient
inforeation to solve that problem. This type of behavior could lead to
more usages of some underlying processes by a novice than by a trained

individual.

The only apparent guideline that seems reascnable with regard to
how such practice subjects shculd be given is that subjects should have the
same distriputicn of skills and training as these in the real-world to
which the researcher wishes to generalize. Regardless of where this
guideline leads the researcher, the collection and ultimate compar:.cn

cf toth time and accuracy data seems warranted and advisable.

6. 4 COMPREHENSIVE HUMAN OPERATOR SIMULATIONS

It was mentioned earlier that the Human Operator Simulator (HOS)
was predicated on the basic assumptions of the UIP theory. HODS is a
highly scphisticated computer program used to simulate a human’'s behavior
1n a complex system and environment. It utilizes an English-like Human
Operator Procedures (HOPROC) language to indicate various learned
procedures, which are assumed to be part of the "long-term" memory of the
human to be simulated. The model of the human,which is resident te the
HOS program (i.e., not user furnished), includes strategies for dynamically
deciding what the simulated operator will attend to next. When a given
“learned" procedure is being worked on, the appropriate statement in that
procedure is "recalled” and "deciphered" by what in HOS are referred to as
“statement handlers.” These modules permit the simulated operator to
deteraine what "micro-processes"” need to be invoked in order to attempt to

satisfy the procedural requirements.

Among the various micro-processes currently modeled in HOS are
“Short-Tera Memory" (for attempting recall of new information acguired
during the simulation); "Information Absorption" {(for simulating the
acquisition (perception) of new information from various displays and
controls in the simulated operator’'s workstation){ "Anatomy Movement" (for
simulating the limb movements required to reach for, grasp, and manipulate

controls, and for head and eye movements and eye fixations to enable the
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absorption of simulated visually presented information); "Decision Making"
(for simulating the comparison of two or more values or states and for
deciding among alternatives); and several other micro-process models.

Each micro-process model, when invoked, must determine the outcome of
using that process, including the amount of time used by the process. In
this way, the simulation of the operator and the operator s system can be

accomplished in a dynamic fashion.

Many of the modeled underlying internal processes (i.e., the
micro-processes) in HOS utilize various constant time charges for invoking
those processes. Since a given task may invoke the same micro-processes a
number of times, it can be seen that, in HOS, task completion times are a
function of both the num.er of uses of each process and the average time
charged for each use of those processes. These constants in the micro-
process usage time equations can be altered prior to the start of a
simulation run to determine the effects of individual differences. The
time charges for anatomy movement processes operate in a slightly
different way than other micro-processes. In anatomy movements, time
charges are a function of both the individual being simulated and the
particular movements to be made. For example, the time to reach from one
position to another is a function of the distance to be reached as well as
the speed of reaching for that individual. The absorption of visual
information can also be a function of the individual as well as a function

of the type and size of the displayed information.

The constants for the "average human operator" in the micro-
process time equations in HOS were, for the most part, gleaned from the
comparison and reanalysis of studies that have been published in the
literature. Some of the time constants in HOS were also estimated by
employing some modifications to the Donders’ "subtraction method" aon
selected laboratory data. Unfortunately, relatively few researchers,
especially when the early versions of HOS were being developed in the
early 1970s, had been concerned with determining the times required for
using various sensory, cognitive, memory, or motor processes or, for that
matter, even identifying what the underlying perceptual and cognritive

processes might be. It is very encouraging to see the expanded interest
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from researchers in discovering what the underlying internal processes may
be and, especially, to note the resurgence of the interest in determining
the times required for using those processes. The need for comprehensive
human performance simulation models ¢hat can accurately predict the
likely performance of different kinds of operators in complex systems is
obvious and need not be defended here. But such models cannot be totally
realized until we become much more confident in our knowledge of what the
underlying internal processes really are and how they work together to
allow different humans to accomplish all kinds of real-world tasks. It 1is
hoped that the UIP theory and its associated methodologies will be
instrumental in {(a) discovering what those processes are {(so that the
appropriate micro-process mcdels can be constructed), (b) determining what
tasks will cause them to be invoked (so that appropriate "statement
handlers" can be written), and (e) determining the shapes of the distributions
of time charges for those processes (so that individual differences can be

more accurately reflected in human performance models).
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APPENDIX A.

DERIVATION OF EQUATIONS FOR THE UIP THEORY
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Al. DEFINITION OF SYMBOLOGY TO BE USED

The following sections derive many equations for the UIP theory.
It is helpful to understand the symbology used for tasks, individuals,
processes, and usages of those processes. The most frequently used

symbols are discussed below:

AL.y TASKS

We assume that the battery consists of K tasks. We number the

taSkSI. 21 3! LR L] kl LU 1.! CRCE) ’Kl

Al.2 INDIVIDUALS
We assume there are N individuals and each performs all of the

tasks. We number the individuals §, 2, 3, ... 4 iy «vo0o ¢ Js +2o 4 N

AL.3 PROCESSES
We assume that P different underlying internal processes are
used by the individuals in performing the tasks in the battery. We number

the processes 1, 2, 3, .v. 4 Py sev 4 Qy soe 4 P.

Al.4 USABES OF A GIVEN FROCESS

The number of usages of process p by individual i during task k

is symbolized U ,, . We number the usages 1, 2, ... , Uy «o. 4 U,

Al.S SUBSCRIPTS

The letters, shown in the above statement are subscripts

pik!

representing process p, individual i, and task k, respectively.

Al -1



Al.o THE "SUM" OPERATOR

The capital Greek letter "sigma", E, is used to indicate a

sequence of values to be added together. In the derivations that follow,
the expression E X, should be read as meaning, "Starting with u = |

and ending uithu;t- Ugywy sum the X values indicated.” In the came
fashion, kg,"DUId indicate summing across all tasks, pl::‘nould

N
indicate summing across all processes, and L would indicate summing
i=]

across all individuals.

Al.7 THE "MULTIPLY" OPERATOR

The Greek letter "pi", M, is used to indicate a series of values

e
to be multiplied together. The expression nlx, should be read as

-
meaning, "Starting with p = | and ending with p = P, obtain the product of

the X values indicated."

Al.8 EXPONENTIATION

In the derivations that follow, X2 would indicate the square

of X, while X-= would indicate the square root of X .

Al.9 HEANS AND STANDARD DEVIATIONS OF TIMES TO USE A PROCESS

The time required for usage u during task k by individual i for

process p 1s symbolized T_,,, ., . We express the average imean! usage

time for process p by individual i during task k as T_,, . The average
time racross all usages and all tasks) individual i takes tec utili:ze
process p 1s symbolized as T_, , and the average time, across all tasks,

usages, and persons, to use process p is symbolized as T_ .

The standard deviation, a measure of variability of a set of
numbers around the mean of those numbers, 1s symbolized as ¢ . The
subscripts associated with a ¢ indicate the appropriate mean around
which the variability is being measured. The variance of a set of numbers
is always the square of the standard deviation. The symbol ¢2 1s used

to indicate the variance.
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A2. THE NUMBER OF USAGES OF A GIVEN PROCESS DURING A TASK

In accomplishing task k, individual i may have to use process p.

We define the number of usages of that process as

U,,. = usages of process p by i during task k. (R2-1)
The average number facross all persons) of usages of process p

during task k would be found to be
Uow = :‘pru/N . (A2-2)

If persons differed in how often they used process p during task
k., the variance in those usages would be
N

2 = 0 E Wy = G0N, (A2-3)

Pk L

and the standard deviation of these usages would be

v = (g2 )-% . {A2-4)
Pk Pk
However, we may not know whether, during a given task, a certain
individual uses a given process more or less frequently than the average
person does. Further, the very nature of the task may not only dictate
what processes must be used, but alsoc the number of times 1t must be
invoked by each person. Therefore, we assume that individual i uses
process p during task k the same number of times as all other 1ndividuals.

That 15, we assume

ok ° (92"5)



A3. THE MEAN AND VARIANCE OF A PERSON'S TINE TO
USE A BIVEN PROCESS DURING A GIVEN TASK

We symbolize the amount of time required to complete process p

by individual i during task k on usage u as T . That is

pPiku

Toiwu = usage u time for process p by i on task k . (A3-1)

The average or mean time for an individual to use a process

during a task can be computed as
i ™ n‘T,,,u/u,k ‘ (A3-2)
Multiplying both sides of Eq. (AR3-2) by U_, we obtain

u
| S 2‘T,‘ku . (A3-3)
The variance of those process p usage times for indi dual i

during task k would be

u
(& s E (Tp.ku = T,,k)’IUp, . (A3-4)
pPLk. umsji
The standard deviation of those same times 1s simply the square
root of the variance ¢3% . That is

pPik.

‘. = (g2 )-% (A3-5)

Plk. pPik.

Knowing the mean and standard deviation of the times required
for individual i to use process p during task k, we can express each

separate usage time as a standard score. That is

A3 -1



Toiku " ‘Tptku B Tptk)/'T . (A3=6)

piK.

The use of standard scores will be helpful in later derivations

becaucse it can easily be shown that

!uiz = 0, and (A3=6.1)

it pPlku

u
Ezliuu o U

asi pk L4 (ﬂS'ﬁnz)
Mu'tiplying both sides of Egq. (AR3-6) by r, and adding
pik.
Toiw to both sides,
Tplku = :plku * Tplk = (A3-7)
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A4. THE MEAN AND VARIANCE OF A PERSON'S TIME 710
USE A GIVEN PROCESS ACROSS ALL TASKS

In performing a battery of K tacsks, individual | may have tc ucse
process p aon one or more of thcse tasks. The mean process p ucage time
across all usages and tasks for person § wili be

T .= C(ET
u=1

Wom )

x
)/ LU, (A4-1)
k=1

pPiku

Substituting Eg. {A3-3) into {(A4-1), we obtain

T, = LU, Tarid /| :upk. (A4-2)

4
a LY

For i1pndividual i , a ditference between the average process p
age time auring task k 1.e.. Tp‘k; and the average process p ucsage
time across all K tasks (1.e.. Tp‘; may exi1st. This difterence. or

deviatiorn, between those valuecs 1c¢

D = T =T

Pk pik

. {R4-2.1)

pi

We may calculate the variance of these differences for individual i as

L4 [

¢2 = EU,, Di./ LU, . (A4-3)
B Wt k-

Taking the sguare root cof Egq. (A4-3) we obtain
v, = (g2 )-= . (R4-4)
Again, we may define, for 1ndividual i, a standard scere ftor the

difference between the mean process p ucsage time during task k and the

mean across all tacsks as



Ak A3h ate ale ARA MASats ShA- M E"ad o adatedd i aieh SRRTaa- Ah uia et el

LN

With these standard

1.4
L Uo . 2.,. " 0., and
kw1
K K
2
kElUpk Zo1x kEIUpk ’

Multiplying both sides of Eq. tA4-5: by ¢,
e .
T., to both s:ides vields
Tptk . 'T zptk + Tpt *
pPi.

rnother way ot thinking about

prccess p ouring task k 1s to say that T_,

individual i s

(A4-3)

(R4-5.1)

(A4'5¢ 2)

and adding

(Rd-5)

time to uce 3

1s composed of two parts.

That 1¢
Toow =T + D, (AR4-7)
where
D_,. = an 1nteraction between process p, ingividuzl 1, aro
tashk k.
Now, substituting E£g. ‘R4-7) 1nto Eq. {(A4-2Z) 1t can ce seer tnat
L3 L3
Too ® KU, (T, ¢«D_, 1)/ L u,. (R4-8)
k= k-‘l
x LY L3
= (LE.UﬂkTF‘ + .E.U°‘D°“)/ E‘Up_
ut since T . 1¢ a constant feor individual 1 ano process p. o thern
LS L9
T.. " TD‘(.E.U°~/.§.U°~) (A4-9)




a

X

-.‘

‘\

-ﬁ Thus, 1t can be shown that

A

SN

LY [3

. EU Do =0 . (A4-10)
LY

:E If Eq. (A4-10) 15 true, then we can alcso show that

\:r N K N
L DU D, ,/N= E(0)/N=2OQ. (A4-11)
L=t xey {=)

b

'{} But 1t 1s alsc true that rearranging the order in which the summing is

i: accoaplished would vield

-
N ~ x N

’ .E‘.E,U WDoiu/N = kE,UF“ ‘E‘Dp,k/N (A4-12)

:

-' L4

A = LU0, =0.

o Finally, we may alsc show that

P d

:.:: 3 3

2 pE‘_E‘Up,‘D,_,‘ = 0 , and (R4-13)

K nExAE:uE:UpHDpH‘ =0 (A4-14)
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AS. THE MEAN AND VARIANCE OF THE T_, VALUES

| -

I‘ 1"Lr'

.
)
)

.
L]
.
»

The overall mean time for using process p acrose all usages, all

tasks. and all persons would be given by

N K 18} <
T, L L LT ../t LU N. (AS-1)
k=t

P lelkatluml

u
Subst:ituting Egq. {R3I.3) for L Toik

PR3

i1n the above equation gives

“

IN . (AS-~1.1)

N 4 K
T,= L C(ELU,T,,./EU,
1

®
s 1=l key PR ORI O

Substituting Eq. {A4-2) for the part in parentheses in the above equation

Qives
IN . (AS-2)
The cifference between T, and T, 15 a3 deviation score

tpi = Tp‘ - Tp . (A5-2.1)

4 L3
¢2 = L LU, t2,/ LU,N. (A5-3)
- kw1

Pk

The standard deviation is given bv

v, = (g2 )3, (A5-4)

e . e.

n stardard score to represent T,, would be

I D A N 4

2, % (T, = T/, . (A5-5)

Bt
P.
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Multiplying both sides by ¢,

Using Egs.

(R4-6),

and adding T_ to both sides vields

and

{AS-6)

(AS-6)

we may show that the average time

to use process p by a given person i during task k is
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A6, THE TIME REQUIRED FOR AN INDIVIDUAL TO PERFORM A TASK

The UIP theorv holds that the time to perform a task 1s the sum
across all processes ot the times to ucse the various underiving i1nternal

processes each time tnose processes are used. That i

13 u
T,.= L LT

Bk T (R6-1)
5]
But €5, (A3-3) mav be substitutec *or E T ,_ ., to show that
el
(=3
Tow ® pgiupk Toow - (R6-2)

Now, supbstituting Eg. 'A3-7) for T
T,.. = LU, (e, 2,00 YT (R6-3)

while z ., shows up as 3 standard score 1n Eg. {AR6-3), thase
vaiues wouid sum to zero oniy 1t we summed them across all tasks. The

vaiue ¢, z_ ., 15 equal to T, = T, ,. To represent thig

pi

ditference, we use¢ D_, ,and we can compute 1ts mean and variance acrosg

all N percsone ac follows. That 1s. back 1n Eq. (R4-7) we defined

X (Ab")

D, . = LD, ./IN. (A6=5.1)

ihe varlance ang standard deviation of these values can be shown

tc pe
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A7. THE MEAN TASK TIME FOR A GIVEN TASK

e obtain the average task time,we merelv sum Eq. {(A6-8! across

all percsons and divide by N . Thus,

im]
P
T, = LiU, .0, - + U, Dy, s
Bl P-k pik
+ Um‘l'., T ¥ upqu )/ N . (A7-1)

All the 2 scores in Eq. {A7-1) are true standard scores with
reference to summing across 311 the persons. That is, if we were to sum
them across all N persons they would sum to zero. Appropriately summing
the terms in Eq. (A7-1) will show that

T.= E L
o EWatr, Lz, /N
N
+D, . +T, +e¢, Lz /N). (A7-2)
e . i=1

Each of the final terms that), sum standard scores across all
persons will equal zero, and those terms will disappear. Removing all

terms from Egq. {A7-2) that equal zero, we see

P
T, = FE‘UPH(DP_k + 10 . (R7-3)

Even though individuals may differ in the average time it takes them
to use a given process, those differences also do not directly affect mean

task time. Now D

p.« doES affect mean task time, but D _, 1s simply

the average (across all the persons! of the difference between the average

time it takes person i to use process p during task k f1.e., T_,. ) and

A7 -1



the average time 1t takes that same person to use that same process across
all tasks wi1.e., T ,). Several explanations can be advanced as to what
D

increment f{or decrement) in time to use process p,which might be

may be 15 13n

L%

1and hence Dp_ ) may represent. First, what Dp_k

(-
attributable to various stages of “"fatique" or "recovery". It might alcso
represent the average increment (or decrement: 1in processing time trought
about by some "differential depth of processing” requirement attributable
to the nature of task k. Fipally, it mav merely represent =some moment-to-

moment variability in the time toc use process p.

It 1s also 1nteresting to determine the average of all tase
means T ) . This derivation is chown below. it :c known, trom Eg.

(A7-1) that

Thue, the mean of all task times will be

x L9 N
T.» ET./K= L LT ,/NK. (A7-4)

ke keii=mi

Now substituting Eg. (R6-2) for T,, . we see that

And substituting Eq. (A4-7) for T,  , we zee that

®x N F
T.« L E LU (T, ¢0D

ks {otpat

)/ N K . (A7-6)

pPik

Rearranging the summations., 1t 15 equally true that

(7 + D )/ N K (A7-7)

Pk

L3

= £ E(LU,.T +« L U,D ) /NK .
X R

pmii=iney P O pxTptk

But we know from Eg. (R4-10) that the second term 1n the

numerator 1s egual to zero. Therefore,
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AB. THE VARIANCE IN TIMES TO PERFORM A GIVEN TABK

We may represent the deviation between the time to perform task

k by individual { and the average task time for the entire group as
Eii ™ e = Ty (AB=1)

Substituting Eq. (A6-8) for T,  and Eq. (A7-3) for T,_, 1t can be shown
that

P
t,.= E (U, leg 2, +0 2
p=1 p.k pik P

i ¥ (AB-2)

Eq. {AB-2) is particularly interesting because by Eq. (R6-5.3)
could show that

and by Eq. (AS-6) we could also show

Both expressions to the right of the equal signs in the twe prior

equations are, themselves,deviation scores. That 1s, while D,  is the

(3

deviation between T_, and T, , D, , is the average of those

deviations. Thus, D_,, =D must, itself, be a deviation score. To

P.k

indicate that this is a deviation of some deviaticons, we use the symbol
d,,. + That is

dpiv * Dy =D, - (AB-3)

And, by Eg. {A3-2.1) we had already defined

Ag - 1



P 193-3-1)

Both of these deviation scores represent a difference between
this individual and the group as a whole. The second (i.e., t_,)
represents an abiding difference between individual i an& the group across
all tasks in the battery. From that standpoint, t_ , represents a more

stable difference. The other {(i.e., d if it in fact exists) starts,

pik
first, as a difference between the amount of time individual i required to
use process p during task k over that which he required on the average
acress all tasks. However, beyond that, it also must be different from
the average of all persons’ task k deviation from their own separate
average times to use process p. Thus, if on a particular task, all
persans’ process p usage time increased or decreased by a constant amount,

then no d would exist.

plk
We may express t,  in terms of those deviation scores. That

is, by substituting the above known equivalents

[
i ® E}U,,(t,‘ +d .)) - (AB-4)
'-
Equation (AB-4) is also interesting from the standpoint that any
process p that is not used during task k will have a U, , of zero. Let
us examine two different processes (e.g., p and q) which have U values

different freom zero. In this case,
B ® U W, * fguld & UMWy & Bud

s Ut v U . d + U

pk pi PkVp1l Kk

t,, ¢ U, d .

ak "qi ak gl k

The =quare of t,  when averaged across all N persons, gives

the variance of thne time to perform task k. That 1g,

N
(2 = LI N (AB-5)
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In our example where cnly two processes are being used, the task

time variance would prosuce ten terms anc would se
N
[ g = U3, ( E t:,IN)
& 1=

s Uz, 20E 4,4, /N

N
pullaw 20 L to b, /M)

N

* Uplay 20 L t,,d,,,/N)
N

+ Uz, (L d2,./N)

N
¢ Uply, 20 E dg ity /M)

N

+ U g, 20 L 4,000, /N)
N

+ U3, ( L t2,/N)

N

* VI 20 E te,da, /N
~N

+ Uz, ( L 82,,/N)

Four of the ten ierms produced contain variances:

N

Ltz /N=¢3 .
imy P T,_
N2 2
Lt2,/N=ez

Q-
N

Loz, /Neez

p-k

N

L dZ, . /N = ¢3

Ltei Q.k
N

All of the other [ terms represent covariances. For example, the
i=13

covariance between T_, and D_,,, is

AB - 3



(]
i 5 = Et_ ,d /N
Pt Qtk f=1
However, 1t 1s known that any covariance is equal to the preduct of the
respective standard deviations times the correlation of that set of

numbers. That is

cT D . 'T 'D rT D ¥
Pl Qilk P Q.k pLi Qi k

The UIP theory assumes that all such r terms have a value of
zero. That is, the T, and D_,,  values are independent of each other
and independent of the T_ , and D_,,  values. Thus, the sum of their

products across all persons will be zero.
Using these assumptions, Eg. (AB-5) becomes

[
¢z = LU (¢2 + 03 ). (RB=6)
p=1 P

* - P.k
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A9. THE CORRELATION AMONG TASK TIMES

Prior to deriving the equation for the correlation between the
times to pertorm two different tasks, let us summarize what we have
established about task times. In doing this. we will follow the
as beinag

convention we started in preceding sections of considering T_, .

composed of two distinct and independent components: T, and D, .

First, we know from Egs. {(A6-5.5) and {Aé-6) that the time required for

person i to perform task k would be

) (A9-1)

Secondly, by Egq. {R7-3), we know that the mean time for all

persaons to perform task k would be

B
Ty = ’E‘U,R(Tp L3 : P R (R9.2)
By Eg. (AS8-4) we know that
P
to®= EU (£, +d, ) . (A9-3)

p=1

Finally., we have shown {(1n Eg. (AB-4!) that the variance 1n task

performance times for task k is

F
¢ = L U:k (r2 * 2 ¥ o (A9-4)
" p=1 P p.k
We mavy necte that in 2ll of these four eguaticns, each value 1s
composed of the sum of separate compcnents trom each of the possible P
processes. However,., we may also note that 1f the average usage of any

girven process 1s zero f1.e.., U = 0), then that process cannot con-

P K

tribute to any of the four measures shown apove {(because U, 1s always



used as a aultiplier and its procduct will be zero!). Now the correlation

between any two tasks, say. k and s, would be
u g
Pra® Bt L /NO,P, . (A9=5)
t=1 kK =

N
The covariance term. E(t,  t, )/N . in Eg. {(R9-3) can be
i=y
symbolized as C_,_, . That is

Cia ® ‘Z‘t.kt,,lﬂ . (A9-0)
The value of t,_ will follow the same form as t, as shown
in Eg. {(H9-3). and will be

P
t,.® LU _(t, +4d,.) . (A9-7)

Multiplying t,, by t,_. and summing through all N persons, and

then dividing the sum by N, we may obtain the covariance term value. As
in our derivation of Eq. (A6-6), we may better appreciate what products

will occur by considering that we have two terms for each process to be

represented in each of the two tasks. Let us consider two processes (p

and q) for each of the two tasks. That is,

B S HLLE, oWl * Ul # Uliu » (R9-7.1)
and
oo T 0., FU 8., Vil By ¥ W loius (R9-7.2)
Multiplvying Egs. (A9-7.1) and (A9-7.2) together will create

sixteen terms, which when summed across all N persons and averaged, will

be as follows:

A? - 2



(1 U,.\,. ‘B.QLIN
~

(2 UpuUpa (E t,.d,,./N

{ 3) Uoulea :‘tp‘tq‘lﬂ

{ 4) Upullaa E to.dq.u/N
~

{ §) U,.‘U,. ‘E‘dp:utptlﬂ
N

{ &) U,_U,. ‘E‘dplkdplllu
N

{ 7) Uoulga ‘n‘ﬁ,“‘tq,lu
N

{ 8) Uoulae ‘Etdpgudqtu”‘
N

(9 Uauloa (B toit . /N
N

(10) UquUpa K to.dg,u/N
N

(11 UauUoa L t3./N
N

{(12) Uaulaa L to.dq../N
N

(13) U"U,. lE‘dqu‘tpl/.N
N

(14) U.,U,. ‘E‘dglkdpilln
N

(19) I.I“U_. .E’dq:utqllﬂ
N

(148) U“Uq. E dqlgdqtnlu 2

i=y

In the derivation of Eg. (AB-6), we had already assumed that
certain individual processing times during a given task were unrelated.
Similarly, some individual ‘s processing times would be unrelated from one

task to another. The UIP theory makes three main assumptions about the

A9 - 3



lack of relationship between certain processing times. First, no average
individual processing times for one process {(e.g., the T.‘ values! can
be related to any other process’ average individual processing times
(e.g.. the T, values). This is the assumption that leads to the
statement that r, ., = 0.
Ppi qi

Second, no average individual processing times (e.g., the T,
or T,, values} can be related to any individual ‘s deviation from an
average processing time on any task (e.g.. the D_, . D ,0¢ Dy, ne OF

D,,. values).

Third, no individual ‘s deviation froama his average processing

time on one task {e.g.. the D or D,,, values) can be related to

plik
each other or to an individual ‘s deviation from his average processing

time on some other task (e.g., the D,  or D values).

qim
With these assumptions made. only two possible terms (1.e., teram
1 and term i1) can resain in Egq. (A9-5S). The first term represents the
croess-products of the usages of process p on tasks k and m multiplied by
vari1ance of the average process p usage time for each person around the
overall average process p usage time., The other term i1s identical in form
except that it 1s for process q. In this example, we had assumed that
only processes p and q were used in both tasks. Haa other processes also
ceen used in both tasks, similar terms wouid have also shown up for them.

I+ ali the processes had been used, we can anticipate that
L

Pk pm

L
C..® L (U U, ¢2 ) . (A9-8)
pe1 =

However, tnis eguaticn will also work ¢or ail cases since, for any process

p. 37 U or U,, is zero (i,e., that process 1s not used, then that

Pk

term wiil ociszppear frcm the covariance term.

Substituting £gq. tAY-8: 1nto tAY-6) and {(AY-6) 1nto {A%-3). the

correiation petween any twWO Task times '&.G., task k anc task M’ wWwiii pe

&
rea ® L (U U . 037 Ve, 0, . (R9-9)
=1 B - [ i



Al0,

We recall that ¢,

8-
and, therefore, we could express the r3

¢, times ¢, .

TASK TIME CORRELATIONS AND FACTOR ANALYSIS

is the square root of ¢ ,

P
term in Egq. (A9-9) as

P -
This suggests that we could create a matrix

P P
F having P columns (i.e., one for each of the underlying processes) and K

rFows

{one for each task 1n the battery).

If 1n row k and column p, we

could place a value for cell f,__ ., we would want it to be equal to U,

¢, /¢, . That 1s,
P . | 3
f,, U,k ¢, /¢, . and {A10-1)
. [
fun ® Upa ¥ 10y (A10=-2)
P - -
NCTe tnat 11 wWe summed iacross ali columns! the products of

these recspective entries

p=1

X upn '?

=
= E(u .U

o= Pk "pm

Eut this 1¢ precisely wnat Eg.

in row k ang row M.

we woulid opbtain

F
LW, e /0,

P- K

e, ) (AL10-3)
/e, €, ).
[ % |3 'y
{A9-8B: 1s equal to. Thus,
(A10-4)

Those famiiiar with factor analysis will readily reccgnize Eg.

{Rl1O-4;

atter

able to be used tc reconstruct all of the correlation coefficients

as the traditicnal mcdel tor facter analvsics.

‘{actor analyzing the cecrrelation matrix,

It states that,

the factor matrix c<houla te

tron



o

-

that matrix. The rows in a factor matrix correspond to the tests while

the columns correspond to independent factors.

The independent factors found in doing a factor analysis must
somehow correspond tc “underlying internal processes" that a person uses
to prosecute various tasks. This, of course, means that the underlying
processes, at least in regard to the time required to use them, mucst be
independent as well. This was the assumption made earlier when we stated
tnat r, , =0.

PL ai

Une of the major issues in factor analysis is deciding how to
rotate the obtained factors to their most meaningful structure. Various
mathematical schemes for rotating the extracted factors have been
developed. For example, Kaiser (1959) developed the Normalized Varimax
Rotation method to achieve “simpie structure.,” It is the most widely used
rotation method among psychologists. Of particular interest, in deciding
how the factors obtained from factor analyzing the intercorrelations of
task times, is the composition of the entries suggested earlier for each
cell of the F matrix. We indicated that its value should be, for row k

column p,

fop " U . 7 [fr, .
e- "
We can immediately see that ¢, and ¢, must be
positive isince it is impossible for a széndard d;viatinn to be negative).
Since U_, is the average number of times process p is used during task
k. it follows that U,  must be zeroc or positive. This requires that
every entry in the factor matrix, if 1tes factors have been rotated
toc correspond with the underlying independent processes, mucst be zero or
positive. The Varimax method can sometimes arrive at such a structure.
Usually,., however, when it does obtain all positive loadings. there are
very tew loadings in the factor matrix ¢hat are not significantly
different from zero. Often, this problem is caused by the presence of
higher-level {(general and/or subgeneral) factors, and the Varimax method
cannot handle such factors. Hierarchical Factor Analysis (HFA) (see

Wherry, Sr. (1984)) was developed in the late 1960s to overcome this



difficulty. However, the original HFR technique, whicn coula achieve the

desired near-zero loadings sought by "simple structure®, m:iqht aiso, at
times, result i1n scme small, but significant, negative loadings.

Recentiy, Wherry, Jr. (1985) has developed a new mathematical critericn
tor achieving both "simple structure” and “positive manitold". the type of

tactcr loading structure demanded by the theory of underlving 1nternal

processes.
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