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\•19. (continued)
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PREFACE

This report describes the work completed during the second year of a two-

year study of ways to enhance the use of data from the USAF Defense Meteor-

ology Satellite Program Topside Ionospheric Plasma Monitor (SSIE) at the Air

Force Global Weather Central (AFGWC). This project is a continuation of work

completed under contract to Boston College (Boston College Subcontract No.

930-1 to Air Force Geophysics Laboratory Contract F19628-82-K-0O11)I. I wish

to acknowledge the assistance of Dr. Fred Rich, AFGL/PHG; Ms. Susan Bredesen,

AFGL/PHG; and Mr. Bob Bussey, AFGWC/SDDE, during this project year.
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1. INThJDUCTION

Defense Meteorology Satellite Program (DMSP) Block 50 satellites have

included Topside Ionospheric Plasma Monitor (SSIE) sensors since mid 19772,3

Ionospheric electron density, N e(840), and plasma scale height, H p(840), from

the SSIE sensors are routinely processed at the Air Force Global Weather

Center (AFGWC) for specification of the state of the earth's ionosphere.

Figure 1 is a simplified flow diagram of data from the SSIE sensors within

AFGWC. SSIE data are stripped from the DMSP satellite telemetry stream and

written to a temporary file (IEPREPFILE) by the AFGWC DMSP processing system.

Program SSIE reads the raw SSIE data from this file, calculates electron

densities and plasma scale heights 2' 3 , and writes out a data record for every

64 seconds containing an average N e(840) value and H p(840) value to a

temporary 14le (IFLUXFILE). Program LDIPIE reads the data records from this

file, reformats them, and writes them into the Astrogeophysical Data Base

(AGDB)A. Program SSIELD reads SSIE N e(840) data for the most recent 24 hours

from the AGDB, constructs 100 latitude by 150 longitude northern-hemisphere

grids of Ne (840) for each of the 24 hours, and writes them to a gridded-data
5

file (FOURDGRIDS) 5 . These data are merged with data grids from the f 0 F2 and

TEC preprocessors and written to temporary file 18 by program GROUT as

observation data sets 2 . The Air Weather Service (AWS) 4D Ionospheric Analysis

Model6,7 inputs the observation data sets from temporary file 18 and produces

a consistent analysis of the ionospheric electron density distribution over

the entire northern hemisphere.

The primary objective of this project is to study methods for improving

the use of the SSIE N (840) and H (840) data by the 40 model system, identi-
e p

fied in Figure 1 by those files and programs within the dashed box. The

studies have focused on possible improvements to the 4D model, particularly to

its internal electron-density profile model, and to the various 40 model

system preprocessors.

.• •... . • . ,• • , • .- • • . •- .. • .. • • .o -. .. . • --.. •. • . .. .. .. . .. ..... -• . -. -.• .-...-. ...- •-. ...1
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2. PROJECT DEFINITION

The first step in the project was to define specifi: tasks to pursue

within the areas of research defined in the project proposal and statement of

work. This study resulted in the following list of taski to be completed

during the project:

a. Task 1: Deteýrmine the modifications required to co'i igure the 4D iono-

spheric analysis model for a full global analysis.

b. Task 2: Investigate the use of the profile parame'r zation used in the

IR179 reference ionosphere8 as a replacement for the par ametrization cur-

rently used in '.he 4D model.

c. Task 3- Derive sets of height-profile basis func.i ns for the 4D model

using plasma 'requency profiles from the IRI79 reference ionosphere.

d. Task 4. Investigate techniques for improving the preparation of data

grids of N .840) from the SSIE N (840) observations.
e

e. Tesk 5: Work with personnel from AFGL and AFGWC to develop improved

techniques for combining TEC and SSIE Ne (840) data into a single specification

of the topside ionosphere.

f. Task 6: Investigate alternative parametrizations of the topside iono-

sphere which would use the full set of data available from the SSIE sensors

and all other available data, including Total Electron Content (TEC) data, to

specify the electron density profile above the F2-layer peak.

g. Task 7: Begin an investigation into ways to use data from the SSIE

sensors, in conjunction witn other observations, for modeling the ionospheric

subauroral trough as part of the 4D model preprocessor system.

These tasks fall generally into three main studies: 1) Topside Profile

Model Study (Tasks 2 and 6), 2) Ionospheric Data Preprocessor Improvements

Study (Tasks 4, 5, and 7), and 3) 4D Model Improvements Study (Tasks I and 3).

Tasks 1, 2, and 3 were completed during the first year of the study and the

outcomes reported in Scientific Report No. 1 of this contract 9 . Task 7 was to

be worked as resources allowed. As the work on improvements to the N ep40)

" ,'.3



gridding program (Task 4) grew in scope during the course of the project,
there were no resources available to put on Task 7. The work completed in

Tasks 4, 5, and 6 will be reported here..

4
•, "• "'w•"• - "• " . "I " •'%' . % ."• • " . "" w 4-% •, -%-•. % • .- •. - .- . . .= .-.- • --.. - - ,.- -.-. %.-. .. %



3. TOPSIDE PROFILE MODEL STUDY

This study inciddes Tasks 2 and 4 of the project. The overall objective

of this study is to investigate improved parametrizations of the topside

ionospheric electron density profile for use within the 4D model.

3.1 Task 2: IRI79 Topside Parametrization

The major thrust of this task was to investigate the IR179 model to

determine if 1) the IR179 topside parametrization could be modified for use

within the 4D model, and 2) the profile shape provided by the IR179 was

sufficiently better than the Damon-Hartranft-Ramsay (DHR) profile model 10 "1 1

currently used by the 4D model to justify replacing the OHR model with IR179.

As reported earlier9, the conclusion of the investigation was that the IR179

was not a viable replacement for the DHR model, so work was terminated on this

task and begun on Task 6.

3.2 Task 6: Alternative Topside Param.ntrizations

The purpose of this task was to investigate parametrizations of the

topside electron density profile (EDP) which would represent a two-consti-

tuent (0+ and H+) topside ionosphere and which could be easily adjLsted to fit

observed conditions. The objective was to find a parametrization 4hich could

use the full complement of ubservations dvailable from the SSIE (and SSIES)

sensor, which includes the 0 and H densities, N(O) and N(H+), and the elec-

tron and ion temperatures, T and T , in conjunction with ground-bised obser-e 1

vations of f F2, h mF2, and TEC. It was decided during the first year of the

project to base the parametrization on a model of the 0+ to H+ transition

height, hT, derined as the height at which N(O) N(H). This task then

divided into two subtasks" an investigation of EDP models based on hT, inm the

developmer, t of a model for hT.

I5
'S
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3.2.1 Profile Model

3.2.1.1 Model Development and Definition

Several different topside electron density profile (EDP) model parame-

trizations were investigated as part of this task. These included modified

versions of the AWS DHR model 1 and the Bent model 1 2 , two models based on a

parametrization of the topside scale height profile developed to analyze

topside sounder data13, and a parametrization based on a two-component diffu-

sive equilibrium, (DE) model. For the purpose of calculating TEC, all models

used the DHR bottomside model for the EDP below the F2 peak. These models

were evaluated against the following criteria:

1. The electron density variation with height, N (h), should be con-

tinuous and smooth.

2. The scale height variation with height, H(h), should be continuous
and reasonably smooth (i.e., as few sharp discontinuities as possible).

3. The model should be capable of fitting a wide range of data types,

including f F2, h F2, TEC, and the SSIE data set, but should require only h F2
0' m m

and f F2.

4. Conversely, the model should reflect the basic physical processes

active in the topside ionosphere such that it will not produce physically

inreasonable profiles in attempting to fit an inconsistent data set. This

would be useful in data quality control and in intercomparison of data sets.

5. As implemented on a computer, the profile model and the algorithms

used to fit the profile to observations should be as simple and computa-

tionally quick as possible and computationally stable.

The first four parametrizations considered, which are briefly described

""in Appendix B, all 'net the first two criteria, but ran into difficulties with

one or more of the last three, particularly numbers three and four. The

p-ilnary reasons for rejecting the various models were as follows:

1. Modified DHR model. Although initially attracti/e, this model was

abandoned fairly early for a number of reasons. In order to produce a profile

6I
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with only h mF2 and f F2 input, a model would be required to provide the scale

height for the exponential layer above h=hT, and the DHR scale height model 1 1

would need to be modified to account for the addition of the exponential

layer. Both actions would require analysis of large amounts of data which

were not available. Additionally, the procedures to fit the profile to

observed SSIE data became very cumbersome, and could very easily produce

"unrealistic profiles.

2. Modified Bent model. This parametrization was developed as a solu-

tion to the limited-data-profile problem encountered with the modified DHR

model. Unfortunately, the data-fitting procedures proved to be as cumbersome

as with the modified DHR model, and, in some cases, the model produced N e(h)

curves which increased with height.

3. Titheridge H(h) model. This model was considered in an attempt to

control the physically unrealistic behavior exhibited by the first two

models. As with the first two models, the data-fitting procedures were a

problem. Not only were they cumbersome, but they were also computationally

unstable under reasonable conditions. Although the Titheridge model was

difficult to use in fitting observations, this was more a problem with the
S~particular parametrization chosen than an inherent problem with a diffisive

equilibrium (DE) distribution. This led to developing a parametrization of a

DE profile more suited to the present application.

The height distribution of the ion density for a topside ionosphere in

diffusive equilibrium is given by 1 4

N i N I T e ( j L e T,

= N (XI) exp - m -m -e) + -- _ dh 'p0 kTI Tp .h

ho

where N (X is the density of ion species j at the reference height ho, T i s the

plasma temperature (Te + Ti), m. is the mass of species j, and :n is the mean

ionic mass given by

J 3

Collecting the terms which are species-independent, Equation 1 can be

rewritten

7
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h

N. e2 T No(x') exo f% dhT
1 0j ~~ kT~ /

0

where

T Te L dh (2)
0kT A

Integrating the second term in Equation 2 then gives
h

Ni [ e' N( No(X) exp (- dh
00

where h

hd

G T e kTp
ho

For an ionosphere consisting of 0+ and H+ ions in diffusive equilibrium, the

mean ionic mass can be simplified to

=mm+ (16+R)

where m+ is the mass of H+, and R is the ratio of N(H÷) to N(O+) given by14

h

R N(H+) R ep 1T+Id 3
N(O+) e h dh[ (3)

Thus, for an 0, H+ ionosphere in diffusive equilibrium, the density distri-

bjtion becomes

Ni Tp eL No(O+) e 1 6 1 + N (H) e-I (4)

where
h

fh ('e +')(6+R dh

ze
p~~~'i** 'v ~ ~ ~ 4.le ZI fv( .;.'b t (/d.7 *.



R = Roe 15 I (5)

h

I =f mii dh ,and

g =9.8 (63712h m/sec 2

This provides a topside model which requires a model for Te(h) and Ti(h), some
method for determining N (0+) and N (H+), and a way to couple the profile to

the F2 peak at hmF2.

A recent empirical model based on data from the AE-C satellite 15 was
chosen to describe the height variation of Te and Ti. In this model, both

parameters are represented by equations of the form
3

Tj anj h (6)
h=O

where the coefficients, anj, are functions of geomagnetic latitude and local
time. In the original model, summer solstice values for T.(h) were given for

northern magnetic latitudes and winter solstice values were given for
southern magnetic latitudes. This was modified to provide a seasonal varia-

tion at all latitudes by multiplying the non-symmetric (in latitude) terms in

the expression describing the anj coefficients by cos [(2--/365) (D + 192)]

where D is the day of the year.

It was decided to use the Bent topside parabolic layer to describe the

profile from hmF2 to the base of the DE model for three reasons. First, a

parabolic layer approximates the shape of the EDP near the F2 peak fairly
well; second, it is a mathematically simple representation, with the density

and scale height given by

Ne NmF2I ( ) (7)

and

H 2 h -hmF2

9



where Yt is the semi-thickness; and third, the Bent model values for Yt can be

used in conjunction with a model for the 0÷ to H÷ transition height, hT, to

specify Na (0) and No(H+), thereby requiring only foF2 and hmF 2 to specify the

entire profile. This is done by determining the height, hl, at which the

scale height given by Equation 8 is equal to that calculated from

l Ne lHOE [g Ne ]1h (9)

where Ne(h) is given by Equation 4 (assuming Ne(h) = N+(h)), and using the
density at that height from Equation 7 to determine N (0 ) and N (H+).

It is possible to do this because the scale height defined by Equations

9 and 4 is not a function of N(O+) or N(H+), but rather of their ratio, R.

For an 0O/H+ ionosphere, Equation 1 can be rewritten

Ni . N(O+) + N(H+). (10)

where
h

N(Xj) = N (xj) exp - f(X+) dhj
ho

and

;(x+) = m - e) (11)

Combing Equations 9 and 10,

HJE N(O+)f(O+) + N(H+)f(H+)

o-, fro:n Equation 3,

1 +R

f(O) + Rf(H+)

10



Using the expression for f(X+) from Equation 11, this becomes

1 '12)

Since Fn is only a function of R, 1DE is not a function of the densities, No0'(+%

and N0(H+), but rather their ratio, Ro.

Given values for hmF 2 , f F2, and hT, this fact can be used to fit the

parabolic and DE profiles together as follows:

1. Set ho to hT. Since h-. is defined as the height where N(O+)

N(H+), then Ro = 1.0.

2. Using Equations 8 and 12 with the temperature model (Equation 6%,

iteratively locate the height, hI, at which the scale heights from Equations S

and 12 are the same.

3. Calculate the total ion (electron) density at this height, Ne(hl),

from Equation 7. The densities for 0+ and H+ at hi can then be calculated from

NI(01) = ' R(h1 ) t and

NI(H÷) = R(hl)NI(O+).

4. Set ho to hp R to R(hI) No(0+) to N1(O+),and No(H+ to N )

All profile parameters are now calculated.

3.2.1.2 Fitting Profiles to Data

The various types of inospheric observations available are used to

adjust the profile model as follows:
a. The ion densities, Ns(O+) and N(H+'), the ion temperature, Tis, and

the electron temperature, Tes, at the satellite altitude are used to calculate

the 0 /H÷ transition height, hT.

11



b. The temperatures, Tis and Tes, can be used to adjust the AE-C
temperature model.

c. The electron density at the satellite (Ne(840)), faF2, hmF 2 , and TEC

are used to adjust various model parameters so that the resulting profile

matches the observations.

As stated earlier, the only data required in order to build a profile are f0F2

and hm?2. All other observations are used as available.

The transition height is calculated from Equation 3 for the height varia-

tion of the ratio of N(H+) to N(O+). Assuming that g is constant, this

equation becomes

hT
RoeXp G 1h 1.0

ho

at the transition height, and

840

/ ,hN("
Roex4 Gf Ti R L NSO]

0

at the satellite altitude, where G 15in~g/k. Combing these yields

dh In Rs
Ti G "

hT

If T. is assuiied to vary linearly with height between hT and 840km, the

integral becomes

dh 2'T
In 1 + (hT-840)

Tis + Ti(n-840) 3i T

T

12



so that

T.hT 840 + ,T-Tis (R*' -I) (113)

where ' = Tik/15m+g. In order to reduce errors introduced by assuming

constant values for g and -Ti. the transition height is calculated iteratively

as follows:

1. Set g to its value at 840km, calculate LTi at 840km from the AE-C

model, and calculate an initial estimate for hT from Equation 13.

2. Calculate a new estimate for hT ising values for g and _,Ti at a

height midway between the last estimate for hT and 840km.

3. Iterate on step 2 until the change in hT from one iteration to the

next is below some threshold.

Values for hT calculated in this fashion can be used either in lieu of the hT

model described in section 3.2.2 or to update and modify this model.

Modifying the profile mcdel to fit observed f F2 and hm F2 with either
0

Ne (840) or TEC, or both Ne (840) and TEC, is also an iterative process. Three
profile adjustment parameters were added to the equations describing the

profile to facilitate the fitting process. The basic change is to Equation 4,

which becomes

Ni No(0) e 1 6 1 + N(H+)

0 + (h-400),

where P, ao, and I are the adjustment parameters. This change requires

modification of Equations 5 and 12 to

R z Roe(6-)

and

13



I
HOE (T

T* " pp k~ p 3h

where

(16a+R\

m* +R M

This provides a total of four model parameters which can be adjusted in order

to fit a profile to obeervations - al, az', E, and Yt"

The variation of N e(840) and TEC as functions of these parameters is

illustrated in Figure 2. All calculations were for mid-latitude at local noon

with f 0 F2 = 7 MHz and hmF 2 - 350km, and the four curves in each plot are for

fojr values of hT: 650kmn, 1000km, 1500km, 2000km. In all plots, the top

curve is for hT = 650km and the bottom is for hT = 2000km. Also included in

this figure are plots showing the variation of Ne (840) and TEC as functions of

fF2 and T (400), the plasma temperature at 400km, for comparison.
p

The procedure developed for adjusting the profile parameters to fit

observed TEC and N e(840) allows for a controlled iterative adjustment to any

three profile parameters until an adequate fit is achieved. This procedure

involves the solution to the equations

3T +X T (14)

LN ".N 3

x + x2 - + x3. - N (15)1 3xx2 'x 3

Sunder the contraint that a normalized change distance, AL 2, given by

. c1 ! (c2 c3 (16)

is minimized. In these equations, T and N designate TEC and N e(840); (xi,
i=1,3) are any three profile parameters; and (ci, i=1,3) are three normaliza-

tion factors. This system of equations is solved by reducing Equation 16 to a

single -x. variable using Equations 14 and 15, differentiating this with

14I._ ..-.._.. 14 • . . . ... .. .
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respect to Lxi, and solving for Ix i This yields

whrespc Xsyed

Ax = LN~ "T1 TT2i,

1 D 2 3 2]
1 2 3

x2 D 2 j2 - J-r
1 1NNT 2 NT13 All

x3 = "-x7 A2i -

where

A, ANT - TNV,

1 2
c 2 (-2 c3

( ) NT 218N
and N 1  NT T

T T N, N

If only one of TEC or N e (840) is available, a similar set of equations can be

used to adjust any two parameters for the fit. For TEC, these are

S T2

c2  (18)

pAx 1 2 AT

where

4. 17



ST2 T T 2

T1  C2

Initially, the normalization constants were included to account for the

different ranges of the various parameters and were set to the values shown in

Table 1. It was found, however, that the amount, xi, by which a parameter

would be varied could be controlled by adjusting its ci value with respect to

the ci values of the other parameters being modified.

Table 1. Initial values of the normalization constants.

Parameter ci value

"1I 0.0004

0.07
0

0.07

Yt 20.0

foF2 1.0

T p(400) 200.0

hmF 2  20.0

h T 100.0

As there were no reliable sets of N e840) observations available, only a

fe. limited tests were run of the procedures developed for fitting profiles to

both TEC and Ne (840) data. Figure 3 illustrates the results of one of these

tests. The solid curve is a profile calculated for an f F2 of 8.4 and h F2 ofj m

314kin for a location of 20'N, 203'W (Palehua Observatory in Ha.,,aii) at 1930

local time. This profile has a TEC of 21.8 x 1016 el/mr2 and an N (840) of 4.28
4 3ex 10 el/cm . The fitting procedure using Equations 17 was then used to fit to

the same N (840) for different values of TEC by adjisting parameters Yt S'
e

and 'o The upper and lower dashed curves in Figure 3 are the profiles
produced for TEC values of 28.0 x 10160 I/2 and 20.0 x 101el/m respec-

tively. Table 2 lists the values of the three adjusted parameters for each

profile. All tests showed this to be a very flexible arid robust technique.

Further testing ard evaluation of this technique must await the availability

of reliable in situ data from the SSIES sensor.

- 18
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Table 2. Profile parameter values.

TEC Yt CI O

20.0 69.0 0.985 0.938

21.8 136.0 1.000 1.000

28.0 296.0 0.942 1.318

(x10 1 6el/m 2) (km)

A more extensive series of tests was carried out on the procedure for

fitting profiles to f F2, h F2, and TEC data. A set of near-coincident
0 m

observations of TEC from the AWS Palehua Observatory and observations of f F2

a-id h F2 (calculated from the M3000 factor) from an ionosonde on Maui taken

during August and September 1983 were used to investigate the fitting proce-

dure using Equations 18. Two twenty-four hour, five-day mean, data sets were

constructed for two geoinagnetically quiet periods - one centered on 17 August,
the other centered on 4 September. Figure 4 shows the foF2, hmF2, and TEC

variations for these two data sets. The dashed curve in the two TEC plots is

the TEC calculdted from the DE profile model using only the foF2 and hmF2

data. Figures 5 and 6 show the adjustments required to fit the observed TEC

(within J%) for four pairs of adjustment parameters - a1 and ao, B and co, Yt

and "o' and _ and yt" Also shown are two cases in which f 0 F2 was allowed to

vary only by small increments by settng ci for f F2 to 0.3. In all cases, the

TEC fit was achieved in less than 5 interations, with 2-3 iterations being
typical. To illustrate the effects of the various modifications on the entire

pr.file, Figures 7 and 8 show the profiles for 1530 LT and 2030 LT fron, the 02-

06 September data set which represent the maximum negative and positive TEC

corrections required, respectively. The solid curve shows the initial pro-
file, and the dashed curves show profiles which match the observed TEC through

adjustment of the indicated parameters.

3.2.1.3 Model Limitations

Many of the potential limitations of this profile model derive from the
assu;nptions made in developing Equation 4. The most basic of these, that the

entire profile is in diffusive equilibrium, is not too bad an assumption a

Ii
II

20

%* L6ejjL



FOF2 FOR IS-19 AUGUST FOF2 FOR 02-06 SEPT EMBER
15 IS

1 N O0

0 6 1? 16 24 0 8 12 I8 24

LOCAL TIME LOCAL TIME

MMIF2 FOR ,5-29 AUGUST XO MMF2 FOR 02-08 SEPTEMBER

E1

4S 35 3

0 v

26t 2

IS . . .I .. .. . I . .. I .. . 5 Iflh It i h i i f

O 8 12 18 24 0 6 12 is 24

LOCAL TIME LOCAL TIME

T1C FOR 15-IS AUGUST TCC FOR 02-06 SEPTEMBER

70 70

36 3S

47 47/tA //

_ 23 / • 23 /

Lis

o 1 1 1 I 0 I I I I
0 3 7 I0 14 17 2i 24 0 3 7 tO 14 2 7 21 24

LOCAL TIME LOCAL TIME
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good part of the time. In a study of departures from diffusive equilibrium in

the topside ionosphere, Lockwood and Titheridge16 found that roughly 37% of the

more than 10,000 topside soundings they analyzed showed appreciable depar-

tures from diffusive equilibrium. The most serious of these were in the

equatorial regions (c.f. their Figure 8) where large 0+ fluxes can occur which

can seriously effect the shape of the profile just above the F2 peak and can

cause appreciable errors in TEC calculated by the model. Additionally, large

vertical fluxes of 0* and H+ can be found poleward of the plasmapause location

wrich can also seriously deform the vertical density profile. Although

neither effect is included in the current model, a systematic study of the

adjustments required to fit profiles to data could lead to empirical models

for the adjustment parameters, 3, ,o, and ii, which would improve the model's

ability to produce realistic profiles with only foF2 and hmF 2 .

Another possible problem area is the assumption that only 0+ and H+ are

present in the ionosphere. While this may have only a small effect on TEC or

Ne 840) calculated from the model, it could have a serious effect on the

procedure for calculating hT from the SSIES data set. The procedure assumes

that the light ion density calculated from the ion RPA analysis is H+, an

assumption that may not always be valid. If the density were actually that

for He%, the estimate for hT would be too low. Figure 9 illustrates the

variation of TEC and N e(840) as functions of hT for the same conditions as

those used in generating Figure 5 for various values of yt" As can be seen,
the effect of an error in hT on TEC and N e(840) is very small unless hT is

below about 1000kmn. If hT is below 1000km, which occurs curing tie night at

rmid-latitudes and during the day at mid-latitudes during solar minimum winter

solstice conditions (see Figure 9), an error of -100km in hr will result in

roughly a ;7% error in TEC and ;12% error in Ne (840). Note, however, that if

the data are available to calculate hT, then a value for N e(840) is also

available. By adjusting the profile to fit N (840), the error in TEC intro-
e

duced by an error in hT should be reduced to a few percent or less.

Sthird assumptioi made in developing the DE model is that the magnetic

field lines are neirly vertical, an assumption which is reasonably valid to
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within roughly -30' of the dip equator. This is implied in writing Equation 1

as integral in height rather than in distance along the magnetic field. In

the equatorial region, the breakdown in this assumption will have two effects

on the profile generated by this model. First, the profile shape produced by

the model will not include distortions caused by the non-vertical field lines,

an effect which may be somewhat alleviated by the use of an empirical model

for the 0+/H+ transition height. Second, the f 0 F2 and hmF2 used in construct-

ing the profile should not necessa:rily be values vertically below a given

point in the profile, but rather values more representative of conditions in

the F2 region at the base of the field line passing through the point. While

,lot conceptually a proble•r,, constructing large numbers of vertical profiles

based on latitudinal variations in the F2 region could be computationally

burdensome.

Finally, although the data-fitting techniques described in Section

?.2.1.2 appeared to be fairly robust during the limited testing conducted, a

full series of tests to determine which parameters to adjust under which

conditions shoul1 be run when reliable data become available from the SSiES

sensor.

3.2.2 Transition Height Model

A global model of the 0+ to H+ transition height was developed from

published analyses of topside sounder data and in situ retarding potential

analyzer (RPA) data. Titheridge1 3 analyzed topside sounding data from the

Alouette I satellite to determine the transition height variation during

solar -nininum 'i964-1965) and a limited amount of data from the ISIS 1 and

ISIS 2 satellites near solar (naximum (1969 and 1971). Kutiev et al 17,18

analyzed RPA data fron the OGO-6 satellite to determine the (nighttime) varia-

tion of h, daring solar maximum (1969-1970). (It should be noted that KutieviiS
et al nave ProDosed the use of the transition height as an improvement to the

IRI79 model.) The latitudinal, seasonal, local time, and solar epoch varia-

tions in the h T model were derived f-oin these references. The location of the

plasinapause and its variation with local time and magnetic activity were

derived groin a further analysis of the Alouette hT data by Tithe-idge 1 9 and

work by Spiro reported in Moffett and Quegan20
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The functional form of the model is as follows:

hr hm + (he - hm) exp ( )]+ . [1 + erf( 2) (19)

where hes hm, and hp are the equatorial (1=0'), mid-latitude, and polar values

of hT which are functions of local time, season, and solar epoch; • is the

magnetic (F-layer apex) latitude; and We and Wp are feature widths. The
second and third terms in the left-hand side of Equation 19 model a nighttime

equatorial peak in the latitudinal variation of hT and the transition into the
polar cap ionosphere, respectively.

The local time (LT) variation of hel hm, and hp is modeled using the

epstein step function used to model local time variations in the IRI79 model.
The form of this variation is

f(LT) = fN + (f D-f N) - -__

1i 1 __ 0)

11 + exp [-(LT-LTsR)] 1 + exp[ (LTLTss) J,

where f and fD are the night and day values of the function, and LTSR and LTss
are the local times of sunrise and sunset.

The seasonal variation of he, hm, and h is modeled by a simple cosine

variation of the form

f(day) (fw + fs) ( - f) cos 2 (DIO)5

where f and f are the winter and summer values of the function, and D is thew s

day of the year. The plus (minus) sign in this equation is used for the
northern (southern) hemisphere.

The solar epoch variation of he' hm, and hp is modeled as a linear

variation with the 10.7 cm solar radio flux (F10.7) of the form

h h0 + iý8..F-5.hi hio

31

a k dff"e



where S = 75 if F1O.7 75, S = F10.7 if 75 -F1.7 180, and S z 180 if

FIO.7 , 180. Table 3 shows the values of hio and ai for the three latitudiial

regimes (equatorial, mid, and Dolar) for day and night, sufmier and winter.

There are no day values for the equatorial regime, as the equatorial peak is

present only at night.

The nighttime equatorial peak term in Equation 19 is included to model a

peak present in the Alouette data (c.f. Figure 7 in Titheridge 1 3 ) and to fit

the varidtions presented in Kutiev et a118. It is modeled as a gaussian in

lititude centered on the magnetic (dip) equator with a half-width of 100.

The transition through the plasinapause, the third term in Equation 19, is

modeled through variations in two latitude boundaries: the equatorward

boundary of the plasmapauce transition region, '., and the center of the
light-ion trough, "* The transition is modeled as an error function centered

on 2 ('3-i2 with a transition width, Wa 12/2. The .boundary varies only

with local time using Equation 20 with fD = 30-, fN = 500, LTSR = 9, LT S 20.
This variation was chosen to fit the variation shown in Figure 5 of

Titneridge 19  The 3 boundary varies with local time and magnetic activity
'K p aspJ

S(63.0 - i.4K p + (3.0 + O.AKp) Cos (2 t)

where

= 0 for 0h LT 6h
L

= 2L-6ý for 6 h, LT 12h

: LT for 12h LT, 2 4 h

This equ3tion reflects variations with Kp as reported by Titheridge19 , and

local time variation as described by Moffett and Quegan and shown in their
7"igire 10.

A listing of tne Fortran function that implements this model is given in

Appenjix B.
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Table 3. Constants for use in Equation 21 describing the variation of hT with

solar epoch.

a. hio

Day Night

Regime Summer Winter Summer Winter

Polar 1200 1200 1100 900

Mid 900 600 600 450

Equatorial - - 800 800

b. ai

Day Night

Regime Summer Winter Summer Winter

Polar 450 450 550 750

Mid 600 700 300 200

Equatorial - 300 300
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Figures 10-12 illustrate the seasonal, solar epoch, and magnetic varia-

tions in hT produced by this model. In Figure 10, the latitudinal variation

of hT at noon and midnight are shown for the June and December solstices and

for an equinox for FI0.7 = 100 janskys and K. = 3-. In Figure 11, the

variation with FIO.7 is shown for noon and midnight at the June solstice, Kp a

3°. The variation with Kp is shown in Figure 12 for noon and midnight at the

June solstice, F10.7 = 100 janskys.

The primary weaknesses in this model are in the solar epoch variability

and at high latitudes. Only a small amount of data was available at solar

maximum, and most of it was nighttime data. It may be possible to refine this

variation when data from the SSIES RPA sensor becomes available. At high

latitudes, the model provides, at best, only a rough estimate of the location

of the sharp transition from mid-latitude to polar transition heights, and

detailed structures such as the effect of the dayside cusp (c.f. Figure 7 in

Titheridge13) are not included in the model due to a lack of data. Again,

this section of the model could be refined using SSIES RPA data.
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4. IONOSPHERIC DATA PREPROCESSORS STUDY

Limited investigations into analysis stability problems with the 4D

model led to the development of front-end data preprocessors for f F2 and TEC

data by AFGWC/TSIS 21. These preprocessors use simple curve-fitting tech-

niques to generate equally spaced grids of f 0 F2 and TEC values from data

available in the Astrogeophysical Data Base (AGDB) 2 2 . In the contract prior

to the current one, a 4D model preprocessor system21 was designed around these
two preprocessors, programs FORIER (foF2 data) and POLYl (TEC data), and a

third preprocessor for SSIE Ne (840) data, program SSIELD5 , provided by

another contractor.

This system, tested and installed at AFGWC, was to be the starting point

for the tasks under this study area. Unfortinately, as of the start of this

phase of the project, the SSIELD program was still not operational at AFGWC,

and was neither sufficiently tested nor adequately documented to be of any

use. Thus, this study area was begun by assisting AFGL/PHG with an assessment

of the SSIELD program.
I9

The assessment, documented in Scientific Report No. 1, showed that the

SSIELD program was not working correctly and, as currently designed, would be

inadequate for the task even if the problems in the program were corrected.
The assessment results were discussed with Dr. Frederick Rich (AFGL/PHG) and

Mr. Bob Bussey (AWS/SDDE), and it was decided to redirect the efforts in this

study area to identifying and investigating alternative analysis techniques
for producing gridded fields of SSIE N (840) data.

e
Toward this end, informal discussions were held with Dr. Rich and Mr.

Bussey to determine the requirements to be met by the SSIELD program. A

distillation of these discussions provided the following list of requirements

and desired attributes:

1. The program must be documented and tested in accordance with DoD
1823 24Standard 7935, dated 15 Feb 19832, and with the AFGWC software standards

2. The program must be coded in ANSI Standard X3.9-1978, as

implemented in the UNIVAC ASCII FORTRAN.
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3. Any internal model of Ne(840) used should be a continuous function

of latitude, longitude, time, season (day-of-year), and sunspot number (solar

epoch.

4. Ideally, any internal N e(840) model should be based on satellite

observations. Provisions for updating this model should be Included.

5. Data from the SSIE sensor should be fetched from a user-defined

section of the Astrogeophysical Data Base (AGDB).

6. Provisions for future incorporation of TEC data, from either the

AGDB or from a TEC data preprocessor, should be included.

7. The analysis algorithm should use all data available and be able to

process data from both northern and southern hemispheres.

8. If no data are available for a particular program run, the analysis

should default to the internal model.

9. The analysis should incorporate a "memory" capability; i.e., the

analysis field fron a previous run could be used as the starting point for the

current run.

10. The final analysis field should not contain distinct features

(bull's-eyes or ridges) at points where data are available.

11. The locations of the grid points for the output grids should be

defined such that they may be easily changed.

Altnough this is not an officially approved statement of requirements, it

pr3vides a starting point for an investigation of alternative analysis

irethods for an SSIE Ne (840) data preprocessor.

4.1 Task 4: Ne (840) Data Preprocessor Improvements

The starting point for this study was a general review of various

analysis nethods developed for use in other ionospheric applications, in

particular, those developed in constructing the ITS78 model ionosphere 2 5 , 26

11those used in AFGWC program UKFILE for updating the ITS78 coefficients and

the global analysis mnethod used in the 4D model 7 . From this review, and the

requirements listed earlier, the following general design was developed for
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an improved SSIELD program:

1. The core of the program would be a spectral model of N e(840) which

would include continuous variability with location, time, season, and solar

epoch. The format of this model would be similar to the ITS78 f F2 and M300025o
spectral models 2 .

2. Input SSIE Ne (840) data would be used to modify the coefficients of

this model in two stages:

a. All mid-latitude data would be used to adjust the model

through derivation of an effective 10.7 cm solar flux (FIO) defined as the F1O

value which, when used by the Ne( 8 4 0) model, minimizes the mean difference

between the model and the observations. A similar method for adjusting the
27

ITS78 f F2 coefficients has been used at AFGWC for several yearso

b. All data would be used to modify the coefficients resulting

from the effective F1O analysis, or from a previous analysis, using a spectral

data assimilation method developed by Flattery28 and used in the global analy-
7

sis section of the 4D model

3. The required UT grids would be generated fron either the base

N e(840) model, the results of the effective F1O nalysis, the results of the

global analysis, or from the results of some previous analysis, at the discre-

tion of the user.

Investigation of this design would be accomplished in four phases:

1. Define the form of the spectral N e(840) model. This would include

selection of coordinate system, functions to be used in the spectral expan-

sion, truncation limits on the spectral expansion, and selection of an initial

model of N e(840) on which to base the spectral model. The final step of this

phase would be the generation of coefficients for the spectral N e(840) model.

2. Develop the effective FIO analysis technique. The starting point
11.

for this phase would be the AFGWC UKFILE program .

3. Develop the global assimilation technique. The starting point for
7

this phase would be the global analysis section of the 4D model

4. Test the full analysis program on both model and "real-world"

inputs.
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4.1.1 Spectral N e(840) Model

ie

As described in Scientific Report No. 1, the functional form of the

spectral N e(840) model is

L M N

f P(',,t,F,D;840) = E E Yn(F,0)T (t)T (¢)Pm/2(sinX) (22)
k=1 m=1 mnn

2
R

,nZm ,D) = r (d) F (23)
• r=O

4'

n .jmn Tim() (24).r (D) I__ •m

N i=0

where f is the plasma frequency at 840 km In MHz; A and • are the F-layer apex
p

latitude and longitude; t is Greenwich Mean Time (UT); F is the 10.7 cm solar

radio flux; 0 is the day of the year; Pm/ 2 (sinx) are the associated Legendre

functions of degree n and order ; are the model coefficients; and T (t),

Tm(:), and Ti(D) are orthonormal trigonometric functions given by

1T °O ( x ) = ' -- '
.• T2

'• 2j-l(x) : , cos Jx,

S~~Tjx =, sin jx.

The truncation limits For the series in Equations 22, 23, and 24 are Ls13,

M=21, N-20-m, R=2, and 1=8. The plasma frequency from Equation 22 is con-
verted to N e(840) by

42
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Two complete sets of model coefficients, a' , have been generated - one
riusing the DHR profile model and one using the Bent profile model. Both were

generated using the same foF2 and M3000 values from the ITS78 model using the

procedures described in Section 4.2.1 of Scientific Report No. 1, with one

modification. It was discovered that values of f near the pole showed a drop
p

similar to that found in the SSIELD model, even with data values at -80

latitude. This was corrected by changing the latitudinal spacing from every

100 to a spacing defined by sin ' gi = Xi' i=1,24, where the Xi are the

gaussian quadrature points on the interval -1 to +1. The DHR model coeffi-

cients are used in the analysis program; the Bent model coefficients were

generated for use in constructing data sets for testing the analysis program.

The differences between these two models is illustrated in Figure 13, which

shows the northern geographic hemisphere fields of Ne (840) for a sunspot
number of 120 (F1O.7=164 janskys), Day 199 (18 July), as generated from

Equations 22-24 from the DHR (upper) and Bent (lower) coefficients. The Bent

coefficient set was generated when it was discovered that test data con-

structed using the DHR coefficients were fit exactly in the effective F1O

analysis, leaving no residual error to be fit in the global assimilation.

4.1.2. Effective FlO Analysis

The objective of the effective F1O analysis is to find the FIO value

which, when used in Equation 22, provides an analysis field which has a zero

mean error with respect to the input data, i.e., .'f =0. This value for F1O is
denoted the effective F1O, or EFIO, for the analysis. The method used is an

iterative one, the secant method, in which subsequent estimates of EFlO are

calculated from

EF10 EF10 (EF10 - EF10 '?6)
- .f Uf

p

where the superscripts o and - denote the values from the previous two itera-
tions and t.f is the mean error between the input data and the field as

p
specified using the EF1O for that iteration. Once started, this method

converges very rapidly; however, it requires an initial and one subsequent

estimate for EFlO to start.
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The initial estimate for EFNO is calculated by taking advantage of the

form of the model for f p(840) given in Equation 22. The mean value for fp,

averaged over all 2, 7, and t, is given by

fp (27)

Assuming that the input data are evenly distributed in t, •, and ", the mean

of the input data, fP', can be used to estimate byp 1y

(e P2 "1

From Equation 23, Y11 varies with FIO as

111

Y 1 0 1 F10 + B2 F102  (28)

where the superscripts have been dropped on F. The first estimate for EFIO is

then defined as the value of F1O which produces - = re using Equation 28.

This leads to the solution

EF i e 29)

As the input data are not, as a rule, evenly spaced, the EF10 value calculated

from Equation 29 does not necessarily produce the desired result of If :0.p
Therefore, further estimates are required.

The second estimate for EFIO is made using the Newton form of Equation

26. In this method, the second estimate is given by

EF10= EF1O0 A-fp (3u)

in which the derivative of Af with respect to F1O is required. Since the

input f values do not vary with F1O, an estimate for this derivative can be
Pobtained from Equations 27 and 28 yielding

-4 FIO J F -1 ( + 2F10 2)
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so Equation 30 becomes

+ 2-' Af 0

EFIO+ = EF1O0 - P(31)

S1+2 EF1 0  2

As with Equation 29, this will provide only a next-best estimate for EFlO, as

it also uses the assumption that the data are uniformly distributed in space

and time, and further iteration using Equation 26 may be required. In actual

testing (see Section 4.1.5), the second estimate was within the stop criterion

of 2.f - 0.005MHz in 9 of 12 cases, and only one further iteration was requiredp
in the remaining 3 cases.

The effective FNO analysis may also be run using a set of y.mn coeffi-

cients produced by a previous analysis. Equation 24 can be rewritten

= ,.- V Fmn.;mn n _ FlO, + ýmn n?0 j-

By using the ),mn and EF1O values from a previous analysis in this equation,
the _.mn coefficients are reset, and the effective FIO analysis can then be

0 
mdone using the updated set of n coefficients.

r

4.1.3. Global Analysis

The global analysis technique is identical to that employed by the AWS 4D

ionospheric analysis model 6  This technique, developed initially for mete-

orological applications 28 , modifies the coefficients of a spectral repre-

sentation of a field such that the new coefficients produce a field that fits

input data where data are available and merges smoothly into the original

field away from the data points. In this analysis, the .mn coefficients of

Equation 22 are iteratively updated using

J
inn' z mn + W \, ,j..•f , , 3ntt )cos~j (32)

j=1

mn T 12((s ,
A. j, ( ,tj) = T(t.)Tmj n
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where J Is the number of data points, Af (P , t i,) is the difference between

the input fp and fp calculated using the ' coefficients in Equation 22 at

the jth data point, and W is a weight factor given by

W = w c 0Lt

where wc is a convergence control parameter and L, ', .t define the lati-

tude, longitude, and time spacing of the fictitious grid over which the

analysis is defined6 . The iteration continues, until a desired RMS difference

between the data and the analysis RMS difference and begins to diverge.

In order to control the introduction of spurious small-scale features

into the analysis, the analysis is designed to begin the iterative update on
Id the lower-order coefficients only. This is done by using values for L and M

in Equation 22 lower than the maximum used in the model (currently 13 and 21),

and increasing these values with each iteration until the maximum truncation
limits are reached. By starting the analysis without the higher-order terms
in ine expansion, the difference between the data and the initial field will

be reduced first through modification of the larger scale features of the

field, and only the residual differences will go into smaller-scale features.

Initially, it was planned to reduce only the longitude (M) and t'Me (L)

truncation limits, and this is what was used in the developmental testing

described in Section 4.1.4. However, during the study of using N,(840) values

derived fromn TEC dati, described in Section 4.2, it was decided to allow the

latitude (N) truncation limit such that the value of N at m=1 was N=M-1, thus

preserving the modified triangular truncation scheme.

4.1.4 Preproressor Program (GRIDNE) Description

The analysis procedures described in Sections 4.1.2 and 4.1.3 were

implemented in a test version of an Ne (840) data preprocessor (program GRIDNE)

designed and coded to meet the requirements worked out with AFGWC/SDDE and

AFGL/PHG. Figure 14 is an organization chart for program GRIDNE which

illustrates the internal linkages and relationships between the various

routines which make up the program. A short description of the function of

each of the routines listed in Figure 14 is presented in Table 4, and a

complete listing of all non-AFGWC routines is included in Appendix C.
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*AFGWC Routines

Figure 14. Program GRIDNE Structure Chart.

Table 4. Description of program GRIDNE routines.

ADJF1O - Calculate the next estimate of the effective F1O using the secant
iteration method (implements Equation 26).

*AGFECH - Fetch SSIE data records from the AFGWC Astrogeophysical Data B4se
(AGDB).

*AGDATE - Determine the active dates and julian hours on the AGDB.

AGDCHK - Determine if an input date and time is active on the AGDB.

ALFMTT - Calculate the associated Legendre functions for a modified triangle
truncation scheme.

ANALNE - Perform the global analysis (implements Equation 32).

APXTAB - Calculate the F-layer apex coordinates of an input geographic lati-
tude and longitude.



Table 4. (Continued)

CALCNE - Calculate a value for f (840) and N e(840) for a given time and
location (implements Equa~ion 22).

mn
COEF1O - Input or output a set of y coefficients for Equation 22.

DTGCHK - Error check a user-input date and time.

GETCO - Input the a Zmn coefficients for Equation 24 and sum over the date
(implementsrEquation 24).

GETNE - Fetch SSIE data records from the AGDB, erro" check the records, and
store them on a temporary file.

*GRIDC - Wr iLe N (840) grid sets to file FOURDGRIDS.

GRIDNE - Main driver routine.

INIT - Initialize all variables requiring initialization and load the array
which defines the FOUROGRIDS output grid.

INPUT - Interact with the user for all required user inputs, fetch SSIE data
from the AGDB and prepare the data for analysis if necessary, and
fetch the necessary coefficient sets.

INTERP - Interpolate in the F-layer apex coordinate look-up table.

OFFSET - Calculate the offset dipole coordinates of a geographic location.

OUTGRD - Build and output Ne( 84 0 ) grids to file FOURDGRIDS.

SETF1O - Perform the effective F1O analysis (implements Equation 29).

SUMF10 - Sum the ' 9mn coefficients over F1O (implements Equation 23).
SUF - h r

TFUNC - Calculate the orthonormal trignometric series.

TMPIN - Input SSIE N e(840) records from a temporary file.

TMPOUT - Output SSIE Ne (840) records to a temporary file.

YESNO - Query the user for a yes/no answer.P
"*AFGWC Routines
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In tests at AFGWC on a SPERRY 11/82 computer, the program size was

determined to be roughly 55K words, and the CPU time required for an analysis

run can be estimated by the algorithms

CPU1 = 3.8 nF + 12.7 nG - 0.5 seconds

for processing data from one satellite for a 24-hour period (1351 data
poiiits) and

CPU 2 = 7.1 nF + 23.8 nG - 8.0 seconds

for data from two satellites, where nF is the number of iterations required to

determine the effective F1O value and nG is the number of iterations in the

global analysis. From the tests conducted, it appears that nomina! values for

nF and nG are 2 and 6, respectively, for a two-satellite CPU time of roughly

150 seconds. Worst-case values were nF = 3 and n, a 10 for a two-satellaite

CPU time of roughly 250 seconds.

Inputs from the user are as follows:

a. Date (YYMMDD) and sunspot number for the analysis.

b. The maximum number of iterations for the effective F1O analysis,

and the value of the average Afp at which to stop the analysis.

c. The maximum number of iterations for the global analysis; the value

of the RMS.1f at which to stop the analysis; the initial truncation limits to

be used for L and M in Equations 22 and 32; the spacing of the latitude,

longitude, time grid over which Equation 32 is defined; and the value for the

convergence control parameter, Wc
d. Various program control parameters specifying the source of the

data to be analyzed, the coefficients to use in defining the initial analysis

field, which analyses to run, and what items to output.

The program uses two disk storage files, NE840FILE and NETEMPFILE. File

NE840FILE, roughly 103K-words in size, contains the F-layer apex coordinate

look-up table (8190 words), the - cmn coefficients which define the Ne(840)

model (77,571 words), five sets of y.n coefficients from previous analyses

(2873 words/set, 14,365 words total), and six 28-word file control sectors.

Subroutine APXTAB reads in the apex coordinate table, subroutine GETCO reads
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in the An coefficients, and subroutine COEFIO reads and writes the , n
S~ri

coefficients sets. File NETEMPFILE is a temporary file used for external

storage of the Ne (840) data to be analyzed. Subroutine GETNE strips the

N e(840) data from SSIE AGOB records and builds this file via subroutine

TMPOUT. Subroutines SETF10 and ANALNE read the N e(840) data from the file via
function TMPIN.

4.1.5 Preprocessor Program Tests

Tests designed to determine the capabilities and limitations of the

GRIDNE program were run at AFGWC during the period 10-14 September 1984. A

total of three tests were conducted:

a. Test 1 - Test the overall capabilities and limitations of the

analysis methods for a range of sunspot numbers.

b. Test 2 - Test the effects of varying the convergence control para-

meter, W .

c. Test 3 - Test the effects of using various initial truncation limits

for M and L in Equations 22 and 32.

The input parameters used in the tests are listed in Table 5.

4.1.5.1 Description of Test Data and Procedures

All tests were run using Ne(B 4O) data generated by using the Bent rmn
e ri

coefficients in Equations 22-25. Two sets of data were generated for each

test, one to be used as input to program GRIDNE and one to be used to

determine how well the GRIDNE analyses performed. The first set, denoted the

satellite data set, consists of simulated SSIE Ne (840) data for a 24-hour

period (1351 data points) for one or two DMSP satellites with ascending modes

at 060OLT and O00OLT. The second set, denoted the Bent grid set, consists of

24 Ne (840) grids, one grid per UT hour, covering the northern geographic

hemisphere from the equator to 80ON latitude in 100 increments and 0° to 345°E

longitude in 150 increments. A test-data generating program, ORBTNE, was

developed which can generate either data set or both for a given date and

sunspot number (SSN).

The test procedures were as follows:

a. Run test program ORBTNE to generate the satellite and grid data sets

for the data and SSN specified in Table 5.

49



Table 5. Test Parameters

I. Test 1 - Analysis Capabilities

Date: 840911

Initial truncation limits: M-13, L-7

Grid spacing: 100 latitude, 150 longitude, 1 time

Convergence control: ws-1.O

Case la - SSN-10, 0600LT satellite

Case Ib - SSN-I0, 0600LT and 1000LT satellites

Case Ic - SSN-60, 0600LT satellite

Case Id - SSNz60, 0600LT and 100LT satellites

Case le - SSN-120, 0600LT satellite

Case If - SSN-120, 0600LT and 1000LT satellites

II. Test 2 - Convergei.ce Control Parameter Effects

Date: 840911

Initial truncation limits: Mm13, L-7

Grid spacing: 100 latitude, 150 longitude, I time
Data set: SSN-60, 0600LT and 1000LT satellites
Case 2a - w -1.50

Case 2b - Wc-1.25
Case 2c - w -1.I0

C

Case 2d - we-0.90
Case 2e - wcO.80

Case 2f - w:=0.50

I11. Test 3 - Truncation Limit Effects

Date: 840911

SGrid spacing: 10' latitude, 150 longitude, Ih time

Convergence control: 1.0

Data set: SSN=60, 0600LT and i00OLT satellites

Case 3a - M=13, L=5

Cdse 3b - M=15, Lz7

Case 3c - M-17, L=9

Case 3d - M-19, L=11

Case 3e - M '21, L5l3
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b. Run program GRIDNE to process the satellite data set. Outputs

include goodness-of-fit statistics from both the effective F1O and global

analyses, and the Y, coefficients from the initial analysis field (calcu-

lated from Equations 23 and 24 using the PHR aimn coefficients and the same
ri

date and SSN used by program ORBTNE), the effective F1O field (calculated from

Equation 23 using the effective F1O value), and the global analysis field

(calculated iteratively from Equation 32).

c. Generate a grid set from each of the three Ymnn sets output from

program GRIDNE. Compare each of these three to the Bent grid set and generate

the following comparison statistics:

(1) A grid set which contains the difference between the analysis

and Bent grid sets, denoted the ANe( 8 4 0) grid set.

(2) The RMS e(840) and RMS percent ANe (840) for all 24 grids

(5184 data points), and as functions of latitude, longitude, UT, and local

time.

Figures 15 and 16 are samples of the analysis results which will be

presented for the various tests. This particular test was for 18 July with a

sunspot number of 120, processing data from two DMSP satellites. In Figure 15,

the upper plot shows the variation of RMS IN e(840) with latitude for the

initial analysis field (dotted line), the effective FIO (EFlO) field (dashed

line), and the global analysis field (solid line). The lower plot in this

figure shows the variation of .N e(840) with local time for all three fields.

The vertical dotted lines in this figure indicate the local times of the

ascending (0600 and 1000) and descending (1800 and 2200) nodes of the DMSP

orbits used in the analysis.

Figure 16 shows contour plots of the OOOOUT analysis, N (840), and Bent

grids. The three pairs of plots are, from the top down, tne initial analysis

grid and its M e(840) grid, the EFIO analysis grid and its %N e(840) grid, and

the global analysis grid and its A,N (840) grid. The single plot at the bottom
e

is the Bent grid. Ideally, if the analysis program worked perfectly, the

global analysis grid and the Bent grid would be identical. (Note: The
decision to display the OO0UT grids as representative grids for the entire

24-hour grid set was initially arbitrary, but in reviewing the analysis

results it turns out that the total RMS ANe (840) for the O0O0UT grid was close

to the RMS AN e(840) for the entire set and never represented either the best-

or worst-case grid.)
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4.1.5.2 Test Results

The analysis goodness-of-fit statistics from all Test I test cases are

summarized in Table 6 (EFlO analysis) and Figure 17 (global analysis). Table
6 lists the initial EF1O estimate, calculated from Equation 29; the second

EFIO estimate, calculated from Equation 31; and the EF1O estimate, calculated

after one iteration of Equation 26. Included in this table is the average
difference between the analysis field and the input data, Lfp, for each EFlO.
In all cases, the EFIO estimated after one iteration of Equation 26 produced a

zero mean difference, as desired. As Figure 17 shows, the global analyses all

converged uniformly, reaching a point of diminishing returns at roughly itera-

tion number 6 or 7.

Table 6. Results of the effective F1O analyses in Test 1.

Equation 29 Equation 31 First Iteration

Test
Case EF1O EF1O _ EF1O

la 69.78 0.0471 66.87 0.0043 66.58 0

lb 74.26 0.0501 71.16 -0.0010 71.22 0

ic 90.46 0.0160 89.45 0.0013 89.36 0

id 97.46 0.0568 93.87 -0.0013 93.95 0

le 119.31 -0.0205 120.63 0.0014 120.73 0

if 130.09 0.0664 125.77 0.0014 125.86 0

au

Figure 18 illustrates how well the input data are fit. The two plots in

this figure show the f (840) data input for the first full orbit from both

satellites (solid lines) from test case If (SSN=120, two satellites) and

fp (840) calculated for the same orbit locations from the initial, EFlO, andf
global analysis fields (dotted lines). The final RMS error for the entire

analysis was 0.060 MHz in plasma frequency and 3.8x103 el/cm3 in electron

density. This level of accuracy is reflected in the small deviations of the
global analysis curves from the input curves in Figure 18. The only major

deviations, occurring near orbit data point numbers 28 and 75, are near the

% F-layer apex poles. This is a difficult region to make changes to, as all

data are weighted by the cosine of the F-layer apex latitude in the global
% analysis (see Equation 31), causing data near the poles to be almost com-

pletely ignored.
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Table 7 provides a summary of the RMS AN e (840) and RMS percent -Ae (840)

Table 7. Summary of the results of the Ne( 8 4 0) grid set comparisons.

RMS Ne( 84 0) RMS % Ne (840)

Test
Case Initial EF1O Global Initial EF1O Global

la 0.99 1.18 0.89 58.0 61.1 53.2

lb 0.99 1.29 0.77 58.0 60.8 41.2

Ic 2.82 2.08 1.76 68.3 59.1 51.7

id 2.82 2.14 1.40 68.3 58.6 39.2

le 5.77 3.63 3.30 78.2 55.4 49.9

if 5.77 3.59 2.58 78.2 54.7 39.3

x10 4 el/cm3  Percent

statistics for the Ne(840) grid set comparisons for all six test cases. In

each set of three numbers, the first is from comparing the initial field to

the Bent field, the second from the EF1O field and the Bent field, and the

third from the global analysis field to the Bent field. In general, the

following observations can be made from these comparisons:

a. Not surprisingly, the 2-satellite cases (lb, Id, if) provided

better overall fits to the Bent grid sets than the corresponding 1-satellite

cases (la, ic, le). The 1-satellite cases tend toward a final RMS percent

AN e(840) of around 50%, while the 2-satellite cases tend toward 40%.

b. In all cases, the final RMS N e(840) and RMS percent ANe (840) are

lower than that obtained with the initial analysis field, and the total

processing gain as reflected in both figures increases with sunspot number.

c. The effectiveness of the EFIO analysis incredjts dramatically with

sunspot number. There is actually a processing loss for low sunspot numbers,

at least in terms of RMS differences, in the EF1O analysis. This is largely

due to the fact that the EFIO analysis tries to reduce the average difference

to zero, which can, in certain circumstances, increase the RMS difference. The

fact that the analysis is done in plasma frequency while the statistics in

Table 7 are in electron density can also contribute to this effect.
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The observations are, for the most part, supported by the more detailed

analysis results shown in Figures 19-30. Two figures are presented for each

of the six test cases - the plots of RMS MNe (840) as a function of latitude and

local time (as in Figure 15) first, followed by the OOOOUT grid contour plots.

The main observation that can be drawn from these figures is that the global

analysis field reverts back to the EF1O analysis field within roughly 300 of

longitude, or 2h of local time, of an orbit track. In other words, :t is the

relative accuracy of the shape of the Ne (840) model used initially to generateLmne
the 21ri coefficients used in Equation 24 (the DHR model in the current tests)

and the absolute accuracy provided by the EF1O analysis which determines the

accuracy of the field more than 30' or 2h away from data points. Conversely,

where there is an adequate collection of data the global analysis can repro-

duce the actual field quite accurately, almost in spite of the field that the

global analysis starts with. This can be seen in the dramatic improvement in

the RMS N e(840) versus local time plots at around 16-20LT.

The objective of Test 2 was to study the effects of varying the conver-

gence control parameter, Wc, on the global analysis algorithm (Equation 32).

The SSN=60, 2-satellite data base from test case Id was used for this test.

The results are summarized in Table 8, which lists the RMS f p(840) values for

each iteration step and the RMS LNe(8 4 0) and RMS percent ANNe (840) values from
the N e(840) grid set comparisons. These results are somewhat surprising in

that the relatively arbitrary choice of = 100 , A= 15', At - 1h and Wc=l.O;

values which were carry-overs from previous work on the 4Q analysis modeli

provide the best fit in the Ne( 84 0) grid comparisons. A limited check of

these results using the SSN-60, 1-satellite data base confirmed the finding

that this choice of values for the parameters which go into calculating the

value for W in Equation 32 appears to be close to optimal for processing

orbital data. (In running the tests described in section 4.2, in which

roughly 5000 data points were processed, Wc had to be reduced to roughly 0.6

to obtain convergence.)
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Table 8. Test 2 results summary.

2a 2b 2c Id 2d 2e 2f •se

1.50 1.25 1.10 1.00 0.90 0.80 0.50

1 0.577 0.577 0.577 0.577 0.577 0.577 0.577

2 0.352 0.311 0.332 0.339 0.350 0.366 0.431T
3 0.412 0.259 0.219 0.214 0.224 0.243 0.330

4 -D- 0.269 0.156 0.127 0.128 0.144 0.235R
5 -D- 0.139 0.087 0.079 0.089 0.161A
6 0.137 0.069 0.058 0.066 0.120 MHZ

7 0.140 0.058 0.046 0.052 0.095I
8 -0- 0.049 0.038 0.043 0.0790

N9 0.043 0.032 0.037 0.067

10 0.039 0.028 0.032 0.058

RPIS - - 1.40 1.42 1.43 1.51 x Lel'c-n3

RMS% - - 39.2 39.8 40.1 41.2

The objective of Test 3 was to study the effects of varying the initial

truncation limits on the longitude (M) and time (L) expansions in Equations 22

and 32. As in Test 2, the SSN=60, 2-satellite data base from test :ase Id 4as

used for this test. The results of this test are summarized in Table 9, whicI

lists the RMS .Lf (840) values for each iteration step and the RMS *Ne((40) and
p e

RMS percent ,lNe (840) values from the Ne (840) grid set comparisons. The gain

achieved by starting the analysis with only the lower wave numbers is very

obvious in these results. Although the cases using higher truncation limits

initially do better at fitting the input data, all cases are roughly equal by

iteration step 7, and the lower truncation limit cases produce better f'ts 3t

iteration step 10. Even more significant is the gain evident in the fits to

the overall fiald reflected in the RMS NE (840) and RMS percent Ne "

parameters, indicating that the information in the input data is beino inr.

effectively spread away from the data point locations by using !owe- init ý'

truncation values.
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Table 9. Test 3 results summary.

3a 3b 3c 3d 3e Case

13/5 15/7 17/9 19/11 21/13 M/L

1 0.573 0.577 0.580 0.579 0.578

2 0.359 0.350 0.323 0.259 0.224

3 0.245 0.223 0.170 0.136 0.136
E

4 0.163 0.127 0.099 0.093 0.096

5 0.099 0.079 0.072 0.071 0.073 MHzA
6 0.064 0.058 0.055 0.058 0.058

T
7 0.049 0.046 0.045 0.050 0.049

8 0.039 0.038 0.038 0.046 0.042
0

9 0.033 0.032 0.033 0.046 0.038
N

10 0.028 0.028 0.029 0.046 0.036

RMS 1.35 1.42 1.53 1.61 1.77 xl04e]/cm3

RMS% 38.5 39.9 41.4 44.1 47.3 %

An additional gain is in processing time. Since there are fewer terms to

sum over in both Equation 22 and 32, the lower the initial truncation limits

the faster the global analysis will run. The CPU times for the two extreme

cases shown in Table 9 were 203 seconds for case 3a and 225 seconds for case

3e, a decrease in resource usage of 10% in order to achieve a better analysis.

4.1.6 Limitations

The major weakness of the preprocessor, as implemented for testing, is in

the spectral N e(840) model which serves as the first-guess field. Both models

used, the AWS DHR ,,odel and the Bent model, were designed primarily for the

calculation of integrated electron content values, even though the Bent model

was initially derived from topside ionosonde data. The effects of this are

most apparent in the fields generated from the DHR model coefficients which

often include odd features, such as the two features at 105'E and 240'E in the

upper panel of Figure 13, induced by the local-time arying topside scale

height factors used by the Dr" model. These factors also produce the intense

second diurnal maximum at iround 1700LT in the equatorial region. On
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the other hand, the N (840) values calculated from the Bent coefficients
e

appear to be too low for a given F1O value. This is less of a problem, given

the results of the effective F1O tests, but it Is not clear that the relative

field shape (in latitude and longitude) provided by the Bent model is any

better or worse than that provided by the DHR model. Additionally, neither

model does well at high latitudes or during geomagnetic storms.

A related limitation, also due to limitations placed on the imple-

mentation of the algorithms rather than the algorithms themselves, is the

maximum truncation limits used in Equations 22-24 and 32, which lirrit the
inherent resolution of the analysis. These were selected by a trade-c-Ff

between desired resolution (in latitude, longitude, and time) and p'oq~arr,

size and run-time, and should be redefined based on actual user reouirerents

and resources in any operational implementation of this preprocessor.

4.2 Task 5: Combined TEC and Ne (840) Preprocessor

Tests were made using the GRIDNE program described in Section 1." to

investigate the effects of incorporating N e(840) data inferred from TEC

observations into analyses of SSIE N (840) data. Three tests were run ,jsinqe
data generated using the Bent coefficients with Equations 22-24, and one test

was run using TEC data from the AFGWC TEC data preprocessor and SSIE Jata fron

the AGDB.

In the first three tests, it is assumed that a processor is available

which will produce estimates of N e(840) from TEC, so that only Ne (8401 data is

provided to the program. These three tests use the SSN:60, 2-satellite data

base from the testing described in Section 4.1.5.2, and add three different

TEC-inferred Ne (840) data sets:

1. Data from the 12 AWS polarimeter locations 'stations' listed in

Table 10 for each of 24 hours (288 additional data points).

2. Data on an F-layer apex qrid (Grid 11 from 2( N t,, 6r N latit'de t n

10' increments, 0' to 345'E lonqitude in 150 increments, and 1O1IT t-

one-hour increments (2880 additional data points).
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Table 10. TEC station penetration point locations.

Station Latitude Longitude

Athens 34 0 N 18°E

Goose Bay 49 0 N 294°E

Osan 35 0 N 128 0E

Patrick AFB 27 0N 278 0E

Ramey 170N 291 0 E

Sagamore Hill 39°N 288°E

Boulder 37 0 N 254 0 E

La Posta 30°N 244 0 E

Taiwan 23 0 N 122 0 E
Palehua 20°N 203 0E
Shemya 470N 164 0E

AnchGrage 540 N 214 0E

Table 11. TEC tests results sunmary.

EF1O f p(840) RMS %Ne(8 40)_%

No TEC 93.95 0.039 1.40 39.2

Stations 96.56 0.038 1.36 37.3

Grid 1 105.93 0.032 1.43 33.6

Grid 2 99.92 0.030 0.81 23.3

Stations (NT) 96.56 0.036 1.31 36.2

Grid 3 (NT) 101.32 0.034 0.78 20.8

I
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I
3. Data on an F-layer apex grid (Grid 2) from 00 to 70ZN latitude in

100 increments with the same longitude and time coverage as in (2) (4608 addi-

tional data points).

The last two data sets were assumed to be from some TEC data preprocessor.

The results of these three tests are summarized in Table 11, and the

OQOOOLT N (840) and ,N (840) grids for all three are shown in Figure 31 along

with the Bent Ne( 8 4 0) grid. As Table 3 shows, the quality of the analysis
improves with increasing data input, with the exception of the Grid 1 case

where the RMS N e(840) increased although the RMS percent i.Ne( 8 4 0) decreased.
This is due to the higher EF1O value calculated for this case (105.93), as can

be seen in Figure 31. Although the mia latitudes are now very close to the

Bent field (the results of the global analysis), the low latitudes are much

higher than in the other two cases, a direct result of the higher EFIO value.

Since the N (840) values are higher at low latitudes than mid latitudes, this
e

caused the RMS :•Ne( 3 4 0) value to increase even though the overall fit, as

reflected in the RMS percent N (840) value, was better. In the Grid 2 case,
e

where almost an entire hemispheric grid was processed, the global analysis has
modified the field completely so that it is almost identical to Zhe Bent grid.

As stated in Section 4.1.3, the variable truncation limit scheme was

applied only to the longitude and time dimensions. The latitude dimension was

not included, as the orbit-track data set provided more than adequate resolu-
tion in latitude, relative to the polynomial order used in the latitudinal
analysis (N=20). In the cases examined here, witr isolated fin latitude) data

points and longitude-time data strips, it makes sense to extend the scheme to

latitude as well. This was implemented by tying the maximum latitudinal
polynomial order to the longitudinal wave number in such a way as to preserve

the modified triangular truncation scheme 9 throughout the analysis. (Note:
ANALNE and CALNE subroutines which implement this scheme are included at

the end of the GRIDNE program listing in Appendix C.)
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Two additional analyses were run using the new -tion scheme - a

repeat of the TEC stations analysis, denoted Stations (NT), and an analysis of

a third grid data set, denoted Grid 3 (NT), which consisted of data on an F-
layer apex grid from 10ON to 70ON latitude in 200 increments, 0° to 345= E

longitude in 150 increments, and OUT to 24UT in one-hour increments (2880

additional data points). The overall statistics from these analyses are

included in Table 11, and the OOOOUT Ne( 84 0) and iNe( 8 4 0) grids are shown in
Figure 32. As can be seen in the statistics, the analysis improves slightly

in the stations case and dramatically for the Grid 3 analysis, which
provides a better analysis than the Grid 2 case, which included twice as much

input data and extended down to the magnetic equator.

A final series of limited tests were carried out at AFGWC using output

from the AFGWC TEC preprocessor, program POLY1, and SSIE observations from the

Astrogeophysical Data Base (AGDB). Due to known deficiencies in the POLY1

program (Bussey, private coiiunication) and the questionable nature of the

SSIE data due to sensor malfunction several months earlier, only the effec-

tive F1O analysis was run in order to compare the mean field representing each

data set. The POLY1 program generates 24 TEC grids, one per UT, from 5-day
mean TEC observations and stores them in file FOURDGRIDS. Software from the

Topside Data Interface SystemI was used to convert the TEC grids into grids of

Ne( 8 40) using f 0 F2 and M3000 from the ITS ionosphere model and the DHR

profile model. (The sunspot number used in the ITS model was 36.1, F10=91.2,

which was obtained from the effective SSN analysis27 run on n-day mean foF2

data for the same period.) The grids of Ne (840) 151'3 da , points) were then

passed to program GRIONE for the EF1O analysis. The SSIE N e (840W data were

taken directly from the AGDB for the same 5-day period. This provided a total

of 4705 good data points from OMSP satellite F7.

The effective FIU values obtained from the two analyses were quite

different - 94.71 from the TEV data and 170.61 from the SSV7 'e (840) data. As

there was some question as to the absolite accuracy of the SSIE observations

due to the sensir malfunction, several additional EFIO analysis 4ere run in

which the SSIE Ne(840) data were all 4ivided by some constant factor. The

results are giver in Tehle I-, which Ilists the effective FIO and iverage

77

* a *.'-.* ... • •: • :'• .* T - - - • :•• - ,r.j: .,. *,5.-. ' ,q 5 '.5 . • ' . * - -.-.-.



10 S *l/CA3  RIO W1ca 3

011.3 ?. 7. 1.0 1. 0.

Nt (840)- Stationst (MY) Anialysits I 60

a Ur.

A A~

1 1 0*. .. ....
A 0 .. ...... .. ..... .

0-40

. .. .. .. .. . ... .. . .... ...L

A A

T71. 1W 4Ne(.4... .....

0. 412: ,

Figure 32. The OQOQUT analysis grids and

andtheBen OOOUTNe(B4O) grid.

% 0.0

-I' ~tONG IT .. E

78



f p(840) for the POLYl data and the various SSIE tests. It appears from this

somewhat limited analysis that the SSIE Ne (840) values are roughly a factor
of 3.3-3.5 too high. This finding was discussed with Dr. Fred Rich, AFGL/PHG,

who agreed that this was not unreasonable, as the potential bias on the SSIE

sensor on F7 and had been increased to its maximum positive value after the

March 1984 failure of the ion RPA sensor.

Table 12. Results of the SSIE effective F1O analyses.

Adjustment f (840)
Data Set Factor p EF1O

POLYl TEC - 1.516 94.71

SSIE 1.0 2.910 170.61

SSIE 3.0 1.680 100.02

SSIE V 1.642 97.78

SSIE 3.3 1.602 95.63

SSIE 3.4 1.578 94.33

SSIE 3.5 1.555 93.08

A limited amount of electron sweep data, which more reliably represent
an absolute measure of N e(840) in the current sensor status, for 8 September

were compared against the electron probe data for the same period. A total of

43 good electron sweep observations were found during the period examined.

The ratio of the density from, thp electron probe to that obtained from the

electron sweeps ranged from 1.5 to 5.0 with orbit-averaged values of 2.7-3.2.

This agrees well with the results of the EFIO analysis.
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5. 4D MODEL IMPROVEMENTS STUDY

The two tasks which make up this study, Tasks 1 and 3, were both com-

pleted during the first year of this project. The results were presented in
detail in Scientific Report No. I of this contract 9 - only a short summary
will be presented here.

5.1 Task 1: 40 Model Global Analysis

The objective of this task was to review the AWS 4D model program to
determine what modifications were required to configure the 4D model for a

two-hemisphere analysis. The required changes were identified and were
implemented in the AFGWC 4D mode code and documented as part of a separate

7contract7.

i.2 Task 3: Model-based 4D Height Functions

The objective of this task was to generate a set of height functions for
the 4D model using a collection of electron density profiles generated fromn

the IR179 model. As it was decided not to use IR179 within the 4D model (see
Section 3.1), three sets of height functions were generated using profile sets
constructed from the DHR model. All software required to generate the model-
based height profiles and the associated documentation was provided to AFGWC.

8.
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6. PROJECT SUMMARY

Over the two years of this contract, a series of investigations were

conducted of ways to expand and improve the use of in situ observations of the

ionosphere from the DMSP SSIE sensor by the Air Weather Service (AWS) 4D

ionospheric analysis model. The 4D analysis model was modified to allow it to

be configured for a true global analysis, and several sets of 4D height

functions were generated from a model ionosphere data base. In the two

primary investigations, a new parametrization of the topside electron density

profile and a technique for generating northern hemisphere grids of electron

density from observations along an orbit track were developed.

The topside profile model developed is capable of constructing a topside

electron density profile using the full set of data available from the SSIE

sensor (N(O+), N(H+), Ti, and Te) in conjunction with ground-based observa-

tions of foF2, hmF2, and TEC. An empirical model of the height of the

transition from 0+-dominance to H+-dominance, i.e., the height at which

N(O+)=N(H+), was developed for use by the profile model should data from the

SSIE sensor be unavailable.

The methods developed for generating electron density grids from orbit

data, based on methods used by the 40 analysis model, were implemented in a

computer program, GRIDNE, and tested extensively against observations gener-

ated from a model ionosphere. The results of the testing showed that the

method reproduces the input data very well, but that the accuracy of the field

more than 300 away from a data point is almost solely a function of how well

the internal model of the electron density at 840km, N e(840), represents the

shape of the diurnal and spatial variations of the ionosphere. The analysis
methods developed are tctally independenL Of the N (840) model used, so as

e
improved models are developed they can be used to upgrade the internal N e(840'

model. Two internal models of N (840) were developed for use by Drogram

GRIDNE, one based on the Bent12 ionosphere model and one based on the AWS

Damon-Hartranft-Ramsay (DHR) 1 1 ionosphere model. The two models produce

quite different N (840) fields for a given sunspot number, but without a
e

systematic comparison of the two to observations it is impossible to select, a

priori, the best of the two.
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The use of this analysis model for generating joint analyses of SSIE and

TEC data was also investigated in a limited f shion. In these tests, the TEC

data were assumed to have been converted to an equivalent Ne( 8 4 0), using a

profile model, and then these Ne (840) data were included in analyses of
simulated DMSP orbit data. The tests showed that this is a feasible method

for combining the two data types into a single analysis.I

8
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Appendix A. Topside EDP Parametrizations

A.1 Modified DHR Model

a. Description. This model uses a Chapman layer with a height-varying

scale height to describe Ne(h) between hmF2 and hT, an exponential layer with

an exponentially varying scale height above hT, and a spline fit between the

two layers from hT - 50 km to hT + 50 km.

b. Functional Form.

1) hmF2<h<hT - 50

Ne(h) = Nei(h) NmF 2 exp (1 - z - eZ)

h-hmF2

H (h) io(,,,LT) ln

H (" LT) : empirical DHR scale height factor

.• :n •.gnetic latitude

LT . local solar time.

2) h - 50:h hT + 50

N (h) a0 + aIh + a2'h2 + a 3 h3

h h h T

I0 a0 = - 25N'

Sa1 :0.03 (N+ - N) 0.5 (Nj -N')
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a2 - 0.01

a3 = 0.0002 ((Ni - ) - 0.02 (N+ - N)]

N - 0.5 (N_ + N+)

=j :0.5 3N_ 3N--

el (hT - 50)

N+ =Ne2 (hT + 50)

3) hT + 50< h< 2000

Ne(h) = Ne2 (h) = NTe-Z

NT Nei(hr)

- h-hTz -H2-

H2(h)- Hr exp(h )

HT H(h)

Adjustable free parameter.

A.2 Modified Bent Model

a. Description. In this modification of the Bent model 12 , three expo-

nential layers are used to model Ne (h) from a height hl, h,>hmF2 , and a
parabolic layer is used to model Ne(h) from hmF2 to h. The parabolic layer H

and the parabolic semi-thickness, Yt, are identical to the Bent model, and the

scale heights used in the exponential layers are calculated fromi the Bent

k-parameters.
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b. Functional form.

1) hmF2 h hI1

Ne(h) 2 Np(h) = NmF2 I1  Yt

Yt :Bent model semi-thickness

h1  hmF2 +- V

k, :Bent decay factor for bottom exponential layer.

2) hj< h< hT

[h-h 1

Ne (h) - N1 e, i-)J

NI NmF 2 1 1 t(hih nF2 1

Hj(h) Ho + a In h

1HO K•1

H -H

HToa -

ST :Density at hT from Bent model.

ent 
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) hT < h . 2000

(hl) • NTo' H2

H2 a I

k5 : Bent decay factor for the top exponential layer.

A.3 Titheridge H(h) Model

a. Description. Titheridge 13 developed a parametrized model for the
variation of the plasma scale height with height based on a diffusive equili-
brium model of the topside ionosphere. This is used to define the variation
of Ne(h) above a height hl>hmF2. The Bent model parabolic layer is used to
model Ne(h) from hmF2 to h1.

b. Functional form.

1) hmF2<h h1

Ne(h) - NmF2 1 (h-h F2)2 1

Yt :Bent model semi-thickness

hh

2) hj'z h< 2000

Ne(h) -N, exp dh7 T

N, = NmF2 11 (hl-hmF2) 2 1

*This integration is carried out numerically using a 10-point Gausian quadra-
ture algorithm.
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14(h) H TA exP

h - hA

HA

I I(Y2 (hl-hmF2)2]

hD - hA

HAPh AV Model parynetees from a table 1 3 based on hT and

the tempe,'ature profile from 400 km to hT.
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