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Abstract
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1 Introduction

Both the maximal independent set (MIS) problem and the problem of vertex-coloring of a graph with a maximum degree of \(\Delta\) in \((\Delta+1)\) colors (denoted by VC throughout this paper) are known to be in the class NC of problems that can be solved in polylogarithmic time using a polynomial number of processors. Polylogarithmic MIS algorithms are described in [7,8] and polylogarithmic graph coloring algorithms are described in [6]. The best previous parallel MIS algorithm is due to Luby [8]. The deterministic version of this algorithm runs in \(O(\lg^2 n)\) EREW PRAM time using \(O(n^2 m)\) processors. (Throughout this paper we use \(n\) to denote the number of vertices, and \(m\) to denote the number of edges in the input graph.) The total number of operations in this algorithm
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(given by the processor-time product) is \(O(n^2m \log^2 n)\), which is a large number compared to \(O(m)\) operations on a sequential algorithm. The graph coloring algorithms described by Karloff in [6] make use of Luby's MIS algorithm as a subroutine and therefore have a large processor-time product as well.

In this paper we present algorithms for the MIS and VC problems that work well for constant-degree graphs. For these graphs, the algorithms run in \(O(lg^*n)\) time using \(O(n)\) processors, and the number of sequential operations of the algorithms is almost linear, namely \(O(n \log^* n)\). Our approach is a generalization of the deterministic coin-flipping technique of Cole and Vishkin [3]. Although their technique, like ours, can be viewed as an iterative improvement of coloring, it works only for directed chains whereas our method works for any constant-degree graph.

The algorithms presented in this paper can be implemented in the distributed model of computation [4,2], where processors have fixed connections determined by the input graph. The algorithms in the distributed model achieve the same \(O(lg^*n)\) bound as in the EREW PRAM model. Awerbuch has recently shown [1] using Ramsey theory that \(\Omega(lg^*n)\) time is required in the distributed model to find a maximal independent set on a chain. Our algorithms are therefore optimal (to within a constant factor) in the distributed model.

2 Definitions and Notation

This section defines the MIS and VC problems, describes the assumptions about the computational model, and introduces the notation used throughout the paper.

In this paper we use \(n\) to denote the number of vertices and \(m\) to denote the number of edges in the graph. We use \(\Delta\) to denote the maximum degree of the graph.

The two problems discussed in this paper are the maximal independent set (MIS) and vertex-coloring (VC) problems. The MIS problem is, given an undirected graph \(G = (V, E)\), to find a maximal set of vertices \(I \subseteq V\) such that no two vertices in \(I\) are adjacent. A valid coloring of a graph is an assignment of a color to each vertex such that no two neighboring vertices have the same color. The vertex-coloring (VC) problem is to find a valid coloring that uses at most \(\Delta + 1\) colors.
We use the following standard notation:

\[
\lg z = \log_2 z \\
\lg^{(1)} z = \lg z \\
\lg^{(i)} z = \lg \lg^{(i-1)} z \\
\lg^n z = \min\{i|\lg^{(i)} z \leq 2\}
\]

We assume an exclusive-read, exclusive-write (EREW) PRAM model of computation where each processor is capable of executing simple word and bit operations. The word width is assumed to be \([\lg n]\). The word operations we use include bit-wise boolean operations, integer comparisons, and unary-to-binary conversion. In addition, each processor has a unique identification number (PE-ID).

3 The Algorithms

This section presents three algorithms. Given a graph with a constant degree \(\Delta\), the first algorithm colors it into a constant number of colors. The second algorithm uses this coloring and finds a maximal independent set in the graph. The third algorithm iteratively applies the second one to find an MIS in the graph and recolors the graph using only \(\Delta + 1\) colors. All these algorithms run in \(O(\lg^n)\) time on an EREW PRAM.

We first describe an \(O(\lg^n)\) time algorithm for coloring a constant-degree graph using a constant number of colors. The algorithm accepts as input a graph \(G = (V, E)\) whose maximum degree is a constant \(\Delta\). Let \(C\) be an initial coloring of the graph. One possible way to obtain an initial coloring is to assign each vertex \(v\) a color \(C_v\) that is equal to the unique identification number of the processing element associated with \(v\) (denoted by PE-ID(v) in figure 1).

The main idea of the algorithm is to iteratively improve the coloring by constructing, for every vertex, a list of differences between the vertex and its neighbors and using this list as a new color for the vertex. Each element of the list is an ordered pair that consists of the index of a position in which the color of the vertex differs from the colors of one of its neighbors and the value of the bit at this position. The index can be represented by a string of bits of length \([\lg L]\) where \(L\) is the length of the representation of the current colors. Since the maximum degree is a constant, the length of the new representation is \(O(\lg L)\).

The algorithm is shown in figure 1 and works as follows. Starting from a valid coloring \(C\), we iteratively recolor the graph, each time reducing the number of colors. For each vertex \(v\) and each
PROCEDURE Color-Constant-Degree-Graph

\[ L = \lceil \lg n \rceil \]

for all \( v \in V \) in parallel set \( C_v = PE-ID(v) \);;; initial coloring

while \( L > \Delta \lceil \lg L + 1 \rceil \) for all \( v \in V \) in parallel do

\[ N_v = \{ w \mid (v, w) \in E \} \]

for all \( w_k = N_v(k), 1 \leq k \leq |N_v| \) do ;; find the index of diff. bit

\[ i_k = \min \{ i \mid C_v(i) \neq C_w(i) \} \]

\[ b_k = C_v(i_k) \]

end

for all \( |N_v| < k \leq \Delta \) do

\[ i_k = 0 \]

\[ b_k = C_v(0) \]

end

\[ C_v = i_1b_1i_2b_2\ldots i_\Delta b_\Delta \];;; calculate new color

\[ L = \Delta \lceil \lg L + 1 \rceil \]

end

---

Figure 1: The Coloring Algorithm for Constant-degree Graphs

neighbor \( w \) of \( v \) we find an index \( i_w \) of the first bit in which \( C_v \) and \( C_w \) differ and construct a pair \( (i_w, C_v(i_w)) \). Such an index always exists because of the validity of the initial coloring. The new color of \( v \) is constructed by concatenating these pairs computed for all the neighbors of \( v \).

**Theorem 1** The algorithm Color-Constant-Degree-Graph produces a valid coloring of a constant-degree graph in a constant number of colors in \( O(\lceil \lg n \rceil) \) time on EREW PRAM.

**Proof:** First we prove by induction that the coloring computed by the algorithm is valid, and afterwards we prove the upper bound on the execution time.

Each processor has a unique identification number and therefore the initial coloring is valid. We must show that if the coloring at the beginning of an iteration is valid, then the coloring calculated at the end of the iteration is also valid. Since the initial coloring is valid, for each pair of adjacent vertices \( v \) and \( w \) there exists at least one index \( i_w \) such that the colors \( C_v \) and \( C_w \) differ in bit position \( i_w \). For each vertex \( v \), the algorithm constructs a new color that can be viewed as a list of pairs of the form \( (i_w, C_v(i_w)) \), one pair per neighbor. In order for these lists to constitute a valid coloring, any two neighboring vertices \( v \) and \( w \) must have at least one different pair. Assume that the list constructed by the vertex \( v \) is

\[ ((i_1, C_v(i_1))(i_2, C_v(i_2))\ldots(i_\Delta, C_v(i_\Delta))) \]
and the list constructed by the vertex \( w \) is

\[
((j_1, C_w(j_1))(j_2, C_w(j_2)) \ldots (j_\Delta, C_w(j_\Delta))).
\]

If for some \( k \), \( i_k \neq j_k \), we are done. On the other hand, if for all \( 1 \leq k \leq \Delta \), \( i_k = j_k \), by the algorithm there exists a pair \( (i_k, C_v(i_k)) \) where \( i_k \) is an index of some bit position in which the colors \( C_v \) and \( C_w \) differ. Therefore, in this case, \( C_v(i_k) \neq C_w(j_k) \). Hence, the constructed lists are always different for any two neighbors.

Each iteration of the algorithm is dominated by the computation of the index in which the colors of two neighboring vertices differ. Vishkin [3] shows how to find the minimum such index in constant time using word operations described in the previous section.

Now we show that the algorithm terminates in at most \( O(\log^* n) \) iterations. Let \( L_k \) denote the number of bits in the representation of colors after \( k \) iterations. For \( k = 1 \) we have

\[
L_1 = \Delta \lceil \log L + 1 \rceil \\
\leq 2\Delta \lceil \log L \rceil
\]

if \( \lceil \log L \rceil \geq \lceil \log \Delta \rceil + 2 \).

Assume that for some \( k - 1 \) we have

\[
L_{k-1} \leq 2\Delta \lceil \log^{(k-1)} L \rceil \\
\lceil \log^{(k)} L \rceil \geq \lceil \log \Delta \rceil + 2.
\]

Then

\[
L_k = \Delta \lceil \log L_{k-1} + 1 \rceil \\
\leq \Delta (\lceil \log (2\Delta \lceil \log^{(k-1)} L \rceil) \rceil + 1) \\
\leq 2\Delta \lceil \log^{(k)} L \rceil
\]

Therefore, as long as \( \lceil \log^{(k)} L \rceil \geq \lceil \log \Delta \rceil + 2 \),

\[
L_k \leq 2\Delta \lceil \log^{(k)} L \rceil.
\]

Hence, the number of bits \( (L_k) \) in the representation of colors decreases until, after \( O(\log^* n) \) iterations, it reaches the value of \( 2\Delta \lceil \log \Delta + 2 \rceil \) or less, which is constant. The algorithm terminates at this point.

Given a coloring of a graph in a constant number of colors, we can directly find an MIS in the graph.
Theorem 2 In a constant-degree graph, MIS can be found in $O(\log^* n)$ time on EREW PRAM using $O(n)$ processors.

Proof: First, we use the algorithm Color-Constant-Degree-Graph to color the input graph in a constant number of colors. After the graph is colored, we iterate over all the colors, selecting the remaining vertices of the current color, adding them to the independent set and deleting all their neighbors from the graph. It can be shown by induction on the number of colors that this procedure produces an MIS.

The running time of this MIS algorithm is dominated by the Color-Constant-Degree-Graph subroutine: each iteration takes constant time, and the number of iterations is equal to the total number of colors and therefore is a constant.

The above MIS algorithm can be used to produce a $(\Delta + 1)$ vertex-coloring of the graph.

Theorem 3 A graph whose maximum degree is a constant $\Delta$ can be colored in $\Delta + 1$ colors in $O(\log^* n)$ time on EREW PRAM using $O(n)$ processors.

Proof: The $\Delta + 1$ coloring algorithm works by iteratively finding an MIS in the input graph, coloring the MIS with a new color, and deleting it from the graph. If a vertex $v$ is not removed at the end of some iteration, at least one of its neighbors is removed during this iteration. Therefore, after each iteration, the maximum degree of the graph induced by the remaining vertices decreases. Hence, after at most $\Delta + 1$ iterations, the algorithm terminates producing a $\Delta + 1$ coloring of the graph.

Each iteration of the algorithm takes $O(\log^* n)$ time (by theorem 2), and the number of iterations is constant. Therefore, the overall running time of the algorithm is $O(\log^* n)$.

4 Discussion and Further Results

In this paper we have described a new technique for deterministic symmetry-breaking and have shown how to apply this technique to vertex-coloring and maximal independent set problems.

The algorithms presented in this paper have good asymptotic behavior, but the constant factors are large because the procedure Color-Constant-Degree-Graph uses a large number of colors compared to the graph degree. In [5] we describe a somewhat more complicated algorithm that uses significantly less colors.
The techniques used in this paper can be further extended. In combination with other methods, these techniques can be used to obtain polylogarithmic time linear processor algorithms for finding an MIS and a $(\Delta + 1)$ vertex-coloring in a wide class of graphs that includes trees, planar graphs, graphs with polylogarithmic thickness (i.e. graphs that are unions of polylogarithmic number of planar graphs), and graphs with polylogarithmic maximum degree; see technical memorandum [5] for details. The memorandum also gives an $O(\lg^* n)$ algorithm for 3-coloring of a rooted tree, an $O(\lg n \lg^* n)$ algorithm for 7-coloring of a planar graph, and proves an $\Omega(\lg n / \lg \lg n)$ lower bound on any algorithm in CRCW PRAM model that 2-colors a rooted tree using a polynomial number of processors. The same lower bound is proven for the general MIS problem.
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