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Abstract

The problem of detecting a signal known except for amplitude in incompletely characterized colored non-Gaussian noise is addressed. The problem is formulated as a testing of composite hypotheses using parametric models for the statistical behavior of the noise. A generalized likelihood ratio test is employed. It is shown that for a symmetric noise probability density function the detection performance is asymptotically equivalent to that obtained for a detector designed with a priori knowledge of the noise parameters. Non-Gaussian distributions of the noise are found to be more favorable for the purpose of detection as compared to the Gaussian distribution.
I. Introduction

The theory of detection of a known signal in presence of Gaussian noise having a known covariance matrix is well developed [Van Trees 1968]. In many applications, however, the covariance matrix is not known a priori. This difficulty can be alleviated by characterizing the correlation pattern of the noise by a simple model and using estimates of the model parameters to design a detector [Whalen 1971], [Bowyer et al 1979], [Kay 1983]. The difficulty increases when full information regarding the noise probability density function (PDF), usually assumed to be Gaussian, is unavailable due to insufficient knowledge about the noise source [Knight et al 1981]. There is no uniformly most powerful (UMP) test in this case because the use of a Neyman-Pearson criterion leads to a detector which depends on the unknown parameters. The Bayesian method of assigning priors to the unknown parameters of the noise PDF produces an ‘optimal’ detector [Lee et al 1977], but requires a multidimensional integration. Its performance is critically dependent on the accuracy of the choice of priors. A robust detector [Kassam and Poor 1985], on the other hand, does not use any partial knowledge about the noise PDF and therefore is not expected to perform well. Locally optimal (LO) detectors for this problem have been studied extensively by Czarnecki, Martinez, Thomas and others [Czarnecki and Thomas 1984], [Martinez and Thomas 1982]. Their results however rely on a known covariance matrix and marginal PDF of the noise. A third dimension is added to the problem if the amplitude of the signal is not known [Kay 1985]. A locally optimal detector can not be used since it depends on the polarity or sign of the amplitude, which is usually unknown.

This paper addresses the problem of detecting a deterministic signal known except for amplitude in the presence of incompletely characterized non-white non-Gaussian noise. The approach chosen here is to use the theory of the generalized likelihood ratio test (GLRT) for composite hypothesis testing [Kendall and Stuart 1979]. The work presented here is an extension of the work of Kay [1985] in which the noise is assumed
to be non-Gaussian but white. In this case the covariance matrix is assumed to be known except for a few parameters. Maximum likelihood estimates (MLE) for these parameters are then used in the GLRT. The asymptotic performance of the GLRT detector is shown to be equivalent to the asymptotic performance of the clairvoyant GLRT detector (one which uses perfect knowledge of the unknown parameters) for a symmetric noise PDF. Therefore the GLRT asymptotically achieves an upper bound in performance and is *optimal* in this sense.

The paper is organized as follows. Section II gives the theory of the GLRT which will be used extensively in the subsequent sections. Section III formulates the detection problem and derives the GLRT for it. The case of autoregressive (AR) noise is considered separately. Section IV discusses the performance of the GLRT detector and compares it to that of the clairvoyant GLRT detector. Section V draws some general conclusions about the performance of the GLRT. Section VI summarizes the results and discusses the implementation aspect of the problem.

II. Review of Generalized Likelihood Ratio Test

Consider the problem of testing the value of the parameter $\Theta = [\Theta_r^T \Theta_s^T]^T$ based on the data set $y = [y_1 y_2 \cdots y_N]$. $\Theta_r$ and $\Theta_s$ are assumed to be vectors of dimension $r$ and $s$, respectively. A common hypothesis test is

$$
\mathcal{H}_0 : \Theta^T = [0^T \Theta_s^T] \quad (1)
$$

$$
\mathcal{H}_1 : \Theta^T = [\Theta_r^T \Theta_s^T] \quad \Theta_r \neq 0
$$

$\Theta_s$, referred to as the vector of nuisance parameters, is of no concern and may assume any value. Assuming the observed data $y$ has a joint probability function $f(y; \Theta_r, \Theta_s)$, a *generalized likelihood ratio test* for testing (1) is to decide $\mathcal{H}_1$ if

$$
\tau_G = \frac{f(y; \hat{\Theta}_r, \hat{\Theta}_s)}{f(y; 0, \hat{\Theta}_s)} > \gamma \quad (2)
$$

for some threshold $\gamma$. $0$ is an $r$-dimensional vector of zeroes. $\hat{\Theta}_s$ is the MLE of $\Theta_s$ assuming $\mathcal{H}_0$ is true while $\hat{\Theta}_r$ and $\hat{\Theta}_s$ are *joint* MLE's of $\Theta_r$ and $\Theta_s$ assuming $\mathcal{H}_1$ is
true. \( \hat{\Theta}_s \) is found by maximizing \( f(y; 0, \Theta_s) \) over \( \Theta_s \). Similarly, \( \hat{\Theta}_r, \hat{\Theta}_s \) are obtained by maximizing \( f(y; \Theta_r, \Theta_s) \) over \( \Theta_r \) and \( \Theta_s \).

The statistics of \( \ell_G \) are difficult to obtain in general. For large data records (asymptotically) it may be shown that \( 2 \ln \ell_G \) is distributed in the following manner [Kendall and Stuart 1979].

\[
2 \ln \ell_G \sim \chi^2_r \quad \text{under } \kappa_0 \quad (3a)
\]
\[
2 \ln \ell_G \sim \chi'^2(r, \lambda) \quad \text{under } \kappa_1 \quad (3b)
\]

Here \( \chi^2_r \) represents a chi-square distribution with \( r \) degrees of freedom and \( \chi'^2(r, \lambda) \) represents a noncentral chi-square distribution with \( r \) degrees of freedom and noncentrality parameter \( \lambda \). Note that \( \chi'^2(r, 0) = \chi^2_r \) or the distribution under \( \kappa_0 \) is a special case of the distribution under \( \kappa_1 \) and occurs when \( \lambda = 0 \). The noncentrality parameter \( \lambda \), which is a measure of the discrimination between the two hypotheses, is given by

\[
\lambda = \Theta_r^T [I_{\Theta, \Theta}(0, \Theta_s) - I_{\Theta, \Theta}(0, \Theta_s)I_{\Theta, \Theta}^{-1}(0, \Theta_s)I_{\Theta, \Theta}^T] \Theta_r \quad (4)
\]

where \( \Theta_r, \Theta_s \) are the true values. The terms in the brackets of (4) are found by partitioning the Fisher information matrix for \( \Theta \) as

\[
I(\Theta) = \begin{pmatrix}
I_{\Theta, \Theta}(\Theta_r, \Theta_s) & I_{\Theta, \Theta}(\Theta_r, \Theta_s) \\
I_{\Theta, \Theta}(\Theta_r, \Theta_s) & I_{\Theta, \Theta}(\Theta_r, \Theta_s)
\end{pmatrix}
\quad (5)
\]

and the partitions are defined as

\[
I_{\Theta, \Theta}(\Theta_r, \Theta_s) = E \left[ \left( \frac{\partial \ln f}{\partial \Theta_r} \right) \left( \frac{\partial \ln f}{\partial \Theta_s} \right)^T \right] \quad r \times r
\]
\[
I_{\Theta, \Theta}(\Theta_r, \Theta_s) = E \left[ \left( \frac{\partial \ln f}{\partial \Theta_r} \right) \left( \frac{\partial \ln f}{\partial \Theta_s} \right)^T \right] \quad r \times s
\]
\[
I_{\Theta, \Theta}(\Theta_r, \Theta_s) = I_{\Theta, \Theta}(\Theta_r, \Theta_s) \quad s \times r
\]
\[
I_{\Theta, \Theta}(\Theta_r, \Theta_s) = E \left[ \left( \frac{\partial \ln f}{\partial \Theta_s} \right) \left( \frac{\partial \ln f}{\partial \Theta_s} \right)^T \right] \quad s \times s \quad (6)
\]
All the partitions of the Fisher information matrix are evaluated at \( \Theta_r = 0 \) and the true values of \( \Theta_s \) for use in (4).

The motivation for using a GLRT is that for large data records it exhibits certain optimality properties. A uniformly most powerful (UMP) test does not exist in many situations. However, of all the tests which are invariant to a natural set of transformations the GLRT exhibits the largest probability of detection. The GLRT is said to be the asymptotically uniformly most powerful invariant (UMPI) test [Lehmann 1959]. It is also a consistent test in the sense that the probability of deciding \( \kappa_0 \) when \( \kappa_1 \) is actually true approaches 0 for large data records. Asymptotically the GLRT is unbiased, i.e., the probability of detection when \( \kappa_1 \) is true is larger than the probability of false alarm. (This result follows from (3) and properties of the chi-square distribution.) Finally, although the GLRT does not usually exhibit a constant false alarm rate (CFAR) it does so for large data records. It is difficult to find the conditions under which the asymptotic results apply to finite length data records. The following heuristic conditions follow from [Cox and Hinkley 1974].

1) The asymptotic statistics of the MLE’s used in the likelihood ratio should be applicable, i.e., they should be Gaussian with mean equal to the true parameter value and covariance matrix equal to the inverse of the Fisher information matrix.

2) The two hypotheses should be reasonably close and only slight departures of \( \Theta_r \) from zero should be tested.

III. Formulation of the Problem and GLRT Solution

The detection problem considered here is the following.

\[
\kappa_0 : y = \mathbf{W}u \\
\kappa_1 : y = \mathbf{W}u + \mu \mathbf{s}
\]

where \( \mathbf{s} = [s_1 \ s_2 \ \cdots \ s_N]^T \) is a vector of known signal amplitudes, \( \mathbf{u} = [u_1 \ u_2 \ \cdots \ u_N]^T \)
is a vector of independent and identically distributed (i.i.d.) noise with a symmetric PDF, $\mu$ is an unknown scalar (either positive or negative) and $W$ is an invertible $(N \times N)$ matrix whose elements are functions of a set of unknown parameters $\Psi = [\psi_1 \psi_2 \cdots \psi_M]$.

$$[W]_{ij} = w_{ij}(\Psi)$$

Since $u_n$, $n = 1, 2, \cdots N$ are i.i.d., the PDF of $u$ can be expressed as

$$f(u; \Phi) = \prod_{n=1}^{N} f(u_n; \Phi)$$

(8)

where $f(u_n; \Phi)$ is the marginal PDF of each $u_n$ dependent on the unknown parameter vector $\Phi$. $f$ is assumed to be symmetric, i.e., $f(-u) = f(u)$. Note that the covariance matrix of the noise is $\sigma^2 W W^T$ where $\sigma^2$ is the variance of $u_n$.

(7) represents a general set of problems. The unknown matrix $W$ allows for a large class of spectral characteristics or correlation patterns of the background noise. For large data records autoregressive (AR), moving average (MA) and autoregressive moving average (ARMA) processes can be represented by the above formulation of the underlying random process if $W$ is the impulse response matrix of the corresponding filter. Secondly, the PDF of $u_n$ can be chosen to characterize specific problems in a realistic way. The parameter vector $\Phi$ is left unknown in order to add flexibility to the noise PDF model. Thirdly, by allowing $\mu$ to be positive or negative the detector will be able to accommodate a change of polarity in the signal.

The problem of (7) can be recast as

$$\chi_0 : \Theta^T = [\Theta^T \Theta_r^T]$$

(9a)

$$\chi_1 : \Theta^T = [\Theta_r^T \Theta_s^T] \quad \Theta_r \neq 0$$

(9b)

where

$$\Theta_r = \mu \quad \text{a scalar}$$

$$\Theta_s = [\Psi^T \Phi^T]^T \quad \text{(vector of nuisance parameters)}$$

(10)
Since (9) is equivalent to (1), the GLRT for testing $\lambda_1$ vs. $\lambda_0$ is given by (2). In order to evaluate the MLE's it is necessary to find the joint PDF of $y$ under either hypothesis which can be found from the joint PDF of $u$ in the following way. From (7) it follows that

$$u = W^{-1}y \quad \text{under } \lambda_0 \quad (11a)$$

$$u = W^{-1}(y - \mu_s) \quad \text{under } \lambda_1 \quad (11b)$$

$W^{-1}$ exists because $W$ is assumed to be invertible. The elements of $W^{-1}$ are also known functions of $\Psi$.

$$[W^{-1}]_{ij} = \omega_{ij}(\Psi) \quad (12)$$

(11) being an affine transformation, the joint PDF of $y$ can be written as

$$f(y; \Psi, \Phi) = \frac{1}{|\det(W)|} f(u; \Phi) \bigg|_{u = W^{-1}y} \quad \text{under } \lambda_0$$

$$f(y; \Psi, \Phi) = \frac{1}{|\det(W)|} f(u; \Phi) \bigg|_{u = W^{-1}(y - \mu_s)} \quad \text{under } \lambda_1$$

which in view of (8) and (11) reduces to

$$f(y; \Psi, \Phi) = \frac{1}{|\det(W)|} \prod_{n=1}^{N} \left( f(u_n; \Phi) \bigg|_{u_n = \sum_{j=1}^{N} \omega_{nj}(\Psi)y_j} \right) \quad \text{under } \lambda_0 \quad (13a)$$

$$f(y; \Psi, \Phi) = \frac{1}{|\det(W)|} \prod_{n=1}^{N} \left( f(u_n; \Phi) \bigg|_{u_n = \sum_{j=1}^{N} \omega_{nj}(\Psi)(y_j - \mu_{sj})} \right) \quad \text{under } \lambda_1 \quad (13b)$$

Therefore the GLRT for this problem is to decide $\lambda_1$ if

$$\mathcal{L}_G = \frac{\prod_{n=1}^{N} f\left( \sum_{j=1}^{N} \omega_{nj}(\hat{\Psi})(y_j - \hat{\mu}_{sj}); \hat{\Phi} \right)}{\prod_{n=1}^{N} f\left( \sum_{j=1}^{N} \omega_{nj}(\hat{\Psi})y_j; \hat{\Phi} \right)} > \gamma \quad (14)$$

where hat's denote MLE under $\lambda_0$ and double hat's denote MLE under $\lambda_1$. It is assumed that the values of $|\det(W)|$ under $H_0$ and $\lambda_1$ are nearly the same. This assumption
simplifies the problem considerably. The threshold $\gamma$ is adjusted to achieve a given probability of false alarm, as will be discussed in the next section.

Note that if $\Psi$ is known so that $W^{-1}y$ can be computed, then (7) reduces to

$$
\mathcal{H}_0 : W^{-1}y = u \\
\mathcal{H}_1 : W^{-1}y = u + \mu W^{-1}s
$$

which is simply the problem of detecting the transformed signal $W^{-1}s$ of unknown amplitude $\mu$ in i.i.d. noise from the transformed observation vector $W^{-1}y$. The likelihood ratio corresponding to the GLRT for this problem is

$$
\mathcal{L}_G = \frac{\prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj}(\Psi)(y_j - \hat{\mu}s_j); \hat{\phi} \right)}{\prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj}(\Psi)y_j; \hat{\phi} \right)}
$$

The same statistic is used for the case of unknown $\Psi$ by replacing it with its MLE under the respective hypotheses for numerator and denominator as per (14).

Another special case of (7) arises when the noise is white, i.e., $W = I$, where $I$ is the identity matrix. (14) then reduces to [Kay 1985]

$$
\mathcal{L}_G = \frac{\prod_{n=1}^{N} f((y_n - \hat{\mu}s_n); \hat{\phi})}{\prod_{n=1}^{N} f(y_n; \hat{\phi})} > \gamma
$$

It was indicated earlier in this section that the linear model (7) is capable of representing the case of AR noise for large data records. The advantage of AR modeling of the noise as opposed to an ARMA or MA model is that it is easier to estimate the unknown parameters as required by the GLRT. This case is now examined in detail. The detection problem for AR noise is

$$
\mathcal{H}_0 : y = x \\
\mathcal{H}_1 : y = x + \mu s
$$

(15)
with

\[ x = [x_1\ x_2\ \cdots\ x_N]^T \]

It is assumed that the sequence \( \{x_1, x_2, \cdots, x_N\} \) is the output of a \( p \)th order all-pole filter excited by white driving noise or

\[ x_n = -\sum_{j=1}^{p} a_j x_{n-j} + u_n, \quad n = 1, 2, \cdots N \]

alternately,

\[ u_n = x_n + \sum_{j=1}^{p} a_j x_{n-j} = \sum_{j=0}^{p} a_j x_{n-j}, \quad n = 1, 2, \cdots N \]

assuming \( a_0 = 1 \). \( u_n \) can also be written as a function of \( y \) under either hypothesis

\[ u_n = \sum_{j=0}^{p} a_j y_{n-j}, \quad n = 1, 2, \cdots N \quad \text{under } \mathcal{H}_0 \quad (16a) \]

\[ = \sum_{j=0}^{p} a_j (y_{n-j} - \mu s_{n-j}), \quad n = 1, 2, \cdots N \quad \text{under } \mathcal{H}_1 \quad (16b) \]

Note that \( u_1, u_2, \cdots u_p \) involves samples prior to \( y_1 \) which are outside the observation interval. These are assumed to be zero for simplicity. For large data records this assumption will not change the character of the GLRT. In the matrix form

\[
\begin{pmatrix}
  u_1 \\
  \vdots \\
  u_p \\
  u_{p+1} \\
  u_N
\end{pmatrix} =
\begin{pmatrix}
  1 \\
  \vdots \\
  a_p \\
  0 \\
  \vdots
\end{pmatrix}
\begin{pmatrix}
  a_1 \\
  \vdots \\
  \vdots \\
  a_p \\
  0
\end{pmatrix}
\begin{pmatrix}
  y_1 - \mu s_1 \\
  \vdots \\
  y_p - \mu s_p \\
  y_{p+1} - \mu s_{p+1} \\
  y_N - \mu s_N
\end{pmatrix}
\]

under \( \mathcal{H}_1 \). The equation is the same under \( \mathcal{H}_0 \), except that \( \mu = 0 \). (17) is a special case of (11) with \( \Psi = a = [a_1\ a_2\ \cdots\ a_p] \) and \( M = p \). \( W^{-1} \) is a lower triangular Toeplitz matrix given by

\[ \omega_{ij}(a) = \begin{cases} 
0, & \text{if } i < j, \\
 a_{i-j}, & \text{if } j \leq i \leq j + p, \\
0, & \text{if } j + p < i.
\end{cases} \]
To avoid having to assume that \( \{y_{-(p-1)}, y_{-(p-2)}, \ldots, y_0\} \) are zero one can proceed as follows. Considering only the last \((N-p)\) equations of (16) which expressed in the matrix form are

\[
\begin{pmatrix}
  u_{p+1} \\
  \vdots \\
  u_{2p} \\
  u_{2p+1} \\
  \vdots \\
  u_N
\end{pmatrix} =
\begin{pmatrix}
  1 & \cdots & \cdots & \cdots & \cdots \\
  \vdots & \ddots & \cdots & \cdots & \cdots \\
  0 & a_p & \cdots & 1 \\
  \vdots & \ddots & \ddots & \cdots & \cdots \\
  0 & \cdots & 0 & a_p & 1
\end{pmatrix}
\begin{pmatrix}
  y_{p+1} - \mu s_{p+1} \\
  \vdots \\
  y_{2p} - \mu s_{2p} \\
  y_{2p+1} - \mu s_{2p+1} \\
  \vdots \\
  y_N - \mu s_N
\end{pmatrix}
\]

under \( \mathcal{H}_1 \). Substitution of \( \mu = 0 \) in (18) gives the corresponding equation for \( \mathcal{H}_0 \). (18) is also a special case of (11b) except that only the last \((N-p)\) of the \( N \) scalar equations implied by (11b) are used. Since the added vector causes a departure from the general model, the previous results can not be used. To determine the GLRT first consider the conditional likelihood function. In this case the conditional likelihood of \( y_{p+1}, y_{p+2}, \ldots, y_N \) given \( y_1, y_2, \ldots, y_p \) is

\[
f(y_{p+1}, y_{p+2}, \ldots, y_N|y_1, y_2, \ldots, y_p)
\]

\[
= \prod_{n=p+1}^{N} f\left( \sum_{j=0}^{p} a_j y_{n-j}; \Phi \right) \quad \text{under } \mathcal{H}_0 \quad (19a)
\]

\[
= \prod_{n=p+1}^{N} f\left( \sum_{j=0}^{p} a_j (y_{n-j} - \mu s_{n-j}); \Phi \right) \quad \text{under } \mathcal{H}_1 \quad (19b)
\]
The likelihood ratio is given by
\[
\ell_G = \frac{f(y_{p+1}, y_{p+2}, \ldots, y_N | y_1, y_2, \ldots, y_p; \hat{\Theta}_r, \hat{\Theta}_s) f(y_1, y_2, \ldots, y_p; \hat{\Theta}_r, \hat{\Theta}_s)}{f(y_{p+1}, y_{p+2}, \ldots, y_N | y_1, y_2, \ldots, y_p; 0, \hat{\Theta}_s) f(y_1, y_2, \ldots, y_p; 0, \hat{\Theta}_s)}
\]
\[
= \left[ \prod_{n=p+1}^{N} \frac{f \left( \sum_{j=0}^{p} \hat{\alpha}_j (y_{n-j} - \hat{\mu} s_{n-j}); \hat{\Phi} \right)}{f(y_1, y_2, \ldots, y_p; \hat{\mu}, \hat{\alpha}, \hat{\Phi})} \right] \left[ \prod_{n=p+1}^{N} \frac{f \left( \sum_{j=0}^{p} \hat{\alpha}_j y_{n-j}; \hat{\Phi} \right)}{f(y_1, y_2, \ldots, y_p; 0, \hat{\alpha}, \hat{\Phi})} \right]
\]
where \( \hat{\alpha}_0 \) and \( \hat{\alpha}_0 \) are defined to be unity. The second term is dropped for ease of computation. A heuristic justification for ignoring the second term is that when \( N \) is large, its contribution to \( \ell_G \) will be negligible. The closer the poles of the AR model to the unit circle, larger is the requirement for \( N \) [Box and Jenkins 1970], [Kay 1981].

With this simplification, the GLRT decides \( \mathcal{H}_1 \) if
\[
\ell_G = \left[ \prod_{n=p+1}^{N} \frac{f \left( \sum_{j=0}^{p} \hat{\alpha}_j (y_{n-j} - \hat{\mu} s_{n-j}); \hat{\Phi} \right)}{f(y_1, y_2, \ldots, y_p; \hat{\mu}, \hat{\alpha}, \hat{\Phi})} \right] > \gamma
\]  

(20)

A comparison of (14) and (20) shows that the latter uses fewer terms in the product. However both formulations are clearly asymptotically equivalent. Figure 1 is a block diagram to generate \( 2 \ln \ell_G \) from the data. The reason for computing \( 2 \ln \ell_G \) instead of \( \ell_G \) will be clear from the discussion in the next section. The block diagram is very much similar to that obtained by [Kay 1983] for the detection of a completely known signal in unknown colored Gaussian noise. In the Gaussian case \( \ln f \) is a simple quadratic, while for the general non-Gaussian case it will be highly non-linear. Figure 1 also uses an estimator for \( \mu \) which was assumed to be known in [Kay 1983].

IV. Asymptotic Performance of the GLRT Detector

Asymptotic distributions of \( 2 \ln \ell_G \) under \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) are given by (3a) and (3b) respectively. In this case \( \Theta_r = \mu, \Theta_s = [\Psi^T \Phi^T]^T \) for the general linear model and
\[ \Theta_s = [a^T \Phi^T]^T \] for the AR case. Hence the noncentrality parameter is

\[ \lambda = \mu^2 [I_{\mu\mu}(0, \Theta_s) - I_{\mu\Theta_s}(0, \Theta_s)I_{\Theta_s\Theta_s}^{-1}(0, \Theta_s)I_{\mu\Theta_s}(0, \Theta_s)] \quad (21) \]

The probability of false alarm is

\[ P_{FA} = P\{2 \ln \ell_G > \gamma'|\lambda_0\} \quad (22) \]

where \( \gamma' = 2 \ln \gamma \). The probability of detection is

\[ P_D = P\{2 \ln \ell_G > \gamma'|\lambda_1\} \quad (23) \]

Both the probabilities can be calculated from the tables of noncentral and central chi-squared distributions, respectively. In practice, \( \gamma' \) can be set to produce a given false alarm rate and \( P_D \) can be calculated from (23) accordingly.

As indicated before, there is no UMP test for the detection problem considered in this paper. Therefore there is no upper bound to which the performance of any detector may be compared. However the performance of the GLRT is better appreciated when compared to that of a clairvoyant GLRT. A clairvoyant GLRT is one which uses perfect knowledge of the nuisance parameters \( \Theta_s \). The likelihood ratio in this case is

\[ \ell_{GC} = \frac{f(y; \hat{\Theta}_r, \Theta_s)}{f(y; 0, \Theta_s)} \]

which in view of (13) is

\[ \ell_{GC} = \prod_{n=1}^N f \left( \sum_{j=1}^N \omega_{nj}(\Psi)(y_j - \hat{\mu}_s); \Phi \right) \]

\[ \prod_{n=1}^N f \left( \sum_{j=1}^N \omega_{nj}(\Psi)y_j; \Phi \right) \]

where \( \Psi \) and \( \Phi \) are assumed to be known. Asymptotically, \( 2 \ln \ell_{GC} \) is distributed as

\[ 2 \ln \ell_{GC} \sim \chi^2 \quad \text{under } \lambda_0 \quad (24a) \]

\[ 2 \ln \ell_{GC} \sim \chi^2(r, \lambda_c) \quad \text{under } \lambda_1 \quad (24b) \]
where
\[ \lambda_c = \Theta_r^T I_{\Theta, \theta_r}(0, \Theta_s) \Theta_r \]

For the problem considered here, \( r = 1 \) and \( \Theta_r = \mu \). Hence
\[ \lambda_c = \mu^2 I_{\mu\mu}(0, \Theta_s) \quad (25) \]

Comparing \( \lambda \) and \( \lambda_c \) as given by (21) and (25), respectively, it is apparent that \( \lambda \) is equal to \( \lambda_c \) less an additional term. Assuming that \( I_{\Theta, \theta_r}^{-1} \) is positive semidefinite,
\[ \lambda_c \geq \lambda \]

From the theory of noncentral chi-square distribution it can be shown that \( P_D \) as given by (23) is a monotonic function of the noncentrality parameter, which implies that \( P_D \) for the clairvoyant GLRT is greater than or equal to that for the GLRT [Sengupta 1986]. Therefore the clairvoyant GLRT detector, although impractical in this case, provides an upper bound on the performance of the GLRT detector. In order that the upper bound be achieved, \( \lambda \) should be equal to \( \lambda_c \). This will occur if
\[ I_{\mu\theta_r}(0, \Theta_s) = 0 \quad (26) \]

Appendices A and B show that this is indeed the case for the general linear model of (7) and the AR noise model of (15), respectively, if as assumed \( f \) is a symmetric PDF. Therefore the asymptotic performance of the GLRT is equivalent to the performance of the clairvoyant GLRT for detection in presence on non-Gaussian noise modeled as in (7) or (15). This implies that one can do as well in detecting a signal of unknown amplitude as if the unknown noise parameters were known.

V. General Conclusions about the Performance of the GLRT

A key to the asymptotic performance of the GLRT detector is the noncentrality parameter \( \lambda \), which is found to be equivalent to \( \lambda_c \). It would be interesting to examine
how \( \lambda \) depends on the statistical properties of the noise. First consider

\[
I_{\mu \nu}(\mu, \Theta_s) = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right)^2 \right] = E \left[ \frac{\partial \ln \left( \prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j); \Phi \right) \right)}{\partial \mu} \right]^2
\]

\[
= E \left[ \frac{\partial \ln \left( \prod_{n=1}^{N} f(u_n; \Phi) \right)}{\partial \mu} \right]^2
\]

using (11b) and (12)

\[
= \sum_{n=1}^{N} E \left[ \left( \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right)^2 \right] \quad (27)
\]

The last step follows from the facts that \( u_n \)'s are i.i.d. and that the cross-terms are zero, since

\[
E \left[ \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right] = \frac{\partial}{\partial \mu} E[\ln f(u_n; \Phi)] = 0
\]

under certain regularity assumptions on \( f \) [Bickel and Doksum 1977]. Writing (11b) explicitly as

\[
u_n = \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j) \quad (28)
\]

it follows that

\[
\frac{\partial u_n}{\partial \mu} = -\sum_{j=1}^{N} \omega_{nj} s_j \quad (29)
\]

Hence (27) can be rewritten as

\[
I_{\mu \nu}(\mu, \Theta_s) = \sum_{n=1}^{N} E \left[ \left( \frac{\partial}{\partial u_n} \ln f(u_n; \Phi) \right) \left( \frac{\partial u_n}{\partial \mu} \right)^2 \right]
\]

\[
= \sum_{n=1}^{N} E \left[ \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right)^2 \left( \frac{\partial \ln f}{\partial u_n} \right)^2 \right]
\]
\[
\begin{align*}
&= \sum_{n=1}^{N} \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right)^2 E \left[ \left( \frac{\partial \ln f}{\partial u_n} \right)^2 \right] \\
&= \sum_{n=1}^{N} \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right)^2 I_f(\Phi) \\
&= \left[ \frac{1}{\sigma^2} \sum_{n=1}^{N} \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right)^2 \right] \sigma^2 I_f(\Phi) \\
\end{align*}
\]

where \( \sigma^2 \) is the variance of \( u_n \) and

\[
I_f(\Phi) = E \left[ \left( \frac{\partial \ln f}{\partial u_n} \right)^2 \right]
\]

does not depend on \( \mu \) or \( u_n \). The expectation is with respect to \( u_n \) only since \( u_n \)'s are i.i.d. It follows from (25) that

\[
\lambda = \lambda_c = \left[ \frac{\mu^2}{\sigma^2} \sum_{n=1}^{N} \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right)^2 \right] \sigma^2 I_f(\Phi)
\]

\[
= \frac{\mu^2}{\sigma^2} (W^{-1}s)^T (W^{-1}s) \sigma^2 I_f(\Phi)
\]

\[
= \frac{\mu^2}{\sigma^2} s^T (W^{-1}W^{-1}) s \sigma^2 I_f(\Phi)
\]

\[
= (\mu s)^T (\sigma^2 WW^T)^{-1} (\mu s) \sigma^2 I_f(\Phi)
\]

\[
= s_0^T R^{-1}s_0 \sigma^2 I_f(\Phi)
\]

where \( R = \sigma^2 WW^T \) is the \( N \times N \) autocorrelation matrix of the colored noise and \( s_0 = \mu s \) is the signal vector including the amplitude. \( s_0^T R^{-1}s_0 \) is the signal to noise ratio (SNR) at the output of a prewhitener followed by a matched filter (or correlator), both built with perfect knowledge of the filter parameters (\( \Psi \)). To be more precise, if the data is passed through an ideal whitener (a filter which will completely whiten the noise) and correlated (multiplied term-by-term and summed) with the output of a similar filter through which only the known signal is passed then \( s_0^T R^{-1}s_0 \) is the
squared ratio of the contributions from the signal and noise parts of the data. In the case of AR noise, a similar derivation using (16b) (instead of (28)) gives

\[ I_{\mu\mu}(\mu, \Theta_s) = \left[ \frac{1}{\sigma^2} \sum_{n=p+1}^{N} \left( -\sum_{j=0}^{p} a_j s_{n-j} \right) \right]^2 \sigma^2 I_f(\Phi) \]  

(32)

and

\[ \lambda = \left[ \frac{\mu^2}{\sigma^2} \sum_{n=p+1}^{N} \left( -\sum_{j=0}^{p} a_j s_{n-j} \right) \right]^2 \sigma^2 I_f(\Phi) \]

(33)

\[ \lambda = \frac{\mu^2}{\sigma^2} (A^H A)^{-1} \sigma^2 I_f(\Phi) \]

where \( A \) is the \((N-p) \times N\) Toeplitz matrix

\[ A = \begin{pmatrix}
    a_p & \ldots & a_1 & 1 & \ldots & 0 \\
    0 & a_p & \ldots & a_1 & 1 & \ldots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & \ldots & 0 & a_p & \ldots & a_1 & 1
\end{pmatrix} \]

Therefore

\[ \lambda = s_0^T R^{-1} s_0 [\sigma^2 I_f(\Phi)] \]  

(34)

\( s_0 = \mu s \) as before and \( R = \sigma^2 (A^T A)^{-1} \) is approximately the covariance matrix of the noise. Clearly, \( \lambda \) is proportional to the SNR at the output of a prewhitener-correlator (using true value of \( a \)) in the AR case also.

Having established similar results in the cases of AR noise and the general linear model, an attempt is now made to examine them. The AR noise model is chosen for this purpose because of its intuitive frequency-domain interpretation. Figure 2 is a block diagram representing (33). It shows that \( \lambda \) can be obtained by inverse filtering the signal and summing the squares of the output of the filter. If the signal has most of its power at the frequency where the inverse filter has a zero, the output power and hence \( \lambda \) will be small leading to a small probability of detection. In other words, it
is difficult to detect the signal if the peaks of the signal spectrum coincides with the peaks of the noise PSD. This makes perfect intuitive sense. On the other hand it is possible to maximize $\lambda$ by choosing a suitable signal $s$ for a given noise background. This can be done by constraining the signal energy to be constant and maximizing the SNR at the output of a prewhitener-correlator over all possible signal shapes. Writing the Toeplitz matrix $R$ in terms of its orthonormal eigenvectors $\{v_1, v_2, \ldots, v_N\}$ and eigenvalues $\{\lambda_1, \lambda_2, \ldots, \lambda_N\}$

$$R = \sum_{j=1}^{N} \lambda_j v_j v_j^T$$

it follows that

$$R^{-1} = \sum_{j=1}^{N} \frac{1}{\lambda_j} v_j v_j^T$$

Hence

$$s_0^T R^{-1} s_0 = \sum_{j=1}^{N} \frac{1}{\lambda_j} (s_0^T v_j)^2$$

$$= \sum_{j=1}^{N} \frac{1}{\lambda_j} \xi_j^2$$

where $\xi_j = s_0^T v_j$ is the component of the signal $s_0$ along the eigenvector $v_j$. The condition of constant signal energy can be written as

$$s_0^T s_0 = P_s$$

Since the eigenvectors are orthonormal

$$\sum_{j=1}^{N} \xi_j^2 = \sum_{j=1}^{N} s_0^T v_j v_j^T s_0 = s_0^T \left[ \sum_{j=1}^{N} v_j v_j^T \right] s_0 = s_0^T s_0 = P_s$$

The SNR given by the weighted sum (36) has to be maximized subject to constraint that the unweighted sum of the squares is fixed at $P_s$ as in (38). In general, $R$ will be positive definite and all the eigenvalues will be positive. If there exists a minimum
eigenvalue \( \lambda_k \), then the SNR is maximized by choosing \( \xi_k = \sqrt{P_s} \) and \( \xi_j = 0 \) for \( j \neq k \), i.e., by choosing \( s_0 \) to be proportional to \( v_k \). Since the probability of detection given by (23) is a monotonic function of \( \lambda \) which is proportional to the SNR at the output of a prewhitener-correlator, the above choice of the signal shape for a given signal energy also maximizes the probability of detection. If one of the eigenvalues \( \lambda_k \) is zero, then it is possible to choose the signal in such a way that there is no component of noise along the signal vector and therefore the SNR is infinite giving rise to singular detection. Therefore the probability of detection is maximized by choosing the signal in the direction of the smallest noise component. This is the discrete time equivalent of a well-known result for the continuous case [Van Trees 1968]. An interesting special case occurs when \( N \to \infty \) such that the eigenvectors become

\[
\nu_j \to \frac{1}{\sqrt{N}} \left( 1 e^{j2\pi f_j} \ldots e^{j2\pi(N-1)f_j} \right)
\]

Hence the optimum signal is a sinusoid in the direction of the eigenvector associated with the minimum eigenvalue. For very large data records the eigenvalue \( \lambda_j \) corresponding to the eigenvector \( v_j \) approaches the value of PSD at the frequency \( f_j \). Hence the signal easiest to detect would be a sinusoid at the frequency at which the noise PSD has a minimum. This is also apparent from the frequency domain equivalent of (36) (using Perseval's theorem)

\[
s_0^T R^{-1} s_0 = \int_{-0.5}^{0.5} \frac{|S_0(f)|^2}{P_{uu}(f)} df
\]

where \( S_0(f) \) is the signal spectrum (Fourier transform of \( s_0 \)) and \( P_{uu} \) is the noise PSD. With the constraint that

\[
\int_{-0.5}^{0.5} |S_0(f)|^2 df = 1
\]

which is equivalent to (37), the integral is maximized if the numerator is large only where the denominator is small or zero. This result has a nice intuitive justification.
However if the filter parameters are completely unknown the above result can not be used to select a suitable signal.

The next issue of interest is the effect of the noise PDF on the detection performance. A reasonable basis of comparison should be formed for this purpose. Therefore the Gaussian and non-Gaussian noise processes are assumed to have the same PSD, i.e., the same spectral shape and power and detection of the same signal is considered. Consequently, the comparison is done on the basis of a fixed signal to noise ratio (or $s_0^T R^{-1} s_0$). Under these assumptions, the probability of detection is larger for that noise PDF which has a larger value of $\sigma^2 I_f$. In other words, given two noise backgrounds with the same PSD but different underlying noise PDF's, in order to achieve the same probability of detection, more SNR is required for that background for which $\sigma^2 I_f$ is smaller. It is known that among all symmetric and integrable PDF's, the Gaussian PDF is the only one for which $\sigma^2 I_f$ attains its minimum value of unity [Sengupta and Kay 1986]. Therefore for a given noise PSD, it is easier to detect a signal known except for amplitude in non-Gaussian noise than in Gaussian noise. From (34) it follows that in order to have the same noncentrality parameters in the non-Gaussian and Gaussian cases

$$SNR_{NG}(\sigma^2 I_f) = SNR_G$$

where $SNR_{NG}$ and $SNR_G$ are the SNR's required in non-Gaussian and Gaussian noises, respectively, in order to achieve a given probability of detection (i.e., a given $\lambda$). The above equation can also be written as

$$10 \log_{10} \frac{SNR_G}{SNR_{NG}} = 10 \log_{10}(\sigma^2 I_f)$$

(39)

Therefore $10 \log_{10}(\sigma^2 I_f)$ is a measure of the SNR bonus in dB for a non-Gaussian distribution. The result also holds for the special case of white noise when (33) becomes

$$\lambda = \left[ \frac{\mu^2}{\sigma^2} \sum_{n=1}^{N} s_n^2 \right] \sigma^2 I_f(\Phi)$$

(40)
The quantity $\sigma^2 I_f$ is now shown to be independent of scaling. If the random variable $u$ has a PDF $f(u)$ then the normalized random variable $\hat{u} = u/\sigma$ has the PDF

$$g(\hat{u}) = \sigma f(u)$$

hence

$$\sigma^2 I_f = \sigma^2 \int_{-\infty}^{\infty} \frac{|f'(u)|^2}{f(u)} du$$

$$= \sigma^2 \int_{-\infty}^{\infty} \left[ g\left(\frac{u}{\sigma}\right) \frac{1}{\sigma} \right]^2 du$$

$$= \sigma^2 \int_{-\infty}^{\infty} \frac{1}{\sigma^4} \left( \frac{g'(\hat{u})}{g(\hat{u})} \right)^2 \sigma d\hat{u}$$

$$= \int_{-\infty}^{\infty} \left( \frac{g'(\hat{u})}{g(\hat{u})} \right)^2 d\hat{u}$$

Hence $\sigma^2 I_f$ depends only on the shape of the PDF and is unaffected by scaling. Therefore the SNR bonus quantified by (39) is the same for any value of the noise power as long as the powers of the non-Gaussian and Gaussian processes are the same.

It is interesting to note that the same quantity represents the amount of departure from Gaussianity for the problem of estimating AR filter parameters of a non-Gaussian AR process. The CR bounds for these parameters are found to be less in the case of a non-Gaussian PDF than the corresponding bounds in the Gaussian case by a factor of $\sigma^2 I_f$ [Sengupta and Kay 1986].

As an illustration of the improvement made by the proposed detector over the Gaussian detector, consider the mixed-Gaussian noise PDF

$$f(u) = \frac{1 - \epsilon}{\sqrt{2\pi\sigma_B^2}} e^{-\frac{u^2}{2\sigma_B^2}} + \frac{\epsilon}{\sqrt{2\pi\sigma_I^2}} e^{-\frac{u^2}{2\sigma_I^2}}$$

The first term on the right hand side is referred to as the background component with variance $\sigma_B^2$ and the second term is called the interference component with variance $\sigma_I^2$. $\epsilon$ is called the mixture parameter and is regarded as a measure of the degree of
contamination of the background Gaussian process by the interference process. The model is useful in representing a nominally Gaussian noise background characterized by the presence of sharp spikes or impulses [Sengupta and Kay 1986]. Assuming \( \sigma_B^2 = 1 \) and \( \sigma_I^2 = 1000 \), Figure 3 plots the SNR bonus given by (39) vs. \( \epsilon \) (in this case \( \Phi = \epsilon \)). It shows how much improvement can be expected over the Gaussian case in terms of SNR while detecting a signal known except for amplitude in colored noise. The comparison is made, as indicated before on the basis of the same PSD in the Gaussian and mixed-Gaussian cases. It should be mentioned, however, that introduction of impulses in an otherwise Gaussian environment does not improve the probability of detection, which is expected intuitively. This is because of the fact that introduction of impulses also increases the noise power by a considerable amount. This increase in noise power is alleviated by employing a non-Gaussian detector. As an example, for \( \epsilon = 0.1 \), the overall noise variance is approximately \( 100\sigma_B^2 \) (as compared to \( \sigma_B^2 \) before the introduction of impulses), i.e., the noise power increases by 20 dB. It can be observed from Figure 3 that the SNR bonus is also approximately 20 dB for \( \epsilon = 0.1 \). Therefore the mixed-Gaussian detector does not suffer from a loss of performance unlike the Gaussian detector whose threshold of detection is expected to go down considerably with the introduction of impulses.

VI. Summary

The GLRT for the detection of a signal known except for amplitude in unknown colored non-Gaussian noise was derived in section III through parametric modeling of the noise PDF and covariance matrix. The popular time series models such as AR, MA and ARMA for the noise are asymptotically special cases of the proposed linear model for large data records. The GLRT was found to achieve the performance of a clairvoyant GLRT asymptotically, i.e., knowledge of the nuisance parameters is not required to attain an upper bound in performance. The effects of the signal spectrum
and the noise PSD on the detection performance was discussed. It was observed that it is difficult to detect a signal whose spectrum matches the noise PSD. If, however, most of the signal is along a direction of low noise component, it is very easy to detect. The asymptotic performance of the GLRT for Gaussian and non-Gaussian noise models were compared. It was concluded that detection in non-Gaussian noise is easier than detection in Gaussian noise for the same noise PSD. The improvement in performance of the GLRT in a non-Gaussian noise background over the Gaussian case is easily quantified in terms of the SNR 'bonus' as a function of the noise PDF parameters.

In order to implement the GLRT described in section III one needs to find the MLE’s of the unknown parameters under each hypothesis. Some work along this line has been done for the case of AR noise [Sengupta and Kay 1986, 2], using reasonable approximations to reduce computation. This work is appropriate for estimation under the null hypothesis ($\mathcal{H}_1$) and extension to the case of alternative hypothesis ($\mathcal{H}_1$) is not straightforward except for the special case of a d.c. signal ($s_j = 1, \quad j = 1, 2, \ldots, N$). Evaluating the joint MLE of the mean or the location parameter ($\mu$) and the AR filter parameters may be particularly difficult for most non-Gaussian processes. Computationally efficient approximations to the GLRT, such as the Rao test and the Wald test [Rao 1973] can be used for this purpose. Estimation of the mean and the other parameters under $\mathcal{H}_1$ can thus be avoided for small signal amplitudes [Sengupta 1986]. This problem will be addressed in a future paper.
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APPENDIX A

Asymptotic Optimality of the GLRT
for a General Linear Model of the Noise

Assuming that $f$ is an even distribution and $\Theta_s$ is as given in (10), it will now be shown that (26) holds for the detection problem defined in (7). It suffices to prove that

$$I_{\mu\psi}(\mu, \psi, \Phi) = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \psi} \right)^T \right] = 0 \quad (A.1)$$

and

$$I_{\mu\Phi}(\mu, \psi, \Phi) = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \Phi} \right)^T \right] = 0 \quad (A.2)$$
To prove (A.1) it is observed that

$$E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \psi_j} \right) \right] = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \sum_{i=1}^{N} \sum_{k=1}^{N} \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \left( \frac{\partial \omega_{ik}}{\partial \psi_j} \right) \right]$$

$$= \sum_{i=1}^{N} \sum_{k=1}^{N} \left( \frac{\partial \omega_{ik}}{\partial \psi_j} \right) E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \right]$$

(A.3)

$\omega_{ik}$ is written without its argument (see (12)) to make the notation easier.

$$E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \right]$$

$$= E \left[ \frac{\partial \ln \left( \prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j); \Phi \right) \right)}{\partial \mu} \frac{\partial \ln \left( \prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j); \Phi \right) \right)}{\partial \omega_{ik}} \right]$$

$$u_n$$ can be used as the argument of $f$ (see (28)) to simplify the equation.

$$E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \right] = E \left[ \frac{\partial \ln \left( \prod_{n=1}^{N} f(u_n; \Phi) \right)}{\partial \mu} \frac{\partial \ln \left( \prod_{n=1}^{N} f(u_n; \Phi) \right)}{\partial \omega_{ik}} \right]$$

$$= \sum_{n=1}^{N} \sum_{m=1}^{N} E \left[ \left( \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right) \left( \frac{\partial}{\partial \omega_{ik}} \ln f(u_m; \Phi) \right) \right]$$

$$= \sum_{n=1}^{N} E \left[ \left( \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right) \left( \frac{\partial}{\partial \omega_{ik}} \ln f(u_n; \Phi) \right) \right]$$

(A.4)

All the cross-terms are zero because $u_n$'s are i.i.d. and

$$E \left[ \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right] = \frac{\partial}{\partial \mu} E[\ln f(u_n; \Phi)] = 0$$

(A.5)

under certain regularity assumptions on $f$ [Bickel and Doksum 1977]. The derivatives w.r.t. $\mu$ and $\omega_{ik}$ can be written in terms of the derivative w.r.t. $u_n$. Note from (28) that

$$\frac{\partial u_n}{\partial \omega_{ik}} = \begin{cases} y_k - \mu s_k & \text{if } n = i \\ 0 & \text{if } n \neq i \end{cases}$$

(A.6)
From (A.6) and (29) it follows that (A.4) can be rewritten as

\[
E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \right] = \sum_{n=1}^{N} E \left[ \left( \frac{\partial \ln f}{\partial u_n} \right) \left( \frac{\partial \ln f}{\partial u_n} \right) \left( \frac{\partial u_n}{\partial \omega_{ik}} \right) \right]
\]

\[
= \left( -\sum_{j=1}^{N} \omega_{ij} s_j \right) E \left[ \left( \frac{\partial}{\partial u_i} \ln f(u_i; \Phi) \right)^2 \left( \sum_{j=1}^{N} \omega_{kj} u_j \right) \right]
\]

\[
= \left( -\sum_{j=1}^{N} \omega_{ij} s_j \right) \sum_{j=1}^{N} \omega_{kj} E \left[ \left( \frac{\partial}{\partial u_i} \ln f(u_i; \Phi) \right)^2 u_j \right]
\]

\[
= \left( -\sum_{j=1}^{N} \omega_{ij} s_j \right) \sum_{j=1}^{N} \omega_{kj} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \left( \frac{\partial}{\partial u_i} \ln f(u_i; \Phi) \right)^2 u_j \left( \prod_{m=1}^{N} f(u_m; \Phi) \right)
\]

\[
= \left( -\sum_{j=1}^{N} \omega_{ij} s_j \right) \int_{-\infty}^{\infty} \left( \frac{\partial}{\partial u_i} \ln f(u_i; \Phi) \right)^2 f(u_i; \Phi) du_i \sum_{j=1}^{N} \omega_{kj} \int_{-\infty}^{\infty} u_j f(u_j; \Phi) du_j
\]

\[
+ \omega_{ki} \int_{-\infty}^{\infty} \left( \frac{\partial}{\partial u_i} \ln f(u_i; \Phi) \right)^2 u_i f(u_i; \Phi) du_i
\]

\[
= 0
\]

This is true for each \( i \) and \( k \), so that

\[
E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \omega_{ik}} \right) \right] = 0 \quad i, k = 1, 2, \ldots, N
\]
(A.1) follows directly from (A.3) and (A.7).

(A.2) can be proved in a similar way. Consider

\[ E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \phi_i} \right) \right] \]

\[ = E \left[ \frac{\partial \ln \left( \prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j); \Phi \right) \right)}{\partial \mu} \frac{\partial \ln \left( \prod_{n=1}^{N} f \left( \sum_{j=1}^{N} \omega_{nj} (y_j - \mu s_j); \Phi \right) \right)}{\partial \phi_i} \right] \]

\[ = \sum_{n=1}^{N} \sum_{m=1}^{N} E \left[ \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \mu} \right) \left( \frac{\partial \ln f(u_m; \Phi)}{\partial \phi_i} \right) \right] \]

\[ = \sum_{n=1}^{N} E \left[ \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \mu} \right) \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \phi_i} \right) \right] \quad \text{(as } u_n \text{'s are i.i.d.)} \]

Using (A.6) this becomes

\[ E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \phi_i} \right) \right] \]

\[ = \sum_{n=1}^{N} \left( -\sum_{j=1}^{N} \omega_{nj} s_j \right) E \left[ \left( \frac{\partial \ln f(u_n; \Phi)}{\partial u_n} \right) \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \phi_i} \right) \right] \quad \text{(odd)} \]

Under the assumption that \( f \) is even, \( \ln f \) is even, derivative of \( \ln f \) w.r.t. \( u_n \) is odd and the derivative of \( \ln f \) w.r.t. \( \phi_i \) is even [Kay 1985]. Therefore the expectation is taken on an odd function and should be equal to zero as explained while proving (A.7). This being true for each \( \phi_i \) one can conclude that (A.2) holds. (26) is a direct implication of (A.1) and (A.2).
APPENDIX B

Asymptotic Optimality of the GLRT for an AR Model of the Noise

It is now shown that (26) also holds in the case of the GLRT given by (20) for detection in AR noise. Note that the conditional likelihood function (see (19)) is used and the vector of nuisance parameters is

$$ \Theta_* = [a \Phi] $$

with the notations used before. Proving (26) in this case is equivalent to proving that

$$ I_{\mu a}(\mu, a, \Phi) = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial a} \right)^T \right] = 0 \quad (B.1) $$

and

$$ I_{\mu \Phi}(\mu, a, \Phi) = E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \Phi} \right)^T \right] = 0 \quad (B.2) $$

To prove (B.1) it is observed that

$$ E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial a_i} \right) \right] = E \left[ \frac{\partial \ln \left( \prod_{n=p+1}^N f \left( \sum_{j=0}^p a_j (y_j - \mu s_j); \Phi \right) \right)}{\partial \mu} \right] \frac{\partial \ln \left( \prod_{n=p+1}^N f \left( \sum_{j=0}^p a_j (y_j - \mu s_j); \Phi \right) \right)}{\partial a_i} $$

(16) can be used to simplify the argument of $f$,

$$ E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial a_i} \right) \right] = E \left[ \frac{\partial \ln \left( \prod_{n=p+1}^N f(u_n; \Phi) \right)}{\partial \mu} \frac{\partial \ln \left( \prod_{n=p+1}^N f(u_n; \Phi) \right)}{\partial a_i} \right] $$

$$ = \sum_{n=p+1}^N \sum_{m=p+1}^N E \left[ \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \mu} \right) \left( \frac{\partial \ln f(u_m; \Phi)}{\partial a_i} \right) \right] $$

$$ = \sum_{n=p+1}^N E \left[ \left( \frac{\partial \ln f(u_n; \Phi)}{\partial \mu} \right) \left( \frac{\partial \ln f(u_n; \Phi)}{\partial a_i} \right) \right] \quad (B.3) $$
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The last step follows from (A.5) and the fact that $u_n$'s are iid. The derivatives w.r.t. $\mu$ and $a_i$ can be written in terms of the derivative w.r.t. $u_n$. From (16b) it follows that

$$\frac{\partial u_n}{\partial \mu} = -\sum_{j=0}^{p} a_j s_{n-j} \quad (B.4)$$

and

$$\frac{\partial u_n}{\partial a_i} = (y_{n-i} - \mu s_{n-j}) \quad (B.5)$$

Using these results (B.3) can be rewritten as

$$E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial a_i} \right) \right]$$

$$= \sum_{n=p+1}^{N} E \left[ \left( \frac{\partial \ln f}{\partial u_n} \right) \left( \frac{\partial u_n}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial u_n} \right) \left( \frac{\partial u_n}{\partial a_i} \right) \right]$$

$$= \sum_{n=p+1}^{N} \left( -\sum_{j=0}^{p} a_j s_{n-j} \right) E \left[ \frac{\partial}{\partial u_n} \ln f(u_n; \Phi) \right]^{2} \frac{y_{n-i} - \mu s_{n-i}}{even}$$

$$= \sum_{n=p+1}^{N} \left( -\sum_{j=0}^{p} a_j s_{n-j} \right) E \left[ \frac{\partial}{\partial u_n} \ln f(u_n; \Phi) \right]^{2} \frac{y_{n-i} - \mu s_{n-i}}{odd}$$

$(y_{n-i} - \mu s_{n-i})$ is a linear function of $\{u_{n-i}, u_{n-i-1}, \ldots, u_1\}$ and hence is an odd function of each $u_n$. Therefore the expectation is taken on an odd function which should be equal to zero since the PDF $f$ itself is even. This being true for each $a_i$, it can be concluded that (B.1) holds.

Proof of (B.2) is similar. Consider
\[ E \left[ \left( \frac{\partial \ln f}{\partial \mu} \right) \left( \frac{\partial \ln f}{\partial \phi_i} \right) \right] \]

\[ = E \left[ \frac{\partial \ln \left( \prod_{n=p+1}^{N} f(u_n; \Phi) \right)}{\partial \mu} \frac{\partial \ln \left( \prod_{n=p+1}^{N} f(u_n; \Phi) \right)}{\partial \phi_i} \right] \]

\[ = \sum_{n=p+1}^{N} \sum_{m=p+1}^{N} E \left[ \left( \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right) \left( \frac{\partial}{\partial \phi_i} \ln f(u_m; \Phi) \right) \right] \]

\[ = \sum_{n=p+1}^{N} E \left[ \left( \frac{\partial}{\partial \mu} \ln f(u_n; \Phi) \right) \left( \frac{\partial}{\partial \phi_i} \ln f(u_n; \Phi) \right) \right] \quad \text{(as } u_n \text{'s are iid)} \]

\[ = \sum_{n=p+1}^{N} \left( -\sum_{j=0}^{p} a_{j} s_{n-j} \right) E \left[ \left( \frac{\partial}{\partial u_n} \ln f(u_n; \Phi) \right) \left( \frac{\partial}{\partial \phi_i} \ln f(u_n; \Phi) \right) \right] \]

\[ \text{(using } (B.4)) \]

Since \( f \) is even, derivative of \( \ln f \) w.r.t. \( u_n \) is odd and that w.r.t. \( \phi_i \) is even. The expectation is therefore taken on and odd function and must equal zero. Since this is true for each \( \phi_i \), it can be concluded that \( (B.2) \) holds. Consequently, \( (26) \) holds for the case of AR noise when the GLRT is computed on the basis of conditional likelihood function as in \( (20) \).
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