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Abstract

Weapon system acquisition (WSA) is a lengthy and

complicated process which is affected by numerous internal

(managerial) and external (environmental) considerations.

A program manager must manage and balance these often

conflicting requirements to ensure the program remains on

track; but often decisions are made without full knowledge

of the potential program impact. During the past 25 years,

Department of Defense (DOD) weapon system acquisition

program managers have used many networking tools to help

them plan, schedule, track, control, and report the schedule

progress of their programs. Because of the myriad of

applications, no "superstar" network has emerged that could

capture the DOD spotlight -- but recently, a new candidate,

the Computer Supported Network Analysis System (CSNAS), has

appea-ed. Because it is DOD-owned and operated, and because

of its portability, it promises to provide unusual

flexibility and versatility by attempting to standardize and

modularize networking applications in DOD projects.

This investigation evaluates the contribution CSNAS

makes to the management of weapon system acquisition by

applying it to an existing Aeronautical Systems Division

vii



(ASD) program -- the Precision Location Strike System

(PLSS).

The analysis was accomplished by using two separate

data sets of PLSS projected schedules to create two series

of ten yearly CSNAS networks and schedules. Networks were

higher-level managerial events, activities and milestones

which were important in the WSA process of PLSS.

The analysis centers on comparisons between CSNAS and

"classic" networking applications; its similarities and

differences, and how effective it is at highlighting

discrepancies and providing program managers with a new

management and briefing tool which should help manage WSA

and other less involved DOD projects.

The results of this investigation indicate that CSNAS

SIs an effective networking application which is useful

throughout the entire spectrum of project management.
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THE APPLICATION OF THE
COMPUTER SUPPORTED NETWORK ANALYSIS SYSTEM (CSNAS)

TO ACQUISITION MANAGEMENT
AS APPLIED TO THE

PRECISION LOCATION STRIKE SYSTEM (PLSS)

I. Introduction

Statement of the Problem

A weapon system acquisition is a lengthy and

complicated process which is greatly affected by numerous

internal (managerial) and external (environmental)

considerations. A program manager must manage and balance

these often conflicting requirements to ensure the program

Lemains on track, but often decisions are made without full

knowledge of the potential program impact. During the past

25 years, Department of Defense (DOD) weapon system

acquisition program managers have used many networking tools

to help them plan, schedule, track, control, and report the

schedule progress of their programs. Because of the myriad

of applications, no "superstar" network has emerged that

could capture the DOD spotlight -- but recently, a new

candidate, the Computer Supported Network Analysis System

(CSNAS), has appeared. Because it is DOD-owned and

operated, and because of its portability, It promises to

provide unusual flexibility and versatility by attempting to

standardize and modularize networking applications in DOD



projects. To properly evaluate the contribution CSNAS may

make to the management of weapon system acquisition requires

an empirical examination into an existing Aeronautical

Systems Division (ASD) program -- the Precision Location

Strike System (PLSS).

Background

This section provides the reader with a background in

several key areas which are important to understanding this

research effort. The process moves from general to specific

and from theory to application. These areas of introduction

are respectively: (1) networking, (2) the Computer

Supported Network Analysis System (CSNAS), (3) the weapon

system acquisition (WSA) process, and (4) the Precision

Location Strike System (PLSS).

Networking

Int.-oduction. Department of Defense (DOD) weapon

system acquisition program managers have many management

tools available to help them properly plan, schedule,

control, track and report the status of their programs. For

over a quarter of a century, enlightened managers have been

managing their acquisition process and other important

projects through the use of numerous computer software

networking techniques, schemes, and analysis programs.

Although these techniques have often been credited with

contributing to the development of complex weapon systems in

2



the minimum time and at the minimum cost, many other

development systems continue to exceed their initial and

subsequent update estimates in terms of both cost and time.

Part of the reason for this is the extremely long

acquisition process, the changing nature of the threat, the

rapidly changing state of technology, changing Presidential

administrations and their national direction, Congressional

"porkbarreling" to help local industries, and the escalating

expenses of bringing a new weapon system into operation.

Functions of Management. Planning, scheduling, and

control are three of the most important functions of

management and the program manager has long been seeking the

ultimate technique to accomplish these functions more

effectively, particularly when a complex set of activities,

functions and relationships is involved (13:3). Planning

involves the logical formulation of objectives and goals

that are subsequently translated into specific plans and

projects. Scheduling, on the other hand, is the creation of

a timetable to meet specific objectives at a certain time

(13:4). Included in the schedule is an estimate of the

duration the activity will require. Finally, control is the

process of regulating or directing the project by

periodically comparing actual to planned progress (16:135).

A very important part in this process is how well the

manager has instituted a mechanism that can trigger a

warning signal if actual performance is deviating from the

3



plan. Deviations may be in the form of costs, schedule,

performance or any other measure of effectiveness deemed

appropriate by the manager. If such a deviation is

unacceptable to the manager, corrective action must be taken

to bring performance back into compliance with the approved

plans. In other cases, the manager may have to develop

alternative plans so that a viable correspondence between

plans and performance can be maintained. Truly successful

planning, therefore, should include an appropriate,

economical, and effective system of control which is based

on the principle of management by exception. That is, the

need for corrective action should arise only in exceptional

situations, and that in most cases, performance should be in

conformity with the master plan (13:1-6). These two

concepts (an integrated planning, schedul'ing, and control

system and management by exception) provide the

philosophical foundations of Program Evaluation and Review

Technique (PERT) and Critical Path Method (CPM) network

models and, as a result, several prominent management values

of networking can be highlighted (23:435).

Value of Networking. The networking models are

extremely useful for the purpose of planning, monitoring,

analyzing, scheduling, evaluating, and controlling the

progress and completion of large and complex projects.

Basic networking methodology involves two related concepts:

an event, and an activity (23:433). An event is something

that happens at a particular point in time while an activity

4



is something that happens over time. Therefore, events

signify the beginning and the end of an activity.

Primarily, PERT/CPM was designed to eliminate or reduce

production delays, conflicts, and interruptions in order to

coordinate and control the various activities comprising the

overall project and to assure the completion of the project

on the scheduled date. The complex projects for which

networking has been developed typically consist of many

highly interrelated activities and events which make

coordination and control of the entire project especially

difficult. These projects and systems are organized into

paths of activities and events, many of which are sequential

while others occur simultaneously. Additionally, networking

methodology may also include the use of probability measures

to determine the expected duration times for all activities

subject to time variation. Computer programs have been

devised to facilitate the computation effort of analyzing

these large activity networks.

The advantages of networking are numerous. First,

networking provides a way for the manager to require that

schedule planning be done on a uniform and logical basis.

It provides both a means for specifying how planning is to

be done and to follow-up to see that it actually has been

done. Next, networking provides the manager with an

approach for keeping planning up to date as the work is

accomplished and as conditions change. Also, networking

5



provides the manager an ability to forecast -- to foresee

quickly the impact of variations from the schedule and to

take corrective action in anticipation of trouble spots

rather than after the fact. Finally, networking is an

Informational and communication system that provides status

reports or developments as they occur throughout the entire

project providing a basis for communications among the

people involved in the project (23:433). The result is

often a smoother flow of information and better coordination

in the organizations involved. These are several of the key

values of networking which command the program manager's

attention. While all values are important, many project

managers experienced in the successful use of networks, feel

* that the major advantages of the technique is in the Initial

planning stage of the project (4:414).

Disadvantages of Networking. Networking, like any

other management technique, is not without its faults and

several disadvantages should be highlighted. First, network

planning is difficult because of possibly inaccurate or

unreliable Input data. If the project Is new, then often

the tasks have never been performed before. Second Is the

* difficulty in getting people to understand and to manage

through the use of the network's schedules. Too often it is

used only to document, or perhaps to protect. Third, the

delay between data-gathering, data entry, and generation off

a new schedule may make decision-making inadequate or

ineffective. Finally, the original time needed to create

6



and keep revising the network may require more resources

than the project can afford in terms of time and people

(13:107).

Origin of PERT. When one thinks of networking,

Invariably, PERT and CPM' come to mind. While PERT and CPM

have the same general purpose and utilize much of the same

terminology, the techniques were actually developed

Independently. PERT was developed in 1958 by the United

States Navy Special Projects Office in conjunction with

Booz-Allen & Hamilton, a management consulting firm, for the

Polaris missile program (23:43). It was devised as a method

for planning, scheduling, and controlling unique, complex

projects comprised of many highly interrelated activities to

be performed over a fixed time horizon. The Polaris program

had over 60,000 definable activities which had to be

accomplished by over 3800 contractors, suppliers, and

government agencies (13:1). Since many Jobs or a -tivities

associated with the project had never been attempted

previously, it was difficult to predict the time to complete

the various Jobs or activities. Consequently, PERT was

developed with the prime objective of being able to handle

uncertainties in activity completion times. PERT did this

by including three estimates of duration for each activity;

the most optimistic, the most likely, and the most

pessimistic. Then through the use of the Beta distribution

of activity times, these three time estimates are reduced to

a single expected time and a variance.
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Origin of CPM. In 1957, another technique, Critical

Path Method (CPM) was developed primarily by the DuPont

Corporation and Remington Rand to provide time/cost

trade-offs in connection with building, overhauling and

maintaining chemical plants (13:2). The name "critical path

method" suggests the identification of the critical or

longest path through the project network and the use of it

to exercise managerial control on the progress of the

project. Usually only about 10% to 20% of the jobs in a

major program control the time needed for the whole program

(8:9). Any delay in these critical jobs will delay the

final completion date. The program manager tries to insure

that the necessary resources for these critical jobs are
'V.

available when required, insuring that the entire project

can be completed in its critical path time. When problems

emerge which could potentially delay the project, generally

they do not include the entire scope of operations. As

appropriate, the program manager can allocate additional

resources in an attempt to shorten the durations of some of

the related activities, permitting the project to be

completed in less time and possibly at less cost than would

be involved by putting the entire project on an across-the-

board crash recovery basis (8:5).

There is always at least one continuous chain of these

critical jobs running through every program from start to

finish and this chain is called the critical path. Prcper

control and manipulation of the jobs that make up this

8



critical path can give the manager visibility over the

time and costs involved in an entire project -- regardless

of its size. Because CPM was used where job or activity

times are considered to be known, it offered the option of

reducing activity times by adding more workers and/or other

resources, usually at an increased cost. Thus a

distinguishing feature of CPM over PERT is that CPM enabled

time and cost trade-offs for the various activities in the

project (4:404-408). These trade-offs involved "crashing"

the networks time and time again to determine the optimum

point where time savings were affordable.

Differences. The PERT and CPM models are similar in

terms of their basic structure, rationale and mode of

analysis. However, in general, two distinctions are made

between PERT and CPM. The first relates to the way in which

activity times are estimated and the second concerns the

cost estimates for completing various activities. The PERT

activity-time estimates are probabilistic (three different

time estimates, based on the concept of probability of

completing various activities, are made for each activity).

CPM, on the other hand, makes an assumption that activity

times are deterministic (i.e., under specified conditions, a

single time estimate is made for each activity). The second

usual distinction is that while in PERT the activity costs

are not explicitly provided, the CPM model does give

explicit estimates of activity costs. Furthermore, in CPM,

two sets of estimates are possible. One set gives normal

9



time and normal cost required to complete each activity

under normal conditions. The second set gives crash time

and crash cost required to complete each activity under

conditions that gain reductions in the project completion

time through the expenditure of more money. The purpose of

this alternate estimate is to enable the program manager to

obtain a clear picture of the costs associated with

deliberate accelerations of certain tasks in an effort to

shorten the project completion schedule (16:136).

Network Evolution. PERT/CPM is partially evolutionary

and partially a new creation. It draws upon bar charting

and milestone reporting systems -- long familiar to a

* program manager. The simple bar chart shows only the start-

and finish times of the tasks involved in completing the

overall project. It does not show significant relationships

or milestones or events within a task which could be used

for exercising on-going control. The milestone chart is an

improvement over the bar chart because it identifies

significant milestones or events and shows dependencies

within tasks. However, the milestone chart still does not

show interrelationships and interdependencies of the events

* among the tasks. This deficiency is eliminated through the

use of PERT/CPM networks (16:4).

The concept of task Interrelationships and their

graphic representation is drawn by inferential analysis from

the network approach while the time and cost concepts, the

critical path, and the dynamic progress reportInq system are

10



basically new creations. Merger of the evolutionary and

the new resulted in a much-improved approach to management

planning, scheduling, and control (16:3-4).

As modifications of the initial PERT/CPM concept were

made and applications multiplied, as many as 30 other names

were coined to describe this approach. But regardless of

the name used, the concept has remained fundamentally the

same (8:4).

Network Application. In both PERT and CPM the working

procedure consists of five steps: (1) analyze and break

down the project in terms of specific activities and/or

events; (2) determine the interdependence and sequence of

activities and produce a network; (3) assign estimates of

time, costs, or both to all activities of the network;

(4) identify the longest or critical path through the

network; and (5) monitor, evaluate, and control the progress

of the project by replanning, rescheduling and reassignment

of resources (16:135). The central task in the control

aspect of these models is to identify the longest path

through the network. The longest path is the critical path

because it equals the maximum time required to complete the

project. It is the sum of the durations of the activities on

the path. If, for any reason, the project must be completed

in less time than the critical path time, additional

resources must be dedicated (e.g., overtime, extra

personnel) to expedite one or more activities comprising the

critical path. Even then, there is a practical limit to the

11



amount of time that can be traded for additional cost.

Paths other than the critical path (i.e., non-critical or

slack paths) offer flexibility in scheduling and

transferring resources, because they take less time to

complete than the critical path. In fact, a prudent manager

can attempt to level the peak resource requirements by

shifting non-critical activities from one time period to

another. The networking process will highlight to the

manager those paths in potential Jeopardy. The manager then

must take those actions deemed necessary to correct the

problem.

* Although the concepts, as well as mechanics of PERT and

CPM can be used in any type of work, the focus of these

models is on one-time projects. That is, these models are

particularly suited for the coordination and control of

one-time projects.

In most programs, there are a number of different

activities which must be performed in a specified serial

sequence in order to successfully accomplish the project.

Others of these activities may be in parallel and may be

completed concurrently. For a large, complex project the

complete set of activities will usually contain a

combination of series and parallel elements (4:398).

Networking was designed to aid the program manager in

planning, scheduling, and controlling a project. For

*planning purposes prior to the start of the project, the

PERT/CPM technique a'-lows a manager to network the complete

12
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flow of activities and to calculate the expected total

amount of time the entire project will take to complete

(4:398). Since evaluation and adjustment of complex, highly

interrelated operations is a difficult task for management,

the networking technique highlights the bottleneck

activities in the project so that the manager may either

allocate more resources to them or keep a careful watch on

them as the project progresses. To facilitate control after

the project has begun, networking provides a way of

monitoring progress and calling attention to those delays

which will cause a delay in the project's completion date.

Implementation. For purposes of implementation,

organizational plans are subdivided into specific projects,

jobs and tasks which must be performed. A specific job or

task can be further subdivided into well-defined work

activities that have identifiable start and completion

points. Depending upon the type and nature of the project,

work activities can be either one-time or repetitive. For

*example the acquisition of a major weapon system by the Air

Force's ASD consists of many one-time activities. However,

the actual production of the system involves repetitive

activities. In a special project consisting of one-time

activities, the tasks needed to complete the project are

accomplished by different agencies within the organization.

The main task of the program manager, therefore, is to

coordinate the performance of the different agencies

involved in the project. This requires that activities of

13
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the various agencies be scheduled, monitored and evaluated

for purposes of control. Then the network model can be

analyzed manually, translated into a mathematical model or

programmed into a computer to produce various levels of

output (1:382).

Summary. In today's computer modeling, the distinction

* between PERT and CPM as two separate techniques has largely

disappeared. Computerized versions of the "PERT/CPM

approach" often contain options for considering uncertainty

times as well as activity time-cost tradeoffs. In this

regard, modern project planning, scheduling, and control

procedures have essentially combined the features of PERT

and CPM such that a distinction between these two techniques

is no longer necessary. This concept is the basic

foundation in the creation of the CSNAS approach to

networking which shall be discussed in greater detail next.

Computer Supported Network Analysis System

Introduction. The Computer Supported Network Analysis

System (CSNAS) is a government-owned and operated Project

Evaluation and Review Technique/Critical Path Method

(PERT/CPM) package that was developed by the Air Force

Acquisition Logistics Center (AFALC/LS) (7:7). CSNAS was

initially developed for Integrated Logistics Support (ILS)

planning on new acquisition programs but can be used by any

program or project for plann~ing, scheduling, tracking and

controlling (6). It includes a series of model UJSAF

14



acquisition program network analysis diagrams with

representative times for a typical major acquisition program

that can be tailored by the program manager to become the

program tracking and briefing data base system. The entire

system is based on network analysis.

Advantages. CSNAS was developed as a system "friendly"

enough for the user with no prior computer experience, but

with options to satisfy the experienced users (7:7). The

program manager simply develops a flow chart of work to be

performed and time estimates for the durations of each job.

When input into the computer, the model will compute dates,

slack time, and critical path. It can then draw the flow

charts and milestone charts on either common remote printers

or on multicolor plotters. Three major areas for CSNAS

reports generation are then available to the manager,

providing a capability to access the established data base,

creating appropriate charts and visual displays. These

three areas are (1) tasks -- which will display the basic

jobs to be completed; (2) connections -- which will provide

a classic network of the relationships; and (3) resources --

which is a sub-tier management checklist of necessary

resources needed which can be indirectly tied to a

particular event of the master network. The manager can

then input "what if" changes and let the computer recompute

schedules and draw new flow diagrams on milestone charts.

In addition, CSNAS indirectly uses a data base management

system to assist appropriate managers track the resources

15



required for the tasks on their respective schedules

(7:1).

Development. Information presented during a February

1986 CSb4AS training session, conducted by AFALC personnel,

stated that network planning was recommended in 1977 by Mr.

Oscar A. Goldfarb, Deputy Assistant Secretary of the Air

Force for Supply and Maintenance. In January 1978, a policy

letter requiring network analysis was disseminated to the

Air Force Acquisition Logistics community. In September

1979, Mr. L.K. Mosemann II, Deputy Assistant Secretary of

the Air Force for Logistics recommended using networking to

solve F-100 engine planning problems. During this time

period, the Air Force was searching for a suitable

commercial system to implement networking on. It was in

fact spending $2 million a year to produce milestone charts

on seven programs. CSNAS development was started in 1979 on

Air Force Logistics Command's (AFLC) CREATE computer and the

user base has expanded dramatically since that time.

In early 1980, AFLC approved purchase plans for a

large-scale mainframe computer which could be used to comply

with the policy direction received during the preceding

three years. A Hewlett-Packard 3000 mini-computer was

installed in the summer of 1981 and one organization was

moved off the CREATE computer to test the operation of the

software on the HP 3000 computer. By the start of 1982, the

software had completed its testing and the user base had

grown to eight versus a planned four organizations. In

16



1983, a major new capability was added to store networking

and scheduling data in a new data base management system.

About the same time, new software was released which allowed

the user the capability of tracking resources along with the

schedule, such that any change to the schedule would

automatically change the resource need dates. By the summer

of 1983, the user base on the AFALC HP 3000 computer had

grown to 40 organizations and the HP 3000 software, with

plotters, terminals, and printers, was available at all Air

Force System Command (AFSC) product divisions. In mid-1984,

an effort to convert the CSNAS software onto the

Aeronautical System Division's (ASD) VAX computer's

Automated Management System (AMS) began. By November, the

initial testing of the new software was initiated and by

February 1985, the testing was successfully completed and

CSNAS was ready for operation on any VAX. By June 1985

CSNAS version 3.0 on the VAX had been deployed to all AFSC

product divisions, the Army's Medical Research Labs and

several DOD contractors. Also, CSNAS was converted to

compatibility with stand-alone personal computers such as

the Zenith 100, Zenith 150 (TEMPEST-qualified), and the

IBM-PC and the PC version has been deployed across the U.S.

to individual bases and to DOD contractors.

In April 1986, AFSC, ASD, AFALC, and several other

agencies met at Eglin AFB, Florida to consolidate positions

for making CSNAS the standard AFSC system, how to integrate

it with other program management data bases, and how to fund
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future enhancements. As a result, TRW was hired to do a

study on CSNAS enhancements and their costs. An August 1986

meeting was scheduled to be held to review the TRW effort.

With these new expanded capabilities and versatilities,

CSNAS is now capable of accepting network analysis inputs at

remote terminals and producing tabular reports, milestone

charts, and network diagrams which can be used by the

program managers to track their projects. The software is

also capable of down-loading plotter data files of milestone

%I charts to the Z-100/150 and plotting them on desktop

plotters (7:7). This enables lower echelon managers to

have, for the first time in their own offices, the same

6, capability to track their appropriate realms previously

enjoyed only by the upper managers.

CSNAS is currently in use at AFALC and at all AFSC

product divisions for the management of ILS on acquisition

programs. An analytical tool, it is also being used by the

Air Logistic Centers for study of the weapon system

modification process and by the USAF Support Equipment

Review Group for evaluation of the support equipment

process. Finally, the B-52 Offensive Avionics System (OAS)

4: conversion and B-lB Site Activation Task Forces (SATAF) are

both using CSNAS networking to help them plan and control

their operations. As a result, the AFSC Inspector General

(IG) recently rendered a laudatory rating on the B-lB

SATAF's use of CSNAS (6).
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Weapon System Acquisition

General. When a component of the Department of Defense

(DOD) initiates a weapon system acquisition program, it is

based upon a validated need to fill a gap in the national

defense. The acquisition process is a lengthy and

complicated one, designed to fully assess the program's

merits at each milestone, insuring that entry into the next

phase, with its increased commitment of national resources,

is fully warranted and potentially fruitful.

Introduction. Before a full examination and

understanding of the integrated weapon system acquisition

(WSA) process for the Precision Lobation Strike System

(PLSS) can be obtained, it is first necessary to establish a

common baseline of information for comparison and analysis.

The following paragraphs offer a brief overview of the WSA

process. Because of the complexity of each acquisition

process, only the most important elements of each phase are

presented. The researcher's intent is to capture only those

elements of each acquisition process that are common to all

applications of the WSA process and to highlight those areas

where management networking is or could be applied.

This broad overview is intended to provide the baseline

of information for the more detailed analysis that will be

the focus of this research effort, and it is intended to

give the reader a better understanding of the complete

acquisition process. Additionally, it will help put the

more detailed CSNAS networks, as they apply to PLSS, into
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better perspective and hopefully, make them easier to

understand and interpret. The overview presented is

intended to be generic and descriptive, so as to enhance

understanding as much as possible and yet not be specific

regarding any particular acquisition strategy or

methodology.

Acquisition Process. The weapon system acquisition

(WSA) process for major weapon systems consists of four

distinct phases with four major decision points, formally

called DSARCs. (During the final draft of this report, the

offical direction to replace the Defense System Acquisition

Review Council (DSARC) with the Joint Requirements

Management Board (JRMB) was received and any appropriate

change has been included).

The four phases are (1) the Concept Exploration Phase,

(2) the Demonstration/Validation Phase, (3) the Full-Scale

Development Phase, and (4) the Production/Deployment Phase

(19:3). These phases are tailored to fit each program to

minimize acquisition costs and times, consistent with the

technical risks involved (19:7). The four major decision

points are called (1) Milestone 0 or the Mission Need

Determination, (2) Milestone I or Requirements Validation,

(3) Milestone II or Program Go-Ahead, and Milestone III or

Production/Deployment (19:3a). For major programs,

Milestones I, II, and III require approval from the

Secretary of Defense (SECDEF) before the WSA for that

particular system can proceed (19:15).
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Even before the concept exploration phase begins, an

operational need must exist to justify the development of a

new weapon system. If an existing capability cannot satisfy

* these needs, then a Statement of Operational Need (SON) is

developed by the appropriate major command (MAJCOM) and it

can lead to a new weapon system. Validation of this new SON

by the appropriate authorities and agencies constitutes the

Milestone 0 or Mission Need Determination Decision. This

decision marks the commencement of the concept exploration

phase. For major systems (i.e., RDT&E exceeds $200M or

procurement exceeds $1B), an additional document called the

Justification of Major System New Start (JMSNS) is prepared

and is included in the Service's annual Program Objective

Memorandum (POM). This process is used to communicate the

need to the SECDEF and inclusion in the DOD budget

authorizes the Service to proceed with the concept

exploration phase. Formal direction to the MAJCOMs comes

from Headquarters-Air Force through a Program Management
i

, Directive (PMD). The PMD is used throughout the WSA to

provide program management direction.

Concept Exploration Phase. The first phase of the

WSA process is the concept exploration phase. At this point

there is only a commitment to identify and explore alternate

solutions. During this phase, the program manager is

designated and an operational charter is created which

delineates the manager's rcsponsibility, authority, and

accountability. The newly-formed system program office
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(SPO) develops a functional baseline for the weapon system

during this phase which includes broad system performance

objectives, an operational concept, a logistics concept, and

cost estimates. Another major product of this phase is the

Program M.anagement Plan (PMP). The PMP specifies the basic

management approach to be used in any further phases of the

WSA. The PMP also specifies the various technical,

business, and management aspects of the S20/contractor

relationships, the master program schedules, the types of

management reports that must be generated and other

managerial control information. It is in this arena that

networking becomes a valuable 'tool of management, helping

the program management office to plan, schedule, control,

track, and report program status (17:2).

Of primary importance is the examination of alternate

means of satisfying the SON. Various resources which

include but are not limited to industrial contractors,

government laboratories, and educational institutions are

involved in the identification of these alternatives. To

ensure these alternates can meet the using command's needs

and preferences, the MAJCOM is actively involved.

Throughout this process, various theoretical cost estimates

are developed, feasibility and risk analyses are conducted,

and tradeoff studies are used to support cost assertions and

alternate proposals (193:5).

Findings arid recommendations generated during this

phase are consolidated into a System Conicept Paper (SCP)
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that is presented to the JRMB during the Milestone I

review and subsequent JRMB deliberations concerning program

continuation. The DSARC recommendations are presented to

the SECDEF for his approval and the SECDEF issues a

Secretary of Defense Decision Memorandum (SDDM) thus

reaffirming the mission need and approving one or more of

the alternatives for further demonstration and validation

(17:13-14).

Demonstration/Validation Phase. The SECDEF

approval at Milestone I is communicated to the SPO through a

revised PMD, which initiates the demonstration/validation

phase of the WSA process. This phase constitutes a

formalized attempt to decide if full-scale development of

the system should be approved. Additionally, it is an

attempt to establish firm and realistic performance

specifications which fully meet the operational and support

requirements of the system. The main thrust of the effort

is to reduce the technical risk and economic uncertainty

through a more detailed definition of the new system

(17:13-14).

The demonstration/validation phase is typically

accomplished by defense contractors under SPO direction in

one of three ways: (1) primary system hardware prototyping,

(2) design definition paper studies, or (3) paper definition

plus subsystem prototyping. The main intent of the effort

is to reduce the technical or economic risks (17:13-14).
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A design definition paper study is an approach by a

defense contractor, working under SPO direction, to define

the proposed system through the use of system studies

validation and detailed engineering analysis. The products

of this analysis are detailed system specifications,

performance specifications, initial hardware configuration

specifications, refined cost estimates, and schedule

projections. This detailed package is then used by a

government source selection board to evaluate the

contractors' proposals and select the best proposed system

for further development (17:15-17).

In the primary hardware systems prototyping strategy,

actual system hardware is fabricated and evaluated in a

-~ competitive evaluation. This approach is concerned with the

* fabrication of a system resembling the operational system

only to the extent that performance objectives can be

validated. The data gathered from the competition

constitute part of what is presented to a source selection

board for evaluation and selection of the best system for

further development. This competition process offers an

opportunity for the development of contractor full-scale

a-. development program management plans. These plans are

structured so they can be implemented contractually for

full-scale development and must satisfactorily answer

questions concerning system producibility, management

ability, and other system specific information (17:15-17).

24



The chief payoffs in the dual contractor approach are

to maintain competition longer and to insure a better data

base for the next step. Therefore, near the conclusion of

the demonstration/validation phase, the source selection

authority will select the system that is recommended for

production in the development/deployment phase of the WSA

process. Also at this time, the SPO develops the Request

for Proposal (RFP) for Full-Scale Development (FSD), the DCP

is generated and an Integrated Program Summary (IPS) is

prepared. These papers, which summarize the Service's

acquisition plan for the system life-cycle and provide a

management review of the program, are forwarded for SECDEF

approval. SECDEF approval of the program comes via another

JRMB review and another SDDM. This constitutes Milestone II

or the Program Go-Ahead Decision (17:3a).

Full-Scale Development. The prime objective of

FSD is the design, development, fabrication and testing of

pre-production system. The system design must be finalized

with comprehensive and complete design reviews, and

engineering drawings must be properly prepared. Critical

design reviews are held where all appropriate agencies come

together to reach common agreement on formal acceptance

criteria of the weapon system design (17:15).

A major effort during this phase is test and

evaluation. The two major types of acquisition testing are

development test and evaluation (DT&E) and operational test

and evaluation (OT&E). The purpose of DT&E is to
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demonstrate that engineering design and development are

complete, design risks have been minimized, and that the

system meets its contractual specifications. The purpose of

OT&E is to estimate operational effectiveness and

suitability, and to identify deficiencies and the need for

modifications. OT&E is essentially an assessment of

performance against operational requirements (l7:16a).

The Service Secretary may be delegated the authority to

make the Milestone III decision provided there are no major

changes to the program as approved at Milestone II.

Following sufficient planning and testing, a revised and

updated DCP is prepared and submitted to the SECDEF for

review. The DCP is presented to the JRMB at Milestone III

for recommendation of approval and is forwarded to the

SECDEF for approval. Approval at this point constitutes the

Milestone III or Production and Deployment Decision (17:6a).

Production/Deployment Phase. It is during the

onset of this phase that actual commitments for production

are formally and contractually accomplished. Initially,

during the production portion of this phase, the weapon

system enters into two distinct periods; initial tooling and

fcllow-on production. In the first period, initial tooling

and production is accomplished to bring the system

production to its planned peak rate. In addition to the

primary mission equipment, training and training equipment,

special test equipment, spares, supplies, support equipment,

technical orders, manuals, and appropriate facilities must
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all be planned for, scheduled, and produced or built

(17:18-19).

Follow-on production, the second period, is concerned

with sustained production once the peak rate is achieved.

During this later period, Program Management Responsibility

Transfer (PMRT) is accomplished. This is the formal act of

transferring responsibility for program management from the

AFSC SPO to AFLC and should occur at the earliest reasonable

point in time (17:18).

Once the system enters production, the deployment phase

also begins. This is when the systems are formally turned

over to the using command. Deployment continues, often

concurrently with the production portion of this phase,

until all the assets are in the field and in operational

use. During this stage all support facilities and equipment

must be fully developed and made ready for use. This

includes all required support at operational bases as well

as activation and operation of depot support for the system

(17:19).

There is no smooth passage between an operational

deficiency and the correction of that deficiency through the

acquisition of a new system. Additionally, the

Constitutional budgetary process, the perceived military

threat, the frontier of technology, and the political

climate of the country can do much to affect the progress of

any weapon system at any time during the acquisition

process.
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The preceding overview of the WSA process has been

intentionally broad and generic in order to provide a brief

foundation of the general weapon system acquisition process

that will serve as a prelude to the following introduction

to the Precision Location Strike System (PLSS). This

research effort's examination of CSNAS networking as it

applies to PLSS and its subsequent networking of yearly

schedules and their subsequent analysis will build on the

foundation laid above. Let us now turn to an overview of

the PLSS system.

Precision Location Strike System

Introduction. Radar-controlled surface-to-air missle

threats worldwide have established the need for a system to

locate ground-based electromagnetic emitters and destroy

emitting/nonemitting targets. The Precision Location Strike

System (PLSS) is designed to provide a highly accurate and

responsive integrated location/attack capability for defense

suppression. It is envisioned to be an adverse weather, all

light, near-real-time system which uses time difference of

arrival/direction of arrival (TOA/DOA) for location

functions and distance measuring equipment (DME) technology

for navigation/attack functions. The system will use

guided/unguided munitions, will function in near-real-time

and is required to interface with the tactical air control

system and the North Atlantic Treaty Organization's command,

control, communications and intelligence systems (23:32.
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In Europe, PLSS will counter the formidable Soviet air

defense threat. Control of airspace is a prerequisite for

gaining and holding territory and the Soviet Union has

developed an interlocking "air defense umbrella" capable of

moving with its armies. The threat consists primarily of

Anti-Air Artillery systems (ZSU 23-4) and Surface-to-Air

Missile (SA) systems -- both fixed (SA-3,5 and 10) and

mobile (SA-2,4,6,7,8 and 9). These systems are controlled

by radar networks.

The entire Soviet air defense threat is significant and

growing, both in numbers and in technical sophistication.

Existing threat systems number in the thousands and use

various measures to escape detection and/or jamming. These

include short radiation on-times (often measured in

seconds), changes in operating characteristics such as pulse

repetition interval, and mobility. Developing and follow-on

systems are expected to exhibit even more sophisticated

methods of emission control parameter agility, and other

countermeasures.

Background. The PLSS concept was formulated and

validated in a series of programs and tests in the late

1360s and early 1970s. Its design, which utilizes

technology developed during these previous programs, was

initiated by an Air Force Requirements Action Directive from

then-Deputy Secretary of Defense Packard in July 1971. The

Directive called for the Air Force to develop a plan for a

location and strike system based on TOA and DME techniques.
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The Advanced Location and Strike System (ALSS) which

incorporated these techniques was developed in 1972. It was

originally intended for deployment in Southeast Asia, but

was never deployed there since U.S. participation in that

conflict ended in 1973. ALSS had limited capabilities, but

did effectively prove the location/strike concept. it was

deployed in Europe in 1975 for a limited demonstration.

Since then, it has served as a testbed for improvements in

the state of the art, for PLSS risk reduction efforts which

preceded full-scale development, and for reaffirmation of

the PLSS requirements as they were formalized in Tactical

Air Command (TAC) Required Operational Capability (ROC)

314-74. This ROC called for a day/night, all-weather

location and strike system which must be capable of

worldwide employment.

System Description. PLSS was originally conceived to

be an integrated location/strike system: it would detect,

accurately locate, identify, and direct strikes against

enemy emitters in near-real-time. PLSS would be a key

element in the Air Force's Defense Suppression Mission.

PLSS would perform continuously over a large area of

coverage (an entire theater), in day or night, in all-

weather, and in a dense, hostile, and complex

electromagnetic environment.

As applied to PLSS, the "location" function means

passively detecting enemy emitters and using information

from the intercepted signals to compute emitter positions
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via TOA or DOA techniques. These emitters are identified by

comparing the received signals with a stored database of

known emitters. This provides the ability to distinguish

high-priority targets.

Once PLSS "know--" the location of a target (i.e., has

computed its location or has been supplied with target

location by some other means) it would direct strike

aircraft and weapons against it using a DME technique. PLSS

would provide targeting and guidance information to the

strike/attack aircraft pilot (via his fire-control computer

and displays), allowing him to execute his attack profile

with precision. PLSS also would provide precision guidance

for standoff weapons.

According to the IOT&E Test Plan issued by the Air

Force Operational Test and Evaluation Center (AFOTEC) in

January 1985; PLSS is a tactical target engagement system

that uses airborne sensors, data links, distance measuring

equipment, ground-based processing, and the Tactical Air

Forces to suppress enemy air defenses. PLSS is comprised of

five physically separated subsystems that communicate with

each other through secure, jam-resistant, interoperable data

links (IDL). The system under original development

consisted of a central processing subsystem (CPS), a site

navigation subsystem (SNS), an aircraft mission subsystem

(AMS) installed on a TR-1 aircraft, a vehicle navigation

subsystem (VNS)-equipped F-16 attack aircraft, and an

extended range, powered weapon equipped with a weapon
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navigation subsystem (WNS). PLSS's three key functions are

emitter location, navigation/attack, and communications

(28:3).

PLSS Subsystems. PLSS is composed of five elements

encompassing ground, avionics, and weapons systems/

subsystems (28:13). The relationship between the various

PrSS subsystems, their functions, and the system operational

concept is presented in the following paragraphs.

Central Processing Subsystem. The CPS is the

"brains" of the PLSS system and is a ground-based complex of

computers, displays, data-link and communication equipment

which is the master control center for PLSS and serves as

the focal point for command and control of all PLSS

subsystems. It is situated in a fully militarized shelter

which is housed in a hardened facility located far behind

the Forward Edge of the Battle Area (FEBA) (28:6).

The CPS generates control information for PLSS-assigned

TR-1s, also known as the airborne relay vehicle (ARV).

Control information consists of threat receiver frequency

selections and ground beacon interrogation. The CPS

processes emitter intercept data in near real-time to

identify and locate emitters, and then directs attacks on

selected targets. It will also acquire attack aircraft/

weapons at predesignated pickup points and generate position

information necessary to place VNS-equipped attack aircraft

carrying unguided weapons within the release envelope or

attack aircraft equipped with standoff weapons within the
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weapon launch envelope. The CPS will also provide position

information to the standoff weapon for post-launch

navigation to the target. The CPS is fully transportable

with a 72-hour take-down/set-up time and a training/

contingency deployment version of the CPS located at Nellis

AFB, Nevada (28:6).

Aircraft Mission Subsystem. The AMS is the "eyes

and ears" of the PLSS system and is a set of PLSS-peculiar

avionics carried onboard three TR-I aircraft which are

employed in a "triad configuration." The ARV serves dual

functions as the passive intercept platform for radio-

frequency signals from threat emitters and as the relay

platform for two-way data link communications (command and

control) between the CPS and other PLSS subsystems (28:8).

The DME, located in the TR-l, relays data from the CPS,

and also provides ranging data from the TR-1 to the ground

beacons (SNSs), other TR-ls (AMS), PLSS-equipped attack

aircraft CVNS), and/or standoff weapons (28:8).

Site Navigation Subsystem. Knowledge of the AMS

position is necessary to compute the position of the target

threat emitter, strike aircraft, and PLSS-guided weapons.

The SNS is a DME-ranging ground beacon that provides a fixed

ground reference for translation of TOA/DME coordinates into

a highly accurate earth coordinate system for all PLS3

lccation and attack operations. Multiple SNSs are used to

precisely locate ARV, VNS, and WNS. The AMS interrogates

these beacons and sends the response to the CPS. Since the
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CPS "knows" the position of the SNS beacons, it continuously

determines the position of the AMS (28:9).

Vehicle Navigation Subsystem. The F-16 has been

designated by the TAF as the operational aircraft for the

VNS. Earlier plans envisioned the F-4 carrying the VNS but

it could be installed on a wide variety of strike/attack

aircraft. The VNS consists of a PLSS DME interface unit

which allows transmittal of aircraft avionics data (inertial

navigation information, weapon computer flight instruments,

etc.), through the AMS relay, to the CPS and receives

updated aircraft position information along with target

latitude, longitude, and elevation information. The VHS

interfaces with the F-16 fire control components and heads-

up display. Its function is to accurately position the

attack aircraft to the desired ordinance release point.

Weapon release points are determined by attack aircraft

avionics using PLSS-derived aircraft position and target

coordinates (28:10).

FY83 Congressional action removed the F-16/PLSS

interface from the PLSS program element and the DME

interface, while still being managed by the PLSS SPO, would

be developed and funded within the F-16 program (28:10).

Weapon Navigation Subsystem. The WNS was to be a

DME unit functionally similar to the VNS and SNS but

V consisting of PLSS equipment installed in a precision guided

air-launched or ground-launched, powered standoff weapon.

They would contain antennas, receivers, transmitters, and an
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interface unit which allowed the weapon to receive

PLSS-generated position and target information via the AMS

relay (28:10).

The WNS is not presently part of the PLSS FSD contract

since provisions for a standoff, powered weapon have been

deferred by Congressional action (28:2).

Operations. PLSS will play an important role in

performing tactical air operations by providing required

information on target location and identification, precise

navigation, and guidance for DME-equipped aircraft/weapons

against selected targets. The system will provide a major

element to the theater commander's ability to effectively

respond to enemy actions (28:12).

The PLSS system must be able to detect, identify, and

accurately locate emitters (in near-real-time) in a dense

electromagnetic environment. It must be able to provide for

accurate delivery of unguided weapons by fighter aircraft or

guided standoff weapons against these targets during

day/night operations and in all-weather conditions. The

system must also be able to direct attacks against targets

whose coordinates are located or determined by other sources

(28:12).

In PLSS, the two techniques of DME and TOA are used to

perform three functions: navigation, location/positioning,

and strike/attack. The navigation function is actually a

prerequisite for conducting the location and strike

function. That is, not only do the DME links determine the
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positions of the PLSS subsystems, but they also carry

guidance inputs and weapon's commands computed by the CPS

and used directly in the strike function.

For maximum operational flexibility, the DME portion of

the AMS is carried aboard the TR-ls, aircraft with

sufficiently high altitude and a large field of view. This

allows DME navigation and strike capabilities deep within

enemy territory while keeping the CPS safely behind the

FEBA.

Navigation Function. The navigation function

consists of determining the position of the PLSS component

subsystems on a continuous basis.

AMS Positioning. Precise knowledge of the

absolute AMS position is crucial to the location and strike

functions, therefore; the positions of the target threat

emitters, strike aircraft, and PLSS-guided weapons are all

measured relative to the AMS and three SNS beacons.

VNS/WNS Positioning. Precise knowledge of

the VNS/WNS position is crucial to the strike function,

since it provides the basis for guidance inputs and weapon

commands. Measurements from two AMSs having known

positions, combined with independent reporting of F-16 or

weapon altitude, allows very accurate determination of the

VNS/WNS position on a continuous basis.

SNS Positioning. Precise knowledge of the

SNS beacon positions underlies all PLSS operations, since

these beacons are the fixed reference points by which the
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AMS, VNS, and WNS positions are measured. Initially, some

SNSs are located on surveyed sites and new beacons may be

added or moved without a preliminary site survey.

Strike/Attack Function. The method PLSS uses to

control strikes depends on the desired attack profile. PLSS

allows direct attacks or standoff attacks against located

targets.

Direct Attack. Consider a strike/attack

aircraft delivering unguided ordinance to a target whose

coordinates are precisely known. The pilot must have

up-to-date knowledge of his position with respect to a

designated penetration corridor, while retaining the ability

to take evasive actions necessary for survival. Determining

the release point also requires knowledge of the strike

aircraft's position, altitude, speed and heading, as well as

stored information about weapon ballistics and continuous

updates of target position.

In PLSS, the DME link is used to send control inputs to

the VNS aboard the F-16. These inputs are computed by the

CPS, which stores and processes aircraft, target, and weapon

data in near-real-time for many strike aircraft

simultaneously. PLSS guidance thus allows the pilot to fly

the desired profile accurately to the target area. The CPS

also notifies the pilot when he is within range of his

target, so he can maneuver for weapon release. The CPS can

trigger weapon launch automatically, although the pilot

retains override option.
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Standoff Attack. PLSS also uses the DME link

to direct strikes made with standoff weapons. The CPS sends

weapon launch instructions via the AMlS relay. Once the

S strike aircraft has launched the standoff missile, it is

freed for other tasks; PLSS continues to guide the missile.

The CPS compares the weapon trajectory with the current

estimate of target location, computes midcourse or terminal

corrections, and transmits these data to the WNS, again by

way of the AMlS relay.

System Development. Information available from

Appendix B of the 1981 PLSS Chronology reveals the following

details of the PLSS history. Inl 1966, the Air Force

initiated a quick reaction capability project at ASD to

provide the feasibility of developing a system that could be

installed in aircraft using TOA techniques to locate pulsed

radars in near-real-time. in 1968, an experimental system

was demonstrated that successfully located emitters

(27:227).

In 1970, ASD carried out a defense-suppression study

and as a result of this study, Deputy Secretary of Defense

David Packard, in January 1971, approved sevexal programs in

the defense-suppression area. Among these programs was

Compass Counter, which included the first mention of the

Precision Emitter Location Strike System (PELSS) which was

to be the forerunner of PLSS (27:227).

In July 1971, the Defense Science Board's summer study

of defense suppression recommended developing a location and
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strike capability for penetrating aircraft, thus the Air

Force's Requirements Action Directive came into being. In

October, Mr. Packard directed the Army and Navy to work with

the Air Force in order to assure that TOA/DME progress would

have maximum usefulness for all the services. In December

1972, the Air Force directed ASD to begin development of

Compass Counter -- later PELSS.

In February 1972, development of the Advanced Location

Strike System (ALSS) was directed. It would also use

TOA/DME techniques and in March, Area Coordination Paper #4

was published. By May, Lockheed Missile and Space Company

of Sunnyvale, California and IBM of Oswego, New York,

formally completed competitive system definition study

contracts. By October, flight testing of ALSS had started

at Holloman AFB, New Mexico (27:227-228).

In January 1973, ASD initiated parallel risk-reduction

efforts for PELSS by sending requests for proposals to

Lockheed and IBM. Both companies responded with proposals

and by May, a PELSS Project Office was established in ASD.

It was tasked with responsibility for all TOA/DME

activities, including ALSS. By June 1973, both IBM and

Lockheed had been awarded nine month risk-reduction

contracts and by September, Tactical Air Command (TAC) had

completed its first phase of ALSS initial operational

testing and evaluation (IOT&E) (27:228).

In May 1974, TAC formally specified that the Precision

Location Strike System was a required operational capability
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and in July, the Air Staff directed that PELSS be changed to

PLSS. PELSS and ALSS would be included in PLSS. By

November, PLSS had successfully accomplished a joint

operational technical review and the DSARC I review but by

late 1974, funding for fiscal years 1975-1977 was reduced

(27:229).

In January 1975, the Air Force directed competitive

procurement for PLSS and ASD devised a two-phase contracting

approach for full-scale development. Phase I consisted of

design definition; cost, performance, and schedule

tradeoffs; and commonality and interoperability studies and

analyses. Phase I would help refine the RFP for Phase II

which would be Full-Scale Development. By June, funding was

coming under Congressional review, with indications that

funds would be cut; therefore DOD postponed release of the

RFP (27:230).

By the summer of 1975, the ALSS deployment in Europe

had ended and in August, the RFP for Phase I was released.

In December, the Air Force Scientific Board strongly

supported urgent development of TOA/DME technologies using

defense-suppression.

In March 1976, the PLSS Phase I contracts were awarded

to Boeing and Lockheed. During this time, in an effort to

increase SPO manning, AFSC concurrently directed a

management review of the PLSS program. The review concluded

that the SPO had been inadequately manned, that many

necessary management actions were not being accomplished
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resulting in management by crisis in an informal,

unstructured manner. SPO personnel worked considerable

overtime, including nights and weekends, to manage their

demanding responsibilities as the workload expanded.

Approval was granted to increase the manning from about 54

to 68 in an effort to properly manage the increased workload

that Full-Scale Development (FSD) would entail (27:230).

In July 1976, the Phase II RFP, which would be

Full-Scale Development, was released and by September,

proposals were received from both Phase I contractors

(27:230-231).

In June 1977, Lockheed was selected as the Phase II

contractor and a contract was awarded, initially limiting

Lockheed to specific pre-DSARC support tasks. In July, the

DSARC II review was conducted but approval was withheld

until additional information was provided. In September,

DOD directed Air Force to proceed with FSD (27:231).

The System Requirements Review was held in January 1978

and the System Design Review was completed in May 1978. By

December, funds requested by ASD were reduced by DOD in the

President's Proposed Budget. These funds were diverted to

higher priority defense programs (27:232).

In March 1979, a cap was put on FY79 expenditures to

shift some of the funds into FY80. In October, Congress

reduced FY80 funds for PLSS by $56.6M to $15M and this

amount, plus the $31.8M not spent in FY79, became the $46.8M

operating budget for FY80. By December, projected funding
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for FY81 was reduced to $14.85M and by the time Congress

reduced the FY80 PLSS program another $9.9M, it was clear

the program would need to be restructured and redefined.

Program officials concluded that the Senate Armed Services

Committee failed to support PLSS for two main reasons:

General Accounting Office criticisms of the program's

reduction in scope, and a lack of progress in developing a

standoff weapon (27:232).

Restructure alternatives were presented to the AFSARC

and OSD and the results called for a severe slowdown in the

PLSS development effort. Contractor manning was reduced

from 850 to 180 with only critical efforts to be worked. In

August 1979, the TR-1 was selected as the Airborne Relay

Vehicle (ARV) and the Preliminary Design Review was held in

October. Shortly afterward, in January 1980, the

restructured program was submitted to Congress by memorandum

(27:233).

The FY81 Amended President's Budget reduced PLSS

funding from $61.9M to $30.2M and in October 1980, the

program's level of efforts were reduced to a minimum under

the continuing resolution authority. Thus the FY81 PLSS

appropriation was $15M which became the basis for the

December 1980 BAR. Negotiations on the original

restructured PLSS contract agreed to in December 1980

assumed full funding in FY81. These negotiations formed a

basis for any further adjustments necessary to comply with
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approved FY81 funding following congressional resolution of

the Air Force's supplemental funding.

*The PLSS program did not receive full FY81 funding

until the Reagan Administration took office and submitted a

supplemental budget in June 1981. The Air Force placed

$48.OM in the FY81 Supplemental Budget request to restore

the program funding to $62.7M. Program officials moved

immediately to order material that had been deferred,

planned changes to improve survivabilty and effectiveness,

and to rebuild the contractor's work force. But the FY82

budget contained only limited procurement funding. These

funding delays caused the contract schedule to be extended

by 38 months and the cost to be renegotiated. This was

completed in February 1982 (27:234).

The F-16 was selected as the primary attack aircraft in

September 1981 and the Vehicle Navigation Subsystem (VNS)

development change order was issued in September 1982. The

FY83 Congressional Appropriations Committees again reduced

PLSS funding and issued direction to separate the strike

developments from the emitter location developments and to

transfer strike program direction from the PLSS program to

the Tactical Cryptological Program (TCP). The PLSS F-16 VNS

stop work was issued in February 1983. The long delayed

Critical Design Review occurred in March 1983 and by July,

past major program changes and funding cuts had combined to

further lengthen the PLSS FSD program from 78 to 92 months

(27:234).
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In FY84, the procurement of items for testing was

completed. Qualification and acceptance testing of FSD

hardware units continued and contractor system integration

testing and single aircraft flight tests were initiated.

* The first TR-I flight of the Airborne Mission Subsystem

(AMS) was in December 1983 and was declared highly

successful. Nine additional single aircraft test missions

were successfully flown. The government test team was

formed in January 1984 to monitor contractor integration

testing, scheduled to begin in late 1984, prior to the

AFSARC IIIA milestone, and to conduct the Combined

Development Test and Evaluation/Initial Operational Test and

Evaluation (DT&E/IOT&E) which was scheduled to begin in

mid-1985. Advanced procurement and long-lead buy of

Government Furnished Equipment (GFE) for production was

procured for the TR-1 line in late FY84. Due to late

subcontractor deliveries and software schedule slips, the

contractor integration testing and flight tests also slipped

and as a result the planned AFSARC IlIA milestone slipped

into FY85. Also, during this time, the F-16 VNS (strike

portion) studies continued after development was reinitiated

in the F-16 program, renamed the adaptive targeting data

link (ATDL) and was expanded to include other planned

systems. Funding would be included under the F-16 program

elements but program direction would be handled by the PLSS

SPO (34:4). Additionally, all development work on the WNS

was, by now, completely halted and would never resume.
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Current Program Status. Present budget constraints and

the delay of the F-16/PLSS interface are impacting the

schedule and conduct of testing. Combined contractor

integrated testing began in January 1985 and is expected to

be completed in April 1987. The testing was originally

envisioned to be a phased test approach which would have

included an integrated evaluation of the PLSS surveillance

capability (CPS, AMS, and SNS), followed by evaluation of an

F-16 attack capability (VNS), and then evaluation of an

extended-range, powered weapon attack capability (WNS), but

deletion of the strike programs changed the scope of the

testing objectives. The first successful Triad test was

.conducted on 29 July 1985 (5,10).

By the spring of 1986, DT&E/IOT&E had begun with the

TR-ls operating out of Beale AFB, the CPS at Sunnyvale AFS,

California, and the SNS located around the Bay Area of San

Francisco. Missions were being flown against "simulated

enemy emitters located at China Lake, California. During

the summer of 1986, establishment of a combined baseline was

planned and in the fall, the tests are planned to move to

Nellis AFB, Nevada for missions using organic Nellis

emitters (5).

The AFSARC IIIA was most recently scheduled for April

1986 but the preliminary program review through the Air

Force Council, which precedes the formal AFSARC, caused the

AFSARC to be delayed until testing is completed. This

AFSARC would have given the limited Production Go-Ahead, but
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as a result of the cancelled meeting, all increased

production money for the first lot buy was unfunded ($150M).

Once testing is completed in April 1987, a decision will be

made on whether the system will be considered a prototype

demonstration and subsequently mothballed or perhaps a

limited demonstration or operational capability will be

established in Europe. This program review is currently

scheduled for April 1987 (5,10).

Air Force's Position. Air Force Chief of Staff General

Charles Gabriel says the Air Force isn't rushing into

production of Lockheed's PLSS:

"because money is tight, there are other ways to
find hostile air defense emitters, development has
taken too long, and there is no weapon to use
against PLSS targets."

Gabriel told the House Appropriations Defense

Subcommittee in Executive Session on 27 February 1986, the

transcript of which was recently released and published in

the 29 May 1986 issue of Aerospace Weekly, that "the funding

environment was a big reason for not wanting to proceed."

And, he said, "We have other ways to do these jobs."

The Grumman-Norden Joint Surveillance Target Attack Radar

System (Joint STARS):

"will give us what we hope will be an AWACS
perspective of the ground situation...We have the
detection capability that will locate the
emitters, but not to the precise location that you
can target like the PLSS will. We have ways to
send in vehicles to do that kind of Job. I am
talking about on-board sensors, as well."
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Also, said Gabriel, "I have been frustrated by PLSS"

because of its pace of development. Fifteen years ago, he

said, the Air Force started a program to find emitters

associated with surface-to-air missiles in North Vietnam and

Laos. But it still doesn't have an operational system of

the type envisioned then. "PLSS development has been

painfully slow," Gabriel said.

The General acknowledged that he has "seen that PLSS

could work in terms of guiding F-16s to the target." In

discussing tests of the system, in which three Lockheed

TR-ls fly cooperative orbits to locate emitters, he said:

"PLSS should do that very well, put the F-16s in
for a direct attack. But we haven't been able to
develop a guided weapon that could be thrown in.
We have, in my mind, not enough experience with
three aircraft working at one time to give you
precise locations so that you can target and
strike. I am patient, but frustrated. I think it
has come slower than it should for half a billion
dollars..."

General Gabriel went on to say that he (11:259):

"would rather walk away from the program than pour
a lot of money down the hole if they can't tell me
we have a cost effective system to do the Job for
us. We have to take a lot of things like this,
programs we wouldn't want to cut, but in this
funding environment, you have to consider doing
things you don't want to do. It is not coming
along as fast as I thought it would, and they have
to prove to us that it should stay alive."

In March, shortly after Gabriel's testimony, the Air

Force cancelled the PLSS production program. It decided,

however, "to complete testing of full-scale development

assets to demonstrate operational utility of the PLSS

technique for future Air Force applications," an AF

47



spokesman said that week. When asked if PLSS could

eventually go Into production, the spokesman replied, "No

one has ever said that isn't the case. But today, it's

cancelled" (11:260).

The DOD has long been managing weapon system

acquisitions, such as PLSS, with numerous networking

applications. Most often these networks have been created

by private contractors who charge considerable fees for

their services. Fortunately, many of these networks have

been credited with assisting the development of these

complex systems in the minimum of time and cost. But cost

growths, technology problems and political support continue

to take their toll on each unique program. Additionally,

program managers' commitment and utilization of these

networking applications are only as effective as their

understanding of the networking and the perceived benefits

being derived from their allocation of human resources

required to keep the networks updated. Thus, any networking

system, such as CSNAS, that offers the versatility of using

free, supportable software on existing office hardware,

offers the opportunity to standardize DOD networking

applications throughout the entire acquisition community.

This concludes the introduction to networking, the

CSNAS system, the weapon system acquisition process, and the

PLSS program that is necessary to provide the reader a

better understanding of the scope and objective of this

thesis effort.
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Scope

The purpose of this research effort is to examine the

* effectiveness of a new government managed networking model

(CSNAS) as an effective managerial tool for an acquisition

program manager. While this study Is not concerned with

CSNAS networking analysis as a general subject, Its

potential advantages and effectiveness as a harbinger to

management of impending problems In the weapon system

acquisition process will be assessed.

In view of severe time and travel restrictions, it was

further decided to limit the choice of possible programs to

those which are managed by a System Program Office (SPO)

* physically located at Wright-Patterson AFB, Ohio. It was

also considered desirable to examine a program which had an

extensive history of program turbulence, for various

external and internal reasons, yet had progressed through

most of the phases and milestones of a typical weapon system

acquisition process. Selection of a smooth and successful

program would provide less opportunity to simulate

alternative management decisions In an effort to validate

the network model's capabilities.

The SPO which best met these qualifications was the

Precision Location Strike System S20, and It was therefore

selected. To further limit the size and complexity of the

resultant study, the researcher decided to limit the

networks to reflect only the "Big 21" events or activities

which are considered the "classic master acquisition model
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network" in the CSNAS system. These higher level events/

activities are: (1) Program Authorized, (2) New Start

Approved, (3) Program Strategy Established, (4) Request For

Proposal Released, (5) Develop Contractor's Proposals,

(6) Source Selection, (7) Contract Awarded, (8) Full-Scale

Development, (9) Contractor's Preliminary Design Review,

(10) Critical Design Review, (11) Contractor's Fabrication

and Assembly, (12) Prototype Hardware Delivered, (13) Test

Program, (14) Program Decision, (15) Production Start-Up,

(16) 1st Hardware Delivered (17) Initial Operational

Capability (IOC), (18) Maximum Production Rate Achieved,

(19) Fully Operational Capability (20) Program Management

Responsibility Transfer (PMRT), and (21) Deployment

Complete.

Objective

The objective of this research effort is to examine the

value of a specific networking application when applied to

the acquisition of a specific weapon system. Therefore, the

study will seek to answer the research question: "Would it

have been useful for the Precision Location Strike System

(PLSS) System Program Office (SPO) to have used the Computer

Supported Network Analysis System (CSNAS) to help manage the

projected acquisition schedule of the program?"
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Research Questions

Four research questions have been formulated for this

investigative effort.

1. How effective is CSNAS at isolating the critical

path -- the least flexible activities necessary for program

success?

2. Could CSNAS have identified and highlighted PLSS's

historically documented schedule changes a priori?

3. How responsive Is CSNAS to changing networks and

schedules?

4. Could the use of CSNAS have Improved the overall

PLSS program management process?
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II. Research Methodology

Networking and Acquisition

The Computer Supported Network Analysis System (CSNAS)

has been developed by AFALC for use as a program/project

Amanagement system. It uses a form of Program Evaluation

Review Technique (PERT) and Critical Path Method (CPM) to

aid managers in planning, scheduling, tracking and

controlling their projects. To date, no empirical data

exists to validate CSNAS's effectiveness as an important

acquisition manager's tool.

- Design of Study

The Precision Location Strike System (PLSS) is an ASD

program which has been in full-scale development since 1976

but has only recently been scheduled for combined

development and initial operational test and evaluation. As

such, the PLSS program offers a unique opportunity to test

the value of CSNAS as an effective acquisition manager's

tool because it has an almost 10-year track record of

acquisition activities, major milestones and documented

managerial decisions. By networking PLSS's project

management history, a case study will evolve which can

provide a unique opportunity to evaluate the effectiveness,

appropriateness and accuracy of using CSNAS computer

networking to assist the acquisition manager. Specific

annual snapshots (i.e., each October 1st) will be
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represented by appropriate CSNAS networking to recreate or

simulate important decision milestones. Thus, CSNAS

projections of the program's important or critical

activities will be compared with the actual activities to

which management gave their attention. This will provide

empirical evidence to help the researcher determine the

effectiveness of using CSNAS in the weapon system

acquisition process as it specifically relates to PLSS.

Universe Defined

The universe consists of all DOD-sponsored weapons

systems acquisition programs.

Population Defined

The population for this research study consists of all

Air Force-sponsored acquisition programs wherein the work to

be accomplished is divided for management control purposes

into projects, work packages and/or activities which could

be planned, scheduled, controlled or tracked by a networking

model.

Sample Defined

The sample for this research effort consists of the

application of the Computer Supported Network Analysis

System (CSNAS) to the Precision Location Strike System

(PLSS) weapon system acquisition process as supervised by

the Aeronautical System Division (ASD) of the Air Force

Systems Command located at Wright-Patterson AFB, Ohio.

53



Data Identification

The data used in this research effort were selected

based upon the researcher's judgment as to its usefulness

and effectiveness in assessing and demonstrating the value

of CSNAS networking to the PLSS acquisition process. As

such, it should not be viewed as comprehensive, nor should

its selection be considered random or haphazard.

In any weapon system acquisition process, activities

occur continuously and at various horizontal and vertical

levels of management. While the program manager must and

does keep track of all important developments on a real-time

basis, any networks the SPO uses must also be capable of

5%. near-real-time response to be deemed truly valuable. This* *>

requires the capability to continually, and easily, update

vthe network. So with this in mind, the researcher decided

to pursue a policy of annual snapshots based upon the PLSS

program's status at the beginning of each fiscal year. As a

result, only the SPO's higher level acquisition activities

and events will be examined and only those pertinent

decisions and actions related to these quantifiable events

will be networked and examined.

Data Collection

The foremost step is to master a working knowledge of

CSNAS. This was accomplished by attending the two-day class

offered monthly by AFALC/LSL. Next, a thorough review of

the SPO's yearly documentations permitted an alignment of
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the appropriate data into annual snapshots which

represented each "particular year" in the CSNAS networks.

Each year was unique, could "stand alone", and reflected all

appropriate major events which had preceded. Additionally,

all scheduled events and any other changes to the programs

were reflected in the appropriate networking paths. During

this process the program manager and current PLSS staff were

able to provide some pragmatic insight and confirmation of

the schedules developed during the networking of the yearly

projected schedules.

The major events or activities associated with the PLSS

acquisition process and chosen for CSNAS networking are: (1)

Program Authorized, (2) New Start Approved, (3) Program

Strategy Established, (4) Request For Proposal Released,

(5) Develop Contractor's Proposals, (6) Source Selection,

(7) Contract Awarded, (8) Full-Scale Development,

(9) Contractor's Preliminary Design Review, (10) Critical

Design Review, (11) Contractor's Fabrication and Assembly,

(12) Prototype Hardware Delivered, (13) Test Program,

(14) Program Decision, (15) Production Start-Up, (16) First

Hardware Delivered (17) Initial Operational Capability

(IOC), (18) Maximum Production Rate Achieved, (19) Fully

Operational Capability (20) Program Management

Responsibility Transfer (PMRT), and (21) Deployment

Complete. Additionally, several other major events are

included in each yearly network to present a realistic
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evolution and status of the PLSS program up to that point

* in time.

Definition of Variables

In considering the network approach, two points require

emphasis. First, to achieve an understanding of the network

approach in a short period of time, it must be examined

piece by piece. Secondly, networking has a strong appeal in

logic and one can easily become so involved with the

technique that it becomes the end rather than the means to

improved manaqement (8:5).

While the concern of this research effort is to examine

the management implications of networking to a specific

program management environment, PLSS, this cannot be done

effectively until the reader obtains a knowledge of the

"mechanics" of the approach. The network approach revolves

around five key aspects: the network, resources allocation,

time and cost consideration, network paths, and the critical

path (8:5).

Network. The network is the foundation of the

PERT/CPM approach. It is essentially an advanced concept of

a flow chart, or diagram of the steps necessary to

accomplish a given objective or task. It is a logistic plan

for work coordination to achieve a defined goal. According

to Booz as reported by the Department of the Army, a network

has three basic components: events, activitf-ies, and

relationships (8:5).
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Event. An event, or milestone, is a

clearly identifiable point in time which marks the beginning

or completion of a specific task in the project. The event

may be either a decision point or a physical accomplishment

point (8:5-6).

Activity. An activity is the work required

between events, which must be accomplished before the

following event can occur. Activities will not usually

start until the preceding event has been completed. They

also usually reflect a change in responsibility. An

activity has a definite beginning and an end, and consumes

both time and resources (8:6).

Relationship. In combination, events and

activities in a network serve the purpose of depicting

relationships between the basic tasks involved in the

proqram. All key relationships must be depicted in the

network to enable it to picture the entire project or

proqram as a network of events, representing specific points

in time when something must be started or accomplished,

connected by activities representing the work to be

accomplished between events, and showing the

interrelationships and interdependencies between events and

activities (8:6).

Resource Allocation. Since each activity involves

work to be done, it follows that each activity must have the

capability to track an allocation of resources. Thus,
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behind each activity in the network, and tailored to the

work in that activity, is a requirement for manpower,

material, equipment and facilities which the network may

identify and monitor in some preordained manner. This is an

important point, because the resources are the governing

factors behind the elapsed time and cost of doing the work

in each activity (8:6). The reader is reminded, that while

resources are Important, neither PERT nor CPM directly take

resource allocation into consideration. Rather, the

networks simply give the manager an indication of the

success of the endeavor and management must make subjective

decisions on resource reallocation.

Time and Costs. The eXpenditures of time and

costs, often synonymous, are a primary management

ccnsideration. They are the distinguishing elements of

success or failure in an effective control system. To meet

these management requirements, network time and cost

estimates may be attached to each activity.- An accrual of

the costs of all activities will provide the total project

cost (8:6-7).

Network Paths. The concept of network paths is a

key fundamental in the PERT/CPM approach. Network paths lay

the basis for management action to improve project or

program performance. A path may be defined as a chain of

sequential events and activities required to move from the

startinq point of the project to its completion. There are
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a number of paths in a network and work may be carried

out, as required, along each path -- separately or

concurrently (8:7-8).

Critical Path. A path is defined as a sequence of

connected activities in the project. Therefore, the longest

elapsed time path through the network that ultimately

governs the length of the entire project is called the

critical path. If management wishes to assure completion on

schedule, this longest path must be the center of focus for

actions that are to be taken (8:8).

Operational Definitions

Generic Networking Terms. The following general

definitions will be used throughout this research effort to

apply the fundamentals of CSNAS to the PLSS acquisition

* program.

Program. A program is a complex, one-time effort

to achieve a definite objective which is definable in terms

of a single, specific end result (17:13). For the purposes

of this research effort, the term "program" is further

restricted to an ASD-sponsored effort designed to acquire a

military weapon system called Precision Location Strike

System (PLSS). The PLSS program may be subdivided intoP several major projects.

Project. For the purposes of this research

effort, a project is a major subsystem or component of a

program which is developed by relatively autonomous
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organizations. In terms of the PLSS program, a project

can be conveniently conceptualized as that portion of the

program for which ASO has awarded an independent contract.

The project has a definite beginning and obligational

completion date (20:37).

Network Analysis. Network analysis is an advanced

technique used in planning and controlling complex projects

and proqrams. A model (network) of the program is developed

that depicts each task to be accomplished, each constraint

that must be met, and the interrelationships that exist

among the tasks (15:2). This developed network (CSNAS) is

then used by the manager to dedicate and then to reallocate

resources among activities, as necessary, to control and

analyze the project's or program's progress.

* Slack Paths. Slack paths are paths in the network

which are shorter in expected duration than the critical

path (i.e., one day shorter in length means one day of slack

or surplus). These are the paths where there may be extra

time for the project and where management may be able to

borrow resources for application against the critical path

(8:8). It is important to remember that the amount of time

that can be borrowed is usually limited, and in fact may be

nothing, if the activities need different resources or the

resources are constrained.
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Slack Time. The amount of time the task can be

delayed without affecting the project's completion date,

providing no other tasks on this path use any of that slack.

CSNAS Networking Terms. A CSNAS network diagram can

identify the logical sequence, critical path, slack and

recovery ratio of each task and milestone associated with

the goal of the network. Each network task will normally be

represented in a diagram box, with each box containing the

following information:

Task Identification Number. The numeric

identifier of each event represented in the network.

Project Start Date. A project start date may be

defined as either the future date on which work is scheduled

(S) to begin or the actual (A) past date when it did

commence.

Project End Date. A project end date may be

defined as either the future date on which work is scheduled

(S) to end or the actual (A) past date when it did end.

Forward Pass. The CSNAS computation of the

earliest possible start dates and earliest possible finish

dates while taking into consideration the cumulative

durations of the appropriate tasks and their scheduled

dates.

Early Start Date. The earliest possible date that

the task may be started according to the network's forward

pass computation (7:18).
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Early Finish Date. The earliest possible date

that the task may be finished according to the network's

forward pass computations (7:18).

Reverse Pass. The CSNAS computation of the latest

possible start dates and latest possible finish dates while

taking into consideration the cumulative durations of the

appropriate tasks and their scheduled dates.

Late Start Date. The latest possible date that a

task may be started according to the network's reverse pass

computation (7:18).

Late Finish Date. The latest possible date that

'V. the task may be finished according to the network's reverse

pass computations (7:18).

Task Duration. The amount of time (in weeks and

days) required to complete a particular task (7:18).

Task Description. A general description of the

task or Job which must be completed (7:18).

Slack Time. The amount of time, in weeks and

days, that the task can be delayed without affecting the

project completion date providing no other tasks on that

path use any of that slack (7:18).

Recovery Ratio. Slack time divided by task time.

The smaller the Recovery Ratio, the more critical the task

(7:18).
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Office of Primary Responsibility (OPR). The

office or agency who is responsible for completing or

controlling the particu'ar Job.

Methodology

Introduction. PERT/CPM methods, of which CSNAS is one,

perform two distinct functions: (1) network the series of

activities/milestones in a logical fashion such that

precedence constraints are not violated, and (2) develop a

schedule of these activities to identify the earliest start

and finish times-and latest start and finish times for each

activity, given that the project must be completed in its

critical path time. To accomplish this the following input

data must be provided: (1) activities/events,

(2) precedence relationships, and (3) durations. PERT/CPM

methods use the first two inputs to develop a network. Once

the network has been developed, they use input durations

(or scheduled completion dates) and the network to

determine: (1) earliest start and finish times,

(2) critical path time, (3) critical path(s), (4) activities

on the critical path(s), (5) latest start and finish times

to meet the critical path time, and (6) slack times.

Two sets of input data are provided for this research

effort. Based on each set of input data, CSNAS is used to

network and develop schedules for the major elements of the

PLSS weapon system acquisition process from 1977 to 1986. A

series of ten yearly CSNAS networks and schedules of the
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P PLSS projected schedule are developed for each data set.

Networks and schedules are developed as of the first day of

each fiscal year. It begins with 1 October 1977 because

this was immediately following the award of Full-Scale

Development In September 1977 and ends effective 1 July

1986, the completion date of this research. As can be

expected, program documents are not routinely updated at the

beginning of the fiscal year; therefore, dates taken from

the first available document, which followed the beginning

of October, become the basis of the input data.

Data Set I. This data set consists of the "then-

current" input data available to the program manager. The

activities/events chosen to be depicted in the first phase

of the research are the "Big 21"1 (plus 27 others as they are

eventually scheduled and another 9 which were unanticipated

but had a significant impact on the PLSS program). The

precedence relationships assiqned to these activities are

those required for a classical weapon system acquisition

(i.e., DSARC I occurs prior to DSARC II, etc.).

For data set I, the durations are assumed to be zero or

an acceptable maximum duration as determined by CSNAS.

(CSNAS has the capability to develop durations based on

scheduled completion dates. When durations are unknown,

zero time is input for that particular task and CSNAS will

automatically compute how much t1ime it has available based

on predecessor and successor dates).
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Data Set I Assumptions. As in any networking

application, the development of a CSNAS network requires

estimated durations of the tasks being networked. Early in

PLSS, as in any long acquisition program, all dates are not

formalized or projected and some durations are uncertain.

Some events unfold in later snapshot years which are not

addressed earlier in the program.

To accomplish this, research on data set I required

that four basic assumptions be followed. These relate

directly to the three things required for input data.

(1) Twenty-six additional activities/events,

logically categorized under one of the "Big 21" headings,

are connected into the summary network in a logical manner

as they occur.

(2) The basic sequential flow of the "Big 21"1 is

maintained through proper precedence relationships.

(3) Non-constraining durations are used for

activities/events not specifically addressed in the

documentation of earlier years but which are one of the "Big

21".

(4) Durations of events (e.g. DSARC II) are

listed as less than one month due to the uncertainty of

which day in the scheduled month they will occur.
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Data Set II. To more fully assess CSNAS's capability

to identify and flag schedule problems, an additional data

set is used. This second data set is a modification of the

first ten-year PLSS program and includes mandated durations

for each activity/milestone. The durations are arrived at

through a forward look at the program's history and they

represent a realistic and reasonable time required to

complete the activity/milestone. Each yearly snapshot

consists of the same 57 major activities/milestones used in

the first phase. Included are the "Big 21"1 of the WSA

process and some 36 other important events which reflect the

actual WSA process experienced -- either expected or

unexpected. Specified durations which are reasonable and

appropriate are then determined for all of these tasks and

the data is input. These revised input data are then used

by CSNAS in developing networks and schedules. Thus, a

"template" of activities/milestones with specified durations

is created for each year which provides CSNAS with the total

estimated time necessary to complete the program. As the

program chanqed through the years, the CSNAS networks were

updated and expanded or contracted as appropriate to reflect

the new projected schedule.

Data Set II Assumptions. As in the original networking

application, the development of expanded CSNAS networks

requires estimated durations of the tasks being networked.

66



To accomplish this expanded objective, the four

previous assumptions were followed, with Rule #3 being

expanded as follows: Activities/milestones not specifically

scheduled in earlier years but which were considered

important milestones, would be included in all the yearly

networks. This made the ten yearly networks consistent.

Additionally, a review of the program history in 1985

permits reasonable and consistent durations to be assigned

to all the activities/milestones. This forces CSNAS to

consider them when networks and schedules are created and

evaluated.

Evaluation Procedure

CSNAS should, as a minimum, perform the following:

(1) develop a network and schedule based on the input data

elements which include the activity/event, precedence

relationships and durations, (2) create a technologically

correct visual depiction of the network (left to right),

(3) properly compute and display the critical path(s) of the

network, (4) compute and display the appropriate slacks

associated with each task, (5) permit listing of input data

with computed earliest and latest start and completion

dates, and (6) provide a listing of network discrepancies

that should be detected.

Additionally desired capabilities would include:

(1) permit numbering of all elements in the network with a

unique number so that each activity in the network can be
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identified by its predecessor and successor, (2) accept

comprehensive descriptions of the task, (3) allow for

inputting an OPR for each task, (4) accept completion dates

for start and stop dates of tasks, (5) permit entry of

scheduled start and completion dates for each task,

(6) capabilit''y to update existing network, (7) ability to

4 modify an existing data base if the number of activities!

milestones change, (8) ability to produce both printer and

plotter products, and (9) availability of technical system

support.

The analysis of CSNAS begins with the actual inputting

of the data set into the computer. Potential data includes

the task number, task description, OPR, scheduled or

completion dates, duration and precedence relationships.

Errors will be interjected to study error handling.

An actual run of the network created will be visually

examined for proper sequence of flow. The network should

run from the left to right. Input information must be

displayed correctly and correspond exactly to the input

data. Then a visual examination of the plotter network,

* printer network, and data base listing will be conducted to

determine if they properly display the input data. The

visual review will also center on the computed critical path

and how it is hiqhliqhted. Next will come a visual review

of the computed slacks and earliest and latest start and

finish dates.
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The next step will be a desk-top review of the

network's computed times. A desk-top review will determine

if the durations are properly and logically cumulative and

if the slacks computed for each task are appropriate.

Following this will be visual examination of the output

listing which highlights the discrepancies detected by

CSNAS. The highlighted data should represent each error

that has been detected. The clarity of the output listing

will then be evaluated on how easy it is to isolate the true

discrepancy. An error will be interjected into the schedule

to determine the effect. Finally, the PLSS projected

schedule will be compared to the CSNAS computed schedule to

insure consistency. The durations for all the activities!

milestones are extracted and the network is physically

traced to cumulatively add (for forward) or subtract (for

reverse) each of the durations. Mental computations are

handled like CSNAS's algorithm does -- a five day work week

is used with all holidays excluded). The appropriate dates

are then determined in both a forward look and reverse look

manner. Because of basic assumption #4, a date computed by

CSNAS which falls within one month of the PLSS projected

schedule date will be considered acceptable and any CSNAS

hiqhliqhtinq is discounted.

Next, the capabilities to update, expand, and contract

the existing network will be evaluated by actual input data
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changes. The quality of the plotter and printer networks

and how the critical path differs visually on each is

assessed.

CSNAS Output Products

This research effort uses three primary output products

available from CSNAS. The first is the network data base

information listing. The second is the networking diagram

and the third is the discrepancies listing which is

generated during a CSNAS computer run.

Network Data Base. The data base listing is formatted

to provide the network user with a consolidated, yet

easy-to-read, listing of all the important information that

" is entered in the network data base. The listing for any

particular snapshot year contains all events and activities,

both internal and external, that have occurred or that are

planned to occur. Also included are input durations which

were extracted and/or estimated from the projected

schedules. The information includes the date of the report,

the network's name, the network's start date, task

identification, time, description, WBS/OPR, and grouping.

Additionally, some other items are computed by CSNAS and

listed in the output. They include the percent complete,

start date and complete date.

Network Diagram. The CSNAS network diagram identifies

the logical sequence (left to right), critical path, and

slack and recovery ratio of each task and milestone
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associated with the qoal of the network. Each network

task and milestone is represented in a printout box which is

formatted under the following criteria:

EARLY START EARLY FINISH

• TASK ID# TASK TIME WK/DY

• TASK DESCRIPTION (1st 12 characters).

* TASK DESCRIPTION (2nd 12 characters).

OPR/WBS (12 characters)

• SLACK TIME WK/DY RECOVERY RATIO
... ••........•...••...............

LATE START LATE FINISH

Figure 1. Network Format

Each network task and milestone is connected in logical

order from start to finish and boxes and connections that

are printed with asterisks (*) are the network critical

path(s) and have 0 or negative slack.

CSNAS Run Error Listing. Each time the network and

schedule is developed and evaluated by CSNAS, an error

listinq is provided which lists all the discrepancies noted

in the network and schedule. For the PLSS networks, each

yearly network was expected to have, as a minimum, the

followinq:

TASK # 1 HAS NO PREDECESSORS

TASK # 531 HAS NO SUCCESSORS
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These events are Network Start - Task # 1 and Network

Stop - Task # 531 respectively. They are the two ends of

the PLSS networking universe and as such cannot be

connected. To do so would create a continuous loop of the

network.

Next, would come the appropriate discrepancies as

detected by CSNAS during the reverse pass. The output would

be: "SCHEDULED COMPLETION FOR TASK # CHANGED FROM

YYMMDD TO YYMMDD DUE TO TASK # ". This corresponds to the

reverse pass run and indicates that CSNAS has determined

that the event or activity listed should have been completed

prior to the scheduled date. This information provides the

primary information for analysis.

Summary

This chapter has presented the design of the research

effort; defined the universe, population, and sample;

identified the methods of data identification and data

collection, and defined the variables and operational

definitions for both networking, in general, and CSNAS

specifically. Additionally, the methodology and the

evaluation procedure usinq two data sets to create ten

yearly networks of the PLSS program has beel explained.

*The next chapter will present the specific findings and

discussions documented during the creation, execution, and

analysis of the yearly PLSS networks and schedules.
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III. Findings and Discussion

Introduction

This chapter contains an analysis of the research

results obtained when the Computer Supported Network

Analysis System (CSNAS) was evaluated as a managerial tool

whose use might improve the overall weapon system

acquisition process. Recall that the evaluation uses two

data sets obtained from the PLSS projected schedules, over a

ten year period, to evaluate different aspects of the

investigative questions included in the methodology.

Data set I consists of PLSS projected schedule dates

(see Appendix A) which are input into CSNAS to create ten

yearly CSNAS networks and schedules of the PLSS program.

The process of inputting the information and the resulting

outputs provide the information which are analyzed in this

phase. The output data for each year, in the form of data

base listings, CSNAS run error listings, and selected

printer networks (1977 and 1985), all using data set I, are

provided at Appendix B.

Once the experiment using data set I was completed, the

methodology called for the creation of a template which is

superimposed on the ten yearly networks. The template is

primarily data set I with specific durations added to all

the major activities/milestones networked. The result is
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another series of ten yearly networks which provide

additional information for analysis. The output data for

each year, in the form of data base listings, CSNAS run

error listings, and selected printer and network plots (1985

and 1986), all using data set II, are provided at Appendix

C. A general evaluation of CSNAS as a PERT/CPM tool is

provided before the detailed analyses of the CSNAS products

with regard to PLSS is undertaken.

These data are analyzed and synopsized below. The

format used for discussion is the presentation of the yearly

analysis of schedules using data set I, then using data set

II. Following the presentation of these analysis is a

discussion of the results, addressing each of the research

questions.

Evaluation of CSNAS as a PERT/CPM Tool

The analysis of CSNAS began with the actual inputting

of data set I into a desk top Zenith 100. Three versions of

CSNAS, designated ZNETI, ZNET2, and ZNET3, are available for

different memory sizes. This particular machine used ZNET1

which requires only one floppy disk.

Input data is entered by selecting a menu for tasks.

This gives the user a single line entry where task number,

duration (in weeks and days), description, OPR, and any

actual or scheduled start or stop days can be input. The

task sequence used in this research began with #1 and

incremented by 10. CSNAS accepted all data with no
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problems. A check of the error checking capability

indicated that should the user begin the entry with a space

rather than a numeric task number, CSNAS will not accept the

input data. Instead it will return to the accept mode,

awaiting further inputs.

Once all the activity/event data was entered, the

connections were entered in pairs -- predecessor and

successor. A data base listing was then requested to verify

the correct entry and alignment of the data within the CSNAS

data base. Each element was correct and aligned in a

logical, usable form. The program was executed next and the

visual error listinq was examined on the computer screen.

CSNAS displayed the number of tasks and connections. An

option allows a printer copy of everything displayed on the

screen. CSNAS displays any highlighted discrepancies and a

network formatted for a printer output is displayed on the

screen with an option to print.

CSNAS has the flexibility to allow the user to take a

time slice of the network. It displays the network start

and stop days and any period between is available for

c' tput; either plotter or printer. Initially, the printer

output was chosen since it provides the quickest method for

troubleshooting the CSNAS networks when errors were

injected. CSNAS correctly identified the two tasks which

make up the network start and stop. These are always open

and should appear as discrepancies. Next, a looped
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precedence connection was input and an attempt was made to

run the program. CSNAS correctly identified the loop,

visually displayed all the connections in pairs and awaited

further instructions. Next a connection was severed and an

attempt was made to run the program. CSNAS again detected

the incomplete network and would not run the network. All

data was returned to normal and the program executed. Next

a complete milestone was deleted using a special caption

available. CSNAS automatically reconnects the network when

the option deletes an event. Following the execution of the

network, the program listing was examined. CSNAS provides

three columns of data related to percent complete, user

start, and user complete dates. Each date is coded with an

"A" for actual or "S" for scheduled date. A printed network

was also examined to determine if the critical path was

isolated. Each network activity/milestone was connected in

loqical order from start (left) to complete (right) and

boxes and connections were printed with asterisks to

Iindicate the critical path. These had 0 or negative slack

and no slack was printed.

The network diagram contained information formatted as

defined in the methodology. Information that was optional

(i.e. OPR, task description) was printed if entered. Early

start and complete times and late start and :omplete times

V were printed for every activity/milestone. The CSNAS error

listing was used to isolate any network problems detected by

CSNAS. This is where the user must use subjective judgment
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if problems are detected in network creations. CSNAS lists

the calculated date in the diagram with an "E" if its

scheduled date is not possible. A quick scan of the

networks turns up the activities/milestones in question.

Everything appeared proper. Now a desk-top examination of

the networks took place. Manual computations and

comparisons prove that the dates developed by the CSNAS

networks are correct.

Evaluation of the network data was followed by an

examination of the network plot. The menu is used to select

the plotter rather than the printer and a time slice is

selected. CSNAS creates a separate output file for each

page of the plot and each page can be plotted using another

program separate from ZNETl. This was done and the network

plots were examined along the same criteria as specified for

the printer. One major difference was detected. The

network plot uses different colors to specify: (1) past

events (2) scheduled events and (3) the critical path.

Although this makes it extremely easy to read, its use is

limited because only the original is colored; any

photocopies are in black and white. CSNAS also has the

capability to mark the activity/milestone corners with

separate designs to help identify flows when plots are to be

reproduced.

The capability to update CSNAS was examined next.

Updating requires a menu selectA.on of the appropriate
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element that requires updating. Verification of updating

followed the visual and desk-top manner addressed above.

The ability to expand and contract the networks was also

explored. Expansion required, as in original data entry,

that all the elements of the task be entered on one line.

Once proper connections were made, the CSNAS networks were

examined visually and confirmed through desk-top

computations. Contraction of the network was simpler. It

required only deletion of the activity/milestone and all

connections were severed and reconnected appropriately.

Visual and desk-top confirmation took place. The expansion

Sprocess was generally followed to create the year's network

from 1977-1985. Each new projected schedule was input into

CSNAS and it correctly created network and schedules based

on input data set I. The network for 1986 required some

contractions and modifications but the result was consistent

with the earlier years.

For data set II, the process was generally one of

taking the appropriate year from data set I and entering the

template durations for the appropriate activities/

milestones. These yearly networks were then visually

checked for format consistency and a desktop evaluation was

performed. Each wazi consistently correct. Having

satisfactorily proven that it could perform basic PERT/CPM

procedures, an evaluation of CSNAS using the PLSS

acauisition process as a model, was conducted. This portion
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of the evaluation confirmed that CSNAS is a useful,

convenient-to-use, networking tool.

Analysis of CSNAS Using PLSS Data

The ten data set I networks, created by CSNAS using

scheduled dates, were all evaluated by CSNAS and only minor

discrepancies were highlighted. Each highlighted

discrepancy required a completion date which was within a

month of the projected schedule date. Due to the

methodoloqy employed in setting durations for events, these

discrepancies are noted but are not considered significant

and they are discounted.

The highlighted discrepancies for 1977, 1980 and 1986

are presented below to exemplify the type of discrepancies

noted. Comments on each year's activities are provided in a

section for each year to document the dynamic nature of the

proqram.

Yearly Analysis of Schedules.

1977 Analysis.

1977 CSNAS Reverse Pass. The CSNAS network

was compared with the 1977 PLSS projected schedule and the

reverse pass revealed the followinq infcrmation about the

latest completion dates.

a. Task #491 - Fully Operational

Capability (FOC), which was scheduled for completion on 30

September 1986, needed to be completed by l" September 1986.
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b. Task #361 - End Testing Program was

scheduled to be completed in late February 1982 but would

need to be completed by 8 January 1982.

1977 Comments. This is the startinq network

Year.

1978 Comments. CSNAS incorporated the

*completion of the System Requirements Review in January 1978

and the System Design Review in May 1978.

1979 Comments. CSNAS incorporated the

unexpected cutting of ASD's PLSS program funds in December

1978, the unexpected capping and shifting of program funds

in March 1979, the selection of the TR-I as the ARV in

August 1979, and the cancellation of the DSARC IIB.

Additionally, the Preliminary Design Review, which was

scheduled for November 1978, was rescheduled for October

1979. Finally, the System Critical Design Review was

rescheduled from September to December 1979.

1980 Analysis.

1980 CSNAS Reverse Pass. The CSNAS network

was compared with the 1980 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates.

a. Task #491 - FOC, scheduled for

completion by 30 September 1986, reflects a needed

completion date of 9 September 1988.
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b. Task #481 - IOC, now scheduled for

completion by the end of September 1986, needed to be

completed by 26 September 1986.

c. Task #321 - Start DT&E/IOT&E, now

scheduled for completion in late March 1983, needed to be

completed by 1 March 1983.

1980 Comments. CSNAS incorporated the

completion of the Preliminary Design Review in October 1979

and the subsequent restructuring of the program in January

1980. The restructuring rescheduled the System Critical

Design Review from December 1979 to December 1981, moved the

DT&E/IOT&E start from February 1981 to March 1983,

rescheduled testinq completion from February 1982 to

February 1984, caused a DSARC delay from January 1982 to May

1984, and an IOC delay from June 1984 to September 1986.

1981 Comments. CSNAS incorporated the

withdrawal of Major System Designation in June 1981 and the

replacement of the F-4 with the F-16 in September 1981. The

major system DSARC, scheduled for May 1984, was cancelled

and an AFSARC IIIA, Limited Production Decision, was

scheduled for October 1984. To facilitate production,

lonq-lead money was scheduled to be released in September

1983 and full system integration was scheduled for January

1983. Testing start was delayed from the spring to the fall

of 1983 and test completion was scheduled for a year later.
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Additionally, an AFSARC IIIB, Full Production Decision, was

scheduled for March 1985.

1982 Comments. CSNAS incorporated the

Program Restart that occurred in December 1981.

Additionally, numerous other rescheduled events were

included. The System Critical Desiqn Review was rescheduled

from December 1981 to March 1983. The prototype hardware

was scheduled for completion in October 1983 with full

system integration scheduled for January 1984. The test

program was rescheduled to start in August 1984 instead of

September 1983. The completion of testing was scheduled for

August 1985. The NATO/USAFE Demonstration moved from

February to June 1985. Long-lead money was rescheduled to

September 1984 and the first hardware was scheduled to be

delivered by April 1985.

1983 Comments. CSNAS incorporated the

completion of the System Critical Design Review in March

1983 and the rephasinq of the PLSS Program Length in July

1983. Some other major milestones were rescheduled to

reflect the rephasing of the PLSS program due to funding

cuts and hardware changes. Full System Integration was

delayed from January to May 1984. The start of the

DT&E/IOT&E test program slipped from August to October 1984

while the completion did not formally slip. Release of

lon-lead money for production and award of the limited

production contract were both scheduled for Cctober 1984.
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Finally, FOT&E Phase I was scheduled to start in February

1986.

1984 Comments. CSNAS incorporated the

prototype hardware being built in October 1983, the first

flight for system integration in December 1983, and the

start of full system integration in -'aly 1984.

Additionally, a series of other reschedules became necessary

during this yearly review. The completion of the testing

proqram was rescheduled from July 1985 to January 1986. The

AFSARC was moved from October 1984 to January 1985, the

limited production decision planned for February 1985, and

the limited production contract award planned for March

1985. Additionally, the AFSARC IIIB and full production

decision were moved from March to August 1985. First

hardware delivery was delayed to February 1986 from April

1985. Finally, IOC slipped from September 1986 to February

1987 with FOC planned two years later.

1985 Comments. CSNAS incorporated the start

of contractor integrated testing and the release of

long-lead monies for production in October 1984.

Additionally, numerous other scheduled milestones were again

slipped to reflect the current status of the PLSS program.

The completion of contractor integrated testing was

scheduled for October 1985. The start of DT&E/IOT&E was

rescheduled from October 1984 to December 1985. The

NATO/USAFE Demonstration was slipped from the summer of 1985

to January 1986. The completion of DT&E/IOT&E was
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scheduled for March 1986 and the start of FOT&E Phase I was

rescheduled from February to June 1986. Also, the AFSARC

HIlA slipped again from January 1985 to April 1986 with the

limited production decision and contract award following

respectively in May and June 1986. Finally, the AFSARC IIIB

and the full production decision were delayed a full year to

August 1986 with the first hardware scheduled to be

delivered in December 1986 - the same date as scheduled the

year before.

1986 Analysis.

1986 CSNAS Reverse Pass. The CSNAS network

was compared with the 1986 PLSS projected schedule and the

reverse pass revealed that there were no anticipated

schedulinq problems in the latest start and latest complete

dates.

1986 Comments. CSNAS incorporated the April

1986 restructure of the program and a series of subseauent

reschedules. Deployment was cancelled but testing was

scheduled to proceed. Contractor integrated testing was

scheduled for completion in July 1986. Establishment of a

baseline and the start of DT&E/IOT&E was also planned for

July 1986. In August, the testing would move to Nellis and

combined DT&E/IOT&E would start in October 1986 and be

completed in March 1937. The program decision is now

scheduled for April 1937. At that time, the program will

either be mothballed or a limited European operational
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capability will be established and demonstrated by the end

of June 1987.

Summary of Data Set I-Based Schedules. After each

of the ten years were run, CSNAS highlighted the minor

discrepancies which were due to the input approximations.

These highlighted errors indicate that CSNAS can detect even

minor schedule deviations. Additionally, it was found that

tracking the activities and events that unfolded over the

ten-year period was simple.

Yearly Analysis of Template Schedules. Building a

network using the published projected schedules omits some

important tasks which are required to accomplish the "Big
-4.

21". In an attempt to better evaluate CSNAS's ability to

highlight discrepancies, the template approach was followed.

The use of durations for some of the activities provides an

opportunity to evaluate CSNAS's capability to accept updates

and demonstrate its versatility at error detection.

A second data set was used to modify and expand the

existing data set I yearly networks. Information obtained

from the data set II networks correlated directly with data

set I in the first four years (1977-1980) and in 1986.

Information derived from the 1981-1985 networks provided

more insiqht into CSNAS's highliqhting capabilities.

The::efore, the analyses and a general summary of each year's

total hiqhlighted discrepancies is provided in later pages.
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Additionally Appendix C has the all the data set I listings,

the error indications and selected networks for examination.

1981 Template Analysis.

*.. 1981 CSNAS Reverse Pass. The CSNAS network

was compared with the 1981 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates:

a. Task #391 - Limited Production

Decision, scheduled for late October 1984, needed to be

completed by 23 July 1984.

b. Task #381 - AFSARC IIIA, scheduled

for early October 1984, needed to be completed by 8 May

1984.

c. Task #351 - NATO/USAFE Demonstration,

scheduled for late February 1985, needed to be completed by

18 June 1984.

d. Task #361 - End of Testing Program,

scheduled for late September 1984, needed to be completed by

23 April 1984.

e. Task #321 - Start DT&E/IOT&E,

scheduled for late September 1983, needed to be completed by

25 April 1983.

1981 Template Summary. On 1 October 1981, CSNAS

highlighted seven discrepancies. Two of the seven were the

result of the one-month window and these were discounted.

The other five addressed above were delays in the testing
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proqram, its subsequent delay of the AFSARC IIIA process,

production decisions impacts and delays in projected

hardware deliveries. These were the major areas in

jeopardy.

1982 Template Analysis.

1982 CSNAS Reverse Pass. The CSNAS network

was compared with the 1982 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates:

a. Task #421 - First Hardware Delivery

scheduled by late April 1985, was needed by 25 February

1985.

b. Task #431 - AFSARC IIB, scheduled

for mid-March 1985, needed to be completed by 16 January

1985.

c. Task #391 - Limited Production

Decision, scheduled for late October 1984, needed to be

completed by 6 June 1984.

d. Task #381 - AFSARC IIIA, also

scheduled for early October 1984, needed to be completed by

23 May 1984.

e. Task #351 - NATO/USAFE

Demonstration, scheduled for late June 1985, needed to be

completed by 2 May 1984.
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f. Task #361 - End of Testing Program,

scheduled for late July 1985, needed to be completed by 2

May 1984.

g. Task #321 - Start DT&E/IOT&E,

scheduled for late August 1984, needed to be completed by 4

May 1983.

h. Task #311 - Full System Integration,

scheduled for completion in late January, needed to be

completed by 29 April 1983.

i. Task #211 - Long-Lead Money for

Production, scheduled for release in October 1984, needed to

be released by 2 May 1984.

1982 Template Summary. Eleven discrepancies were

hiqhlighted and two of the eleven were discounted. The

discrepancies hiqhlighted by CSNAS indicate that some of the

major milestones of the proqram were expected to encounter

approximately a two to four month delay. This appeared to

be because full system integration was going to be delayed.

This, in tuzn, would delay testing and subsequent AFSARC

IIIA deliberations and production decisions.

1983 Template Analysis.

1983 CSNAS Reverse Pass. The CSNAS network

was compared with the 1983 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates:
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a. Task #441 - Full Production

Decision, scheduled to be delivered by late March 1985,

needed to be completed by 30 January 1985.

b. Task #431 - AFSARC IIB, scheduled

for late March 1985, needed to be completed by 30 January

1985.

c. Task #401 - Contract Award,

scheduled for completion in late October 1984, needed to be

completed by 27 June 1984.

d. Task #391 - Limited Production

Decision, scheduled for mid-October 1984, needed to be

completed by 30 May 1984.

e. Task #381 - AFSARC IIIA, scheduled

for early October 1984, needed to be completed by 16 May

1984.

f. Task #351 - NATO/USAFE

Demonstration, scheduled for late June 1985, needed to be

completed by 25 April 1984.

g. Task #361 - End Testing Program,

scheduled for completion in late July 1985, needed to be

completed by 25 July 1984 to successfully make the

deployment effort.

h. Task #321 - Start DT&E/IOT&E,

scheduled to be completed October 1984, needed to be

completed by 29 February 1984.
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i. Task #311 - Full System Integration

Starts, scheduled for late May 1984, needed to have been

completed by 17 June 1983.

1983 Template Summary. Eleven discrepancies

were highlighted by CSNAS and two were discounted.

Additionally, this was the first year that CSNAS analysis

indicated that three program dates, which were already

completed, should have been completed earlier. Two of these

late dates were discounted. The other late date warning was

the rephasing of the program's length which was actually

completed in July 1983; but, which should have been

completed by mid-November 1982 to preclude affecting any

other activities/milestones.

Discrepancies identified by CSNAS on 1 October 1983

indicated that PLSS would encounter system integration

problems and testing delays which would delay the AFSARCs

and decisions to proceed with production.

1984 Template Analysis.

1984 CSNAS Reverse Pass. The CSNAS network

was compared with the 1984 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates:

a. Task #401 - Contract Award,

scheduled to be completed in late March 1985, needed to be

completed by 24 January 1985.
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b. Task #391 - Limited Production

Decision, scheduled for completion in early February 1985,

needed to be completed by 27 December 1984.

c. Task #351 - NATO/USAFE

Demonstration, scheduled for completion in late June 1985,

needed to be completed by 22 November 1983.

d. Task #361 - End Testing Program,

scheduled to be completed in late January 1986, needed to be

completed by 22 November 1984.

1984 Template Summary. Six discrepancies

were hiqhliqhted and two were discounted. Additionally,

CSNAS identified five late dates which were responsible for

the highlighting. The discrepancies centered on the much-

delayed System Critical Design Review, scheduled for

December 1979 and December 1981, which was completed in

March 1983. Its delays impacted the prototype delivery and

the start of system integration. Additionally, future

events expected to slip were testing, AFSARC IIIA, the

limited production decision, and contract award.

1985 Template Analysis.

1985 CSNAS Reverse Pass. The CSNAS network

was compared with the 1985 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates.
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a. Task #401 - Contract Award for

Limited Production, scheduled to be completed by late June

1986, needed to be complete by 24 January 1986.

b. Task #391 - Limited Production

Decision, scheduled to be complete by late May 1986, needed

to be complete by 27 December 1985.

c. Task #381 - AFSARC ILIA, scheduled

for completion by late April 1986, needed to be complete by

13 December 1985.

d. Task #351 - NATO/USAFE

Demonstration, scheduled for completion in late January

1986, needed to be complete by 22 November 1985.

e. Task #361 - End Testing Piogram,

scheduled for late March 1986, needed to be complete by 22

November 1985.

Task #341 -End DT&E/IOT&E,

scheduled to be complete by December 1985, should have been

completed by 27 September 1985.

q. Task #331 - End Contractor

Inteqrated Testing, scheduled for completion by late October

A., 1985, needed to have been complete by 16 August 1985.
1985 Template Summary. Seven discrepancies were

highlighted by CSNAS as potential problems facing the PLSS

program and one late completed date was detected. This late

date for the completion of contractor integrated testing is

causinq the delays expected through the AFSARC IlIA process,
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the limited production decision and contract award.

Schedule extensions for Initial Operational Capability had

taken care of previous conflicts.

1986 Template Analysis.

1986 CSNAS Reverse Pass. The CSNAS network

was compared with the 1986 PLSS projected schedule and the

reverse pass revealed the following information about the

latest completion dates:

1986 Template Summary. CSNAS evaluated the 1 July

1986 PLSS schedule as achievable and no discrepancies were

highliqhted, either in the reverse pass or late completion

dates algorithm. This was due to cancellation of any

deployment plans. Testing would continue until April 1987

at which time a program decision would be made.

The evaluation process provided general answers to the

four investigative questions which served as the core of

this research effort. The following discussion will

categorize the findings as appropriate.

Discussion of Research Questions

Introduction. The objective of this research effort is

to examine the value that the Computer Supported Network

Analysis System (CSNAS) might provide a program manager when

it is used to network weapon system acquisition (WSA)

schedules. To achieve this objective, this research applied

CSNAS to create two sets of ten yearly snapshots of the

Precision Location Strike System's (PLSS) WSA process. This
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study specifically addresses this research question: "Would

it have been useful for the Precision Location Strike System

(PLSS) System Program Office (SPO) to have used the Computer

Supported Network Analysis System (CSNAS) to help manage the

projected acquisition schedule of the program?" Four

investigative questions were formulated for this research

effort.

Research Question #1. "How effective is CSNAS at

isolating the critical path -- the least flexible activities

necessary for program success?"

CSNAS, like any other networking program, is very

effective at isolating the program's critical path. The

fundamental reason why a networking application exists is to

analyze the complicated interrelationships of a program and

provide a useful output product which highlights the

critical path. CSNAS provides two outputs which highlight

the critical path -- the printer network listing and the

network plot. On the printer, the actual critical path's

connections and boxes are created by using asterisks (*) for

easy identification. On the network plot, CSNAS has the

option to specify colors to highlight the critical path.

Each revision of the network was promptly re-evaluated by

CSNAS and the new critical path was correctly computed and

y identified to the user. The user may then use CSNAS to

evaluate alternative courses of action, based upon

managerial interpretations, priorities and constraints. An
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alternative can be input and be assessed by CSNAS. The

CSNAS generated output products can then be re-examined and

the cycle continued until management reaches an acceptable

course of action.

Research Question #2. "Could CSNAS have identified and

highlighted PLSS's historically documented schedule changes

a priori?"

Using data set I, CSNAS highlighted little. The first

nine yearly networks created and evaluated by CSNAS

highlighted some minor schedule discrepancies indicating

that the CSNAS computed schedule and the PLSS projected

schedule were within a month of each other. These minor

discreoancies resulted from the methodology used to set

milestone dates. This first phase of the research indicated

that if feasible schedules are extended and more time is

given to accomplish the same tasks, the new schedules are

also achievable.

Data set II, which makes use of the template data set,

provided more information on CSNAS's ability to highlight.

Again, the fi-st four yearly networks highlighted only minor

discrepancies which were of no importance. The years 1981

through 1985 were where CSNAS's ability to identify and

highlight were truly tested.

Throuahout these years, as noted above, numerous

schedule changes were made; some of these did not accurately

reflect the actual durations of the tasks. Consequently,

95

'9 p.



activities that eventually took lonqer than originally

scheduled are highlighted as potential problem areas, a

priori. It should be noted, however, that the durations

used in data set II were developed with perfect foresight.

And, in fact, the extended durations may be the result of

the externally-induced perturbations to the program.

Because many of the problem areas for PLSS was externally

induced it is unlikely that CSNAS could have highlighted

them a priori, although it could certainly have been used to

assess their impacts.

Research Question #3. "How responsive is CSNAS to

changing networks and schedules?"

CSNAS provides a simple and accurate method of

facilitating the changes which occurred in the PLSS program.

Once the first year of data set I was input and the basic

proqram data base listinq was created, it became a simple

matter to update the network for each subsequent snapshot.

Any pecific changes which occurred could be quickly updated

by selection of the specific element and inputting the

changes; be they completions, reschedules, new tasks, or as

in 1986, deletions to the schedules when compared to the

previous year. This procedure was followed each year and

demonstrated that CSNAS was very responsive to projected

schedule changes. All changes and connections were easily

and accurately accommcdated.
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The decision to expand the networks by applying a new

set of input data, which became a template of reasonable

task durations, also created no problems. The times of the

various tasks were input over the ten yearly networks

originally created and CSNAS accurately readjusted the

schediles and networks to incorporate the modifications and

p'optinq. Critical paths and slacks were computed and all

schedules and networks were adjusted automatically.

This is where CSNAS is judged to be the most versatile.

J The menu selection capability allowed picking only the

elements needed and the program insured that the input data

was entered only in the expected format. Otherwise, the

menu forced the user to re-input the data. This helped

greatly to insure the accuracy of the input data and thus to

increase the versatility that CSNAS demonstrated in

accommodating changes.

Research Question #4. " Could the use of CSNAS have

improved the overall PLSS program management process?"

CSNAS provided a schedule depicting the events and

milestones necessary to support the weapon system

acauisition process. The output products, a schedule and

printed or plotted networks, provide a means for visually

assessing schedule progress and help focus management

attention on activities/milestones which appear to be in

jeopardy.

,
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As noted above, CSNAS has the ability to logically

sequence activities/milestones in the proper order.

Additionally, it has the ability to develop schedules and

plots which are accurate.

As noted when using data set II of the experiment,

CSNAS has the ability to identify and flag activities/

milestones which appear to be in jeopardy with regard to

schedule. This is certainly an essential characteristic of

a networking tool if it is to be useful to management.

Summary

Program management of a research and development (R&D)

undertaking is extremely difficult. This is especially true

in PLSS when the state-of-the-art is being pushed to the

limit or there is great uncertainty of continued external

support. CSNAS provides a schedule and network depicting

the activities/milestones deemed necessary to track each

yoar. CSNAS provides a means for evaluating schedule

proqress and helps focus manaqerial attention. Beyond that,

CSNAS, as would most networking applications, does not

provide any special information to help determine

alternative courses of action or to make the tough decisions

on which resources must or could be reallocated. This is

subjective and is often done in a real-time mode. People

are trained and paid to develop these "what-if"

propositions. Once they are developed, CSNAS as the

workhorse, is used to review the networks and determine the
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results of the new plan. If the networking world is known

and networked properly, the job of the program manager and

CSNAS is greatly simplified. If the world changes

drastically and for reasons unanticipated and unnetworked,

then neither CSNAS nor any networking application can help

the program manager manage the program.

Because of the macro-approach of the methodology, it is

unclear whether CSNAS could have improved the PLSS program

manaqement. It is apparent that there was a great deal of

externally-imposed limitations which precluded the

attainment of the original schedule. CSNAS could not have

predicted that. However, because of the portability and

ease of use that CSNAS provides, it is possible that CSNAS

could have been most useful in the SPO environment -- used

for internal program status tracking and as a reporting and

briefing tool.
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IV. Conclusions and Recommendations

Conclusions

This research effort centered on an evaluation of the

Computer Supported Network Analysis System (CSNAS). Data

*available from an Air Force project located at Wriqht-

Patterson Air Force Base, Ohio was used to create ten yearly

macro-management snapshots of the projected schedule of the

proqram. The proqram, the Precision Location Strike System

(PLSS) had experienced a long history of research,

development, and tcsting prior to the commencement of this

research effort in the fall of 1985. Projected schedules

were expanding beyond the original time limits set for key

milestones in the deployment effort. Additionally, the

funding priority seemed to be decreasing and each new

decrease seemed to dilute the program's scope and

operational concept even more. Finally, just weeks prior to

completion of this research study, the program was

cancelled.

While some proqram delays could be attributed to

hardware change decisions (i.e., F-16 and TR-1), most of the

chanqes were directly or indirectly driven, even from the

earliest days of the proqram, to the almost annual series of

budqetinq cuts and their subsequent rephasing of the

program.
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The research used a methodology which was flexible

enough to incorporate the known and unknown events which

occurred throughout the PLSS proqram's life. This was done

through an approach which used two sets of input data. The

first set of input data was used by CSNAS to create ten

yearly schedules and networks which aligned precisely with

the published projected PLSS schedule.

A second set of input data expanded the networks to

include a template of reasonable durations for all the

networked activities/milestones published. These durations

were derived from a foresight analysis of the 1985 PLSS

program and the durations were consistent throughout the

years. This template network allowed CSNAS to examine the

PLSS program in a more constrained environment and provide

more data with which to evaluate the effectiveness of CSNAS

as a managerial tool.

CSNAS created proper networks and schedules from the

initial data set and no significant discrepancies were

highlighted. This could be attributed to actual PLSS

projected schedule extensions which were occurring.

When using the second data set to create networks and

schedules, CSNAS also reported no significant highlighting

in 1977 through 1980 and in 1985. In the 1981-1984

networks, CSNAS highlighted some scheduling discrepancies

that indicate it can detect scheduling problems.
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Many of the scheduling problems were the result of

*externally-imposed decisions. CSNAS did not effectively

serve as a soothsayer to predict Congressional temperament

and its subsequent budqetary impacts. However, once these

external impacts were made to the program, CSNAS again

proved useful to reassess the new projected schedule,

hiqhliqhtinq the critical path, and to point out schedule

discrepancies. Once identified, management might have been

able to better manage the WSA process.

Summary

The Computer Supported Network Analysis System (CSNAS)

is an effective and useful networking and scheduling tool

which provides any potential and dedicated user with an

important contribution. Like any networking model, CSNAS is

not a manaqement panacea. The use of CSNAS will not manage

a procram for the program manager nor is it a guarantee of

prcqram success. But if it is properly implemented, CSNAS

has the capability to provide management with effective,

efficient, and timely status information from which

enlightened and intelligent management decisions can be

made. If the program is in trouble from poor scheduling of

' internally controlled activities, CSNAS may be of great

value to the program manager. However, CSNAS can only

If Inetwork "foreseen" activities/milestones; it cannot provide

help for unforeseen schedulinq problems which occur due to

budaet cuts and program redirection. CSNAS does provide a
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useful capability to, after the fact, include these events,

chart the critical path and determine the impact of these

events on the schedule of the program.

This research effort indicates that CSNAS performs as

advertised:

(1) It effectively isolates the critical path of the

network.

(2) It is responsive to changing input data.

(3) It identifies and highlights schedule problem

areas.

(4) Its use could be expected to help a program manager

better manage a weapon system acquisition.

CSNAS, on the other hand, possesses no especially

enhanced capability which other modern networking software

applications do not have. Rather its main values could be

highlighted under availability, affordability,

supportability, portability, and versatility. CSNAS is

available for every model of Zenith 100/150 or PC-compatible

desk-top computer that DOD owns. This is in addition to its

mainframe computer capability at Wright-Patterson AFB, Ohio.

It is Air Force developed, owned and maintained. It

costs nothing to acquire. Training and technical assistance

are available from the CSNAS system managers.

AFALC maintains a two-man branch whose principle

purpose is to support CSNAS development, refinement, and

understandinq. The managers do this by conducting training
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classes and answerinq queries posed to them through the

day. Software or documentation problems are quickly

identified and corrected with the next version. Thus, CSNAS

is under constant change because of the ongoing system

management it enjoys.

CSNAS is floppy disk resident; therefore, it can move

about between offices and agencies as the program dictates.

It can easily become a simple managerial reporting system or

be expanded into a technological assessment and tracking

system based on the needs of the program manager. This is

especially important when a complete series of tasks must be

monitored at a typical Air Force agency, but the agency has

no funds to contract out the monitoring process. Perhaps

the niche where CSNAS best fits the bill is in the small

organization that requires a reporting and tracking system.

Recommendations for Future Research

While this research effort looks at only the highest

macro-managerial aspects of the weapon system acquisition

process, "the Big 21", further research is recommended on

just one node of the WSA process. Each event depicted

represents a slew of lower level events and activities

pertaining to numerous processes or components which can be

networked in great detail to provide a micro-view of any

I' window of the WSA process of another program.

-, Further research i:c also recommended on another weapon

3vstem acquisition proqram to examine CSNAS's potential
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ability to identify resource requirements. If it performs

well in this manner then management can use it, if

necessary, to reallocate resources to achieve schedule

goals.

These types of research efforts should provide a more

comprehensive evaluation of the total value CSNAS may

contribute to the program management of a weapon system

acquisition process.
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Appendix A: PLSS Yearly Projected Schedules

SAppendix A contains the ten yearly projected schedules

of the Precision Location Strike System (PLSS). Each

two-page schedule categorizes each event, activity or

milestone, known or anticipated, into the appropriate

category of the "Big 21" of the typical weapon system

acquisition (WSA) process covered in this report.

These schedules represent a snapshot of the PLSS

program at the beginning of the fiscal year. Milestones are

either completed or scheduled and the appropriate date is

indicated. Any changes from the previous snapshot are

invicatcd by an underlined date.
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1977

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 ... ......... C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .. ........ ... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ....... ................ C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... .......... S- Jan 78
System Design Review ..... ............ S- May 78

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review ... ......... S- Nov 78
DSARC IIB ................................ S Feb 79

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... S- Sep 79

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... ..........
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1977

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........

13. TEST PROGRAM
Start DT&E/IOT&E ..... .............. S- Feb 81
End Testing Program .... ............ S- Feb 82

14. PROGRAM DECISION
DSARC III ....... .................. S- Jan 82

15. PRODUCTION START-UP
Production Start-Up ............

16. FIRST HARDWARE DELIVERED
First Hardware Delivered .... ..........

17. INITIAL OPERATIONAL CAPABILITY
IOC .......... ..................... S- Jun 84

18.. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .. ......

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability ... ........

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ......... ....................

21. DEPLOYMENT COMPLETE
Deployment Complete ............
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1978

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 ... ......... C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ...... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .................... C- May 78

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review .... ......... S- Nov 78
DSARC IIB ........ ................. S- Feb 79

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... S- Sep 79

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... ..........
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1978

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........

13. TEST PROGRAM
Start DT&E/IOT&E ...... ............ S- Feb 81
End Testing Program .... ............ S- Feb 82

14. PROGRAM DECISION
DSARC III ....... .................. S- Jan 82

15. PRODUCTION START-UP
Production Start-Up ............

16. FIRST HARDWARE DELIVERED
First Hardware Delivered .... ..........

17. INITIAL OPERATIONAL CAPABILITY
IOC ............................. . . S- Jun 84

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved.......

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability ... .........

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ........ ....................

21. DEPLOYMENT COMPLETE
Decloyment Complete ............

p
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1979

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 .. ......... .C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut ..... ........... C- Dec 78
Funds Capped and Shifted .... .......... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review .. ......... S- Oct 79
TR-1 Selected as ARV ............ C- 30 Aug 79
DSARC IIB ....... .................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... S- Dec 79

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... ..........
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1979

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........

13. TEST PROGRAM
Start DT&E/IOT&E .... .............. S- Feb 81
End Testing Program .... ............ S- Feb 82

14. PROGRAM DECISION
DSARC III ....... .................. S- Jan 82

15. PRODUCTION START-UP
Production Start-Up ............

16. FIRST HARDWARE DELIVERED
First Hardware Delivered ... ...........

17. INITIAL OPERATIONAL CAPABILITY
IOC .......... ..................... S- Jun 84

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .........

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability .. .........

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ........ ....................

21. DEPLOYMENT COMPLETE
Deployment Complete
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1980

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 .. ......... .C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74-

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut .... ........... C- Dec 78
Funds Capped and Shifted ............... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW

Preliminary Design Review .. ......... C- Oct 79
TR-1 Selected as ARV .... ............ C- 30 Aug 79
Submit Program Restructure ... ......... C- Jan 80
DSARC IIB ....... .................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... S- Dec 81

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... ..........
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1980

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........

13. TEST PROGRAM
Start DT&E/IOT&E ....... ............. S- Mar 83
End Testing Program .... ............ S- Feb 84

14. PROGRAM DECISION
DSARC III ....... .................. S- May 84

15. PRODUCTION START-UP
Production Start-Up ............

* 16. FIRST HARDWARE DELIVERED
First Hardware Delivered ... ...........

17. INITIAL OPERATIONAL CAPABILITY
IOC .......... ..................... S- Sep 86

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .........

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability .. .........

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT .................................

21. DEPLOYMENT COMPLETE
Deployment Complete ............
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1981

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 .. ......... .C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ....... ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe ... ....... .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ....... ................ C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut .... .......... C- Dec 78
Funds Capped and Shifted .... .......... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review .. ......... C- Oct 79
TR-1 Selected as ARV .... ............ C- 30 Aug 79
Submit Proqram Restructure ... ......... C- Jan 80
Withdrawal of Major System Designation . . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
DSARC IIB ........ ................... CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Desiqn Review .. ....... S- Dec 81

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... ..........
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1981

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........ S- Jan 83

13. TEST PROGRAM
Start DT&E/IOT&E ..... .............. S- Sep 83
End Testing Program .... ............ S- Sep 84
NATO/USAFE Demonstration .... .......... S- Feb 85

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ....... ................ .S- Oct 84
Limited Production Decision ... ........ S- Oct 84

15. PRODUCTION START-UP
Release Long Lead Monies for Production . S- Sep 83
Production Start-Up . . . . . . . . . . ..

16. FIRST HARDWARE DELIVERED
First Hardware Delivered .. ..........
AFSARC IIIB .... .... ............... S- Mar 85
Full Production Decision .... .......... S- Mar 85

17. INITIAL OPERATIONAL CAPABILITY
IOC ................................. S Sep 86

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .. ......

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability .. ........ .S- Sep 88

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ......... ....................

21. DEPLOYMENT COMPLETE
Deployment Complete .... ............ S- 30 Sep 88

S.
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1982

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 ... ......... C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Proqram .... .......... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut ..... ........... C- Dec 78
Funds Capped and Shifted ................ C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review ... ......... C- Oct 79
TR-1 Selected as ARV ............ C- 30 Aug 79
Submit Program Restructure ... ......... C- Jan 80
Withdrawal of Major System Designation . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
Program Restart Submitted .... ......... C- Dec 81
DSARC IIB ............................... CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... S- Mar 83

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built .... .......... S- Oct 83
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1982

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ....... .S- Jan 84

13. TEST PROGRAM
Start DT&E/IOT&E ..... .............. S- Aug 84
NATO/USAFE Demonstration .... .......... S- Jun 85
End Testing Program .... ............ S- Jul 85

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ..... ................ S- Oct 84
Limited Production Decision .. ........ S- Oct 84

15. PRODUCTION START-UP
Release Long Lead Monies for Production . S- Sep 84
Production Start-Up .. . . . . .. . .

16. FIRST HARDWARE DELIVERED
AFSARC IIIB ...... ............... S- Mar 85
Full Production Decision .... .......... S- Mar 85
First Hardware Delivered .. ............. S- Apr 85

17. INITIAL OPERATIONAL CAPABILITY
IOC .......... ..................... S- Sep 86

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .. ......

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability .. ........ .S- Sep 88

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ........ ....................

21. DEPLOYMENT COMPLETE
Deployment Complete .... ............ S- 30 Sep 88
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1983

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 ... ......... C- Mar 72
TAF ROC Released .... ............ .. C- 1 May 74
DSARC I ........ ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ......... .C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut .... ........... C- Dec 78
Funds Capped and Shifted .... .......... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review ... ......... C- Oct 79
TR-l Selected as ARV .... ............ C- 30 Aug 79
Submit Proqram Restructure ... ......... C- Jan 80
Withdrawal of Major System Designation . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
Proqram Restart Submitted .... ......... C- Dec 81
DSARC IIB ....... .................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... C- Mar 83

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Rephase Program's Length .... .......... C- Jul 83
Prototype Hardware Built .... .......... S- Oct 83
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1983

S=Scheduled C=Completed

Underlined Dates Indicate A Chanqe From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins .. ........ S- May 84

13. TEST PROGRAM
Start DT&E/IOT&E ..... .............. S- Oct 84
NATO/USAFE Demonstration .... .......... S- Jun 85

End Testing Program .... ............ S- Jul 85
Start FOT&E Phase I ...... ............ S- Feb 86

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ..... ................ S- Oct 84
Limited Production Decision .... ........ S- Oct 84

15. PRODUCTION START-UP
Release Lonq Lead Monies for Production ._S- Oct 84
Award Production Contract ... ......... S- Oct 84
Production Start-Up ............

16. FIRST HARDWARE DELIVERED
AFSARC IIIB ..... ................ S- Mar 85
Full Production Decision .... .......... S- Mar 85
First Hardware Delivered .... .......... S- Apr 85

17. INITIAL OPERATIONAL CAPABILITY
_IOC .......... ..................... S- Sep 86

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .........

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability .. ......... S- Sep 88

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ........ ...................

21. DEPLOYMENT COMPLETE
Deployment Complete .... ............ S- 30 Sep 88
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1984

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED

AF Requirements Action Directive ....... .C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 .. ......... .C- Mar 72
TAF ROC Released .............. C- 1 May 74
DSARC I ....... ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut ..... ........... C- Dec 78
Funds Capped and Shifted ............... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Desiqn Review .. ......... C- Oct 79
TR-1 Selected as ARV .... ............ C- 30 Aug 79
Submit Program Restructure .. ......... .C- Jan 80
Withdrawal of Major System Designation . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
Program Restart Submitted .... ......... C- Dec 81
DSARC IIB ....... .................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... C- Mar 83

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Rephase Program's Length .... .......... C- Jul 83
Prototype Hardware Built .... .......... C- Oct 83
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1984

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
First Flight for System Integration . . .. C- Dec 83
Full System Integration Begins .. ....... .C- Jul 84

13. TEST PROGRAM
Start DT&E/IOT&E ..... .............. S- Oct 84
NATO/USAFE Demonstration ... .......... S- Jun 85
End Testing Proctram ...... ............ S- Jan 86
Start FOT&E Phase I ...... ............ S- Feb 86

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ..................... S- Jan 85
Limited Production Decision .... ........ S- Feb 85

15. PRODUCTION START-UP
Release Long Lead Monies for Production S- Oct 84
Award Production Contract .... ......... S- Mar 85
Production Start-Up ............

16. FIRST HARDWARE DELIVERED
AFSARC IIIB ..... ................ S- Aug 85
Full Production Decision. . ........ S- Aug 85
First Hardware Delivered ... .......... S- Feb 86

17. INITIAL OPERATIONAL CAPABILITY
1. IOC .......... ..................... S- Feb 87
18. MAXIMUM PRODUCTION RATE ACHIEVED

. Maximum Production Rate Achieved.......
19. FULLY OPERATIONAL CAPABILITY

Fully Operational Capability .. ......... S- Feb 89
20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER

PMRT ....... .................... S-- Mar 89
21. DEPLOYMENT COMPLETE

Deployment Complete .... ............ S- 31 Mar 89
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1985

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .. C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 ... ......... C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I. ............................ C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program .... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... .......... C- Mar 76
Phase II RFP Released .... ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut ..... ........... C- Dec 78
Funds Capped and Shifted .... .......... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review ... ........ C- Oct 79
TR-1 Selected as ARV ...... ............ C- 30 Aug 79
Submit Program Restructure ... ......... C- Jan 80
Withdrawal of Major System Designation . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
Program Restart Submitted .... ......... C- Dec 81
DSARC IIB ................................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .. ....... C- Mar 83

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Rephase Program's Lenqth .... .......... C- Jul 83
Prototype Hardware Built .... .......... C- Oct 83
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 October 1985

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
First Flight for System Inteqration . ... C- Dec 83
Full System Inteqration Begins .. ....... .C- Jul 84

13. TEST PROGRAM
Start Contractor Integrated Testing . . C- Oct 84
End Contractor Integrated Testing ...... S- Oct 85
Start DT&E/IOT&E Testing .... .......... S- Dec 85
NATO/USAFE Demonstration .... .......... S- Jan 86
End Combined DT&E/IOT&E Testing ... ...... S- Mar 86
Start FOT&E Phase I ...... ............ S- Jun 86

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ..... ................ S- Apr 86
Limited Production Decision .. ........ S- May 86

15. PRODUCTION START-UP
Release Long Lead Monies for Production C- Oct 84
Award Production Contract ... ......... S- Jun 86
Production Start-Up . . . . . . . . . . . .

16. FIRST HARDWARE DELIVERED
AFSARC IIIB .... ................ S- Aug 86
Full Production Decision ............... ..- Aug 86
First Hardware Delivered .... .......... 5- Dec 86

17. INITIAL OPERATIONAL CAPABILITY
,0C .......... ..................... S- Feb 87

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .........

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability ........ S- Feb 89

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ......... .................... 3- Mar 89

21. DEPLOYMENT COMPLETE
Deployment Complete ..... ............ S- 31 Mar 89

124



PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 July 1986

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED
AF Requirements Action Directive ....... .C- Jul 71
DSD Directs TOA/DME System ... ......... .C- Oct 71

2. NEW START APPROVED
Area Coordination Paper #4 .. ......... .C- Mar 72
TAF ROC Released ..... .............. C- 1 May 74
DSARC I ....... ................... C- 7 Nov 74

3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .. ........ .C- Mar 75
PLSS Two-Phase Program ..... ........... C- Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released .... ............ C- 4 Aug 75
Award of Two Contracts .... ........... C- Mar 76
Phase II RFP Released ........... C- 21 Jul 76

5. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals .... ........... C- 7 Sep 76
DSARC IIA ...... ................. C- 26 Jul 77

6. SOURCE SELECTION
DSARC Approval DCP #129 ... .......... C- 23 Sep 77

7. CONTRACT AWARDED
FSD Contract Award ..... ............. C- 30 Sep 77

8. FULL SCALE DEVELOPMENT
System Requirements Review ... ......... .C- Jan 78
System Design Review .... ............ C- May 78
ASD Program Funds Cut ..... ........... C- Dec 78
Funds Capped and Shifted .... .......... C- Mar 79

9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review .. ......... C- Oct 79

TR-1 Selected as ARV .... ............ C- 30 Aug 79
Submit Program Restructure .. ......... .C- Jan 80
Withdrawal of Major System Designation . . C- 10 Jun 81
F-16 Replaces F-4 as VNS .... .......... C- Sep 81
Program Restart Submitted .... ......... C- Dec 81
DSARC IIB ....... .................. CANCELLED

10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review ....... C- Mar 83

11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Rephase Program's Length .... .......... C- Jul 83
Prototype Hardware Built .... .......... C- Oct 83
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE

1 July 1986

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
First Flight for System Integration .... C- Dec 83
Full System Integration Begins .. ....... .C- Jul 84

13. TEST PROGRAM
Start Contractor Integrated Testing .... C- Oct 84
End Contractor Integrated Testing ...... S- Jul 86
Establish Baseline ..... ............. S- Jul 86
Begin DT&E at Sunnyvale ..... .......... S- Jul 86
Move Testing to Nellis .... ........... S- Aug 86
Begin Combined DT&E/IOT&E Testing .. ..... S- Oct 86
NATO/USAFE Demonstration .. .......... Redefined
End Combined DT&E/IOT&E Testing .. ...... S- Mar 87
Start FOT&E Phase I ... ............ CANCELLED

14. PROGRAM DECISION
DSARC III ....... .................. CANCELLED
AFSARC IIIA ..... ................ CANCELLED
Program Restructure ...... ............ C- Apr 86
Program Decision ..... .............. S- Apr 87
Mothball System ..... ............. S- Apr 87
Limited European Operational Capability . . S- Jun 87
Limited Production Decision . ........ CANCELLED

15. PRODUCTION START-UP
Release Long Lead Monies for Production . C- Oct 84
Award Production Contract . ......... CANCELLED
Production Start-Up ...........

16. FIRST HARDWARE DELIVERED
AFSARC IIIB ..... ................ CANCELLED
Full Production Decision .. .......... CANCELLED
First Hardware Delivered .... ..........

17. INITIAL OPERATIONAL CAPABILITY
IOC ......... .................... CANCELLED

18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .........

19. FULLY OPERATIONAL CAPABILITY
Fully Operational Caoability ......... .. CANCELLED

20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT ........ ...................... CANCELLED

21. DEPLOYMENT COMPLETE
Deployment Complete ... ............ CANCELLED
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Appendix B: Data Set I

Selected Yearly CSNAS Output Products

Appendix B contains the data set I input data listings

and subsequent error listings generated by CSNAS for each

individual year of the PLSS projected schedule. Also

included is the number of tasks and connections for each

file.

Since initial durations input are zero, CSNAS changes

any input duration to allocate its available time based on

predecessor and successor. These changed durations are

listed. Since subsequent years use the same data, only the

initial duration change is listed. Any following year has

only new duration changes listed.

The last paqes of this appendix contain two printer

networks generated by CSNAS for 1977 and 1985. The 1977

network is the base year and is a standard printer output

using an 80 column option. The 1985 printer uses the

standard CSNAS output saved to a disk file and then printed

using "SIDEWAYS", a readily available software program.
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DATE: 5SEP86, TIlf:00:00:00, FILE: NETT7.NET

NE1'CRK START DATE=71 I I
TASK TI ifCT UER RID*%K/DY DESCRIPTION V4S,tE'R COWP GRP STARTCOPLTI 0/0 Cm) START 100 0 71 1A71 1 1AIIl 0,0 AF RGMTS ACTh DIR AIR STAFF 100 0 71 1 4A71 716A21 00 DS DIRECTS "1A/DME SYS DOD 100 0 71 716A7ii015A31 OA) AREA COORD PAPER tA AIR STAFF 100 0 71I01A72 315A

41 0~ASC0NE.CE L EiCC 0 75 23A75 331A7 0TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 2A81 0/0 DS I DI) 100 1 7411 1A7411 7A91 0/0 PLSS T- PHSE PG Spo 100 0 75 33IA75 415A101 01 -PHASE I RFP RELEASED SPO 100 0 75 71t75 8a111 0/0AWARD OF I* CrPrc Spo 100 0 76 1 2A76 316A121 00PHSE II RP RELEASED SPO 100 0 76 721A716 722A131 0/0 RECEIVE FS PRPOSALS SPO 100 0 76 9 7A76 9 8A141 0/0 DSARC I IA DO0 1005 77 725A77 727A151 0/0 DSARC APPVL DCP #129 DO0 100 0 77 a iAT7 9ffA161 0/0 FD C rR AARD S 100 0 77 930A77 93oA171 0/0 SYS ROTS REVIEW SPO 0 0 78 1 2S78 2 1S181 0/0SYS DESIGN REVIEW SPO 0 0 78 5 1$78 531S241 0/0 PRELIMINARY DESIGN REVW Spo 0 1 7811 1S7812 IS201 0/0 DSARC IIB DO 0 50m 79 2 S7922S271 OV SYS CRIT DSGI REV Spo 0 0 79 9 37910 1S281 0/0PROTOTYPE -R BLUILT LK14D 0 1 000 000311 0,0 FULL SYSTEM INTGTSTARTSpo 0 0 000 000321 0,0 START DT&E/IOT&E SPO 0 0 81 2 2S81 3 2S36 0/0 END ITESTING PROGRAM AFOTEC 0 1 000823 IS371 00DSARC III DI) 0 1 82 1 isSa a Is441 0/0 FLL PCODTN DECISION WSAF 0 1 000 000401 0/0CONTRAT AWARD SF0 0 1 000 000411 OM/OW4RACTOR FAB&ASSBYU.K-O 0 1 000 000471 03Ik AX PROOTN RATE LKHD 0 1 000 000421 0/0 FIRST RRE DELIVERD LIHD 0 1 000 000481 04) INITIAL OPS CAPABILITY USAFE 01001846 1S84 72S491 0/0FULLY OPS CAPABILITY USAFE 0 1 84 7 2SB610 IS50t 0/0 PRT AF9C 0 1 000 000511 0/0DEPLOYMENT CoPLE1E USAF 0 1 000 000531 0/0 NVE MR STOP - 0 1 8610 7S8610I0

"flIRE ARE: 35 TASKS AID , 36 COtNECTIONS C4 THIS FILE
TASK r1 TIME CHANGED FROM 0/0 TO 2"7/A
TASK 41 TIH CHANGED FROM 0/0 To 130
Ts< 0/0 TO 21/2TASK~ 41 TI~ 0,EA0 IM /o10 8,

ViTAS 7 TI NGIAWD FRCM 0/0 ToI111,0
TASK 81 TM CHNGEDF 04)OM 0 0/4
TASK 91 IM HANED RCM 0,00 T 11TASK4 121 TIMECHANGEDFROM 0,0o1M 3/3

TASK 131 TIfE CHANGED FROM 04) TO 0/1TASK 141 TI ME CHANGED FROM 0,10 0,2TASK # 151 Tiff CHANGED FROM 04)M 83,0
TASK # I HAS No PREDECESSCRS
TASK # 531 H'S ND SJ.CESScRS

.¢S COPLT FOR TASI# 361 CH-I FRCM 82 3 t TM 82 2 1 DUE To TASK# 37,

12 .
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DATE: 5SEP86, TIPE:0O:00:0, FILE: NE'TM.NET

NE1kM START IDkTE:71 1 I
TASK TIME PCT USER USER
ID#VX/DY DESRIPTION %BS/OPR COW GRP START PLT

1 00 NET*0 START 100 0 TI I A71 t IA
11 00 AF R'TS ,CTN DIR AIR STAFF 100 0 71 1 4A7 716A
21 0/0 DSD DIRECTS TOAtE SYS DCO 100 0 71 716A711015A
31 O) AREA COORD PAPER 4 AIR STAFF 100 0 711018A72 315A
41 O) ALSS DEMO IN EUROPE USAFE W 0 75 2 3A75 331A
71 010 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 2A
81 000 :DARC I DOD 10 1 7411 1A7411 7A
91 O0 PLSS7- P-SE PGM SPO 100 0 75 33tA75 415A
101 0/0 IASE I RFP RELEASED U 100 0 75 71A75 8
111 00AO M OF 71*0 CONTITS S 100 0 7B1 2A7 316A
121 0/0 PHASE II RP RELEASED SPO 100 0 76 721A76 722A
131 0/0 RECI E FSD PROPOSALS S) 1W00 0 76 9 7A76 9 8A
141 00 DSARC I IA DOD 100 5001 77 72A77 727A
151 00 M APP D CP:129 DOD 100 0 77 8 A77 926A
161 0,0 FSD CONTRACT AAARD SF0 1W 0 77 93ATT 930A
171 00 SYS RWTS REVIEW SPO 1W0 0 78 1 2A78 131A
181 0 0 SYS DESIGN REVIEW SFO 10W 0 78 5 A78 531A
241 00 PRELIMINAJRY DESIGN REVW SF0 0 1 7811 1S7812 IS
201 00 DA)IC I ISDo0 0 5000 79 2 1S79 228S
271 OM SYS CRIT DSGN REV SFO 0 0 79 9 3S 0 1S
281 00 PROTOTYPE I BUILT LKH) 0 1 000 000
311 OM FULL SYSTM INTGTSTARTS PO 0 0 000 000
321 0,0 START DTIE/IO1TE SF0 0 0 81 2 2M1 3 2S
361 00 END TESTING PROGRAN AFOTEC 0 1 0 0 C 82 3 IS
371 DA6AC III DOD 0 1 82 1 IS52 2IS
441 OM FULL PRODTh DECISION USAF 0 1 000 000
401 0,OCONTRCT ARD SF 0 1 000 000
411 0,0CONTRACTOR FAB&ASSBYLKHD 0 1 000 000
471 00IW XPRODlIN RATE U" 0 1 000 000
421 0 FIRSTHWA DELIVERED I.HI 0 1 000 000
481 0/0 INITIAL OPS CAPABILITY USFE 0 1001 84 6 tS54 7 2S
491 0V0 FULLY PS CAPABILITY USAFE 0 1 84 7 2S610 IS
501 OM) PMRT AFSC 0 1 000 000
511 /O DEPLOYINT COMPLE T USAF 0 1 000 000
531 0/0 NECAR STOP - 0 1 8610 7S861006

THERE ARE: 35 TASKS AND , 36 CONNECTIONS ON THIS FILE

TASK 171 TIME CHANGED FROM 0/0 TO 4/1
TASK* 181 TIME CHANGED FROM 0) O 4/2
TASK 1I S NO PREDECESSRS
TASK # 531 HAS NO SUCSSORS

S COlPLT FOR TASV# 361 CHGD FROM 82 3 1 TO 82 2 I OLE TO TASIl 371

129
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DATE: 5SEP86, TIMf:CO:O:00, FILE: NET79.NET

NETWORK START DATE-71 I t
TASK TIME PCT USER USER
ID # /)Y DESCRIPTION %WSIJPR COW GRP START COIWLT

1 0/0 W)TNRK START 10 0 71 1 tA71 t IA
11 0/0 AFR R ACTN DIR AIR STAFF 100 0 71 1 4A71 716A
2?1 00 DSD DIRECTS 1OA/CE SYS DOD 1W0 0 71 716A71IO15A
31 0,0 AREA COORD PAPER4 AIR STAFF 100 0 711018A72 315A
41 0/0 ALSS DEIO IN M r USAFE 1W0 0 75 2 3A75 331A
61 0/O TR-t SELECTED DOD 100 0 78 7 3A79 831A
71 0/0 TAF ROC RELEASED USAFE 74 10 0 72 316A74 5 2A
81 0/0 DSARC I DO tW 1 7411 tA7411 7A
91 0/0 PLSS 1W)- PHASE PG SPO 1W0 0 75 33tA75 415A
101 00 PHASE I RFP RELEASED SPO 100 0 75 71A75 8 5A
111 OM) RDOF TWO CMNRTS SPO 100 076 1 2A76 316A
121 00 PHASE II RFP RELEASED SP 100 0 76 72A76 722A
131 00 RECEIVE FSD PROPOSALS S0 100 0 76 9 7A76 9 8A
141 00 DSM C I IA DOD 100 50 77 72ATT 727A
151 OM ,0S APPVL DCP #129 DOD 1W 0 77 8 1AA7 926A
161 00 FSD CONTRACT AARD SPo 100 0 7793A7TM
171 010 SYS ROM1 REVIEW SF0 100 078 12A78 31A
181 0/0 SYS DESIGN REVIEW SPO 100 0 78 5 1A78 531A
191 0/0 ASD PROGRA1 FUN CUT DOD 100 1 7812 1A7812.29A
201 00 D0 RC I18 CA CELLED DOD 00 500 79 2 1A79 2 IA
221 00 FUNS CAPPED & SHIFTED DOD 1W 1 79 3 1A79 39A
241 00 PRELIINARY DESIGN REV SFO 0 1 7910 1S7911 IS
271 00 SYS CRIT DGN REV S0 0 0 7912 3SO S
281 0/O PROTOTYPE H-IR BUILT UKHI) 0 1 000 000
311 0/0 FULL SYSTEM INTUTSTARTSPO 0 0 000 000
321 0/0 START DT&E/IOT&E SPO 0 0 81 2 2S81 3 2S
361 OK) END TESTING PROGRAM AFOEC 0 1 0 0 0 82 3 IS
371 00 DSAIC III DOD 0 1 82 1 IS82 2 1S
441 00 FULL PRO T hDECISION USAF 0 1 000 000
401 O,)aNTRACT AWAR SPO 0 1 000 000
411 0/0WMWTCR FAB&ASSBYLKHD 0 1 000 000
471 0/0 VAX PROTN RATE LKH) 0 1 000 000
421 0/0 FIRST HRMARE DELIVERED LKHD 0 1 000 000
481 0,0 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 IS84 7 2S
491 0/0 FULLY OPS CAPABILITY USAFE 0 1 84 7 2S.610 IS
501 00 PMRT AFSC 0 1 000 000
511 0/0 DEPLOYKENT COPtITE USAF 0 1 O 000
531 0/10 NE1% STP - 0 1 8610 7S861010S

THERE ARE: 38 TASKS AND , 42 CCtNECTICNS CN THIS FILE

TASK* 191 TI CHANGEDFRM 0 0 TO 4/0
TASK # 221 TK0 -ED FRCM 0,10 4/0

p.. TASK # I HAS NO PREDECESS RS
TASK # 531 HAS NO SJUCESSORS

S CCPLT FOR TAS# 361 CHGD FROM 82 3 1T 82 2 1 E T TASK# 371

4"
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DATE: 5SEP86, TIK:00:00:, FILE: NET8O.NET

NETWR START D1TE=71 I
TASK TIPE FCT USER USER
ID*:WK/DY DESCRIPTION wXSSVPR COWt GRP START COIPLT

I 0/0EN START 100 0 71 1 IA71 I IA
i1 OI)AF RGiTS ATN DIR AIR STAFF 100 0 711 4A71 716A
21 0/0 DSD DIRECTS TOA/llE SYS DOD 100 0 71 716A711015A
31 0/0 AREA COORD PAPER 4 AIR STAFF 100 0 711018A72 315A
41 0/0 ALSS DEO IN EUROPE USAFE 100 0 75 2 3A75 331A
61 00 1R- SELECTED DOD 100 0 78 7 3A79 831A
71 0/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 2A
81 OO DSAC I DOD 100 1 7411 1A74t1 7A
91 0/0 PLSS1 - PHASE PM S0 1O0 0 75 331A5 415A
101 ,,PHASE I RFP RELEASED SFO 100 0 75 71A"75 8 5A
Ill /40 OF " CONTRACTS SFO 100 0 76 2A76 316A
121 0/0 M II RFP RELEASED SPO 100 0 76 721A76722A
131 0/0 RECEIVE FSDPRO SALS SFO 100 0 76 9 7A76 9 8A
141 00 ISAC I IA DOD 100 M 77 72ATT 7"27A
151 0/0 GAC APPVL DCP #129 DOD 100 0 77 8 A77 926A
161 0/0 FSD CWTRT M4ARD SPO 100 0 77 930A77 930A
171 0/0 SYS RWITS REVIEW SF0 100 0 78 1 2A78 131A
181 0/0 SYS DESIGN REVIEW SPO 100 0785 IA78 531A
'191 0/v ASD PROGRAM FUNS CUT DOD 100 1 7812 1A781229A
201 0/0 DSAIC lie CANALLED DOD 100 50 79 2 tA79 2 IA
221 0 Rt4 CAPPED & SHIFTED DOD 100 1 79 3 1A79 9A
241 0/0 PRELIMINARY DESIGN REW SF0 100 1 7910 IA791031A
231 O) SUBMIT PGM RES7RUCRE SPO 100 4000 7911 1A80 16A
271 0v SYS CRIT OSGN REV SPO 0 0 8112 1s82 1 is
281 0/0PRO70TYPE HM BUILT LKHD 0 1 000 000
311 0/0RULL STE INTGTSTAR T S 0 0 000 000
321 0/0 START DT&E/IOT&E SPO 0 0 83 3 1S83 4 1S
361 0/ END TESTINGPROGRAMI AFOTEC 0 1 00084229S
371 0/0 DSACII I DOD 0 1 84 5 i84 531S
Ut 0/ FLLPRODTN DECISION UISAF 0 1 000 000
401 0/0 COTRACT "ARD SF0 0 1 000 000
411 0/0 CW*TRACTOR FAB &ASSBY LKHI) 0 1 000 000
471 0/0MX PRODTN RATE LXII) 0 1 000 000
421 0/0 FIRST HDRE ELIVERED LXII) 0 1 000 000
481 0/v INITIAL CPS CAPABILITYf USAFE 0 1001 86 9 1SS610 IS

91 0/v FULLY OPS CAPABILITY' USAFE 0 18610 1S8810 3S
521 /PrT AVSC 0 1 000 000
511 0/0 DEPLOYMENT COMPL.ETE USAF 0 1 0 0 088104S
531 0/0 NErU= STOP -0 1 8810 75881010S

HERE ARE: 39 TASKS AND , U CONNECTIONS ON THIS FILE

TASK*# 241 TIM CHANGED FROM 0Oi0 7 4/2
TASK*# 231 TI1OCHANGED FROM 0/0 M 10/4
TASK # I P~AS NO PREDECESSORS
TASK # 531 IiAS NO SUCESSORS

131
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DATE: 5SEP86, TI K:00:00:0, FILE: NE8I.NET

NETWORK START DAITE=71 I I
TASK TI ME PCT USER USER
ID I W/)Y DESCRIPTION WBsK}I COP GRP START CtMPLT
I 00 T*'IRK START 100 0 711 tAT1 I tA

tl 0/0 AF RITS ACl DIR AIR STAFF 100 0 71 1 4A71 716A
21 0,A) DS DIRECTS TOA/MI1 SYS DO 100 0 71 716A711015A
31 0 AREA CORD PAPER AIR STAFF 100 0 711018A72 315A
41 00 ALSS CM IN M r LJSAFE 100 0 752 3A75 331A
51 0K F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2ASI 930A
61 00 TR-1 SELECTED DOD 100 0 78 7 3A79 831A
71 0/) TAF ROC RELEASED SAFE 74 100 0 72 316A74 5 2A
81 0,0 SAFC I DOD 100 1 7411 1A7411 7A
91 0/0 PLSS1 - P"kSE SF0 100 0 75 331A75 415A

101 0/0 PHASE I RFP RELEASED SF0 100 0 75 710A75 85A
Ill11 0/0 AAR0V1 OFTOCOTRACTS SF0 100 0 76 12A76 316A
121 0/0 PHASE II RFP RELEASED S0 100 0 76 721A76722A
131 0/0 RECEIVE FSR POFSALS SPO 100 0 76 9 7A76 9 8A
141 0/0 G A I IA D IM 5000 777725AT7727A
151 0/0 DSAJAPPVL DCP 129 DO0 100 0 77 8 IA7 926A
161 010 FSO CONTRACT AWAD SPO 100 0 77 930TT 930A
171 0/0 SYS RI1TS REVIEW SF0 100 0 78 1 2A78 131A
181 0/0 SYS DESIGN REVIEW SF0 100 0 78 5 1A78 531A
191 0/0 ASO PROGRAM R." CUT DO0 I0) 1 7812 1A781229A
201 0/ OGARCI Ib CANCELLED DO0 100 5 79 2 tA79 2 IA
211 0/0 L LEAD $ FOR PROTS 0 0 00083103S
221 0/0 FAS CAPPED & SHIFTED DOD 100 1 79 3 1A79 329A
231 0/0 SUSIIT PGIM RESTRZURE SF0 100 40M 7911 tA80 116A
241 0/0 PRELIMINARY DESIGN REW SPO 100 1 7910 IA79103iA
251 00 WIDCR& L IW#J SYS DES DOD 100 4000 81 5 A81 6fIA

TI 271 OSYSCRIT DSGN REV SPO 0 0 00082 1 1S
281 O/ PROTOTYPE HIA BUILT LKHI) 0 1 000 000
311 0/0 ,R.L SYSTEM INTGT START SPO 0 0 000832 IS

0321 00 START DT&E/IOTUE SPO 0 0 00083103S
361 O) END TESTINGPROGRAMI AFOTEC 0 1 0 0 0 8410 IS
351 00 NAT/SAFE DEMMSTRAT USAFE 0 1 000853 IS
371 0/0 ISARC III CANCELLED DOD 0 1 000 000
381 00 AFSARC IIIA USAF 051 00084102S
391 0/0 LIMITED PRODDECISION DOD 0 1 0 0 08411 Is401 6/6COTRACT AWARD S0 0 1000 000
411 0/0 COTRACTlR FAB &ASSBY LK4D 0 1 000 000
431 0/0 AFSACI I 18 USAF 0 501 0008532S
441 0/0 FLPROTN ECISION4 USAF 0 I 0008541S
451 0O0 CONTRACT AWARD SF0 0 1 000 000
461 0/0 CNTRAC~TP FAB &ASSBYLKIO 0 1 000 000
471 0/,0 AX PRODTN RAlTE, LK 0 1 000 000
421 0,VFIRST IRDREDELIVERED IX 0 1 000 000
481 0/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 1S8610 IS
491 00 FU.LY CPS CAPABILITY USAFE 0 1 0 0 0 88 916S
501 0/0 PRT AFSC 0 1 000 000
5l 0/0 DEPLOYKNT XCPLEtT USAF 0 1 00088103S
531 0/0 WWA STOP - 0 1 881010S881012S

W-£ ARE: 48 TASKS AID , 56 CCWCTICNS ON T)41S F;LE

TASK : 241 TIME CA*GEED F.JI 040T0 4/2
TASK #251 TIfE C-.'ED FRC1 04 70 5/4
TASK # I HAS NO PRECECESSCRS
TASK : 531 HAS NO SJCESSCOS

,---, --- ,..
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DATE: 5SEP , TIME:CO:CO:W, FILE: NET82.NET

PCP( START DATE=71 1 1
TASK TIME PCT USER UER
ID # W/DY OESRIPTION WlBSVPR COW GRP START CFOMLT

1 0/0 Vr(mR START 100 0 71 11A71 I1A
11 0/0 AF ROWS ATWDIR AIR STAFF 100 0 71 1 4A71 716A
21 00 060 DIRECTS TAi DME SYS DOD 10 0 71 716A71o15A
31 0/0 AREA 0MD PAWPER 0 AIR STAFF 10 0 711018A72 315A
41 0,0 AISS 000D I N EL.C~ USAFE 100 0 75 23A75 331A
51 00 F16 SELECTED OVER F-4 AFSC 100400081 1 2A81 930A
61 0/,0 -I SELECTED OD 1 78 7 3A79 83,A
71 00 TAF RC RELEASED USAFE 74 100 0 72 316A74 5 2A
81 0o0DSAI I DOD 1W 1 74111 ,A7411 7A
91 o0 P0,LSS To- PFASE P SO 100 0 75 33,A75 415A
101 0,0P SEIRPRELEASED S 100 0 75 7oA75 85A
111 0,V0 AM ?OF T*0 MWTS SF0 1W 0 76 12A76 316A
121 PASE I I RFPRELEASED So 1W 0 76 72A76722A
131 0/0 RECE IVE FSD PROPOSALS SF0 1W0 0 7697A76 98A
141 0,0 DS ,A DOD 100 5 77 77 7A
151 O 0SARC PPV DP 129 DOD 100 0 77 8 Ar 9A
161 0/0 FSDCON1R$CT NMR SF0 100 0 793DA77 9A
171 00SYSRM REV I EW S0 100 0 78 12A78 131A
181 00 SYSDESIGN REVIEW S0 100 0 785 A78 531A
191 0/0 ASD PROGRAM FU CUT DOD 100 1 7812 A781229A
201 00 DSAX 118 CANCELLED DOD 100 5000 79 2 iA79 2 1A
211 0OLOtNGLEAD SFORPRODXTNSPO 0 0 000841031S
221 OF CAPPED & SHIFTED DOD 100 1 79 3 1A79329A
231 0,0 SUBMIT P611 RES71&C11JRE SP 100 4M 7911 1A8D 116A
241 0/0 PRELIMINARY DESIGN REW SF0 1W0 1 7910 1A7910131A
251 0/0 WI TCMAL MAJSYS DES DOD 100400081 5 A81611A
261 0/0 P611 RESTART SUBM1ITTED SPO 100 4000 81 i0 IA81 1231A

271 0SYS CRIT DSGN REV SPO 0 0 00083 331S
281 oPROTOTYPE HDA BUILT UGo 0 1 000 000
311 oo FULL SYSEM INTOT START SPO 0 0 000842 IS
321 010 START DT&E/IOT&E SP0 0 0 00084 93S
361 00 EN ,TESTINGPRGRAM AFOEC 0 1 000858 1S
351 0 NATOAZFE DEONSTRAT USAFE 0 1 000857 iS
371 0o0D III CANCELLED DOD 0 1 000 000
381 0 AFSAC I IIA USAF 051 00 0 84106
391 0,0LMITED PROD DECISION DOD 0 1 0 0 0 8411 s
401 O/o FIRCT AWVARD SF0 0 1 0 000
411 0/0 CONTRACTOR FAB &ASSBY LK){) 0 1 000 000
431 0 AFSAI I IC L USAF 0 5001 00085312S
441 00R FULL PRO1 PDECISION USAF 0 1 000854 IS
451 0/0PCONTRACT AWARD SAF 0 1 00 0000
461 0/0 CNTRACTOR FAB &ASSBY LKlC0 0 1 000 000
471 0/0MAX PRODT RATE L0 0 1 000 000
421 0/0 FIRSTDA 6RE DELIVERED LKOND 0 1 00855 IS

*481 0,0 INITIAL OPS CAPABILITY UISAFE 0 1001 86 9 158610 15
491 0/0 FUL.LY OPS CAPABILITY LISAVE 0 1 0 0 088916S

T5A 0/0 PHT AFSZ 0 1000000
511 0/0 DEPLOYMENT CCOfLETE LSAF 0 1 00088103S

4531 0/0 NET*R STOP -0 1 8810105881012S

TWfRE ARE: 49 TASKS AND , 57 CCIt(CTICNS CN THIS FILE

TASK # 261 TiItE CPANGED FROM O/D TO 13/,0TASK # I MS ND PREDECESSORS
TASK 531 RAS NO UESSRS

S CCItPLT FOR TASK: 211 C-OD FRCM 841031 TO 841016 [LE TO TASq# 371

133

.1



gray

DATE: 5SEP86, TIE:00:00:0, FILE: NET.NET

IETCR START DATE=71 1 S
TASK TItl C USER USER
ID #K/Y DESCRIPTIC N WBS/VPR COIP GRP START CCPLT

, 0/0 NETAO START 100 0 71 1 IA71 1IA
11 0/, AF RGITS ACTN DIR AIR STAFF 100 0 71 1 4ATI 716A
21 0/0 DSD DIRECTS TOA/tt SYS DOD 100 0 71 716A711015A
31 0/0 AREA COORD PAPER 14 AIR STAFF 100 0 71lOi8A72 315A
41 0/) ALSS DEMO IN ERE USAFE 10 0 75 2 3A75 331A
51 0/0 F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2A81 930A
61 0/0 TR-I SELECTED 00 100 0 78 7 3A79 831A
71 0/O TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 2A
8 1 0/ A SA I DO0 100 1 7411 1A7411 7A
91 OV PLSS AO- PHASE PG S0 100 0 75 331A75 415A

101 0 PHSE I RFP RELEASED SP0 100 0 75 710A75 8 5A
111 0/0 AARD OF CNTRCTS SF0 100 0 76 1 2A7r5 316A
121 0/0 PSEII RFP RELEASED SO 100 0 76 72A76722A
131 0/0 RECEIVE FSD PRPOSALS SPO 100 0 76 9 7A76 9 8A
141 0/0 DSARC I IA DOD 100 5000 7A77 727TA
151 0/0 SA APPVL DCP #129 DOD 100 0 77 8 1A7 926A
161 0/0 FSD CONTRACT AWPD SPO 100 0 77 93QA77 930A
171 0/0 SYS RGMTS REVIEW SF0 1W 0 781278 8 131A
181 0/0 SYS DESIGN REVIEW SPO 100 0 78 5 1A78 531A
191 00 ASDO PROGRAI F CUT DOD 100 1 7812 1A781229A
201 0V0 D6&A I18 CAICELLED 0 000 5000 79 2 iA79 2 1A
211 0/ LONG LEAD $ FOR PRODCNS 0 0 0 0 0 8411 IS
221 010 FD CAPPED & SHIFTED DO0 1W 9 3 tA79 329A
231 0/0 SUIMIT PG6 RESTRCRLRE SPO 100 400 7911 1A80 16A
241 0,0 PRELIMINARY DESIGN REWd SF0 10W 1 7%10 11'3A
251 0/0 WITH.DRAAL K4J SYS DES 000 1W 40M 81 5 1A81 611A
261 0/0 POI RESTART SU.1ITTED SF0 tW 4000 8110 fA811231A
271 0/0 SYS CRIT DSGN REV SF0 100 0833 1A83 331A
281 0/0 PROTOTYP1 E 1 BUILT LKHD 100 1 83 4 1A8311 iA
291 0/0 REPHASE P01 LENGTH SF0 10 4= 83 6 1A83 715A
311 0/0 FULL SYSTEM INTGT STARTSPO 0 0 00084 531S
321 0/0 START DT&E/IOT&E SF0 0 0 000 84102S
361 OK/ END TESTING PROGRAM AFOTEC 0 1 0 0 0 85 8 IS
351 0/0 NATO/JSAFE DEMENSTRAT USAFE 0 1 000857 IS
371 0/) W I II CANCELLED DO 0 1 000 000
381 0/0 AFSARC I I IA USAF 05001 00084102S
391 0/0 LIMITED PRO DECISICN DO0 0 1 0 0 0 84016S
401 0/oCNTRACT AORD SPO 0 1 000 84111 s
411 0/0CO R FAB&ASSETLKH) 0 1 000 000
431 0/0 AFSARC II IB USAF 05001 00085312S
441 0/0 FILL PRODTN DECISION USAF 0 1 000854 IS
451 0,0CK) R#T AARD SPO 0 1 000 000
461 0A)CONRP CR FAB& ASSY LX 0 1 000 000
421 0/0FIRST DARE DELIVERED LKHD 0 1 0 0 085 5 IS
471 0/0 MAX POOTN RATE LKI-D 0 1 000 000
481 0,0 INITIAL OPS CAPABILITY USAFE 0 001 86 9 18610 is
491 0/0 FULLY CPS CAPABILITY USAFE 0 1 0 0 0 88 9 2S
501 0/OPtRT AFSC 0 1 000 000
511 Q/0 DEPLOY4EF COMPLETE USAF 0 1 000 000
521 0/0 FOT&EPR.*1 PHASE I AFOTEC 0 1 86 22BS 0 0 0
531 00 NEIN STOP - 0 1 000881012S

TERE ARE: 51 TASKS AND , 61 CCtECTICNS ON THIS FILE

TASK 1 271 TIK C*NC-ED FROM 0/0 TO 4/2
TASK 281 TItf CW-ED FROM 0/0TO 30/2
TASK 291 TIJ Cl.NGED FROM 0/0 TO 6/2
TASK i HAS NO PRE ECESSORS
TASK # 531 HAS NO aZESSCRS

S COWLT FCR TAS<# 211 CM FRO 8411 1 TO 8410 2 CLE TO TASK* 371

IL~J
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DATE: 5SEP86, TIME:CO:0):(0, FILE: NETB4.I(T

NETIAM START DATE=71 1 1
TASK TIPE PT LER USER
ID DAK/DY DESCRIPTION W3S/i0PR COMP GRP START aOfPLT

1 0/I NE WMK START 1(0 0 71 1 tA71 1 A
11 0/0 AF RMITS ACTN DIR AIR STAFF 1(0 071 1 4A71 7T16A
21 010 1O DIRECTS TOAit*E SYS DOD 100 0 71 716A711015A
31 0/0 AREA COORD PAPER AIR STAFF 100 0 711018A72 315A
41 0/0 ALSS, DEM IN Mr UISAFE 100 0 75 2 3A75 331A
51 0/, F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2A81 930A
61 O sTR-1 SELECTED DOD 100 0 78 7 3A79 831A
71 0/0 TAF ROC RELEASED ISAFE 74 100 0 72 316A74 5 2A
81 0/o DSAc I DOD 100 1 7411 tA741 7A
91 0/, PLSS TWO- PHRSE 1 SF0 100 0 75 331A75 415A
101 0/ PHASE I R RELEASED SF0 100 0 75 71OA75 8 5A
it1 0/ AW OFTWO CMTRACTS SFO 10 0 76 1 2A76 316A
121 00 PASE I I RFP RELEASED SFO 10 0 76 721A7722A
131 0/ RECEIVE FSPROPOSALS SF0 10 0 7 9 7A76 9 8A
141 0,0 o) C I IA DOD 100 5 77 757A 727A
151 00 DSAWAPPYL DCP 129 DOD 10 0 7781A77926A
161 0,0 FSD CONTRACT AfWARD SF0 1(0 0 77 9MA7T 90
171 0/0SYS ROMls REVI EW SF0 100 0781A78 131A
181 0/ SYS DESIGN REVIEW SF0 t(0 0785 1A7 531A
191 00 ASD PROGRAM RIM CUT DOD 1(0 1 7812 IA781229A
201 0,0 DSAIC lib CANCELLED DOD 10 50 O79 2 iA79 2 IA
211 0/ LOG LEAD $ FOR Ptt7NSP0 10 08410 1A84103iA
221 0,0 RN)S CAPPED & SHIFTED DOD 10 1 79 3 iA79 329A
231 0,0 SUBMIT P611 RESTRICILK SF0 10 4(00 7911 1A80 116A
241 0/0 PRELIMt RY DESIGN REM S0 1(0 1 7910 tA791031A
251 0/0 WI1IRl L AJ SYS DES DOD 1400081 5 IA81 611A
261 0/0 PG RESTART SAMITTED SPO 10 40M 8110 1A811231A
271 0/0 SYS CRIT DSON REV SPO I(0) 0 83 3 1A83 331A
281 0/0 PROOTYPE HM BUILT LKHD 100 1 83 4 A8311 1A
291 0/0 REPHASE PGl LENGTH SPO 10 4000 83 6 1A83 715A
301 0/0 1ST FLT FOR SYS INTEGN SFO 100 08312 tA83123A
311 0/0 FULL SYSTEM INTUT START SF0 10 084 1 2A84 731A
321 0 0 START DT//IOT&E SF0 0 0 8410 1A8411 IS
361 0/0 END ESTING PROGRAM AFOEC 0 1 0 0 0 86 2 3S
351 0/0 NATtSAFE DEMONSTRAT USAFE 0 1 0008571S
371 00 DSARC III CANCELLED DOD 0 1 000 000
381 0/0 AFSARC II IA USAF 0 501 85 2S8 2 1S
391 0/0 LIMITED PRC DECISIN DOD 0 1 000525S
401 0/0CONTRACT ARD SPO 0 1 85 3 1S85 4 IS
411 0/OMNTlRCTOR FAB&ASSBYLKHI 0 1 000 000
431 0/0 AFSARC II IB USAF 05001 000 8586S
441 0/0I UL PRDTN DECISION USAF 0 1 85 816S85 9 2S
451 00MNTRCT AWARD SPO 0 1 000 000
461 0/0CCNTRACR FAB & ASS8Y LXI- 0 1 000 000
421 0/0 FIRST RK DELIVERED LKHD 0 1 86 2 3S86 3 3S
471 0/ IMAX PRO)TN RATE LXID 0 1 000 000
481 0/0 INITIAL OPS CAPABILITY USAFE 0 1001 0008732S
491 0/0 FULLY OPS CAPABILITY USAFE 0 1 87 3 2S89 3 IS
501 0/0 PWT AFSC 0 1 0 0 0 328S
511 0/0 DEPLOrIMENT CCHPLETE USAF 0 1 89 3 IS89 4 3S
521 0/0 FOT "PRGM PHASE I AFOTEC 0 1 86 228 0 0 0

. 531 0/0 NETWOR STOP - 0 t89 410S89 412S

* THERE ARE: 52 TASKS 41, 62 CCNECTICS ON THIS FILE

TASK 301 T IE HANGED FRCM 0/0 TO 4/I
TASK 311 TI E CPANED FROM 0/) TO 30/1
TASK # I HAS NO PREDECESSORS
TASK : 531 HAS NO SLESSCRS
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DATE: 6SEP86, TIME:00:0O:W, FILE: NET85.NET

NENM START DATE=71 I I
TASK TIME PCT USER USER
ID, (/'DY DESCRIPTION VMS/PR COW GRP START COtPLT

1 0/0 NEIAM START 1W0 0 711 1A71 I IA
tl 0/0 AF ROTS TN DIR AIR STAFF 1C 0 71 1 4A71 716A
21 0/0 DSD DIRECTS TOA/ttE SYS DOD 10X 0 71 716A711015A
31 0/0 AREA COORD PAPER 4 AIR STAFF 100 0 711018A72 315A
41 O 1 ALSS[DMOIN E PE USAFE 100 0 752 3A75 331A
51 0/0 F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2A81 93QA
61 0/0 TR-1 SELECTED DOD 1W0 0 78 7 3A79 831A
71 0/0 TAF RC RELEASED USAFE 74 1W0 0 72 316A745 2A
81 0/0 DSARC I DOD 1W0 1 7411 1A7411 7A
91 00 PLSSTW- PHASE PQ SPO 1W 0 75 33tA75 415A

101 0/0 PHASE I RFP RELEASED SPO 1WO 0 75 710A75 8 5A
111 0/ AWARDOF M C TRACTS SP0 100 0761 2A7 316A
121 00 PASE II RFP RELEASED SPO 1W0 0 76 721A76 722A
131 0/0 RECEIVE FSDPRPOSALS SPO 100 0769 7A7698A
141 0/0DSARC I IA DOD 10 MM 7 77 5A77 727A
151 0/0 DSARC APPVL. DCP:129 DOD 1W0 0 77 8 tA77 926A
161 0/0 FSD CONRACT ,AAR SPO 100 0 T7 930't7 9"0A
171 0/0SYS RGMTS REVIEW SPO 1CO 078 1 2A78 131A
181 0/0SYS DESIGN REVIEW SPO 1W0 0785 1A78 531A
191 0/0 ASD PROGRAMI F.NS CUT DOD 100 1 7812 1A781229A
201 0,0 DSARC I IB CANCELLED DOD 1W0 5000 79 2 1A79 2 IA
211 00 LONG LEAD $ FOR PM CTNS0 1WM 0 8410 tA841031A
221 0/0 R CAPPED & SHIFTED DOD IW 1 793 1A79 329A
231 0,0 SL.IT PGM RESILICI SPO 100 4000 7911 tA80 t16A
241 0,0 PRELIMINARY DESIGN REV# SPO 1W0 1 7910 IA79131A
251 0/0WITHDRWL I'AJSYS DESDOD tO4081 5 1A81 611A
261 0/0 PG RESTART S.BITI'ED SPO 1W 400 8110 ,A811231A
271 0/0SYS CRIT OSGN REY SPO 100 083 3 1A83 331A
281 0/ PROTOTYPE '*R BUILT LK-0 1W 1 834 1A8311 IA
291 0,0 REPHASE PM LENGTH SPO 100 4000 83 6 1A83 715
301 0/01ST FLT FOR SYS INTEGN S 100 0 8312 1A831230A
311 00 FULL SYSTEM INTGT STARTS0 100 0 84 1 2A84 731A
321 0 CNTR INTEGO TSTNG 1EGIN SPO 100 0 841015A841t IA
331 00 END CNTR INTEG TEST LKHD 0 1 0 00 85103TS
341 0/0 START DT&E/IOT&E SF0 0 0 0 0 0 851217S
361 0/0 END TESTING PROGRAM AFOTEC 0 1 000864 IS
351 0/0 NATOAJSAFE DEMSTRAT USAFE 0 1 00086 130S

,... 371 0/0 DSARC III CANCELLED DOD 0 1 000 000
381 0/0 AFSARC IIIA USAF 0 5WI 86 4 1S86 5 IS
391 0,0LIMITED PRCO DECISION DOD 0 1 86 6 2S86 6 2S
401 0 ONTRAT AWARD SPO 0 1 86 6 2S86 7 IS
411 0VOCtTRACTOR FAB& ASSBY LKHD 0 1 000 000
431 0,0AFSARC IIIB USAF 0 5001 86 8 1S86 818S
441 0/0 FLL PODTN DECISION USAF 0 1 86 815S86 9 IS
451 , 45 oNTCT AWARD SF0 0 1 000 000
A61 0,0 CONTRACTCR FAB & ASSBY LKHD 0 1 000 000
421 00 FIRST HRDWRE DELIVERED LKHD 0 1 8612 1S87 I S
471 0/ MAX PRODTN RATE LKI-D 0 1 000 000
481 0,0 INITIAL OPS CAPABILITY USAFE 0 I=I 87 2 2S87 3 2S
491 0/0 FtLLY OPS CAPABILITY USAFE 0 1 873 2S89 3 1S
501 0/0 PRT AFSC 0 1 00089 328S
51_ 0,0 DEPLOYMENT C"fLETE USAF 0 1 89 3 1S89 4 3S
521 0O0 FOT& PRGM PHASE I AFOEC 0 1 86 228S000
531 0/0 E- STP - 0 1 89 410S89 5 IS

AK T # 321 TIE C-ANGED FR 0/0 TO 2/3
TASK # I PAS ND PEDCESSCRS THERE: 54 TASKS A , 64 CONECTINS ON THIS FILE
TASK #* 531 HAS NO SUESCRS
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DATE: 6SEP86, TIME:00:0:Cf, FILE: NET86. NET

ICWJIR START DATE=71 I I
TASK TIME ICT USER USER
ID I W/DY DESRIPTION WBS/VFR COW GRP START CO T

I 0/0lCIWJRK START 100 0 71 11A711I1A
11 0, 0 AF R(MT$ ATN DIR AIR STAFF 100 071 1 4A71 716A
21 0,0 DSD DIRECTS lTA/DME SYS D0D 100 0 71 71614711015A
31 0,0 AREA COORD PAPERIt AIR STAFF 100 0 711018472 3154
41 0/0 ALSS DEMO IN EtROPE USAPE 100 0 75 23A75 331 A
51 010 F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2A81 930A
61 0K TR-i SELECTED DOD 100 0 78 7T3A79 8iA
71 0/0TAFROC RELEASED SAFE 74 100 0 72 316A74 512A
81 0/0 MAR I A DO 00 01 7411 1A741 7A
91 O) PLSSAO- PHASE PG SF0 100 0 75 33175 415A

101 0/0 PHASEIRPRELEASED SF0 100 0 75 710A75 85A
111 0/0VAWARDOF 1%%0CONRACTS SF0 100 0 76 12A76 316A
121 0/0 PHASE I1 RFP RELEASED SF0 100 0 76 721A7E 72.A
131 O00RECEIV F SD PROPOSALS S 100 0 76 9 76 91
141 0/0 DSA I IA DOD 10)50D77 72SA77 7274
151 O00DSARC APPVL DOP#129 DOD 100 0781477 926A4
161 0/0 FS0 CONTRACT AMR SF0 100; 0 77 930A77 930A4
171 0/0 SYS RGIITS REVIEW SO 10) 0 78 1 2A78 131A
181 0/0 SYS DESIGN REVIEW SPO 100 0785 1A78 531A
191 0,0 ASD PROGRAM RFN) CUT DOD 100 1 7812 1A781229A
201 O00 DSAIC IB CANCELLED DOD 100 79 2 IA79 2 tA
221 0/0 FR S CAPPED & SHIFTED DOD 100 1 79 3 IA79 329A
231 0/0 SUBIIT PG1 RES IRIJTRE SF0 100 4000 7911 1A80 116A
241 0,0 PRELIMINARY DESIGN REW SPO 10) I 7910 tA791031A
251 00 WIPA L W SYS DES DOD t00 400 81 5 1A81 611A
261 0/0 PGIM RESTART SUBIITTED SPO 100 4000 8110 1A811231A
271 0,0 SYS CRIT DSGN REV SPO 100 0833 IA83 331A
281 0/0 PROTOTPE IM BUILT LI) 100 1 83 4 t18311 IA
291 0/0 REPHASE PG1 LENGTH SF0 100 4000 8211 1A83 715A
301 0/,0 IST FLT FOR SYS INTGN SPO 100 0 8312 1A831230A
311 0/0 FULL SYSTEM INTGT START SPO 100 0 84 1 2A84 731A
321 0 CNTR INTEG TSTNG BEGIN SP 100 0 84101A841 1A
211 LONG LEAD $ FOR PROOINSP 100 0 840 1A841031A
331 00 END CNTR INTEG TEST LKI 0 1 00086812S
435 0/0 PROGRAM RESTRLCllRE SF0 100 1 86 4 1486 5 1A
341 0/0 START DT&E/IOT&E SF0 0 0 86 81258610 2S
361 00 END TESTINPROGRAM AFOTEC 0 1 87 3 2S87 4 IS

00 PROGRAM DECISION USAF 0 1 87 4 1S87 5 1S
500 ,4)OT-BALL SYSTEM AFSC 0 1 87 5 tS87 6 IS
550 0 LTD EUIOPE OPS CAPIBIL USAFE 0 1 87 6 1S87 831S
531 00 NE1WARK STOP - 0 1 87 929S8710 1S

THERE ARE: 41 TASKS AND , 51 COI*ECTIONS ON TillS FILE

TASK:* 211 TIE CHANGED FROM O) TO 4/2
TASK-* 435 TIME CHANGED FRO 0/01 TO 4/2
TASK # I HAS NO PREDECESSORS
TASK # 531 HAS NO 9UOCESSORS
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1977 CSNAS Printer Network

The next eleven pages are the CSNAS printer network

generated when data set I for initial snapshot year 1977 was

executed by CSNAS.
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OIJAN 04JAN 16JUL
71001 71004 71197
ooo/o 000/1 028/0

AO1JAN'7I 01JAN71 AO4JAN71 15JUL71 A16JUL71 14OCT71

* 00001 TO/ 0 * 00011 T27/4 * * 00021 T3/0
*NE1YRK O WAF RWITS * wDSD DIRECTS w
*START *->g -*ACTN DIR ****TOA/D#E SYS ---
* uAIR STAFF N *DO
* * * 0.000 * 0.000*

01JAN71 OIJAN7IA 04JAN71 I5JUL7IA 16JUL71 140CT71A
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18OCT 16MAR OINOV 03FEB
71291 72076 74305 75034
041/1 062/4 200/0 213/1

A18OCT71 14MAR72 A16MAR72 01MAY74 AOINOVT4 06NOV74

00031 T/2w w00071 Tiitl/ w00081 M"/4w
*AREA COORD o iTAF ROC * wDSARC I w
*PAPER #4 ---*RELEASED *--- ---------
*AIR STAFF w NUSAFE 74 * OOD w
w w w 0.000 w 0.000w

180CT71 14MAR72A 16MAR72 OIMAY74A 01NOV74 06NVT4A

AO3FE875 28MAR75

w00041 T8/0w

wALSS DEMO IN w
- ------------------------------------------------------- EUROPE w

wUSAFEw
,. ..-. w 0.000w

03FEB75 28MAR75A

.%
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31MAR IOJUL 02JAN
75090 75191 7600e
221/1 235/4 261/0

A31MAR75 14APR75 AIOJUL75 04AUG75 A02JAN76 15MAR76

00091 T2/1 Ni 00101 T3/3 i i 00111 TIO/2 m
ifPLSS *1- *PHASE I RFP *AWARD OF W O

***PHASE PGH * --- *RELEASED *---i CONTRACTS i---
* SPO N *SPO N SPO

fifif.i f 0.000 u i 0.000 •

31MAR75 I4APR75A IOJUL75 04AUG75A 02JAN76 ,MAMR76A
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S0JUL OTSEP 25jUL
76203 76251 7T26
289/3 296/2 342/1

A2IJUL76 21JUL76 AO7SEP76 07SEP76 A2SJULTT 26JUL77
ww**wwUwwwwwwwww mwwwuwwwwwwwwuu 5w.w.UwwwuwwwuwS.

*00121 TO/l *00131 TO/I w *00141 TO/2 w
*PHASE II RFP * RECEIVE FSD *DSARC IIA

RELEASED --- *PROPOSALS *----
wSPO *SPO *DO0
* w * 0.000 w 0.000*

21JUL76 2IJUL76A 07SEP76 07SEP76A 25JUL77 26JUL77A
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01 AUG 30SEP 02JAM
77213 77273 78002
343/1 352/0 365/1

AOIMJGTT 23SEPTT A3OSEPTT 30SEP77 SO2JAN78 GUJAN7

OO015 T8/0* 00161 TO/O : 00171 T/
*DSARC APPYL u *FSD CONTRACT w :SYS RWITS
*CP*#129 -uAWARD *--:REVIEW
*DOD * SPO :Spo

* w w : 4/2

01AUG77 236EPT7A 30SEP77 30SEPTTA 01 FEB78 01IFEB78S

14J3



OiMAY OINOV 0IFEB
78121 78305 79032
382/1 408/3 421/4

S01MAY78 01MAY78 S01NDV78 01NOV78 SOiFEB79 01FEB79
......... ...... 5 .5.....

: 00181 TO0 : : 00241 i"/0 : : 00201 O/0:
:SYS DESIGN : :PRELIMINARY : :DSARC 118
:REVIEW :---.:DESIGN REV :---:
:SPO : :SPO :DOD
: : . 4/2 : : 3/4
.............. .5 e .............. 5
31MAY78 311MAYT8S 01DEC78 OIDEC78S 28FEB79 28FEB79S
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O3SEP 03SEP 03SEP
79246 79246 79246
452/1 452/1 452/1

S03SEP79 03SEP79 03SEP79 03SEP79 03SEP79 03SEP79
... ... ... . *. . . . . . . . . . . . . . . . . . .

: 00271 TO/0: : 00281 M/0 : 00311 T0/:
:SYS CRIT : :PROTOTYPE : :FULL SYSTEM
:DSGN REV :---:H.OR BUILT :--:INTGT START :---

:SPO : :LKHD : :SPO
: 78/0 : 78/0

.......... ........ ................

01OCT79 OiOCT79S 02MAR81 02MAR81 02MAR81 02MAR81
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02FEB 02FEB OIJAN
81033 81033 8001
526/1 526/1 574/0

SOFEB61 02FEB81 02FEB61 02FEB8I SO1JAN62 01JANH2

. 00321 TO/O : : 00361 113/0: : 00371 T0O/O

:START :END TESTING : :DSARC III
:DT&E/IOT&E :---:PROGRAM
:SPO : :AFOTEC : :DO0

: ~: 52T:/0 4/1

O21tIR81 ,.IAR8iS 01FEB82 OIFEB82E OIFEB82 OiFEB82S

,.1

'
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OiJAN 0IJAN OIJAN
8201 82001 82001
5 74/0 574/0 5T4/0

01JANB2 01JAN82 01JAN82 01JAN82 01JAN82 01JAN82
.. .. .. . . .. . .. . .. . . . . . . . .

00441 TO/O : 00401 TO/0 : 00411 TO/V
:FULL PROOT : :CONTRACT : :CONTRACTOR
:DECISION :--:AWARD :---:FAB & ASSBY :->

:USAF : "SPO :LKHD
130/1 : : 130/1

02JUL84 02JUL84 L84 02JUL84 02JUL84 02JUL84
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OIJAN OIJUN 02JL
82001 84 153 84184

*574/0 700/0 704/1

01JAN82 01JAN82 SOIJUN84 01JUN84 S02JL84 02JL84
-;, ..... - I .............. I1 .11 .....

021 TOV: : 00481 TO/0 :091 TO/O
:FIRST HRY*RE ::INITIAL OPS : :FULLY OPS
:DELIVERED :--- :CAPABILITY :- :CAPABILITY

4.:LKHD : :USAFE : :USAFE
4/1 :1W/2

.... .... . 1............... . . .. . . . .
02U84 02JUL84 02JUL84 02JUL84S 01OCT86 010CT86$

* 01JAN82 01JAN82

:00471 TO/V
:MAX PROM~
RATE --------------- >

LKHD

01OCT6 01OCT86
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O2JUL 02JUL ,OCT
84184 84184 86200
704/1 704/1 822/2

02JUL84 02JUL84 02JUL84 02JUL84 S070CT86 07OCT86
... .. ... .. .. . . . . . . . .. .. . . . . . . .

: 00501 TO/O: : 00511 T0) : 00531 TO/O:
:PIRT :DEPLOYMENT :NEIWORK
: :---:COMPLETE :--:STOP
:AFSC :USAF

: 118/4 : : 0/3

10OCT86 10OCT86 IOOCT86 10OCT86 10OCT86 100CT86S
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1985 CSNAS Printer Network

The next nine pages are the CSNAS printer network

generated when data set I for the final "classic deployment"

snapshot year 1985 was executed by CSNAS. The output was

filed on disk and subsquent printing was handled using

"SIDEWAYS", a software application package.
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Appendix C: Data Set II

Selected Yearly CSNAS Output Products

Appendix C contains the data set II input data listings

and subsequent error listings generated by CSNAS for each

individual year of the PLSS projected schedule. Also

included is the number of tasks and connections for each

yearly file.

Data Set II uses the template of reasonable durations

derived from perfect knowledge of the PLSS weapon system

acquisition process. These durations were applied to all

the snapshots to force CSNAS to evaluate the years on a

standardized basis.

The last pages of this appendix contain a printer

net ork for snapshot year 1985 and a network plot for

snapshot year 1986. The plot was generated by a Houston

Instrument desk-top plotter. Both used and portray the

template durations of data set II.
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DATE: 5SEP86, TIME:00:00:00, FILE: TEMPTT.NET

ETWOR START DATE=71 I I
TASK TIME PCT USER USER
IJO#KY DESCRIPTION %BS/AOPR COMP GRP START COMPLT

0' C~R START 100 0 71 11A7111 A
III 2r/4AWT*M;.S ACfl DIR A IR STAFF 10) 0 71 1 4A71 715A

21 13/0060 DIRECTS TDA/1fE SYS DO0 100 071 716A711014A
31 21/2 AREA COORD PAPER AIR STAFF 100 0 711018A72 314A
41 8/0 ALSSW INEICPE USAFE 100 0 75 2 3A75 328A
71 111/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSA I DO 100 1 7411 1A7411 6A
91 2/1 PLSS 1WO- PHASE PG1 SPO 100 0 75 331A75 414A
101 3/3 PHASE I RFP RELEASED SFO 100 0 75 710A75 8 4A
111 10/2 M D T OF TWO CONTRCTS SFO 100 0 76 1 2A76 315A
121 0/1 PHASE II RFP RELEASED SFO 100 0 76 721A76 721A
131 0/1 RECEIVE FSD PROPOSALS SP 100 0 76 9 7A76 9 7A
141 0/2 DS I IA DO0 00 500 77 7A77 726A
151 8/0 D6N APPYL 0DCP#129 000 100 0 77 8 tA77 923A
161 00 FS0 CWMT A'A, SPO 100 0 77 93OA77 930A
171 4/1 SYS RGWTM REVIEW SPO 0 0 78 1 2S78 131S
181 4/2 SYS DESIGN REVIEW SPO 0 0 78 5 iS78 530S
241 4/2 PRELIMIINRY DESIGN REW SPO 0 1 7811 1S781130S
201 3/10 DAtIB 1800O 0 W0079 21579 27
271 4/2 SYS CRIT DSGN REV SPO 0 0 79 9 3S79 928S
281 26/0PROTOTYPE I-R BUILT LKHD 0 1 000 000
311 30/iFULL SYSTEM INTGTSTARTSPO 0 0 000 000
321 4/3 START DT&E/IOTlE SF0 0 0 81 2 2SB1 227S
361 0/3 END TESTING PROGRAI AFOTEC 0 1 00082226S
371 3/0 DSARC III DOD 0 1 82 1S82 129S
441 2/0 FULL PROOTN DECISION USAF 0 1 000 000
401 8/0CORCT ARD SPO 0 1 000 000
41l 26/0 CONTRCTOR FAB&ASSBYLKHD 0 1 000 000
471 13/01MAXPROOTN RATE LKHD 0 1 000 000
421 0/4 FIRST HRIEI DELIVERED LKHD 0 1 000 000
481 4/0 INITIAL OPS CAPABILITY LSAFE 0 1001 84 6 tS84 629S
491 12/0 FULLY OPS CAPABILITY USAFE 0 1 84 7 2S86 930S
501 3/0PMRT AFSC 0 1 000 000
511 0/1 DEPLOYMENT COMPLETE USAF 0 1 000 000
531 0/0 NE1C RK STOP - 0 1 8610 7S861010S

THERE ARE: 35 TASKS AND , 36 COINECTIONS ON THIS FILE

TASK # t HAS NO PREDECESSCRS
TASK # 531 HAS NO aLESSCRS

S CClPLT FOR TAS)# 491 CHGD FRCII 86 930 TO 86 917 DUE TO TASitt 501
S CCMPLT FOR TASK# 361 CW FRC 82 226 TO 82 1 8 DUE TO TASK 371

.IJ...1!
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DATE: 5SEP86, TIE:0:0:W0, FILE: EIP78. NET

NE1'M START (ATE=71 I t

TASK TIfE PCT USER USER

ID # %KDY DESCR IPTICt ONs/cPR Ct)O GRP START C0IPLT
1 0/0 I(*R START 100 0 71 1 IA71 I IA

11 2T/4 AF RIS AT DIR AIR STAFF 100 0 71 1 4A1 715A
21 13/0 DSD DIRECTS TOA/'E SYS DOD I) 0 71 716A711014A
31 21/2 AREA COORD PAPER AIR STAFF 100 0 711018A72 314A
Ai 8/0 ALSS DEMO IN W USAFE 100 0 75 2 3A75 328A
71 l11/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSARC I DCO 100 I 74111 A74t 6A
91 2/PLIW- PHASE P(3 SPo 100 0 75 33IA75 4114A
1o 3/3 PHASE I RP RELEASED SF0 100 0 75 710A75 8 4A
111 10/2 RAW OF 1 C0ONTCTS SPO 100 0 76 1 2A76 315A
121 0/I PHASE II RFP RELEASED SFO 100 0 76 72A7b 721A
131 0/1 RECEIVE F'S PROPOSALS SPO 100 0 76 9 7A76 9 TA
141 0/2 DSARC IIA DCO 100 5000 77 725AT 726A
151 8/0 DARC APPVL DCP #129 DO0 100 0 7 8 iA-7923A
161 00 FSO CONTIRT AmM SPF Ia) 0 77 93DA77 930A
171 4/1 SYS RGMTS REVIEW SF0 100 0 781 27130X
181 4/2 SYS DESIGN REVIEW SPO 100 0 75 5 A78 5MA
241 4/2 PRELIMINARY DESIGN REV SF0 0 1 7811 IS781130S
201 3/0 DSARO II 1DO05000 0 79 2 S79 227S
271 4/2 SYS CRIT DSGN REV SF0 0 0 79 9 3S79 928S
281 26/0 PROTOTYPE HR BUILT LKHD 0 1 000 0000
311 30/1 FULL SYSTEM INTGTSTART SPI 0 0 000 000

,, 321 0/3 START DT&E/IOT&E SPO 0 0 81 2 2581 227S
361 5/0 END TESTING PROGRAM AFOTEC 0 1 00082226S
371 3/0 DSAIC III DOD 0 1 82 115S82 129S
441 2/0FILL PROOTNDECISION USAF 0 1 000 000
401 8/oCONTRACT ARD SPO 0 1 000 000
411 26/0 CONTRATOR FAB&ASSBYLKHD 0 1 000 000
471 13/01AXPRODTN RATE LU0D 0 1 000 000
421 0/4 FIRST IIRDARE DELIVERED LKHD 0 1 000 000
481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 IS84 629S
491 102P10 FULLY OPS CAPABILITY USAFE 0 1 84 7 2S86 930S
501 3/0 PRT AFSC 0 1 000 000
511 0/1 DEPLOYIENT CCIIPLETE USAF 0 1 000 000
531 0/0 NECR STOP - 0 1 8610 7S86010S

STHERE ARE: 35 TASKS AND , 36 COfNECTICNS CN THIS FILE

TASK # 1 HAS .O PREDECESSORS
TASK # 531 HAS NO SUCCESSORS

S START FOR TAS) 371 CHGO FRCM 82 1 1 TO 82 2 4 DUE TO TASI: 361
S CCPLT FOR TASK# 491 CHGD FRO 86 930 TO 86 91T DUE TO TASI€: 501
S CCPLT FOR TAS: 361 a-t FROM 82 226 TO 82 1 8 UE TO TASK 371
S CCPPLT FOR TAS;# 321 CHC FROM 81 227 TO 81 1 9 RE TO TAS #: 361
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DATE: 5SEP86, TIME:00:00:00, FILE: TEP'79.NET

NE1'IAOR START DATE:71 I I
TASK TIME PCT USER USER
ID # V/DY OESCRI PTION %BS,/'IR CCP GRP START COIIPLT

1 0/0 W(mR START 100 0 71 11A71 I 1A
i 21.'/4 AF RGMTS AI DIR AIR STAFF 100 0 71 1 4A71 715A

21 13/0 DSD DIRECTS TOA/tME SYS DO 100 0 71 716A711014A
31 21/2 AREA COORD PAPER # AIR STAFF 100 0 711018A72 314A
41 8/0 A-SS DEM IN ELUSAFE 100 0 75 2 3A75 32 A
61 60/4 TR-1 SELECTED DCO 100 0 78 7 3A79 830A
71 111/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSARC I DO0 100 1 74l 1A7411 6A
91 2/1 PLSS W)- PHASE PGM SF0 '103 0 75 33tA75 414A
101 3/3 PHASE I RFP RELEASED SPO 103 0 75 710A75 8 4A
11l 10/2 .ARD OF 1 O CRCTS S0 103 0 76 1 2A76 315A
121 0/1 PHASE II RFP RELEASED SF0 13 0 76 721A76 721A
131 0/1 RECEIVE FSD PRPOSALS SP0 103 0 76 9 7A76 9 7A
141 0/2 )SAC II A DOD 100 5M T772577 726A
151 80 DSARC APPVL DCP 129 DC 13 0 77 8 1AT923A
161 0/0 FSD C4PLCT AmARD SF0 10 0 77 930A77 93MA
171 4/1 SYS RWS REVIEW SF0 103 0 78 1 2A78 130A
181 4/2 SYS DESIGN REVIEW SPO 13 0785 A78 530A
191 4/0 AS PROGRAM RNDS CUT DO0 10 1 7812 1A78122.8A
201 0/0 DSAC I18 CANCELLED DD 103 5000 79 2 IA79 2 IA
221 401711 CAPPED & SHIFTED DOD 100 1 79 3 tA79 328A
241 4/2 PRELIMI RY DESIGN REVW SPO 0 1 7910 1S791031S
27 4/2 SYS CRIT 06GN REV SF0 0 07912 3S7923tS
28121/0 PRTOTYPE HIOWUILT LKHD 0 1 000 000
311 3/1F'L.LSYSTEM INTGTSTARTSPO 0 0 000 000
321 0/3 START DT&E/IOT&E SPO 0 0 81 2 2S81 227S
361 520 END TESTINGPRORAM AFOTEC 0 1 00082226S
371 3 30 III DO 0 1 82 1 182 129S
441 2/0 FRLL PRO)TN DECISION USAF 0 1 000 000
401 8/0CONTRACT AMRD SPO 0 1 000 000
41l 26/0 CNTRACTOR FAB&ASSBY LKHD 0 1 000 000
471 13/0AXPRODTN RATE LKID 0 1 000 000
421 0/2 FIRSTWItW E DELIVERED LKHD 0 1 000 000
481 40 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 1S84 629S
491 102/0 RLLY OPS CAPABILITY USAFE 0 1 84 7 2S86 930S
50t 3/0PtfIRT AFSC 0 1 000 000
511 0/1 DEPLOYMENT CP.E1 USAF 0 1 000 000
531 0/0 W7 R STOP - 0 1 8610 7S860t0S

TIERE ARE: 38 TASKS AND , 42 CONNECTICNS ON THIS FILE

TASK 1 HAS NO PREDECESSCRS
TASK 531 HAS NO 9 =EZCRS

S COPLT 9FRTASK t 491C FROM 8693 TO 86 917 ETO TAS 501
S CCIPLT FCR TAS a 361 aCD r-RCM 82 2-6 TO 82 1 8 CUE TO TASK# 371
S cCCMLT FCR TAsv: 321 CH"CF) M 86 227 TO 81 1 9 63E TO TASI# 361
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DATE: 5SEP86, TIIE:00:00:W0, FILE: TEMPOO.NET

NET = START DATE=71 11
TASK TIHE PCT USER USER
ID #'*(/DY DESCRIPTIaN %BS/OR COM GRP START COPLT

1 0/10) M START 100 0 71 1 A71 I IA
1t2"/4 AF ROMr ACTN DIR AIR STAFF 10 0 71 1 4A71 715A

21 13/0 DSD DIRECTS TOD~ItE SYS DOD 100 0 71 716A71i014A
31 21/2 AREA COORD PAPER AIR STAFF 1W0 0 711018A72 314A
41 8/0 ALSS DO IN W USAFE 10 2 3A75328A
61 60/4 TR-1 SELECTED O 1D 0 78 73A79 830A
71 111/0 TAF RX RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 D6AF: I DOD 10 1 7411 1A7411 6A
91 2/1PLSSIWO- "SE PG SF 0 1 o75 33A75 414A

101 3/3 PHASE IRFP RELEASED SP0 1W0 0 75710A#5 84A
-' 111 10/2 AARDOFV T* cCnl Ts sF 1 0 76 1 2A76315A

121 0/1 ASE RFP RELEASED SF 1W0 0 76 72iA76 721A
13 /1 RECEIVE FSDPROPOSALS SPO 1W 0 769r 7A76 9 7A
141 0/2 DSA19 I I A DOD 100 5 77 725A77 726A
151 84 DGARC APPVL DCP #129 DOD 1W0 0778 1A7793A
161 FSD COTR CT FA0 10W 0 77 93A77 930A
171 4/1 SYS R1TS REVIEW SWO 0 078 1 2A78 130A
181 4/2 SYS DESIGN REVIEW SF W 1 0785 A78 5
191 4/0 AS T PROGRAM RAM Cff DOD 10 1 7812 0A781228A
201 0/01DARCI8 CACELLED D0D M 079 0A792A
221 4/0 FRtI)S CAPPED & SH IFTED OD 1W0 1 79 3 1A79 328A
241 4/2 PRELIMIINARY DESIGN RE'W SF0 1WD 1 7910 1A791030A
231 10/4 SDIIT PGM RESTRINIRE SF0 1W 4000 7911 A 0 005A
271 4/2 SYS CRIT DSG REV SF 0 0 8112 1581231S
281 26OP/0 PROTOTPE APABILT USKH 0 1 000 000
311 3/1FtLL SYSTEM TGTSTARTFS 0 0 000 000
321 0/3 START DUOE/ IOTE SF 0 0833 S8 331S
361 52/0 END TESTINGPRORAM AFOlEC 0 1 00084 228S
371 3/0 DSAi I I I DOD 0 1 84 51584 530S
441 2/0FULL PRDTN ECISION4 USAF 0 1 000 000
401 8/0 CONICT AWARD SF0 0 1000 000
411 26/0 CONTRA TW R FAB & ASSBY TD 0 1 000 000
471 13/0 AX PRC0TN RATE LXI4) 0 1 0 00 00 0
421 0/4 FI RST IRDAK EL I VERED UnO 0 1 000 000
481 4,0 INITIAL OPS CAPABILITY UISAFE 0 10WI 86 9 1S86 930S
491 I(Z,0 FULLY OPS CAPABILITY UISAFE 0 1 8610 1S88 930S
501 3/0 PMfT AF3C 0 1 000 000
511 0/1 DEPLOYEN COMPLETE USAF 0 1 00088103S
531 0/1 EAMR S1VP 0 1 8810 7S8107S

7rfRE ARE: 39 TASKS AMO , 44 CIfCTICNS ON 11-IS FILE

TASK # I HAS NO PRErkCESSCRS
TASK # 531 HAS NO =ESSORS

S COPLTFOR TAS1 491CGDFROM8930M 89 9caEMTASr 5)1
S CO*LT FOR TASC41 O FeaROM 86 930 TO 86 926 DUE ITO TASK# 491
S CCLT FRTAS# 321a*ID FRM 83331 M a3 3 1 OE TOAS#361
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DATE: 5SEP86, TIKE:00:00:00, FILE: 1EtIOI.NET

NET*= START DATE=71 I I
TASK TIME FCrT USER USER
ID WC/ DY DESCRIPTION WBS/0PR COW GRP START COMPL.T

"" ICPM0 STAr 1 00 T11A71 1 1A
4 1 CTN DIR AIR STAFF 100 0 711 4A71 715A

21 13/0 DSD DIRECTS T SYS DOD 100 0 71 716A711014A
31 21/2 AREA COOD, PAPER AIR STAFF 100 0 710t8A72 314A
41 8" ALSS CDEM IN EWROIE USAFE 100 0 75 2 3A75 328A
51 38/3 F16 SELECTED OVER F-4 AFSC 100 4000 811 2A81 9e9A
61 60/4 TR-I SELECTED DOD 100 0 78 7 3A79 830A
71111/0 TAFr 1 RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSAC I DOD 100 17411 1A74t1 6A
91 2/1PSS1 O- m sEPG4 SF0 100 0 75 33A75 414A
01 3/3 P ISE I RP RELASD SP 100 0 75 710A75 8 4A

111 10/2MM OF COt 4 RCTS St 100 0 761 2A76 315A
121 0/1 P SE II RFPRELEASED S 100 0 76 721A76 721A
131 0/1 RECEIVE FSD PROOSALS SPO 100 0 769 7A769 7A
141 0/2 DSARC IIA DOD lOo XW 77 725AT 726A
151 "MD6A WAPP. DP 029 DOD 100 0 77 8 1A77 923A
161 0, FSD CONTRICT RD SPO 100 7 930A7 93A
171 4/1 SYS R(tITS REVIEW Spo 100 0 78 1 2A78 13CA
181 4/2 SYS DESIGN REVIEW Spo 10o 0 78 5 1A78 53A
191 4,0 ASD PRO(5RAII F1." CUT DOD 100 1 7812 1A781228A

0/0 DOARC IB 1 CANCELLED DOD 100 500 79 2 IA79 2 IA
21 4/2 LONG LEAD $ FOR PROIUCTlSPO 0 0 00083930S
221 4/0 R.W CAPPED & SHIFTED DOD 100 1 79 3 1A79 328A
231 10/4 SUMIT POM RESTRUJ RE SPO 1O 4000 7911 1A80 115A
241 4/2 PRELIMIIRY DESISN REVS SPO 100 1 7910 tA79103tA
25 5/4 WI THWR/AL PA SYS DES DOD 100 400D 81 5 tA81 610A
271 42 SYS CRIT DSO REV SPO 0 0 0 0 0 811 231S
281 3/2 PROTOTYPE IM BUILT LKHD 0 1 000 000
311 3D/1 FULL SYSTE INTGT START SPO 0 0 0 0 0 83 131S
321 0/3 START DT&/IOT&E SPO 0 0 00083930S
361 52/ END TESTINGPROGRAM AFOTEC 0 1 00084 928S
351 8M NAO/AAFE DEMONSTPAT USAFE 0 1 00 0 85 228S
371 0/A0DS III CANCELLED DOD 0 1 000 000
381 31) AFSARc IIIA USAF 0 5001 0 0 0 8410 1S
391 /0 LIMITED PROD DECISION DOD 0 1 000841031S
401 0CIrRCT A#M SF0 0 1 000 000
411 2" 4CONTRIVR FABB&ASSBYLIGO 0 1 000 000
431 3OAFSARC III USAF 05O0i 00085311S
441 2/0 FULL PRODN DECISION USAF 0 1 00085329S
451 4i0 CmNTT /hR SF0 0 1 000 000
461 80COKNTRXC1TR FAB&ASS8YLKHD 0 1 000 000
471 13M IVX PROD1N RATE LKHD 0 1 000 000
42 0/4 FIRSTI HR DELIVERED LKHD 0 1 000 000
481 4M INITIAL OPS CAPABILITY USAFE 0 1001 86 9 IS86 930S
491 102/0 FULLY OPS CAPABILITY USAFE 0 1 0 0 0 88 9155
501 2m P1RT AFSC 0 1 000 000
511 0/1 DEPLOYMENT COPLETE USAF 0 1 0 0 0 88 930S
531 0/1 NETWORK STOP - 0 1 88101588t0tts

1.65
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DATE: 5SEP86, TIME:00:00:00, FILE: TEHP2.NET

INr.VRKSTART DATE=71 11i
TASK TIME PCT USER USER
I D # /DY DECR I PT ION %S/PR COMP GRP START C0IPLT

i OjONE'vARK START 100 0 71 1 A71 I A
112714 AF RGM ACTN DIR AIR STAFF 100 0 71 1 071 715A
21 13/0 06 DIRECTS TCQvT)1E SYS DOD 100 0 71 716A711014A
31 21/2 AREA COOR PAPER AIR STAFF 100 0 71101"A72 314A
4 80 ALSSOEJOINrE USAFE 100 0 75 2.3A7532BA
51 38/3 I6 SELECTD OVERF-4 AFS 100 0 81 1 2A81 929A
61 60/4 1-I SELECTED 0O 100 078 73A79830A
71 111/ )TAF RO RELEASED USAFE74 00 0 72316A74 5A
81 0/4 DSAFZ I D00 100 1 7411 1A7411 6A
91 2/1 PLSS TAP- "SE PGM SF 100 0 75 33A75 414A

101 3/3W"MEI RFP RELEASED SPO 100 0 757T1A75 84A
ill '102 MARD0OV1O W)CNRATS SF0 100 0 76 1 A76 315A
i2i 0/1PIRAMEI IRFP RELEASED SF0 100 0 76 721A76 721A
131 0/1 RECEIVE FSD PPOLS SPO 100 0 76 9 7A76 9 7A.
141 0/2 0SA I IA DO0 00 000 77 725A77 726A
151 8,0 MAX APPVL CP #129 000 100 0781A77 923A
161 O0FSD CONTRACT RARD SF0 100 07 93A77 930A
171 4/1 SYS WT REVIEW SF0 100 0 7812A78 IMA
181 4/2 SYS DESIGN REVIEW SP0 100 0 78 5 1A7850A
191 4/0 ASD PROGRAM RNDS CUT DOD 100 1 7812 1A781228A
201 0oliDSAIIS CANCELLED DO 10 5000 79 2 1A79 2 iA
211 4/2 LOW LEAD $ FOR PRUDflTISISO 0 0 000841030S
221 4/0 RRM CAPPED & SHIFTED DOD 100 1 79 3 iA79 328A
231 10/4 &BIIT P611 RESTRLICTLRE SF0 100 4000 7911 1AS0 1I5A
241 4/2 PRELIIN. RY DESIGN REW SP 100 1 7910 1A791o030A
251 5/4 WITDR"AL WhJSYS DES DOD 100 4000 81 51A81 610A
261 13/0 PG1 RESTART SUBMITTED SF0 100 4000 8110 1iA8123W
271 4/2SYSCRIT OGONREV SF0 0 0 00083330S
281 30/2 PROD0TYPE IDR BJILT LKiI) 0 1 000 000

v311 3Q/1 FLL SYSEM INT6T START SPO 0 0 00084 131S
321 0 START DT&E/ITE So 0 0 0 0 0 84 831S
361 5R2 END ESTING PR06RAM AFOTEC 0 1 0 0 0 8573S
351 8/0 NA704AMFE DEWJNS1WAT UISAFE 0 1 00085628S
371 0/0Ao III CANCELLED O0 0 1 000 000
381 3/0 AFSARC IIIA USAF 0 00 0 8401i5
391 2, LMITEDPRODDECISION 000 0 1 0 0 0 803S
401 4/0CONTRACT "RD o 0 1000000
411 26/0CONTRACTOR FAB&ASSBY LKD 0 1 000 000
431 2M AFSAC ,,I USAF 05001 00085311S
441 210 FLL PROTN DECISION USAF 0 I 00085329S
1 4M CONTRACT "M SF0 0 1000000

46 80 CONTRACTOR FAB&ASSBY LKHD 0 1 000 000
471 I3/0MAX PRODIN RATE 11() 0 1 000 000
421 0/4FIRST RDREELIVERED UKH1 0 1 0008430S
481 4/0 INITIAL OPS CAPABILITY USAFE 0 100 86 9 1S86 930S
491 12/0 RLLY CPS CAPABILITY USAFE 0 1 0 0 0 88 915S
501 ?-/0 Pt1T AFSC 0 1 000 000
511 0/1 DEPLOYMENT COMPLETE ISAF 0 1 000 88 930S
531 0/1 WTYM 1TOP 0 00101c I01 I
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1DATE: 5SEP86, TIME:(X:00:00, FILE: TE1P83.NET

Ifl.-.K START DATE:71 I I
TASK TIME PCT USER USER
ID # (/DY DESCRIPTION WBS/V0PR COP GRP START COMPLT

I /0 N~, O RK START 100 071 1 tA7t1 tA
1 t AF ROM iCTN DIR AIR STAFF 100 0 711 4A71 715A
21 '13W DSD DIRECTS TOA/E SYS D00 100 071 716A7iI0i4A
31 21/2 AREA--OORD PAPER 4Id AIR STAFF 100 0 711018A72 314A
41 8/0 ALSS DEMD IN EMrPE USAFE 100 0 75 2 3A75 328A
51 33 F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2AB 1929A
61 60/4 TR-1 SELECTED DOD 100 0 78 73A79 830A
71 111 ,0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 /4 DSARC I DO 100 1 7411 1A741t 6A
91 1/ PLSST*- PHASEPG SF0 100 0 75 33A75 414A

101 3/ PHASE I RFP RELEASED SF0 100 0 75 710A75 8 4A
1I 10hIAMIe DOF TWO CONTRACTS SF0 100 076 1t2A76315A
121 0/1 PHASE II RFP RELEASED SPO 100 0 76 72A76 721A
131 0/1 RECEIVE FSD PROPOSALS SF0 100 0 76 9 7A76 9 7A
141 0/2 D6ARC IIA DOD 100 5000 77 72A77 726A
151 8/0 DSAIC APPVL DCP *129 DOD 100 0 77 8 1A77 923A
161 00 FSD CONTRACT AWARD SO 100 0 77 93A77 930A
171 4/I SYS RGIMTS REVIEW SF0 100 0 78 1 2A78 130A
181 4/2 SYS DESIGN REVIEW SPO 100 0 78 5 1A78 530A
191 4/0 ASD PROGRA FUNS CUT DOD 100 1 7812 IA781228A
201 0/0 DSARC I IS CANCELLED DOD 100 5000 792 IA792 IA
211 4/2 LONG LEADS$ FOR PRODtZTNSF 0 0 0 0 0 841031S
221 4/0 FUS CAPPED SHIFTED DOD 100 1 793 1A79 328A
231 10/4 SUhIT " RESTRLCnK SF0 100 4000 7911 1A80 115A
241 4,2 PRELIMINARY DESIGN REVW SPIS 100 1 7910 IA791030A

51 5/4 WITHDPA L IAJ SYS DES DOD 100 4000 81,5 IASI 610A
261 13,0 PGI RESTART &IIITTED SP 100 4000 8110 tA811A2B 3
271 4/2 SYS CRIT D6GN REV SPO 100 0833 1A83 33DA
281 30/2 PROTOTYPE HmR BUILT LKHD 100 1 834 1A831031A
291 6/2 REPHASE PGIM LENGTH SF0 100 4000 83 6 1A83 714A
311 30/1 FULL SYSTEM INTGT START SPO 0 0 00084530S
321 0/3 START DTUE/ IOT&E SF0 0 0 0008410 IS
361 44/0 END TESTING PROGRAM AFOTEC 0 1 0 0 0 85 731S
351 8 0 NATO/ASAFE DE"ISTRAT USAFE 0 1 00085628S
371 0,0DSA I II CANCELLED DOD 0 1 000 000
381 3/ AFSARC II IA USAF 05001 0 0 0 8410 S
391 a LIMITED PROD DECISION DOD 0 1 0 0 0 841015S
4011 4 CONTRACT AWARD SF0 0 1 0 00 841031S
411 260 NTRCTOR FAB&ASSBYLKHD 0 1 000 000
431 3/0AFSAK I I I B USAF 05001 0 0085 31S
441 21 RLL PRODTN DECISION USAF 0 1 00085329S
451 4/0CONTRACT AWARD SF0 0 1 000 000
461 8/0CONTRAC1VR FAB&ASS8YLKHD 0 1 000 000
421 0/4 FIRST WARE DELIVERED LKI 0 1 00085 430S
471 13/0 MAX PRODTN RATE LKHD 0 1 000 000
481 4/0 INITIAL OPS CAPABILITY LWSAFE 0 1001 86 9 1S86 930S
491 102/0 FULLY OPS CAPABILITY USAFE 0 1 0 0 0 88 9 IS
501 20FRT AFSC 0 1 000 000
511 0/1 DEPLOYENT COMLETE USAF 0 1 000 000
521 0/I FO&E PRGMI PHASE I AFOTEC 0 1 86228S800
531 0/1 NE1WR STOP - 0 1 000881011S
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S CCtlPLT FOR TAS id 391 CH0 FROM 841031 TO 84 723 CUE TO TAS o .1
SCOLT FOR TAS S 381AD FROM84Io 1 TO84 79ETOr T 391

CCi-LT FOR TAS9 351 C OFRCM8522TO85218 METOTj 431
SCC4LTFORTA 351 FROM 85228O84618OLTOTAS4 371
S COfL.T FOR TA.je1. 361 CHGD FRCM 84 928 TO 84423 M TO TAS 351
SCOWfLT FORT'AQK 321 CHM FRM 83 930 M 83 425ETO TS 361
S COIVLT FOR TA~ 271 CHG0 FROM181123i TO 8112 2 OLE TD TASV# 281

THERE ARE: 48 TASKS AND , 56 C(*ECTIONS ON THIS FILE

TASK I HAS ND PREDECESSORS
,ASK 531 I-AS ND 9 .DSCRS

TE,1428 2 . E T

Th-ERE ARE: 49 TASKS AND , 57 CC*ECTIONS ON THIS FILE

TASK # MHS NOPREECESSORS
TASK # 531 KAS ND SJXSSCRS

SCO'PLT FCR TAS5i: 441 a4GD FROMI85 329T085 130 ME TOTASI# 451
S COWLT FOR TA54 431 Oi FROM 85 311 TO 85 116 DE TO TASKC* 441
S CClIPLT FOR TASV# 391 CH*0 FROM 541031 TO 84 6 6 MUE TO TASIC: 401
S C0tlPT FOR TASqk 381 C 84FRO 5 O 84 523 ME TO TASN# 391
S COWLT FOR TAN 351 C1* FROM 85 628 M 84 5 2 DE TO TASIK 371
S CCILT FOR TAk 361 02GD FROM 85 731 TO 84 5 2 DIE TO TASI: 371SS CCMIPLT FOR TA 321 a-ED FROM 84 831 TO 84 3 7 E TO TASI# 351
S CCtfLT FOR TASVI 321 Cl*04 FRCM 84 831 TO 83 5 4 DE M TASr* 361
S C3MPLT FOR TASI#I 311 CH* FROM 84 131 TO 83 429 DC TO TASK#t 321
S COMPLT FR TASI#: 271 CIE3 FRCM 83 330 TO 82 3 2 ME TO TASI'$ 281
S COCPLT FOR TASI2C 211 CRO FROM 841030 TO 84 5 2 DLE TO TASI# 371

TEF3. NE T

TASK # I PAS 10 PREOECESSS
TASK # 531 HAS NO S2XESSCRS

4
-. ERE ARE: 51 TASKS AND , 61 CCNNCTICNS CN THIS FILE

S CQT ',R TA SK# 461 C-61) RCM d6 -,,,,0 r '6 918 LE -o rAsx# 491
S CCPT ;rR TASM "41 C3 CPCM 5 32 9 -0 85 i0D.UE TO TAS; 451
S COffLr FCR TASK 431 CHM0 FRGM C 5 311 TO a5 116 DLE TO TAS# 441
S COIFLT FCR TASXI 401 C1*0 FROM 341031 TO 84 627 DUE TO TAS;# 411
S FLT FCR TASK# 391 CHM FROM 841015 TO 84 530 ME TO TASK, 401
SC MT FOR TAG#I 381 CHGD FROM 8410 1 TO 84 516 ME TO TAS ± 391
S CCtfLT FOR TAC (310G F3R1M 85 628 TO 84 425 DE TO TAS# 371
S CZPLT FCR TA ; 361 C-CD FRCM 85 731 TO 84 425 DE T TAi 371
S rC1'LT FCR TAS t 321 CIO FRCM 8410 I 70 84229 ME TO TAS,# -1o.S CCWILT FCR TA9JI 32.1 04G FRCM SA10 I To 83 622 DUE TM TA je: 361
S CCOLT FOR TASK# 311 01*D FROM 84 53D0 T83 617 CE TO TASj# 321
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GRAY

iDATE: 5SEP86, TIME:00:O0:O0, FILE: TEIP84.NET

NETWJ START DATE=71 I I
TASK TIME PT USER USER
ID * (/DY DESCRIPTION W/9SOPR OW GRP START COMPIT

0STAR 100 0 7111A7111A
11 27/4 AF RT5 ATN DIR AIR STAFF 100 0 71 1 4A71 715A
21 13/0 DSD DIRECTS TOA/fE SYS DOD 100 0 71 716AT11014A
31 21/2 AREA COORD PAPER tU AIR STAFF 100 0711018A72314A
41 8 1 ALSS DEIO IN ERO USAFE 100 07523A75.328A
51 30/3 F6 SELECTED OVER F-4 AFSC 10040008112A81 929A
61 60/4 TR-I SELECTED DOD 100 0 78 7 3A79 830A
71 1114 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
8 0/4 DSARC I DOD 100 1 7411 tA7411 6A
91 2/I PLSS IO- PHASEP O SPF 100 0 75 331A75 414A

101 3/3 PHASE I RP RELEASED SPO 100 0 75 710A75 8 4A
111/ 201 ARI)DOFTWO1CONTRACTS SPO 100 076 12A76315A
121 0/ PHASE II RFP RELEASED SF0 100 076 721A76721A
131 0/1RECEIVE FSD PROOSALS SF0 100 0 76 9 7A76 9 7A
141 0 2 DSARC I IA DOD 100 5000 77 725A77 726A
151 81 DSARC APPVL DCP 129 DOD 100 07781A77 923A
161 0/0 FSD CONTRCT AARD SF0 100 0 77 930A77 930A
171 4/t SYS RGKTS REVIEW SPO 100 078 12A78 130A
18 4/2 SYS DESIGN REVIEW SF0 100 0785 1A78 53(
191 4/0ASD PROGRA RNDS CUT DOD 100 1 7812 IA781228A
01 00 )SAX IB CAICELLED DOD 1005000 7921A7921A

21 4/2 LONG LEAD $ FOR PROUCETNSPO 100 0 8410 1A841030A
221 410 FUNS CAPPED& SHIFTED DOD 100 1 793 1A79 328A
231 10/4 SUBMIT PQM RESTRucIUK SF0 100 4000 7911 IA80 1t5A
241 4/2 PRELIMINARY DESIGN REd SPO 100 1 7910 tA791iO3A
251 5/4 WIRIWVAL IAJ SYS DES DOD 100 4000 815 tA81 610A
261 13,V PGIM RESTART SUBIrED SPO 100 4000 8110 tA811230A
271 4/2 SYS CRIT DSGN REV SPO 100 83 3 A83 330A
281 30/2 PROTOTYPE HAR BUILT LK-D 100 1 834 IA831031A
291 6/2 REPHASE PON LENGTH SF0 100 4000 83 6 lA83 714A
301 4/1 1ST FLT FOR SYS INTEGN SO0 100 0 8312 1A831229A
311 30/1 FULL SYSTEM INTGT START SPO 100 084 1 2A84 730A
321 0/3 START DT&E/IOT&E SPO 0 0 8410 1A841031S
361 52/0END TESTING PROGRA AFOTEC 0 1 00086 131S
351 8/0 NATO/USAFE DEMNSTRAT USAE 0 1 00085628S
371 0/0DSARC III CANCELLED DOD 0 1 000 000
381 3/0 AFSARC II IA USAF 0 5001 85 1 2S85 131S
391 2/ LIMITED PROD DECISION DOD 0 1 0008524S
401 4/0 aNTRT RAORD SF0 0 1 85 3 1S85 329S
4112/ CaNTRACTOR FAB&ASSBYLKHD 0 1000 000
431 AFSARC II IB USAF 0 5001 0 0 0 85 815S
441 24) FULL PROOTN DECISION USAF 0 1 85 816S85 830S
451 4/0 a RACT AARD SF0 0 1 000 000
461 8/o4aNTRACM FAB&ASSBYLKI-) 0 1 000 000
421 0/4 FIRST HAK DELIVERED LKHD 0 18623S86228S
471 13/0 IAXPRODTN RATE LIKHD 0 1000 000
481 4/0 INITIAL OPS CAPABILITY USAFE 0 01 00087 227S
4911C~A_ FULLY OPS CAPABILITY LEAFE 0 1 87 3 2S89 228S
501 PRT AFSC 0 1 00089 327S
51l 0/I DEPLOYMENT COM'LETE USAF 0 1 89 31S89 331S
521 0/1 FOTU PRGM PHASE I AFOTEC 0 1 86228S000

j 531 0/1 NETRK STOP - 0 189410S89411S
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GRAY

DATE: 5SEP86, TIE:00:00:O0, FILE: TEMP85.NET

NET*=RK START DATE=71 1 I
TASK TIME PIT USER USER
ID: #I/DY DESCRIPTION 8S/OPR COW GRP START COIPLT

1 0O NETW)RK START 100 071 1 1A71 i IA
l1 27/4 AF RQKTS ACTN DIR AIR STAFF 100 0 71 14A71 715A

21 13/0 DSD DIRECTS MAA*( SYS DO0 100 0 71 716A711014A
31 21/2 AREA COOR PAPER # AIR STAFF 100 0 711018A72 314A
41 8/0 ALSS IEO IN EU.ROP USAFE 100 0 75 2 3A75 328A
51 38/3 Ft6 SELECTED OVER F-4 AFSC 100 4000 81 1 2A81 929A
61 60/4 TR-I SELECTED DOD 100 0 787 3A79 830A
71 111/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSAlC I DOD 100 1 7411 1A74t1 6A
91 2/1 PLSS TAO- PHASE PG1 SPO 100 0 75 331A75 414A

101 3/3 PHASE I RFP RELEASED SPO 100 0 75 710A75 8 4A
111 10/2 AWAM OF TWO TS SPO 100 0 761 2A76 315A
121 0/1 IPHASE 11RFP RELEASED SPO 100 0 76 721A76 721A
131 0/1 RECEIVE FSD PROPOSALS SPO 100 0 769 7A769 7A
141 0/2 DSARC IIA D00 100 50 77 725A77 726A
151 8/0 DS APPVL DCP 1'29 DO0 100 0 778 1A77 923A
161 0/0 FM CONTRACT AWM SPO 100 0 77 930A77 930A
171 4/1SYS RWMTS REVIEW SPO 100 078 12A78 130A
181 4/2 SYS DESIGN REVIEW SF0 100 0785 1A78 53A
191 4/0 ASO PROGRAM RNS CUT DO0 100 1 7812 1A781228A
201 0/0 D6A IIB CANCELLED 000 100 5000 792 1A79 2 tA
211 4/2 LONG LEAD $ FOR PRODUCTNSF0 100 0 8410 1A841030A
221 4/0 RAM CAPPED& SHIFTED DO0 100 1 793 tA79 328A
231 10/4 SUBMIT PGH RESTRU7RE SPO 100 4000 7911 1A80 115A
241 4 PRELIMINARY DESIGN REVW SPO 100 1 7910 IA791030A
251 /4 WI1RPL IAJ SYS DES DOD 100 4000815 1A81 610A
261 13/0 P611 RESTART SUBMITTED SPO 100 4000 8110 tA81 1230A
271 4/2 SYS CRIT ISGN REV SPO 100 0833 1A83 330A
281 302 PROTOTYPE HDm BUILT LKHD 100 1 83 4 1A831031A
291 6/2 REPHASE PG LENGTH SPO 100 4000 83 6 1A83 714A
301 4/1 1ST FLT FOR SYS INTEGN SPO 100 0 8312 1A831229A
311 30/1 FULL SYSTEM INTGT START SPO 100 0 84 1 2A84 730A
321 2/3 CNTR INTEGO TSTNG BEGIN SF0 100 0 841015A841031A
331 52/0 END CNTR INTEG TEST LKHD 0 1 0 0 0 851030S
341 6/0 START DT&E/IOT&E SPO 0 0 0 O0 851216S
361 4/1 END TESTING PROGRAM AFOTEC 0 1 0 0 0 86 331S
351 8/0 NA OASAFE DEMONSTRAT USAFE 0 1 0 0 0 86 129S
371 0/0DSAC III CANCELLED DO0 0 1 000 000
38 310 AFSAAC lIIA USAF 0 5001 864 1S86 430S
391 21) LIMITED PROD DECISION DO0 0 1 86 6 2S86 530S
401 4MCONTRACT ^YARD SF0 0 1 86 6 2S86 630S
411 26/0QCOTRACTOR FAB&ASS8YLKHD 0 1 000 000
431 3/0 AFSARC II18 ,USAF 0 5001 86 8 1S86 815S
441 20 FULL PRO)TN DECISION L.F 0 1 86 815S86 829S
451 410CNTIT AWARD SPO 0 1 000 000
461 8/0 CONTRCTOR FAB&ASSSY LKHI) 0 1 000 000
421 0/4 FIRST HRRE DELIVERED LKID 0 1 8612 1S861231S
471 13/0 MAX PROOTN RATE LKH[) 0 1 0 0 0 0 0 0
481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 87 2 2S87 227S
491 102/0 FULLY OPS CAPABILITY USAFE 0 1 87 3 2S89 228S
E0 3/0 PRT AFSC 0 1 0 0 0 89 327S
511 0/1 DEPLOYMENT COMPLETE USAF 0 1 89 3 1S89 331S
521 0/ FOT&E PRGM PHASE I AFOTEC 0 1 86228S000
531 0/1 NETAM STOP - 0 1 89 410S89 428S
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T.EMP84. NET

Th.RE ARE: 52 TASKS A" , 62 CONNECTIONS ON 1H1S FILE

TASK # I HAS ND PREDECESSORS
TASK 531 HAS ND SZXSSORS

S (X#PLT FOR TASI# 401 CHG FROM 85 329 T085 124 DIJE TO TAW 411
S COWLT FCR TASV# 391 CH- FRCM 85 2 4 TO 841227 DE TO T 401
S COWLT FOR TAS. 381 CH FROM 85 131 TO 841213 0E TO TAS 391
S COPLT FOR T 351 CG FROM 85 628 T0841122 DE TO TAS 371
S COPLT FOR TAj 361 CHGDFROM 86 131 TO 841122 D TO TAB 371
S C0'PLT FOR TAS 321 CHGO FROM 841031 TO 84 927 OLE TO TA 351

TEtviP85. NET

TERE ARE: 54 TASKS AND , 64 COI#ECTIONS ON THIS FILE

TASK# i HAS NO PREDECESSORS
TASK # 531 HAS NO S.CESSCRS

S COPIPLT FORTA 401 CHGD FROM 86 630 TO 86 124 ME TO TAS 411
S CCHPLT FOR TA, 391 CHGO FROM 86 530 TO 851227 MUE TO TASK#: 401
S CO'T FOR TASI 381 CH0 FRCM 86 430 7 r85213 OLE M TASIW. 391S COMPLT FOR TA 351 CHGD FRCM 86 129 TO 851122 ME To TA.K 371
S COW .T FOR TASK 361 CHGD FROM 86 331 TO 851122 DUE TO TASK * 371
S COPLT FOR TAS1 341 CHGO FRO 851216 TO 85 927 DE T TASXI: 351S COIPLT FOR TASI# 331 CHGD FROM 851030 TO 85 816 ME 1 TAWSis 341
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GRAY

DATE: 5SEP86, TIME-OO:OO:O, FILE: TEMP86.NET

NET*R START DATE=T1 I 1
TASK TIME PT USER USER
ID # </DY DESCRIPTION WS/DPR COPP GRP START COtPLT

I OA) NETAM START 100 0 71 1 IA71 t IA
11 27/4 AF RCMTS ACTN DIR AIR STAFF 100 0 71 1 4A71 715A
21 13/0 0SD DIRECTS TOA/DM SYS DO0 100 0 71 716A711014A
31 21/2 AREA WORD PAPER AIR STAFF 100 0 7110t8A72 314A
41 8/0 ALSS DEO IN W USAFE 100 0 75 2 3A75 328A
51 38/3 F16 SELECTED OVER F-4 AF9C 00 4000 8 1 1 2A8 929A
61 60/4 TR-t SELECTED DOD 100 0 78 7 3A79 ,-A
71 1l/0 TAF ROC RELEASED USAFE 74 100 0 72 316A74 5 IA
81 0/4 DSARC I DO0 100 1 7411 IA7411 6A
91 2/1 PLSS, TWO- PHASE PO SPO 100 075 331A75 414A

101 3/3 PHASE I RFP RELEASED SPO 100 0 75 710A75 8 4A
ill 10/2A ADOFTwCNTRACTS, SPO 100 076 1 2A76 315A
121 0/1 PHASE II RFP RELEASED SPO 100 0 76 721A76 721A
131 0/1 RECEIVE FSD PROPOSALS SPO 100 0 76 9 7A76 9 7A
141 0/2 DSARC IIA DO0 100 5000 77 725A77726A
151 8/0 DSARC APPVL X :[129 DOD 100 0 77 8 1A77 92-A
161 0/0 FSD CONTIRACT AWARD SPO 100 0 77 930A77 930A
171 4/1 SYS RWITS REVIEW SPO 100 0 78 1 2A78 13QA
181 4/2 SYS DESIGN REVIEW SPO 100 0 78 5 1A78 530A
191 4/0 AS PROGRAM F CTff DOD 100 1 7812 1A781228A
20t 0/10 DSARC IIb CANCELLED DO0 100 5000 79 2 IA79 2 1A
221 4/0 FIDS CAPPED & SHIFTED DO0 100 1 79 3 IA79 328A
231 10/4 SUBMIT PGM RESTRLrRE SPO 100 4000 7911 1A80 115A
241 4/2 PRELIMINARY DESIGN RE\W S0 100 1 7910 IA791003A
251 5/4 WITHI L WJSYS DES DOD 100 4000 81 5 IA8t 61QA
261 13/0 PGM RESTART SUBMITTED SPO 100 4000 8110 lAS11230A
271 4/2 SYS CRIT DSGN REV SPO 100 0 83 3 1A83 330A
281 30/2 PROTOTYPE HR[ BUILT LKHD 100 1 83 4 1A831031A
291 36/4 REPHASE PG6 LENGTH SPO 100 40 8211 1A83 714A
301 4/1 1ST FLT FOR SYS INTEGN SP 100 0 8312 1A831229A
311 30/1 FULL SYSTEM INTGT START SPO 100 084 1 2A84 730A
321 4/3 CNTR INTEGO TSTNG BEGIN SPO 100 0 8410 1A841031A
211 4/2 LCNG LEAD $ FOR PRDUCTNSP0 100 08410 1A841030A
331 52/0 END CNTR INTEG TEST LKHD 0 1 0 0 0 86 811S
435 4/2 PROGRAM RESTRICRRE SF0 1W0 1 86 4 1A86 430A
341 6/0 START DT&E/IOT&E SPO 0 0 86 812S8610 IS
361 4/1 END TESTING PROGRAM AFOTEC 0 1 87 3 2S87 331S
400 4/0 PROGRAM DECISION USAF 0 1 87 4 1S87 430S
500 4/0 MOTHBALL SYSTEM AFSC 0 1 87 5 1S87 529S
55 13/0 LTD E PE OPS CAPIBIL USAFE 0 1 87 6 1S87 828S
531 0/1 NE",RK STOP - 0 1 87 929S87 930S

T-ERE AR.: 41 TASKS AND , 51 CNNECTICNS ON ;THIS FiLE

TASK # I HAS NO PRECECESSCRS
TASK # 531 HAS NO SLCCESSCRS
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1985 CSNAS Template Printer Network

The next sixteen pages are the CSNAS printer network

generated when data set II for the final "classic

deployment" snapshot year 1985 was executed by CSNAS.
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OIJAN 04JAN 16JA.
711001 71004 71197

000/0 ~ 000/1 2/

AOIJAIT 01JAN71

*00001 1D#Dw
uNEW 0Rk
*START

01JAN71 OIJAN71A

AO4JAN71 15JUL71 A 16JUL7I 140Cr71

*0001 T2T/4 * *00021 T13/0V
*A RWITS v *060 DIRECTS

>-ACTN DIR wwg..*TOA/DIE SYS I

*IR STAFF *D 0.000

04A7 5JUL7A 16JUL7I1I4OCT7A

1 ?4



lOOCT 16HAR OINOV 03'EB
71291 72076 74305 75034
041/1 062/4 20010 213/1

A03FE875 28MAR75
NIINENNN IINN NNIEN

00041 T8/

.ALSS DENO IN u
* EUROPE

USAFE u
I 0.000
ililNNIIINNNllININ Il

03FEB75 28'AR75A

A180C1r1 14MAR72 At6MAR72 0IMAY74 AOINOV4 06NOV74
NINNIN lNNNIIIIlllN IIIINNIINN lNN INNIN NIINNINNlINNltllllNIN

I00031 T2i1/2 I00071 TtI/0) M 00001 T"/4w
*AREA COORD N ITAF ROC * NDSARC I I

*PAPER #$ w--ELEASED -N--

*AIR STAFF I eUSAFE 74 * OO D
N N N N N 0.0001

INNNllII NN ll ll INIIN UNN N I N II IIll NIINNN R NNINNNNlllllllIN NNNlllIINI

1801C7 14MAR72A 16MAR72 OIMAY74A 01NOv74 06NOV74A
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31 MIAR MIUL 02JAN
75090 75191 76002
221/1 2M5/4 261/0

A31P1AR75 14APR75 AIOJUL75 04AUG75 A02JAt476 1511AR76

w0091 T2/l T010 3/3w OOlt T10/2v
JiI PLSS TY- * PHASE I RFP * AWARD OF T* w

- .**wPHASiE PGll *-wRLEASED *-* CONTRACTS
*SPO w SPO * SPO

w * w0.000w 0.000*

31MAR75 14APR75A 10JUL75 04AUG75A 02JkWM7 i5MART6A
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21JUL 07SEP 25JI.I
76203 76251 77206
289/3 296/2 342/1

A2IJUL76 21JUL76 A07SEP76 07SEP76 A25JUL77 26JULTT

,00121 O/t . *00131 TO/I. *00141 TO/2a
uPHASE II RFP RECEIVE FSO * DSARCIIA I

* RELEASED *-.PROPOSALS
,SPO * SPO DO D 0
*l N I NI * 0.000 *

21JUL76 21JUL76A 07SEP76 07SEP76A 25JUL7 26JULTA
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01 AUG 30SEP O2_JAN
T7213 77273 7800m
343/1 352/0) 365/1

AOIAUG77 23SEPT7 A3OSEP7T 30SEP77 A02JAN78 30JAN78

00151 To/o* 0016 70/D *0017 T47,
*DSARC APPVL *FiSD CONTRACT * SYS RONTS
*CCP *129 *- AWARD *-REVIEW I

*DOD * SPO i SPO
i i i *0.000*

01AUG77 23SEPTTA 30SEPTT 30SEPTTA 02JAN78 30JAN78A
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OMAY 03JUL OIDEC OiFEB

78121 78184 78335 79032
382/1 391/1 413/0 421/4

AO1DEC78 28DEC78

. 00191 T4/0 w

*ASO PROGRAM N

-*FUNDS CUT N-

.0 0.000

NUNNN I NNNNNNN

01DEC78 28DEC78A

AOIIAY78 30MAY78 AOIFEB79 01FEB79
UN .NN~oo UN+oUN..o 5N.............h.5

N 00181 T4/2 u N 00201 iD/V i

*SYS DESIGN * NDSARC 116
*REVIEW - -- CANCELLED
*SPO *DOD
N N IN N

NNNNNNNNUINN N 5IN NNUINNUIN NNNNN5

01MAY78 30MAY78A 01FEB79 OIFEB79A

AO3JL7 30AUG79

.00061 T60/4w
oTR-1

-SELECTED
NDOD)

INN NUINNUN UN UNm N NUN

03JUL78 30AUG79A
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OIMAR OlOCT OINOV O2JAN
79060 79274 793O5 81002
425/4 456/1 460/4 522/0

AO2JANSI 29SEP81
4***************4
* 00051 T38/3 *

1F6 SELECTED m

-- OVER F-4
*AFSC
N 0.000

02JAN81 29SEP81A

AOINAR79 28MAR79 AOiNOV79 15JANO

P00-21 T4/0N N00?31 T10/4N
NFUINDS CAPPED N NSUBIIT PG
v & SHIFTED *-> - RESTRUCTlRE =
*DOD N NSPO N

N N N 0.000

01MAR79 28MAR79A ONOV79 I5JANSOA

AOtOC"79 300C179
N00241 T4/2*

*PRELIMINARY N

o-DESIN REM -

*SPO

010CT79 300CT79A
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OMAY OlOCT OINAR
8 1 121 81274 830W
539/0 560/4 634/2

AOIMAY81 iOJJNBi AOIOCT51 30)DEC81 AOIMAR83 3Ut1AR83

00251 T5/4. 00261 T13/0w 00271 T4/2.
WITHDRAWAL * PGMl RESTART * SYS CRIT
*MJ SYS DES SUMITTED >6-*DSGI4 REV
*DOD * SPO *SPO

. . . 0.000.

01MAY81 lOJUN8iA 01OCT81 30DEC8iA 01MAR8B3 30MAR83A
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AD-A174 619 THE APPLICATION OF THE COMPUTER SUPPORTED NETWORK( 3
ANALYSIS SYSTEMI CSNAS) (U) AIR FORCE INST OF TECH4
WIRIGHT-PATTERSON AFS ON SCHOOL OF SYST C GRAY SEP 86
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OIAPR OIJUN 010C O€JAN
83091 83152 83335 84002
639/0 647/3 673/4 678/1

AOIAM83 14JUL83

* 0091 T6/2.
*REPNASE PG"* LE~MN-

ESPO

oUN83 i4JL 83A
aI

AOIAPR83 31OCT83 AOIDEC83 29DEC83 AO2JAN54 30JUL84

00281 T30/2 . . 00301 T4/1 * . 00311 130/1

*PROTOTYPE * |1ST FLT FOR f *FULL SYSTEM .
.IIIW BUILT - -- SYS INTEGN .- INTGT START .

*LKHD * NSPO * uSPO
* • • 0.000 . 0.000.

01APR83 310CT83A 01DEC83 290EC83A 02JAN84 30JUL84A

182



OlOCT 15OCT OINDV 31OCT
84215 84289 64306 85504
717/1 719/1 721/4 T73/4

A150CT84 31OCT84 01NOV84 30OCT85 31OCT85 11DEC5

M031 m3 00331 T52M 00341 T6M'
UCNTR I NTEO * END CNTR * START
WTSTNG EGIN wwwwwINTEG TEST ***wwDT&E/IOT&E
*SPO * LKMD * SPOu

w w -10/3 -0.203w -10/3 -1.766w

'1 15OCT84 310CT84A 20AUG84 16AUG5E 19UG8 27SEPa5E

AOIOCT84 30OCT84

0O0211 T4/2u
*LONG LEAD$ s
*FOR PRODUCTh N--------------

*1 w*SPO

01OCT84 30OCT84A
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85346 86037 8"01
7"9/4 787/4 M9/2

12DEC85 05FEB86 06FEB66 06FEB86 SO1APR86 21APR86

u0035 TB/Di i0037 T0,u u00381 T3/0~
.NATOAJSAFE w mOARC I II * AFSARC lIlIIA

N *uOEMTIOSRAT EN i***CAWELLEO UNEMN

IMSFE *DO *00£ USAF
* U u -18/1 -6.066£

30SEP85 22NDV85E 25NOV65 25NOV85 25NDV85 13DEC85E

12DEC85 09JAN86

U00361 T4I/i
*END TESTING a

UWUPROGRANi W*
MAFOTEC

2=0T85 22No~va5E
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1

OJN 6JLIN 4JI.
86153 86167 86195
804/1 806/1 810/1

SO2JUN96 i 3JUN86 E6JUN56 I1JUL86 14JUL86 09JAN57
IM hMIMMIIWIaUMau U.I.U.MWIIIIu. ... RWIU.M.WUUau

'00391 RA *u 00401 T4/0 W I 004T 126/0 *
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1986 CSNAS Template Network Plot

The next five pages are the CSNAS network plot

generated when data set II for the final snapshot year 1986

was executed by CSNAS. The network was output to disk and

CSNAS routines handled the plotting on a desk-top Houston

Instruments plotter.
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