x

AD-A174 619 THE APPLICATION OF THE COMPUTER SUPPORTED NETHORK
ANALYSIS SYSTEM (CSNRS) (U) AIR FORCE INST OF TECH
WRIGHT-PATTERSON AFB OH SCHOOL OF SYST c GRRV SEP 86

UNCLASSIFIED RAFIT/GLM/LSY/865-29

1/3

ﬂ
0
G
---- >
I R N -




45 Ly
' | 0 z | FLRy Y23 ; s
; : DOOSE
i — e I3_2 mzz Q‘éQ‘ :
—————— m > ‘{ i .
v b S G
'™ 40 (X
T  E0 MZO -
| . uo .y .
‘ — \) ‘j’__; R
¥ ——— | Bk
———— . i
) “Ill « LIRS
! )
. 1.25 il 1.4 g ANden
— —— —— .'t 7) gtf 33
— | — —_— ) e,
— ] == \ f :
I MY
[ XN
:i’ﬁ:i‘t
' ¥ "‘ .1“
" '. ‘l{, }
. ! ‘:4:‘.!.
MICROCOPY RESOLUTION TEST CHART Q-::?
NATIONAL BUREAU OF STANDARDS-1963-A At
[}
H
i
\
]
4
'
%

LA O

LR O N | WS
3. A
0 K I.’ l“‘ kl . -

g
U | Q;.::;:,u u.n.,-a
a¥




AD-A174 619

THE APPLICATION OF THE COMPUTER
SUPPORTED NETWORK ANALYSIS SYSTEM
(CSNAS) TO ACQUISITION MANAGEMENT AS
APPLIED TO THE PRECISION LOCATION
STRIKE SYSTEM (PLSS)

THESIS

Cary Gray
Captain, USAP

AFIT/GLM/LSY/863-29

DISTRIBUTION STATEMENT A

ELECTE
Approved for public release; DEC 2 986
Distribution Unlimited

DEPARTMENT OF THE AIR FORCE 1 B

AIR UNIVERSITY

AIR FORCE INSTITUTE OF TECHNOLOGY

Wright-Patterson Air Force Base, Ohio

86 12 02 115

B R T A R T o TR R TR RN RN O




K AFIT/GLM/LSY/86S -of §

> THE APPLICATION OF THE COMPUTER
i SUPPORTED NETWORK ANALYSIS SYSTEM
BN (CSNAS) TO ACQUISITION MANAGEMENT AS
i‘, . APPLIED TO THE PRECISION LOCATION
¥ STRIKE SYSTEM (PLSS)

THESIS

EE? ‘ Cary Gray DTlC

Captain, USAF FLECTE
1\ AFIT/GLM/LSY/868-29 DEC2 1986

i B

)
Wy Approved for public release; distribution unlimited

." oG R Arl,-‘ ,1‘,.‘,~:x= ] gL ¥, 5 v NRaANEN)
B S R O I SRR G G 'a?:‘.‘:ﬁ“_;‘qi‘u.



b, The contents of the document are technically accurate, and no

sensitive items, detrimental ideas, or deleterious information is

contained therein. Furthermore, the views expressed in the

document are those of the author and do not necessarily reflect

5 the views of the School of Systems and Logistics, the Air
University, the United States Air Force, or the Department of

) Defense.

AN % 3% 1% ' ] - . s .
AU O 0 AL NG O 1 ] h) ;
BCHCRES !‘-.‘isfﬁ"}" oy ?"‘“ﬁ‘t’*‘!%'a."":"'s.ﬂi‘q?i‘- e t‘.ﬁ‘gﬁ':',uh W] "‘s’!‘,n‘-,ﬂ:?n’fﬂ.‘l oty ':st“

(IS



s AFIT/GLM/LSY/86S -] Q

99 THE APPLICATION OF THE

COMPUTER SUPPORTED NETWORK ANALYSIS SYSTEM (CSNAS)
¥ :: TO ACQUISITION MANAGEMENT

‘*':gg : AS APPLIED TO THE

PRECISION LOCATION STRIKE SYSTEM (PLSS)
‘\' ’
AN THESIS

Presented to the Faculty of the School of Systems and Loglistics
" of the Air Force Institute of Technology

Alxr University

&ﬁv In Partial Fulfillment of the

w3y Requirements for the Degree of

Master of Science in Logistics Management

25N Ccary Gray, B.S.
b Captain, USAF

48 ol
Qt- September 1986

P Approved for public release; distribution unlimited

T Aty T Ty Toy 1oy '
e HEER TG e g

¥ DA 8 N N i 3 N b Vi L v T W W R A U S Yy Wy
o 0N e N0 T T A SRR B R Pt T e e T ‘6‘?‘1‘:§h':96‘;§"-3"!fi’a?‘*e.’?



_';;i::'

Hrhy

::;'J:::

o ACKNOWLEDGEMENTS

;:}:‘

$t$ The author is deeply indcbted to Lt Col John Dumond,
b

oy Ph.D., Air Force Institute of Technology, for graciously
e accepting the responsibility of quiding me through this

’ L

Wy :

%53 thesis. His advice and unselfish relinquishment of his
4% o]

&

v¥; valuable time contributed immeasurably to the successful
N completion of this research effort.

00

f:i I wish also to express sincere appreciation to Major
Wl

‘%,f Ron Hitzelberger who served as my thesis reader. His inputs
;‘ﬂ help to hone in the research effort.

‘ﬁ.

$$ Thanks also to Al Clark and Jim Roe, the AFALC CSNAS
%

ok managers, for their consistently helpful attitude during the

creation and analysis of the networks.

)}“r" At

¥udos also, to Major Joe Brennan and his reliable

B

é&& Zenith, who were always available on weekends and off-duty
i::té hours.

%ﬁ% Additional acknowledgement must be given to my wife,
)

‘%d Bonnie, for her continued support and inspiration during
é?ﬁ this study. She was instrumental in typing all the initial
;§$! drafts, helped proof the f£inal copy and served as my

i“” administrative and technical advisor throughout this effort.
g:: Finally, thanks to my two sons, Kevin and Derek, who,
M‘” at times, f2lt this effort was perhaps more important than

father/son activities. At times, they may have been right.

",V\‘ P

0 ii

u"'"\:

)

o ts

et ATl Ral _, il y ) "' NPAELE PRI R R UL LT ST 7':{'\“'-'.;-1"«""'g" e e

el LAl LR ol L LA N

J‘I“




5
8
X
2:;?:

bt Table of Contents

&
:Q Page
-\ Acknowledgements . .« . « + 4 4 e 4 4 e e e e e .. ii
%\ List of FPigures . . . . ¢ ¢« ¢ v ¢ 4 v o o« o o o o . vi
)

Q\ Abstract . . . . . v e e e e e e e e e e e e e v
n\f!

K I. Introduction . . . . . o o 4 0 0 e h e e e 1
o Statement of the Problem . . . . . . . . 1
h Background . . . . . . . . . o . 0 L 2
N Networking . . . . « ¢ ¢ ¢« ¢« o « . . 2
4 Introduction . . . . e e e e e e 2
o Functions of Management e v e e e e 4 3
Value of Networking . . . . . . . . . 4
b Disadvantages of Networking . . . . . 6
Q: Origin of PERT . . . . « « + « « « . 7
ﬁ, Origin of CPM . . . . . . « . « . .+ . 8
q Differences . . . .+ « « & ¢ &« « o o . 9
Network Evolution . . . . . . . . . . 10

" Network Application . . . . . . . . 11
M Implementation . . . . . . . . . 13
ﬂ Summary . . . . . . . e e 14
q Computer Supported Network Analysxs System 14
y Introduction . . . . . . . . . . . . 14
B Advantages . . . . . . . . 0 0 .. 15 l
& Development . . . . . . . . « . . . . 16
KN Weapon System Acquisition . . . . . . . . 19
i General . . . . . + « v 4 4 e e e .. 19
' Introduction . . . . . . . . . o .. 19
& Acquisition Process . . . . . . . . . 20
: Precision Location Strike System . . . . 28
. Introduction . . . . . . .« ¢ . . . . 28
; Background . . . . .+ . 4 o+ o4 o0 . . . 29
# System Description . . . . . . . . . 30
e PLSS Subsystems . . . . . . . . . . . 32
K. Operations . . s 1
- System Development e e e e e e e e 38
" Current Program Status . . . . . . . 45
) Air Force's Position . . . . . . . . 46
ﬁ SCOPE . & v v v e e e e e e e e e e e 49
" Objective . . . e e e e e e e e e 50
% Research Questions e e e e e e e e e 51
L

;‘

‘I

]

' iit

Cd

(L (] 0 . [of I 4 ?
Lottod PSRN DY 1y ) U AL ) (3 ! g
Gt D T W e “0 |' l.z ‘.l ..‘ O " '?I"“ ;".h.,';.n‘..'.' ..:“ i p Y 'ﬂ.~" Ay "i "L."“c‘ \‘ M, ‘I‘ .l A8 -&‘d‘ e



s
£
;QS I1. Research Methodology . . . . . . . . . . 52
A
Networking and Acquisition . . . . . . . 52
-Q? Design of Study . . . . . . . . . < . . 52
o Universe Defined . . . . . . . . « . . 53
o Population Defined . . . . . . . . . . . 53
!3; Sample Defined . . . . . . . . . . . . . 53
A Data Identification . . . . . . . . . . . 54
Data Collection . . . e e e e e e e 54
ﬁé Definition of Variables e e e e e e e e . 56
BN Operational Definitions . . . . . . . . . 59
ﬁ% Generic Networking Terms . . . . . . 59
o, CSNAS Networking Terms . . . . . . . 61
L Methodology . v v ¢ v ¢ 4 v e e e e e o . 63
Introduction . . . . . . . . . 0 63
W Data Set I . . . e e e e e 64
§¢y Data Set I Assumpt1ons o e e e e 65
an Data Set II . . . « v « « « « « « . . 66
ﬁﬁ* Data Set II Assumptions . . . . . . . 66
AN Evaluation Procedure . . . . . . . . . . 67
N CSNAS Output Products . . . . . . . . . . 70
Ny Network Data Base . . . . . . . . . . 10
‘@ﬁ‘ Network Diagram . . . S 1
;Nﬁ CSNAS Run Error L1st1ng e e e e e e 71
O SUMMAZY + v v & & « o v o o o o o o o « W 72
WA )
i ITI. PFindings and Discussion . . . . . . . . . . . 73
o
A, Introduction . . . e e e 73
p Evaluation of CSNAS as a PERT/CPM Tool . 74
Do Analysis of CSNAS Using PLSS Data . . . . 79
. Yearly Analysis of Schedules . . 79
. Yearly Analysis of Template Schedules 85
§$¢ Discussion of Research Questions . . . . 93
e Introduction . . . . . . . . . . . . 93
o Research Question #1 . . . . . . . . 94
b Research Question #2 . . . . . . . . 95
s Research Question #3 . . . . . . . . 96
1o Research Question #4 . . . . . . . . 97
i SUMMAZY . + + & & & + & & &« o « o « + « . 98
e
&%‘ Iv. Conclusions and Recommendations . . . . . . . 100
b
AL Conclusions . . . « +« = « « « « « « . . . 100
o Summary . . . . . . o . .« . 102
3$ Recommendations for Future Research .+ .« 104
a"’ 4
ﬂ% Appendix A: PLSS Yearly Projected Schedules . . . 106
:':'s ;
v Appendix B: Data Set I
o Selected Yearly CSNAS Output Products 127
Nl
byt
i iv

) R 0.0 =¥ ~
AR alatiylig! W 'f‘x“ Wi e n‘u l"“ RIS



L o

v o

53

o s
.

PR r

Appendix C: Data Set II
! Selected Yearly CSNAS Output Products 160

e

e Bibliography . . . . . . « « ¢« « < « « ¢ « « « . . 196

::, VIEE  « e e e e e e e e e e e e s e 199

Sl |

B - oy

>

T e

T
R ]

-

o LT RO QOO0 il S L B MDD O 0 OO AR OO DO P DGERUIA AT I LA B T A AN TR
AR »-,.}f"’ As,bie“‘b.‘,tl :‘5 3 b Y i‘,‘\‘«‘l‘s‘ﬁ.:'b’«\l., A ?‘b «'ﬂ‘& L) # i‘\at‘«'l. 0‘5“!‘2‘!'55.!':.-’ ‘!'5‘!' o Y !ﬁ o \‘,.'! !’)"”"'- ’:".'t.&:“h‘!':' % "N p



P P o A . " I N A O O WY YW UY U YO T YN YT O T W YR T WS | WS T
i
EXR
N ]

List of Figures

Figure Page

"8 1. Network Format . . . . . . + + ¢ ¢ ¢ v ¢ o« « « « « 11

ss.‘?. Vi

rm* -

0 R s o \ O\
éd’hé FEEIHMPE ‘h'gl.-

TR AR AD, L OO v - 4,
A A T e S e A S AT OO



u .
Y S T e

D m e oy R -

T R Al

e e s W e

o e -

R

v gt iR A

=2, o e e

e

» .

o

-
P

AFIT/GLM/LSY/865-29

Abstract

Weapon system acquisition (WSA) is a lengthy and
complicated process which is affected by numerous internal
({managerial) and external (environmental) considerations.

A program manager must manage and balance these often
conflicting requirements to ensure the program remains on
track; but often decisions are made without full knowledge
of the potential program impact. During the past 25 years,
Department of Defense (DOD) weapon system acgquisition
program managers have used many networking tools to help
them plan, schedule, track, control, and report the schedule
progress of their programs. Because of the myriad of ‘
applications, no "superstar" network has emerged that could
capture the DOD spotlight -- but recently, a new candidate,
the Computer Supported Network Analysis System (CSNAS), has
appesred. Because it is DOD-owned and operated, and because
of its portability, it promises to provide unusual
flexibility and versatility by attempting to standardize and
modularize networking applications in DOD projects.

This investigation evaluates the contribution CSNAS
makes to the management of weapon system acquisition by

applying it to an existing Aeronautical Systems Division
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{ASD) program -- the Precision Location Strike System
(PLSS).

The analysis was accomplished by using two separate
data sets of PLSS projected schedules to create two series
of ten yearly CSNAS networks and schedules. Networks were
higher-level managerial events, activities and milestones
which were important in the WSA process of PLSS.

The analysis centers on comparisons between CSNAS and
"classic" networking applications; its similarities and
differences, and how effective it is at highlighting
discrepancies and providing program managers with a new
management and briefing tool which should help manage WSA
and other less involved DOD projects.

The results of this investigation indicate that CSNAS
is an effective networking application which is useful

throughout the entire spectrum of project management.
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oy THE APPLICATION OF THE
: COMPUTER SUPPORTED NETWORK ANALYSIS SYSTEM (CSNAS)
TO ACQUISITION MANAGEMENT
AS APPLIED TO THE

A PRECISION LOCATION STRIKE SYSTEM (PLSS)
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5

; I. Introduction

K Statement of the Problem

;g A weapon system acquisition is a lengthy and

k complicated process which is greatly affected by numerous

’f internal (managerial) and external (environmental)

&E considerations. A program manager must manage and balance
:x these often conflicting requirements to ensure the program
;g remains on tiack, but often decisions are made without full
E knowledge of the potential program impact. During the past
! 25 years, Department of Defense (DOD) weapon system

A acquisition program managers have used many networking tools
;E to help them plan, schedule, track, control, and report the
; schedule progress of their programs. Because of the myriad
,? of applications, no "superstar" network has emerged that

;; could capture the DOD spotlight -- but recently, a new

. candidate, the Computer Supported Network Analysis System
‘) (CSNAS), has appeared. Because it is DOD-owned and

,i operated, and because of its portability, it promises to

“ provide unusual flexibility and versatility by attempting to
¥ standardize and modularize networking applications in DOD

)
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projects. To properly evaluate the contributlion CSNAS may
make to the management of weapon system acquisition requires
an empirical examination into an existing Aeronautical
Systems Division (ASD) program -- the Precision Location

Strike System (PLSS).

Background

This section provides the reader with a background in
several key areas which are important to understanding this
research effort. The process moves from general to specific
and from theory to application. These areas of introduction
are respectively: (1) networking, (2) the Computer
Supported Network Analysis System (CSNAS), (3) the weapon
system acquisition (WSA) process, and (4) the Precision

Location Strike System (PLSS).

Networking

Introduction. Department of Defense (DOD) weapon

system acquisition program managers have many management
tools available to help them properly plan, schedule,
control, track and report the status of their programs. For
over a quarter of a century, enlightened managers have been
managing their acquisition process and other important
projects through the use of numerous computer software
networking techniques, schemes, and analysis programs.
Although these technigues have often been credited with

contributing tec the development of complex weapon systems in

.\1. RCAATUCR LRI ES
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| the minimum time and at the minimum cost, many other
development systems continue to exceed their initial and
subsequent update estimates in terms of both cost and time.
Part of the reason for this is the extremely long r
' acquisition process, the changing nature of the threat, the
rapidly changing state of technology, changing Presidential

] . administrations and their national direction, Congressional

! "porkbarreling™ to help local industries, and the escalating
3 ) expenses of bringing a new weapon system into operation.

-y Functions of Management. Planning, scheduling, and

b/ control are three of the most important functions of

) management and the program manager has long been seeking the
ultimate technique to accomplish these functions more
effectively, particularly when a complex set of activities,
functions and relationships is involved (13:3). Planning

involves the logical formulation of objectives and goals

P
-

we

that are subsequently translated into specific plans and

projects. Scheduling, on the other hand, is the creation of

a timetable to meet specific objectives at a certain time

' {13:4). 1Included in the schedule is an estimate of the

, duration the activity will require. Finally, control is the

9 process of regqulating or directing the project by

periodically comparing actual to planned progress (16:135).
A very important part in this process is how well the

manager has instituted a mechanism that can trigger a

warning signal if actual performance is deviating from the

4
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plan. Deviations may be in the form of costs, schedule,
performance or any other measure of effectiveness deemed
appropriate by the manager. If such a deviation is
unacceptable to the manager, corrective action must be taken
to bring performance back into compliance with the approved
plans. In other cases, the manager may have to develop
alternative plans so that a viablé correspondence between
plans and performance can be maintained. Truly successful
planning, therefore, should include an appropriate,
economical, and effective system of control which is based
on the principle of management by exception. That is, the
need for corrective action should arise only in exceptional
situations, and that in most cases, performance should be in
conformity with the master plan (13:1-6). These two
concepts.(an integrated planning, scheduiing, and control
system and management by exception) provide the
philosophical foundations of Program Evaluation and Review
Technique (PERT) and Critical Path Method (CPM) network
models and, as a result, several prominent management values
of networking can be highlighted (23:435).

Value of Networking. The networking models are

extremely useful for the purpose of planning, monitoring,
analyzing, scheduling, evaluating, and controlling the
progress and completion of large and complex projects.
Basic networking methodology involves two related concepts:

an event, and an activity (23:433). An event is something

that happens at a particular point in time while an activity




is something that happens over time. Therefore, events
signify the beginning and the end of an activity.

Primarily, PERT/CPM was designed to eliminate or reduce
production delays, conflicts, and interruptions in order to
coordinate and control the various activities comprising the
3 overall project and to assure the completion of the project

on the scheduled date. The complex projects for which
networking has been developed typically consist of many
highly interrelated activities and events which make
coordination and control of the entire project especially
; " difficult. These projects and systems are organized into
paths of activities and events, many of which are sequential
. while others occur simultaneously. Additionally, networking L
methodology may also include the use of probability measures
to determine the expected duration times for all activities
; subject to time variation. Computer programs have been
devised to facilitate the computation effort of analyzing
these large activity networks.

The advantages of networking are numerous. First,
networking provides a way for the manager to require that
schedule planning be done on a uniform and logical basis.

K It provides both a means for specifying how planning is to
' be done and to follow-up to see that it actually has been

; done. Next, networking provides the manager with an

approach for keeping planning up to date as the work is

accomplished and as conditions change. Also, networking

‘s
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gﬁ; provides the manager an abilit& to forecast -- to foresee
;ﬁ&f quickly the impact of variations from the schedule and to
as\ take corrective action in anticipation of trouble spots
::Q rather than atter the fact. Finally, networking is an

¥f5 informational and communication system that provides status
_f*~ reports or developments as they occur throughout the entlire
;zé project providing a basis for communications among the

i:h people inveolved in the project (23:433). The result is

vl often a smoother flow of information and better coordination
fgﬁg in the organizations involved. These are several of the key
;*?; values of networking which command the program manager's

i“' attention. While all values are important, many project
%&g managers experienced in the successful use of networks, feel
YQQ that the major advantages of the technique is in the initial
AN planning stage of the project (4:414).

I%E% Disadvantages of Networking. Networking, like any

!l other management technique, is not without its faults and
:&rr several disadvantages should be highlighted. First, network
;:g planning is difficult because of possibly inaccurate or
5:& unreliable input data. If the project is new, then often
2 the tasks have never been performed before. Second is the
éé}v difficulty in getting people to understand and to manage
Aﬁlf through the use of the network's schedules. Too often it is
&;5 used only to document, or perhaps to protect. Third, the
.E;E delay between data-gathering, data entry, and generation of
:307 a4 new schedule may make decision-making inadequate or
jﬁr ineffective. Finally, the original time needed to create
-:::.“ "
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and keep revising the network may require more resources

than the project can afford in terms of time and people
(13:107).

Origin of PERT. When one thinks of networking,

invariably, PERT and CPM come to mind. While PERT and CPM
have the same general purpose and utilize much of the same
terminology, the techniques were actually developed
independently. PERT was developed in 1958 by the United
States Navy Special Projects Office in conjunction with
Booz-Allen & Hamilton, a management consulting firm, for the
Polaris missile program (23:43). It was devised as a method
for planning, scheduling, and controlling unigue, complex
projects comprised of many highly interrelated activities to
be performed over a fixed time horizon. The Polaris program
had over 60,000 definable activities which had to be
accomplished by over 3800 contractors, suppliers, and
government agencies (13:1). Since many jobs or activities
associated with the project had never been attempted
previously, it was difficult to predict the time to complete
the various jobs or activities. Consequently, PERT was
developed with the prime objective of being able to handle
uncertainties in activity completion times. PERT d4id this
by including three estimates of duration for each activity;
the most optimistic, the most likely, and the most
pessimistic. Then through the use of the Beta distribution
of activity times, these three time estimates are reduced to

a single expected time and a variance.
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Origin of CPM. 1In 1957, another technique, Critical

Path Method (CPM) was developed primarily by the DuPont
Corporation and Remington Rand to provide time/cost
trade-offs in connection with building, overhauling and
maintaining chemical plants (13:2). The name "critical path
method" suggests the identification of the critical or
longest path through the project network and the use of it
to exercise managerial control on the progress of the
project. Usually only about 10% to 20% of the jobs in a
major program control the time needed for the whole program
(8:9). Any delay in these critical jobs will delay the
final completion date. The program manager tries to insure
that the necessary resources for these critical jobs are
available when required, insuring that the entire project
can be completed in its critical path time. When problems
emerge which could potentially delay the project, generally
they do not include the entire sccpe of operations. As
appropriate, the program manager can allocate additional
resources in an attempt to shorten the durations ocf some otf
the related activities, permitting the project to be
completed in less time and possibly at less cost than would
be involved by putting the entire project on an across-the-
board crash recovery basis (8:5).

There is always at least one continuous chain of these
critical jobs running through every program from start to
finish and this chain is called the critical path. Prcper

control and manipulation of the jobs that make up this




critical path can give the manager visibility over the

- A @

time and costs involved in an entire project -- regardless
- of its size. Because CPM was used where job or activity

) times are considered to be known, it offered the option of
o reducing activity times by adding more workers and/or other
resources, usually at an increased cost. Thus a
distinguishing feature of CPM over PERT is that CPM enabled
o time and cost trade-offs for the various activities in the
project (4:404-408). These trade-offs involved "crashing"
N the networks time and time again to determine the optimum
point where time savings were affordable.

Differences. The PERT and CPM models are similar in

terms of their basic structure, rationale and mode of
4 analysis. However, in general, two distinctions are made
o between PERT and CPM. The first relates to the way in which
v activity times are estimated and the second concerns the
v cost estimates for completing various activities. The PERT
» activity-time estimates are probabilistic (three different
K time estimates, based on the concept of probability of
i completing various activities, are made for each activity).
y CPM, on the other hand, makes an assumption that activity
5 times are deterministic (i.e., under specified conditions, a
; | single time estimate is made for each activity). The second
usual distinction is that while in PERT the activity costs
are not explicitly provided, the CPM model does give
explicit estimates of activity costs. Furthermore, in CPM,

, two sets of estimates are possible. One set gives normal

(! 0 200 Un YO() 3%, 0V 30y » AT S A% WALy O3 \\‘.
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4 time and normal cost required to complete each activity

d

ig; under normal conditions. The second set gives crash time

. and crash cost required to complete each activity under

?@9 conditions that gain reductions in the project completion
;§¥ time through the expenditure of more money. The purpose of
o~ this alternate estimate is to enable the program manager to
§: obtain a clear picture of the costs associated with

iiﬁ deliberate accelerations of certain tasks in an effort to
o shorten the project completion schedule (16:136). .
?? Network Evolution. PERT/CPM 1is partially evolutionary
ﬁ; and partially a new creation. It draws upon bar charting

< and milestone reporting systems -- long familiar to a

1:3 program manager. The simple bar chart shows only the start-
.ﬁhi . and finish times of the tasks involved in completing the

o overall project. It does not show significant relationships
! z or milestones or events within a task which could be used
%yJ for exercising on-going control. The milestone chart is an
X improvement over the bar chart because it identifies

§% significant milestones or events and shows dependencies

&! within tasks. However, the milestone chart still does not
s& show interrelationships and interdependencies of the events
é% among the tasks. This deficiency is eliminated through the
3@ use of PERT/CPM networks (16:4).

Qﬁ; The concept of task interrelationships and their

igﬁ graphic representation is drawn by inferential analysis from
@& the network approach while the time and cost concepts, the
;ﬁ’ critical path, and the dynamic progress reporting system are
aty 10
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basically new creations. Merger of the evolutionary and
the new resulted in a much-improved approach to management
planning, scheduling, and control (l16:3-4).

As modifications of the initial PERT/CPM concept were
made and applications multiplied, as many as 30 other names
were coined to describe this approach. But regardless of
the name used, the concept has remained fundamentally the
same (8:4).

Network Application. 1In both PERT and CPM the working

procedure consists of five steps: (1) analyze and break
down the project in terms of specific activities and/or
events; (2) determine the interdependence and sequence of
activities and produce a network; (3) assign estimates of
time, costs, or both to all activities of the network;

(4) identify the longest or critical path through the
network; and (5) monitor, evaluate, and control the progress
of the project by replanning, rescheduling and reassignment
of resources (16:135). The central task in the control
aspect of these models is to identify the longest path
through the network. The longest path is the critical path
because it equals the maximum time required to complete the
project. It is the sum of the durations of the activities on
the path. 1f, for any reason, the project must be completed
in less time than the critical path time, additional
resources must be dedicated (e.g., overtime, extra
personnel) to expedite one or more activities comprising the

critical path. Even then, there is a practical 1limit to the

11
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i&ﬁ amount of time that can be traded for additional cost.

E@i Paths other than the critical path (i.e., non-critical or
L slack paths) offer flexibility in scheduling and

tﬁ“ transferring resources, because they take less time to

%é complete than the critical path. 1In fact, a prudent manager

can attempt to level the peak resource requirements by

shifting non-critical activities from one time period to

%% another. The networking process will highlight to the
iy manager those paths in potential jeopardy. The manager then
§i§ must take those actions deemed necessary to correct the
§§ probley.
*&f Although the concepts, as well as mechanics of PERT and
Eﬁ CPM can be used in any type of work, the focus of these
J&‘ models is on one-time projects. That is, these models are
3.2 particularly suited for the coordination and control of
| is one-time projects.
-%&’ In most programs, there are a number of different
;@Q activities which must be performed in a specified serial
%& sequence in order to successfully accomplish the project.
%% Others of these activities may be in parallel and may be
7-; completed concurrently. For a large, complex project the
Ei: complete set of activities will usually contain a
g}: combinaticn of series and parallel elements (4:398).
:fﬂ Networking was designed to aid the program manager in
‘;i planning, scheduling, and controlling a project. For
:i: planning purposes prior to the start of the project, the

<
%ﬁ PERT/CPM technique allows a manager to network the complete
;;‘q?-
,ﬁﬁ 12
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o

% flow of activities and to calculate the expected total

‘g amount of time the entire project will take to complete

;/ (4:398). Since evaluation and adjustment of complex, highly
‘g interrelated operations is a difficult task for management,
;ﬁ the networking technique highlights the bottleneck

_% activities in the project so that the manager may either

;Q allocate more resources tc them or keep a careful watch on
ﬁ them as the project progresses. To facilitate control after
.; the project has begun, networking provides a way of

E3 monitoring progress and calling attention to those delays
? which will cause a delay in the project's completion date.
: Implementation. For purposes of implementation,

;g organizational plans are subdivided into specific projects,
& jobs and tasks which must be performed. A specific job or
;§ task can be further subdivided into well-defined work

; activities that have identifiable start and completion

1. points. Depending upon the type and nature of the project,
r} work activities can be either one-time or repetitive. For
l§ example the acquisition of a major weapon system by the Air
; Force's ASD consists of many one-time activities. However,
fj the actual production of the system involves repetitive

:- activities. 1In a special project consisting of one-time

g activities, the tasks needed to complete the project are

.;\ accomplished by different agencies within the organization.
;: The main task of the program manager, therefore, is to

ke coordinate the performance of the different agencies

§E involved in the project. This requires that activities of
.
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33 the various agencies be scheduled, monitored and evaluated
ték for purposes of control. Then the network model can be

;r analyzed manually, translated into a mathematical model or
i programmed into a computer to produce various levels of

:k3 output (1:382).

r, Summary. In today's computer modeling, the distinction
2‘2 - between PERT and CPM as two separate techniques has largely
%f disappeared. Computerized versions of the "PERT/CPM

ald approach" often contain options for considering uncertainty 1
?ﬂ' times as well as activity time-cost tradeoffs. In this

33‘ regard, modern project planning, scheduling, and control

;*t procedures have essentially combined the features of PERT
féz and CPM such that a distinction between these two techniques
fﬂ is no longer necessary. This concept is the basic

fﬁ_ foundation in the creation of the CSNAS approach to

:i% networking which shall be discussed in greater detail next.

Computer Supported Network Analysis System

iI Introduction. The Computer Supported Network Analysis

»

%4 System (CSNAS) is a government-owned and operated Project
o Evaluation and Review Technique/Critical Path Method

< 1
o (PERT/CPM) package that was developed by the Air Force

.r

E" Acquisition Logistics Center (AFALC/LS) (7:7). CSNAS was ;
T initially developed for Integrated Logistics Support (ILS)
‘jQ planning on new acquisition programs but can be used by any
-
‘ d".

iﬂ program or project for planning, scheduling, tracking and
5 controlling (6). It includes a series of model JSAF

A

‘ﬁ'\‘
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acquisition program network analysis diagrams with

3

% representative times for a typical major acquisition program
1 that can be tailored by the program manager to become the

: program tracking and briefing data base system. The entire
} system is based on network analysis.

e Advantages. CSNAS was developed as a system "friendly"
: enough for the user with no prior computer experience, but
; with options to satisfy the experienced users (7:7). The

a ’ program manager simply develops a flow chart of work to be

é performed and time estimates for the durations of each job.
f When input into the computer, the model will compute dates,
o slack time, and critical path. It can then draw the flow

? charts and milestone charts on either common remote printers
j or on multicolor plotters. Three major areas for CSNAS

'é reports generation are then available to the manager,

; providing a capability to access the established data base,
F creating appropriate charts and visual displays. These

o three areas are (1) tasks -- which will display the basic

3 jobs to be completed; (2) connections -- which will provide
; a classic network of the relationships; and (3) resources --
j which is a sub-tier management checklist of necessary

resources needed which can be indirectly tied to a

particular event of the master network. The manager can

™

then input "what if" changes and let the computer recompute

schedules and draw new flow diagrams on milestone charts.

x>
g AV R & v By

In addition, CSNAS indirectly uses a data base management

system to assist appropriate managers track the resources
g
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§$ required for the tasks on their respective schedules
Wt
R (7:1).

Development. Infcrmation presented during a February

k 1986 CSNAS training session, conducted by AFALC personnel,
%;? stated that network planning was recommended in 13977 by Mr.
g‘ Oscar A. Goldfarb, Deputy Assistant Secretary of the Air

ﬁg Force for Supply and Maintenance. 1In January 1978, a policy
el

letter requiring network analysis was disseminated to the

Air Force Acquisition Logistics community. In September

{&i 1979, Mr. L.K. Mosemann 1I, Deputy Assistant Secretary of
u; the Air Force for Logistics recommended using networking to
3?€ solve F-100 engine planning problems. During this time

iié period, the Air Force was searching for a suitable

a?é commercial system to implement networking on. It was in

wg fact spending $2 million a year to produce milestone charts
itg on seven programs. CSNAS development was started in 1979 on
kr Air Force Logistics Command's (AFLC) CREATE computer and the
:23 user base has expanded dramatically since that time.

In early 1980, AFLC approved purchase plans for a

R i PR L A DR

b

large-scale mainframe computer which could be used to comply

5

:%f with the policy direction received during the preceding

“Ei three years. A Hewlett~Packard 3000 mini-computer was

~Jﬁ installed in the summer of 1981 and one organization was

?;a moved off the CREATE computer to test the operation of the
Eég software on the HP 3000 computer. By the start of 1982, the
5 software had completed its testing and the user base had

ﬁ?, grown to eight versus a pianned four organizations. 1In

&
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1983, a major new capability was added to store networking

-

and scheduling data in a new data base management system.

. -
.

About the same time, new software was released which allowed

the user the capability of tracking resources along with the

- e -~

schedule, such that any change to the schedule would

» automatically change the resource need dates. By the summer
of 1983, the user base on the AFALC HP 3000 computer had

h grown to 40 organizations and the HP 3000 software, with

plotters, terminals, and printers, was available at all Air

Force System Command (AFSC) product divisions. In mid-1984,

an effort to convert the CSNAS software onto the

K Aeronautical System Division's (ASD) VAX computer's
Automated Management System (AMS) began. By November, the

o initial testing of the new software was initiated and by

» February 1985, the testing was successfully completed and

% CSNAS was ready for operation on any VAX. By June 1985

d CSNAS version 3.0 on the VAX had been deployed to all AFSC
product divisions, the Army's Medical Research Labs and

P, several DOD contractors. Also, CSNAS was converted to

n compatibility with stand-alone personal computers such as

the Zenith 100, Zenith 150 (TEMPEST-qualified), and the

-, IBM-PC and the PC version has been deployed across the U.S.

to individual bases and to DOD contractors.

o In April 1986, AFSC, ASD, AFALC, and several other

ﬂ agencies met at Eglin AFB, Florida to consolidate positions

for making CSNAS the standard AFSC system, how to integrate

. it with other program management data bases, and how to £fund

g 17
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future enhancements. As a result, TRW was hired to do a
study on CSNAS enhancements and their costs. An August 1986
meeting was scheduled to be held to review the TRW effort.

With these new expanded capabilities and versatilities,
CSNAS is now capable of accepting network analysis inputs at
remote terminals and producing tabular reports, milestone
charts, and network diagrams which can be used by the
program managers to track their projects. The software is
also capable of down-loading plotter data files of milestone
charts to the Z-100/150 and plotting them on desktop
plotters (7:7). This enables lower echelon managers to
have, for the first time in their own offices, the same
capability to track their appropriate realms previously
enjoyed only by the upper managers.

CSNAS is currently in use at AFALC and at all AFSC
product divisions for the management of ILS on acquisition
programs. An analytical tool, it is also being used by the
Air Logistic Centers for study of the weapon system
modification process and by the USAF Support Equipment
Review Group for evaluation of the support egquipment
process. Finally, the B~52 Offensive Avionics System (OAS)
conversion and B-1B Site Activation Task Forces (SATAF) are
both using CSNAS networking to help them plan and control
their cperations. As a result, the AFSC Inspector General
(IG) recently rendered a laudatory rating on the B-1B

SATAF's use of CSNAS (6).

18
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give the reader a better understanding of the complete

Weapon System Acquisition

General. When a component of the Department of Defense
(DOD) initiates a weapon system acquisition program, it is
based upon a validated need to f£ill a gap in the national
defense. The acquisition process is a lengthy and
complicated one, designed to fully assess the program's
merits at each milestone, insuring that entry into the next
phase, with its increased commitment of national resources,
is fully warranted and potentially fruitful.

Introduction. Before a full examination and

understanding of the integrated weapon system acquisition
(WSA) process for the Precision Location Strike System
{PLSS) can be obtained, it is first necessary to establish a
common baseline of information for comparison and analysis.
The following paragraphs offer a brief overview of the WSA
process. Because of the complexity of each acquisition
process, only the most important elements of each phase are
presented. The researcher's intent is to capture only those
elements of each acquisition process that are common to all
applications of the WSA process and to highlight those areas
where management networking is or could be applied.

This broad overview is intended to provide the baseline
of information for the more detailed analysis that will be

the focus of this research effort, and it is intended to

acquisition process. Additionally, it will help put the

more detailed CSNAS networks, as they apply to PLSS, into

19
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better perspective and hopefully, make them easier to
understand and interpret. The overview presented is
intended to be generic and descriptive, so as to enhance
understanding as much as possible and yet not be specific
regarding any particular acquisition strategy or
methodology.

Acquisition Process. The weapon system acgquisition

(WSA) process for major weapon systems consists of four
distinct phases with four major decision points, formally
called DSARCs. (During the final draft of this report, the
offical direction to replace the Defense System Acquisition
Review Council (DSARC) with the Joint Reguirements
Management Board (JRMB) was received and any appropriate
change has been included).

The four phases are (1) the Concept Exploration Phase,
(2) the Demonstration/Validation Phase, (3) the Full-Scale
Development Phase, and (4) the Production/Deployment Phase
(19:3). These phases are tailored to f£it each program to
minimize acquisition costs and times, consistent with the
technical risks involved (19:7). The four major decision
points are called (1) Milestone 0 or the Mission Need
Determination, (2) Milestone I or Requirements Validation,
(3) Milestone II or Program Go-Ahead, and Milestone III or
Production/Deployment (19:3a). For major programs,
Milestones I, II, and III requirxe approval from the
Secretary of Defense (3ECDEF) before the WSA for that

particular system can proceed (19:15).
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Even before the concept exploration phase begins, an
operational need must exist to justify the development of a
new weapon system. If an existing capability cannot satisfy
these needs, then a Statement of Operational Need (SON) is
developed by the appropriate major command (MAJCOM) and it
can lead to a new weapon system. Validation of this new SON
by the appropriate authorities and agencies constitutes the
Milestone 0 or Mission Need Determination Decision. This
decision marks the commencement of the concept exploration
phase. For major systems (i.e., RDT&E exceeds $200M or
procurement exceeds $1B), an additional document called the
Justification of Major System New Start (JIJMSNS) is prepared
and is included in the Service's annual Program Objective
Memorandum (POM). This process is used to communicate the
need to the SECDEF and inclusion in the DOD budget
authorizes the Service to proceed with the concept
exploration phase. Formal direction to the MAJCOMs comes
from Headquarters-Air Force through a Program Management
Directive (PMD). The PMD is used throughout the WSA to
provide program management direction.

Concept Exploration Phase. The first phase of the

WSA process is the concept exploration phase. At this point
there is only a commitment to identify and explore alternate
solutions. During this phase, the program manager is
designated and an operational charter is created which
delineates the manager's rcsponsibility, authority, and

accountability. The newly-formed system program office

21
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(SPO) develops a functional baseline for the weapon system
during this phase which includes broad system performance
objectives, an operational concept, a logistics concept, and
cost estimates. Another major product of this phase 1s the
Program Management Plan (PMP). The PMP specifies the basic
management approach to be used in any further phases of the
WSA. The PMP also specifies the various technical,
business, and management aspects of the SPO/contractor
relationships, the master program schedules, the types of
management reports that must be generated and other
managerial control information. It is in this arena that
networking becomes a valuable tool of management, helping
the program management office to plan, schedule, control,
track, and report program status (17:2).

Of primary importance is the examination of alternate
means of satisfying the SON. Various resources which
include but are not limited to industrial contractors,
government laboratories, and educational institutions are
involved in the identification of these alternatives. To
ensure these alternates can meet the using command's needs
and preferences, the MAJCOM is actively involved.
Throughout this process, various theoretical cost estimates
are developed, feasibility and risk analyses are conducted,
and tradeoff studies are used to support cost assertions and
alternate proposals (19:5).

Findings and recommendations cenerated during this

chase are consolidated into a System Concept Paper ({(SCP)
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that is presented to the JRMB during the Milestone I

review and subsequent JRMB deliberations concerning program
continuation. The DSARC recommendations are presented to
the SECDEF for his approval and the SECDEF issues a
Secretary of Defense Decision Memorandum (SDDM) thus
reaffirming the mission need and approving one or more of
the alternatives for further demonstration and validation
(17:13-14).

Demonstration/Validation Phase. The SECDEF

approval at Milestone I is communicated to the SPO through a
revised PMD, which initiates the demonstration/validation
phase of the WSA process. This phase constitutes a
formalized attempt to decide if full-scale development of
the system should be approved. Additionally, it is an
attempt to establish firm and realistic performance
specifications which fully meet the operational and support
requirements of the system. The main thrust of the effort
is to reduce the technical risk and economic uncertainty
through a more detailed definition of the new system
(17:13-14).

The demonstration/validation phase is typically
accomplished by defense contractors under SPO direction in
one of three ways: (1) primary system hardware prototyping,
{(2) design definition paper studies, or (3) paper definition
plus subsystem prototyping. The main intent of the effort

is to reduce the technical or economic risks (17:13-14).
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fh_ A design definition paper study is an approach by a

h

§m4 defense contractor, working under SPO direction, to define
g?~ the proposed system through the use of system studies

§f¢ validation and detailed engineering analysis. The products
k;: of this analysis are detailed system specifications,

performance specifications, initial hardware configuration

ﬁfz specifications, refined cost estimates, and schedule
g&? projections. This detailed package is then used by a
‘@v government source selection board to evaluate the

:é contractors' proposals and select the best proposed system
i;f for further development (17:15-17).
f‘, In the primary hardware systems prototyping strategy,
et
:E; actual system hardware its fabricated and evaluated in a
’;ﬁ competitive evaluation. This approach is concerned with the
% 2 fabrication of a system resembling the operational system
tﬁ; only to the extent that performance objectives can be

o0

-

) X validated. The data gathered from the competition

r:¢ constitute part of what is presented to a source selection
’ég board for evaluation and selection of the best system for
?:L further development. This competition process offers an
%E} opportunity for the development of contractor full-scale

development program management plans. These plans are

-4,

P
XA,

structured so they can be implemented contractually for

e full-scale development and must satisfactorily answer
.'_:(
'-S" t . . t d . b; 1 s - -
oy questions concerning system producibility, management
U
2Pl
oo s s e L . -
» ability, and other system specific information (17:15-17).
L)
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The chief payoffs in the dual contractor approach are
to maintain competition longer and to insure a better data
base for the next step. Therefore, near the conclusion of
the demonstration/validation phase, the source selection
authority will select the system that is recommended for
production in the development/deployment phase of the WSA
process. Also at this time, the SPO develéps the Request
for Proposal (RFP) for Full-Scale Development (FSD), the DCP
is generated and an Integrated Program Summary (IPS) is
prepared. These papers, which summarize the Service's
acquisition plan for the system life-cycle and provide a
management review of the program, are forwarded for SECDEF
approval. SECDEF approval of the program comes via another
JRMB review and another SDDM. This constitutes Milestone II
or the Program Go-Ahead Decision (17:3a).

Full-Scale Development. The prime objective of

FSD is the design, development, fabrication and testing of
pre-production system. The system design must be finalized
with comprehensive and complete design reviews, and
engineering drawings must be properly prepared. Critical
design reviews are held where all appropriate agencies come
together to reach common agreement on formal acceptance

criteria of the weapon system design (17:15).

A major effort during this phase is test and
evaluation. The two major types of acquisition testing are
development test and evaluation (DT&E) and operational test

and evaluation (OT&E). The purpose of DT&E is to

25
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demonstrate that engineering design and development are
complete, design risks have been minimized, and that the
system meets its contractual specifications. The purpose of
OT&E is to estimate operational effectiveness and
suitability, and to identify deficiencies and the need for
modifications. OT&E is essentially an assessment of
performance against operational requirements (17:16a).

The Service Secretary may be delegated the authority to
make the Milestone 1II decision provided there are no major
changes to the program as approved at Milestone II.
Following sufficient planning and testing, a revised and
updated DCP is prepared and submitted to the SECDEF for
review. The DCP is presented to the JRMB at Milestone III
for recommendation of approeval and is forwarded to the
SECDEF for approval. Approval at this point constitutes the
Milestone III or Production and Deployment Decision (17:6a).

Production/Deployment Phase. It is during the

onset of this phase that actual commitments for production
are formally and contractually accomplished. Initially,
during the production portion of this phase, the weapon
system enters into two distinct periods; initial tooling and
fcllow-on production. 1In the first period, initial tocoling
and production is accomplished to bring the system
production to its planned peak rate. In addition to the
primary mission equipment, training and training equipment,
special test equipment, spares, supplies, support eguipment,

technical oxders, manuais, and apprcpriate facilities must

26




all be planned for, scheduled, and produced or built

(17:18-19).

4w e s e

Follow-on production, the second period, is concerned

8 with sustained production once the peak rate is achieved.
During this later period, Program Management Responsibility
Transfer (PMRT) is accomplished. This is the formal act of

; transferring responsibility for program management from the

AFSC SPO to AFLC and should occur at the earliest reasonable

point in time (17:18).

! Once the system enters production, the deployment phase
also begins. This is when the systems are formally turned

Y over to the using command. Deployment continues, often
concurrently with the production portion of this phase,

g until all the assets are in the £field and in operational

d use. During this stage all support facilities and equipment

must be fully developed and made ready for use. This

includes all required support at operational bases as well

as activation and operation of depot support for the system

! (17:19).

' There is no smooth passage between an operational

deficiency and the correction of that deficiency through the

) acquisition of a new system. Additionally, the

Constitutional budgetary process, the perceived military

threat, the frontier of technology, and the political

climate of the country can do much to affect the progress of

any weapon system at any time during the acquisition

process.
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The preceding overview of the WSA process has been
intentionally broad and generic in order to provide a brief
foundation of the general weapon system acquisition process
that will serve as a prelude to the following introduction
to the Precision Location Strike System (PLSS). This
research effort's examination of CSNAS networking as it
applies to PLSS and its subsequent networking of yearly
schedules and their subsequent analysis will build on the
foundation laid above. Let us now turn to an overview of

the PLSS system.

Precision Location Strike System

Introduction. Radar-contrclled surface-to-air missle

threats worldwide have established the need for a system to
locate ground-based electromagnetic emitters and destrcy
emitting/nonemitting targets. The Precision Location Strike
System (PLSS) is designed to provide a highly accurate and
responsive integrated location/attack capability for defense
suppression. It is envisioned to be an adverse weather, all
iight, near-real-time system which uses time difference of
rrival/direction of arrival (TOA/DOA) for location
functions and distance measuring equipment (DME) technology
for navigaticn/attack functions. The system will use
guided/unguided munitions, will function in near-real-time
and 1s reguired to interface with the tactical air control
system and the Northn Atlantic Treaty Organization's command,

’

control, communicaticns and intelligence systems (28:5).
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In Europe, PLSS will counter the formidable Soviet air
defense threat. Control of airspace is a prerequisite for
gaining and holding territory and the Soviet Union has
developed an interlocking "air defense umbrella" capable of
moving with its armies. The threat consists primarily of
Anti-Air Artillery systems (ZSU 23-4) and Surface-to-Air
Missile (SA) systems -- both fixed (SA-3,5 and 10) and
mobile (SA-2,4,6,7,8 and 9). These systems are contrclled
by radar networks.

The entire Soviet air defense threat is significant and
groﬁing, both in numbers and in technical sophistication.
Existing threat systems number in the thousands and use
various measures to escape detection and/or jamming. These
include short radiation on-times (often measured in
seconds), changes in operating characteristics such as pulse
repetition interval, and mobility. Developing and follow-on
systems are expected to exhibit even more sophisticated
methods of emission control parameter agility, and other
countermeasures.

Background. The PLSS concept was formulated and

validated in a series of programs and tests in the late
1350s and early 1970s. 1Its design, which utilizes
technology developed during these previous programs, was
initiated by an Air Force Requirements Action Directive from
then-Deputy Secretary of Defense Packard in July 1971. The
Directive called for the Air Force to develop a plan for a

location and strike system based cn TOA and DME technigues.
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q!‘ The Advanced Location and Strike System (ALSS) which
incorporated these techniques was developed in 1972. It was

originally intended for deployment in Southeast Asia, but

.
l.

31 was never deployed there since U.S. participation in that
A

3& conflict ended in 1973. ALSS had limited capabilities, but

did effectively prove the location/strike concept. It was

deployed in Eurcpe in 1975 for a limited demonstration.

s
Pl

£ 2

W Since then, it has served as a testbed for improvements in
e the state of the art, for PLSS risk reduction efforts which -

:& preceded full-scale development, and for reaffirmation of

i? the PLSS requirements as they were formalized in Tactical

¢ Air Command (TAC) Required Operational Capability (ROC)

;€ 314-74. This ROC called for a day/night, all-weather

$K location and strike system which must be capable of

< worldwide employment.

g System Description. PLSS was originally conceived to

& be an integrated location/strike system: it would detect,

$é accurately locate, identify, and direct strikes against

&s enemy emitters in near-real-time. PLSS would be a key

&% element in the Air Force's Defense Suppression Mission.

{f PLSS would perform continuously over a large area of

:E coverage (an entire theater), in day or night, in all-

{X weather, and in a dense, hostile, and complex

;‘ electromagnetic envirzonment. |

,ﬁ As applied to PL3S, the "location" function means

ﬁ‘ cassively detecting enemy emitters and using information

gﬁ from the intercepted signals to compute emitter positions

0
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via TOA or DOA technigues. These emitters are identified by
comparing the received signals with a stored database of
known emitters. This provides the ability to distinguish
high-priority targets.

Once PLSS "knowx" the location of a target (i.e., has
computed its location or has been supplied with target

location by some other means) it would direct strike

aircraft and weapons against it using a DME technique. PLSS
would provide targeting and guidance information to the
strike/attack aircraft pilot (via his fire-control computer
and displays), allowing him to execute his attack profile
with precision. PLSS also would provide precision guidance
for standoff weapons.

According to the IOT&E Test Plan issued by the Air
Force Operational Test and Evaluation Center (AFOTEC) in
January 1985; PLSS is a tactical target engagement system
that uses airborne sensors, data links, distance measuring
equipment, ground-based processing, and the Tactical Air
Forces to suppress enemy air defenses. PLSS is comprised of
five physically separated subsystems that communicate with
each other through secure, jam-resistant, interoperable data
links (IDL). The system under original development
consisted of a central processing subsystem (CPS), a site
navigation subsystem (SN3), an aircraft mission subsystem
(AM5) installed on a TR-1 aircraft, a vehicle navigation
subsystem (VNS)-equipped F-16 attack aircraft, and an

extended range, powered weapon equipped with a weapon

31
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navigation subsystem (WNS). PLSS's three key functions are
emitter location, navigation/attack, and communications
(28:3).

PLSS Subsystems. FPL3S is composed of five elements

encompassing ground, avionics, and weapons systems/
subsystems (28:13). The relationship between the various
PLSS subsystems, their functions, and the system operational
concept is presented in the following paragraphs.

Cantral Processing Subsystem. The CP3 is the

"brains" of the PLSS system and is a ground-based complex of

computers, displays, data-link and communication equipment

which 1s the master control center for PLSS and serves as
the focal point for command and control of all PLSS
subsystems. It is situated in a fully militarized shelter
which is housed in a hardened facility located far behind
the Forward Edge of the Battle Area (FEBA) (28:6).

he CPS generates control information £or PLSS-assigned
TR-1s, also known as the airborne relay vehicle (ARV).
Control information consists of threat receiver frequency
selections and ground beacon interxogation. The CPS
processes emitter intercept data in near real-time to
identify and locate emitters, and then directs attacks on

t/

h

selected targets. It will also acquire attack aircra
weapons at predesignated pickup points and generate position
information necessary to plilace VNS-equipped attack aircraft
carrying unguided weapons within the release envelope c¢r

attack eircraft egquipped with standoffi weapons within the

[99]
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weapon launch envelope. The CPS will also provide position
information to the standoff weapon for post-launch
navigation to the target. The CPS is fully transportable
with a 72-hour take-down/set-up time and a training/
contingency deployment version of the CPS located at Nellis
AFB, Nevada (28:6).

Aircraft Mission Subsystem. The AMS is the "eyes

and ears" of the PLSS system and is a set of PLSS-peculiar
avionics carried onboard three TR-1 aircraft which are
employed in a "triad configuration.”"™ The ARV serves dual
functions as the_ passive intercept platform for radio-
frequency signals from threat emitters and as the relay
platform for two-way data link communications {(command and
control) between the CPS and other PLSS subsystems (28:8).

The DME, located in the TR-1, relays data from the CPS,
and also provides ranging data from the TR-1 to the ground
beacons (SNSs), other TR-1s (AMS), PLSS-equipped attack
aircraft (VNS), and/or standoff weapons (28:8).

Site Navigation Subsystem. Knowledge of the AMS

position 1s necessary to compute the position of the target
threat emitter, strike aircraft, and PLSS-guided weapons.
The SNS is a DME-ranging ground beacon that provides a fixed
ground reference £for translation of TOA/DME coordinates into
a highly accurate earth coordinate system for all PLS3
lccation and attack operations. Multiple 3N3s are used to
precisely locate ARV, VNS, and WN3. The AMS interrogates

these beacons and sends the response to the CPS. Since the
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"i CPS "knows" the position of the SNS beacons, it continuously
¥e
13( determines the position of the AMS (28:9).

Vehicle Navigation Subsystem. The F-16 has been

designated by the TAF as the operational aircraft for the

>

VNS. Earlier plans envisioned the F-4 carrying the VNS but

e

o

it could be installed on a wide variety of strike/attack

aircraft. The VNS consists of a PLSS DME interface unit

e g

s
»_E

which allows transmittal of aircraft avionics data (inertial
navigation information, weapon computer flight instruments,

etc.), through the AMS relay, to the CPS and receives

COEAFRE

updated aircraft position information along with target

latitude, longitude, and elevation information. The VNS

Ea

f? interfaces with the F-16 fire control components and heads-
?j up display. 1Its function is to accurately position the

; attack aircratt to the desired ordinance release point.
% Weapon release points are determined by attack aircraft
Z- avionics using PLSS-derived aircratt position and target

f' coordinates (28:10).
;g FY83 Congressional action removed the F-16/PLSS
A interface from the PLSS program element and the DME
?4 interface, while still being managed by the PLSS 3P0, would
gg' be developed and funded within the F-16 program (28:10).

" Weapon Navigation Subsystem. The WNS was to be a
2% DME unit functionally similar to the VNS and SNS but

Eé consisting of PLSS equipment installed in a precision guided
Jg air-launched or ground-launched, powered standoff weapon.
;; They would contain antennas, receivers, transmitters, and an
2.
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interface unit which allowed the weapon to receive
PLSS-generated position and target information via the AMS
relay (28:10).

The WNS is not presently part of the PLSS FSD contract
since provisions for a standoff, powered weapon have been
deferred by Congressional action (28:2).

Operations. PLSS will play an important role in

performing tactical air operations by providing required
information on target location and identification, precise
navigation, and guidance for DME-equipped aircraft/weapons
against selected targets. The system will provide a major
element to the theater commander's ability to effectively
respond to enemy actions (28:12).

The PLSS system must be able to detect, identify, and
accurately locate emitters (in near-real-time) in a dense
electromagnetic environment. It must be able to provide for
accurate delivery of ungquided weapons by fighter aircraft or
guided standoff weapons against these targets during
day/night operations and in all-weather conditions. The
system must also be able to direct attacks against targets
whose coordinates are located or determined by other sources
(28:12).

In PLSS, the two techniques of DME and TOA are used to
perform three functions: navigation, location/positioning,
and strike/attack. The navigation function is actually a
prerequisite for conducting the location and strike

function. That is, not only do the DME links determine the
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Ko positions of the PLSS subsystems, but they also carry

guidance inputs and weapon's commands computed by the CPS 4

oy and used directly in the strike function.
ii For maximum operational flexibility, the DME portion of
5;;.:, the AMS is carried aboard the TR-ls, aircraft with
%5 sufficiently high altitude and a large field of view. This
ﬁg allows DME navigation and strike capabilities deep within
iﬁ enemy territory while keeping the CPS safely behind the
fq FEBA.
':f Navigation Function. The navigation function
éy consists of determining the position of the PLSS component
5@: subsystems on a continuous basis.
;s’ AMS Positioning. Precise knowledge of the
lg. absolute AMS position is crucial to the location and strike
1£ functions, therefore; the positions of the target threat
L%? emitters, strike aircraft, and PLSS-gquided weapons are all
ll measured relative to the AMS and three SNS beacons.
:ﬁf VNS/WNS Positioning. Precise knowledge of
:N' the VNS/WNS position is crucial to the strike function,
:;? since it provides the basis for guidance inputs and weapon
i.g commands. Measurements from two AMSs having known 4
| § positions, combined with independent reporting of F-16 or
3 weapon altitude, allows very accurate determination of the
'i: VNS/WNS position on a continuous basis.
;E SNS Positioning. Precise knowledge of the
e SNS beacon positions underlies all PLSS operations, since
i@ these beacons are the flixed reference points by which the
A
iﬁ? 36
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AMS, VNS, and WNS positions are measured. Initially, some

- W

. SNSs are located on surveyed sites and new beacons may be
added or moved without a preliminary site survey.

Strike/Attack Function. The method PLSS uses to

= ol ulfiek o

control strikes depends on the desired attack profile. PLSS
allows direct attacks or standoff attacks against located

[ , targets.

‘a et

Direct Attack. Consider a strike/attack

. aircraft delivering unquided ordinance to a target whose
' coordinates are precisely known. The pilot must have
up-to-date knowledge of his position with respect to a

s designated penetration corridor, while retaining the ability
: to take evasive actions necessary for survival. Determining
the release point also requires knowledge of the strike
) aircraft's position, altitude, speed and heading, as well as
stored information about weapon ballistics and continuous
updates of target position.

In PLSS, the DME link is used to send control inputs to
the VNS aboard the F-16. These inputs are computed by the
CPS, which stores and processes aircraft, target, and weapon

N ) data in near-real-time for many strike aircraft

& simultaneously. PLSS guidance thus allows the pilot to £fly
the desired profile accurately to the target area. The CPS
also notifies the pilot when he is within range of his

target, so he can maneuver for weapon release. The CPS can

-

trigger weapon launch automatically, although the pilot

retains override option.

< e e B w3
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Standoff Attack. PLSS also uses the DME link

e

to direct strikes made with standoff weapons. The CPS sends

weapen launch instructions via the AMS relay. Once the

;i strike aircraft has launched the standoff missile, it is

%? freed for other tasks; PLSS continues to guide the missile.
; The CPS compares the weapon trajectory with the current

”g estimate of target location, computes midcourse or terminal
9: corrections, and transmits these data to the WNS, again by
‘: way of the AMS relay.

;f System Development. Information available from

?: Appendix B of the 1981 PLSS Chronology reveals the following
- details of the PLSS history. 1In 1966, the Air Force

«é initiated a quick reaction capability project at ASD to

™ provide the feasibility of developing a system that could be
sw installed in aircraft using TOA techniques to locate pdlsed

;& radars in near-real-time. 1In 1968, an experimental system

$? was demonstrated that successfully located emitters

§§ (27:227).

$Q In 1970, ASD carried out a defense-suppression study

'a: and as a result of this study, Deputy Secretary of Defense

‘r: David Packard, in January 1971, approved several programs in -

ii the defense-suppression area. Among these programs was

R Compass Counter, which included the first mention of the

;Ej Precision Emitter Location Strike System (PELSS) which was

bl to be the forerunner of PLSS (27:227).

«g: In July 1971, the Defense Science Board's summer study

y; of defense suppression recommended developing a location andé

o 38
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strike capability for penetrating aircraft, thus the Air
Force's Requlirements Action Directive came into being. In
October, Mr. Packard directed the Army and Navy to work with
the Air Force in order to assure that TOA/DME progress would
have maximum usefulness for all the services. In December
1972, the Air Force directed ASD to begin development of
Compass Counter -- later PELSS.

In February 1972, development of the Advanced Location
Strike System (ALSS) was directed. It would also use
TOA/DME techniques and in March, Area Coordination Paper #4
was published. By May, Lockheed Missile and épace Company
of Sunnyvale, California and IBM of Oswego, New York,
formally completed competitive system definition study
contracts. By October, flight testing of ALSS had started
at Holloman AFB, New Mexico (27:227-228).

In January 1973, ASD initiated parallel risk-reduction
efforts for PELSS by sending requests for proposals to
Lockheed and IBM. Both companies responded with proposals
and by May, a PELSS Project Office was established in ASD.
It was tasked with responsibility for all TOA/DME
activities, including ALSS. By June 13973, both IBM and
Lockheed had been awarded nine month risk-reduction
contracts and by September, Tactical Air Command (TAC) had
completed its first phase of ALSS initial operational
testing and evaluation (IOT&E) (27:228).

In May 1974, TAC formally specified that the Precision

Location Strike System was a required operational capability
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ﬁ%& and in July, the Air Staff directed that PELSS be changed to
A
e PLSS. PELSS and ALSS would be included in PLSS. By
et November, PLSS had successfully accomplished a joint
AL
S operational technical review and the DSARC I review but by
AR
WHY
gf\ late 1974, funding for fiscal years 1975-1977 was reduced
" (27:229).
a.r -I
N
' 38
@ﬁ In January 1975, the Air Force directed competitive
’1uj procurement for PLSS and ASD devised a two-phase contracting
o approach for full-scale development. Phase I consisted of
27
i
fﬁ«* design definition; cost, performance, and schedule
5;4 tradeoffs; and commonality and interoperability studies and
o analyses. Phase I would help refine the RFP for Phase II
T
;12 which would be Full-Scale Development. By June, funding was
N
ey coming under Congressional review, with indications that
AN funds would be cut; therefore DOD postponed release of the
&_.:
105 RFP (27:230).
T
Ay By the summer of 1975, the ALSS deployment in Europe
X o~ had ended and in August, the RFP for Phase 1 was released.
N
& § In December, the Air Force Scientific Board strongly
! ,g
i supported urgent development of TOA/DME technologies using
"yt defense-suppression.
D)
L)
3#: In Marxch 1976, the PLSS Phase I contracts were awarded
S
p0) to Boeing and Lockheed. During this time, in an effort to
NN increase SPO manning, AFSC concurrently directed a
'("'-
::¢} management review of the PLSS program. The review concluded
Y
U that the SPC had been inadequately manned, that many
:ﬁ? necessary management actions were not being accomplished
I:;:
’t":‘
‘f::lv 49
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resulting in management by crisis in an informal,
unstructured manner. SPO personnel worked considerable
overtime, including nights and weekends, to manage their
demanding responsibilities as the workload expanded.
Approval was granted to increase the manning from about 54
to 68 in an effort to properly manage the increased workload
that Full-Scale Development (FSD) would entail (27:230}.

In July 1976, the Phase II RFP, which would be
Full-Scale Development, was released and by September,
proposals were received from both Phase I contractors
(27:230-231).

In June 1977, Lockheed was selected as the Phase II
contractor and a contract was awarded, initially limiting
Lockheed to specific pre-DSARC support tasks. In July, the
DSARC Il review was conducted but approval was withheld
until additional information was provided. 1In September,
DOD directed Air Force to proceed with FSD (27:231).

The System Requirements Review was held in January 1978
and the System Design Review was completed in May 1978. By
December, funds requested by ASD were reduced by DOD in the
President's Proposed Budget. These funds were diverted to
higher priority defense programs (27:232).

In March 1979, a cap was put on FY79 expenditures to
shift some of the funds into FY80. 1In October, Congress
reduced FY80 funds for PLSS by $56.6M to $15M and this
amount, plus the $31.8M not spent in FY79, became the $46.8M

operating budget for FY80. By December, projected funding
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iilﬁ for FY81 was reduced to $14.85M and by the time Congress
Lﬁ% reduced the FY80 PLSS program another $9.9M, it was clear
Pg' the program would need to be restructured and redefined.
:E?: Program officials concluded that the Senate Armed Services
;;t_ Committee failed to support PLSS for two main reasons:

5*Qf General Accounting Office criticisms of the program's

&;j reduction in scope, and a lack of progress in developing a
3;}' standoff weapon (27:232).

5:} Restructure alternatives were presented to the AFSARC
i&g and 0SD and the results called for a severe slowdown in the
&é¥ PLSS development effort. Contractor manning was reduced
gt& from 850 to 180 with only critical efforts to be worked. In
;;ﬁ August 1979, the TR-1 was selected as the Airborne Relay
Qm? Vehicle (ARV) and the Preliminary Design Review was held in
tk@ October. Shortly afterward, in January 1980, the

Efg restructured program was submitted to Congress by memorandum
R (27:233).

'b{f The FY81 Amended President's Budget reduced PLSS

‘:j:'; funding from $61.9M to $30.2M and in October 1980, the

s program's level of efforts were reduced to a minimum under
';;3 the continuing resolution authority. Thus the FY81 PLSS

fi:; appropriation was $15M which became the basis for the

:“d December 1980 SAR. Negotiations on the original

?; restructured PLSS contract agreed to in December 1980

ﬁdé assumed full funding in FY81l. These negotistions formed a
el basis for any further adjustments necessary to comply with
o
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approved FY81 funding following congressional resolution of
the Air PForce's supplemental funding.

The PLSS program did not receive full FY81 funding
until the Reagan Administration took office and submitted a
supplemental budget in June 1981. The Air Force placed
$48.0M in the FY81 Supplemental Budget request to restore
the program funding to $62.7M. Program officials moved
immediately to order material that had been deferred,
planned changes to improve survivabilty and effectiveness,
and to rebuild the contractor's work force. But the FY82
budget contained only limited procurement funding. These .
fundiﬁg delays caused the contract schedule to be extended
by 38 months and the cost to be renegotiated. This was
completed in February 1982 (27:234).

The FP-16 was selected as the primary attack aircraft in
September 1981 and the Vehicle Navigation Subsystem (VNS)
development change order was issued in September 1982. The
FY83 Congressional Appropriations Committees again reduced
PLS8S funding and lssued direction to separate the strike
developments from the emitter location developments and to
transfer strike program direction from the PLSS program to
the Tactical Cryptological Program (TCP). The PLSS F-16 VNS
stop work was issued in February 1983. The long delayed
Critical Design Review occurred in March 1983 and by July,
past major program changes and funding cuts had combined to
further lengthen the PLSS FSD program from 78 to 92 months

(27:234).
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In FY84, the procurement of items for testing was
completed. Qualification and acceptance testing of FSD
hardware units continued and contractor system integration
testing and single aircraft flight tests were initiated.

The first TR-1 f£light of the Airborne Mission Subsystem
(AMS) was in December 1983 and was declared highly
successful. Nine additional single aircraft test missions
were successfully flown. The government test team was
formed in January 1984 to monitor contractor integration
testing, scheduled to begin in late 1984, prior to the
AFSARC IIIA milestone, and to conduct the Combined
Development Test and Evaluation/Initial Operational Test and
Evaluation (DT&E/IOT&E) which was scheduled to begin in
mid-1985. Advanced procurement and long-lead buy of
Government Furnished Equipment (GFE) for production was
procured for the TR-1l line in late FY¥84. Due to late
subcontractor deliveries and software schedule slips, the
contractor integration testing and flight tests also slipped
and as a result the planned AFSARC IIIA milestone slipped
into FY85. Also, during this time, the F-16 VNS (strike
portion) studies continued after development was reinitiated
in the F-16 program, renamed the adaptive targeting data
link (ATDL) and was expanded tc include other planned
systems. Funding would be included under the F-16 program
elements but program direction would be handled by the PLSS
SPO (34:4). Additionally, all development work on the WNS

was, by now, completely halted and would never resume.
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Current Program Status. Present budget constraints and

the delay of the F-16/PLSS interface are impacting the
schedule and conduct of testing. Combined contractor
integrated testing began in January 1985 and is expected to
be completed in April 1987. The testing was originally
envisioned to be a phased test approach which would have
included an integrated evaluation of the PLSS surveillance
capability (CPS, AMS, and SNS), followed by evaluation of an
F-16 attack capability (VNS), and then evaluation of an
extended-range, powered weapon attack capability (WNS), but
deletion of the strike programs changed the scope of the

testing objectives. The first successful Triad test was

* conducted on 29 July 1985 (5,10).

By the spring of 1986, DT&E/IOT&E had begqun with the
TR-1s operating out of Beale AFB, the CPS at Sunnyvale AFS,
California, and the SNS located around the Bay Area of San
Francisco. Missions were being flown against "simulated
enemy emitters located at China Lake, California. During
the summer of 1986, establishment of a combined baseline was
planned and in the fall, the tests are planned to move to
Nellis AFB, Nevada for missions using organic Nellis
emitters (5).

The AFSARC IIIA was most recently scheduled for April
1986 but the preliminary program review through the Air
Force Council, which precedes the formal AFSARC, caused the
AFSARC to be delayed until testing is completed. This

AFSARC would have given the limited Production Go-Ahead, but
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l§$ as a result of the cancelled meeting, all increased

I ‘
Qa* production money for the first lot buy was unfunded ($150M).

|

C Once testing is completed in April 1987, a decision will be
;4’6'51

ﬁh made on whether the system will be considered a prototype
i

a@é demonstration and subsequently mothballed or perhaps a

;gq limited demonstration or operational capability will be

A

‘5!“5

fg% established in Europe. This program review is currently
}Q.c?

e scheduled for April 1987 (5,10).

ke Air Force's Position. Air Force Chief of Staff General
1)

Tigth

g% Charles Gabriel says the Air Force isn't rushing into

gl

‘gg production of Lockheed's PLSS: .

W ) "because money is tight, there are other ways to

ﬁh find hostile air defense emitters, development has

o taken too long, and there is no weapon to use

s 5 against PLSS targets."

b L

N Gabriel told the House Appropriations Defense

¢

ﬁ;" Subcommittee in Executive Session on 27 February 1986, the
]

R

;gs transcript of which was recently released and published in
.

. the 29 May 1986 issue of Aerospace Weekly, that "the funding
R

:ﬁ& environment was a big reason for not wanting to proceed."
l';'l
"ﬁm And, he said, "We have other ways to do these jobs."
U_zx_

- The Grumman-Norden Joint Surveillance Target Attack Radar
Y

%ﬁ?' System (Joint STARS):

S

*ﬁ“ "will give us what we hope will be an AWACS
» perspective of the ground situation...We have the

o detection capability that will locate the
RN emitters, but not to the precise location that you
f " can target like the PLSS will. We have ways to

R send in vehicles to do that kind of job. I am

o talking about on-board sensors, as well."

e
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Also, said Gabriel, "I have been frustrated by PLSS"
because of its pace of development. Fifteen years ago, he
said, the Air Force started a program to find emitters
associated with surface-to-air missiles in North Vietnam and
Laos. But it still doesn't have an operational system of
the type envisioned then. "PLSS development has been
painfully slow," Gabriel said.

The General acknowledged that he has "seen that PLSS
could work in terms of guiding F-16s to the target." 1In

discussing tests of the system, in which three Lockheed

TR-1s fly cooperative orbits to locate emitters, he said:

"PLSS should do that very well, put the F-16s in
for a direct attack. But we haven't been able to
develop a guided weapon that could be thrown in.
We have, in my mind, not enough experience with
three aircraft working at one time to give you
precise locations so that you can target and
strike. I am patient, but frustrated. I think it
has come slower than it should for half a billion
dollars..."

General Gabriel went on to say that he (11:259):

"would rather walk away from the program than pour
a lot of money down the hole if they can't tell me
we have a cost effective system to do the job for
us. We have to take a lot of things like this,
programs we wouldn't want to cut, but in this
funding environment, you have to consider doing
things you don't want to do. It is not coming
along as fast as I thought it would, and they have
to prove to us that it should stay alive."

In March, shortly after Gabriel's testimony, the Air r

Force cancelled the PLSS production program. It decided,

however, "to complete testing of full-scale development
assets to demonstrate operational utility of the PLSS

technique for future Air Force applications,™ an AF
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spokesman said that week. When asked if PLSS could
eventually go into production, the spokesman replied, "No
one has ever said that isn't the case. But today, it's
cancelled" (11:260).

The DOD has long been managing weapon system
acquisitions, such as PLSS, with numerous networking
applications. Most often these networks have been created
by private contractors who charge considerable fees for
their services. Fortunately, many of these networks have
been credited with assisting the development of these
complex systems in the minimum of time and cost. But cost
growths, technology problems and political support continue
to take their toll on each unique program. Additionally,
program managers' commitment and utilization of these
networking applications are only as effective as their
understanding of the networking and the perceived benefits
being derived from their allocation of human resources
required to keep the networks updated. Thus, any networking
system, such as CSNAS, that offers the versatility of using
free, supportable software on existing office hardware,
offers the opportunity to standardize DOD networking
applications throughout the entire acquisition community.

This concludes the introduction to networking, the
CSNAS system, the weapon system acquisition process, and the
PL3S program that is necessary to provide the reader a
better understanding of the scope and objective of this

thesis effort.
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Scope

The purpose of this research effort is to examine the
effectiveness of a new government managed networking model
(CSNAS) as an effective managerial tool for an acquisitionA
program manager. While this study is not concerned with
CSNAS networking analysis as a general subject, its
potential adentages and effectiveness as a harbinger to
management of impending problems in the weapon system
acquisition process will be assessed.

In view of severe time and travel restrictions, it was
further decided to limit the choice of possible programs to
those which are managed by a System Program Office (SPO)
physically located at Wright-Patterson AFB, Ohio. It was
also considered desirable to examine a program which had an
extensive history of ézogram turbulence, for various
external and internal reasons, yet had progressed through
most of the phases and milestones of a typical weapon system
acquisition process. Selection of a smooth and successful
program would provide less opportunity to simulate
alternative management decisions in an effort to validate
the network model's capabilities.

The SPO which best met these gqualifications was the
Precision Location Strike System SPO, and it was therefore
selected. To further limit the size and complexity of the
resultant study, the researcher decided to limit the
networks to reflect only the "Big 21" events or activities

which are considered the "classic master acquisition model
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e
ﬁ& network” in the CSNAS system. These higher level events/

)
?h“ activities are: (1) Program Authorized, (2) New Start
o Approved, (3) Program Strategy Established, (4) Request For
Ay
g‘( Proposal Released, (5) Develop Contractor's Proposals,
o

:3 (6) Source Selection, (7) Contract Awarded, (8) Full-Scale
z' Development, (9) Contractor's Preliminary Design Review,
M
§ (10) Critical Design Review, (11) Contractor's Fabrication
§

e and Assembly, (12) Prototype Hardware Delivered, (13) Test
yﬁ' Program, (14) Program Decision, (15) Production Start-Up,
DY)
)
% (16) 1st Hardware Delivered (17) Initial Operational
‘ H

"y
%5 Capability (IOC), (18) Maximum Production Rate Achieved,

- {19) Fully Operational Capability (20) Program Management
35; Responsibility Transfer (PMRT), and (21) Deployment

Pl

o Complete.

if
v Objective
.',::I'
:R' The objective of this research effort is to examine the
[#

value of a specific networking application when applied to

iy
;33 the acquisition of a specific weapon system. Therefore, the
)

f
k#: study will seek to answer the research question: "Would it
AN Y
‘" have been useful for the Precision Location Strike System
§* (PL3S) System Program Office (SPO) to have used the Computer
"‘. ?
:;ﬁ Supported Network Analysis System (CSNAS) to help manage the
.y projected acquisition schedule of the program?"
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Research Questions

Four research questions have been formulated for this

investigative effort.
1. How effective is CSNAS at isolating the critical
path -- the least flexible activities necessary for program

success?

2. Could CSNAS have identified and highlighted PLSS's
historically documented schedule changes a priori?

3. How responsive is CSNAS to changing networks and

schedules?

4. Could the use of CSNAS have improved the overall

PLSS program management process?
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I1. Research Methodology

S Networking and Acquisition

A A

<'~-~'_

\3- The Computer Supported Network Analysis System (CSNAS)

has been developed by AFALC for use as a program/project

fﬁ} management system. It uses a form of Program Evaluation
FE& Review Technique (PERT) and Critical Path Method (CPM) to
‘ aid managers in planning, scheduling, tracking and
C ard
ffi contzrolling their projects. To date, no empirical data
N
:%& exists to validate CSNAS's effectiveness as an important
&:’ acquisition manager's tool.
07
‘o
ij;% Design of Study
42} The Precision Location Strike System (PLSS) is an ASD
fif program which has.been in full-scale development since 1976
i;g but has only recently been scheduled for combined
Qﬁﬁ development and initial operational test and evaluation. As
gis such, the PLSS program offers a unique opportunity to test
;ﬁ? the value of CSNAS as an effective acquisition manager's
3$£ tool because it has an almost 10-year track record of
ﬁﬁs acquisition activities, major milestones and documented
;,& managerial decisions. By networking PLSS's project
:.; management history, a case study will evolve which can
r:ﬁ provide a unique opportunity to evaluate the effectiveness,
ﬁ%; appropriateness and accuracy of using CSNAS computer
2o networking to assist the acquisition manager. Specific
% % annual snapshotz (i.e., each October 1lst) will be
KL
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represented by appropriate CSNAS networking to recreate or
3 simulate important decision milestones. Thus, CSNAS
projections of the program's important or critical

N activities will be compared with the actual activities to
ot which management gave their attention. This will provide
i empirical evidence to help the researcher determine the

) . effectiveness of using CSNAS in the weapon system

acquisition process as it specifically relates to PLSS.

ot ol

Universe Defined

o -

The universe consists of all DOD-sponsored weapons

-

systems acquisition programs. -

AL LS4

Population Defined

-

. The population for this research study consists of all
‘ Air Force-sponsored acquisition programs wherein the work to
% be accomplished is divided for management control purposes
* into projects, work packages and/or activities which could
be planned, scheduled, controlled or tracked by a networking

model.

Sample Defined

The sample for this research effort consists of the

AW

application of the Computer Supported Network Analysis

System (CSNAS) to the Precision Location Strike System

Yo
o

(PLSS) weapon system acquisition process as supervised by

)

the Aeronautical System Division (ASD) of the Air Force

Systems Command located at Wright-Patterson AFB, Ohio.

o A o
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Data lIdentification

The data used in this research effort were selected
based upon the researcher's judgment as to its usefulness
and effectiveness in assessing and demonstrating the value
of CSNAS networking to the PLSS acquisition process. As
such, it should not be viewed as comprehensive, nor should
its selection be considered random or haphazard.

In any weapon system acquisition process, activities
occur continuously and at various horizontal and vertical
levels of management. While the program manager must and
does keep track of all important developments on a real-time
basis, any networks the SPO uses must also be capable of
near-real-time response to be deemed truly valuable. This
requires the capability to continually, and easily, update
the network. So with this in mind, the researcher decided
to pursue a policy of annual snapshots based upon the PLSS
program's status at the beginning of each fiscal year. As a
result, only the SPO's higher lewvel acqguisition activities
and events will be examined and only those pertinent
decisions and actions related to these quantifiable events

will be networked and examined.

Data Collection

The foremost step is to master a working knowledge of
CSNAS. This was accomplished by attending the two-day class
nffered monthly by AFALC/LSL. Next, a thorough review of

the SPO's vearly documentations permitted an alignment of
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the appropriate data into annual snapshots which

represented each "particular year".in the CSNAS networks.
Each year was unique, could "stand alone", and reflected all
appropriate major events which had preceded. Additionally,
all scheduled events and any other changes to the programs
were reflected in the appropriate networking paths. During
this process the program manager and current PLSS staff were
able to provide some pragmatic insight and confirmation of
the schedules developed during the networking of the yearly
projected schedules.

The major events or activities associated with the PLSS
acquisition process and chosen for CSNAS networking are: (1)
Program Authorized, (2) New Start Approvéd, (3) Program
Strategy Established, (4) Request For Proposal Released,

(5) Develop Contractor's Proposals, (6) Source Selection,
(7) Contract Awarded, (8) Full-Scale Development,

(9) Contractor's Preliminary Design Review, (10) Critical
Design Review, (1ll1) Contractor's Fabrication and Assembly,
(12) Prototype Hardware Delivered, (13) Test Program,

(14) Program Decision, (15) Production Start-Up, (16) First
Hardware Delivered (17) Initial Operational Capability
(I0OC), (18) Maximum Production Rate Achieved, (19) Fully
Operational Capability (20) Program Management
Responsibility Transfer (PMRT), and (21) Deployment
Complete. Additionally, several other major events are

included in each yearly network to present a realistic
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'E;; evolution and status of the PLSS program up to that point
§hy in time.
f";g Definition of Variables
A 5 In considering the network approach, two points require
fkg emphasis. First, to achieve an understanding of the network
?QE approach in a short period of time, it must be examined
:S? piece by piece. Secondly, networking has a strong appeal in
j logic and one can easily become so involved with the
?:i technique that it becomes the end rather than the means to
15:': .j' improved management (8:5).
'.  While the concern of this research effort is to examine
jég the management implications of networking to a specific
%?E program management environment, PLSS, this cannot be done
_j. effectively until the reader obtains a knowledge of the
.3?& "mechanics" of the approach. The network approach revolves
if;ﬁ around five key aspects: the network, resources allocation,
‘:g; time and cost consideration, network paths, and the critical
L)
g_ﬁ path (8:5).
f&& Network. The network is the foundation of the

. PERT/CPM approach. It is essentially an advanced concept of
;Egi a flow chart, or diagram of the steps necessary to
fﬁi accomplish a given objective or task. It is a logistic plan
:;%_ for work coordination to achieve a defined goal. According
??g to Booz as reported by the Department of the Army, a network
hﬁi has three basic components: events, activities, and
¥§9 relationships (8:5).
A5
o
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Event. An event, or milestone, is a
clearly identifiable point in time which marks the beginning
or completion of a specific task in the project. The event
may be either a decision point or a physical accomplishment
point (8:5-6).

Activity. An activity is the work required
between events, which must be accomplished before the
following event can occur. Activities will not usually
start until the preceding event has been completed. They
also usually reflect a change in responsibility. An
activity has a definite beginning and an end, and consumes
both time and resources (8:6).

Relationship. In combination, events and

activities in a network serve the purpose of depicting
relationships between the basic tasks involved in the
program. All key relationships must be depicted in the
network to enable it to picture the entire project or
program as a network of events, representing specific points
in time when something must be started or accomplished,
connected by activities representing the work to be
accomplished between events, and showing the
interrelationships and interdependencies between events and
activities (8:6).

Resource Allocation. Since each activity involves

work to be done, it follows that each activity must have the

capability to track an allocation of resources. Thus,
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:Q& behind each activity in the network, and tailored to the
i:? work in that activity, is a reduirement for manpower,
[F5-, material, equipment and facilities which the network may
:i? identify and monitor in some preordained manner. This is an
{tb important point, because the resources are the governing
i:{ factors behind the elapsed time and cost of doing the work
;;is in each activity (8:6). The reader is reminded, that while
e
f}ﬁ resources are important, neither PERT nor CPM directly take
{if resource allocation into consideration. Rather, the
&hé networks simply give the manager an indication of the
f@ success of the endeavor and management must make subjective
5‘;5' decisions on resource reallocation.
:gg’ Time and Costs. The expenéitures of time and

5 costs, often synonymous, are a primary management
é?j ccnsideration. They are the distinguishing elements of
Eé;i success or failure in an effective control system. To meet
ﬁff these management requirements, network time and cost
‘£5 estimates may be attached to each activity.- An accrual of
ﬁ& the costs of all activities will provide the total project
o cost (8:6-7).
é&f Network Paths. The concept of network paths is a
:ﬁ; key fundamental in the PERT/CPM approach. Netwcrk paths lay
oot the basis for management action to improve project or
'iii program performance. A path may be defined as a chain of
:;52 sequential events and activities required to move from the
g starting point of the project to its completion. There are
"
e
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a number of paths in a network and work may be carried
out, as required, along each path -- separately or
concurrently (8:7-8).

Critical Path. A path is defined as a sequence of

connected activities in the project. Therefore, the longest
elapsed time path through the network that ultimately
governs the length of the entire project is called the
critical path. If management wishes to assure completion on
schedule, this longest path must be the center of focus for

actions that are to be taken (8:8).

Operational Definitions

Generic Networking Terms. The following general

definitions will be used throughout this research effort to
apply the fundamentals of CSNAS to the PLSS acquisition
program.

Program. A program is a complex, one-time effort
to achieve a definite objective which is definable in terms
of a single, specific end result (17:13). For the purposes
of this research effort, the term "program" is further
restricted to an ASD-sponsored effort designed to acquire a
military weapon system called Precision Location Strike
System (PLSS). The PLSS program may he subdivided into
several major projects.

Project. PFor the purposes of this research
effort, a project is a major subsystem or component of a

program which is developed by relatively autonomous
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g% organizations. In terms of the PLSS program, a project

;gﬁ can be conveniently conceptualized as that portion of the
~yf program for which ASD has awarded an independent contract.
ﬁ%: The project has a definite beginning and cbligational

%&ﬁ completion date (20:37).

ﬁﬁ Network Analysis. Network analysis is an advanced
if technique used in planning and controlling complex projects i
Mt and programs. A model (network) of the program is developed
{T‘ that depicts each task to be accomplished, each constraint
?ﬁ that must be met, and the interrelationships that exist

*ﬁi among the tasks (15:2). This developed network (CSNAS) is
E}é then used by the manager to dedicate and then to reallocate
?E: resources among activities, as necessary, to control and

tﬁﬁ analyze the project's or program's progress.

-;3 Slack Paths. Slack paths are paths in the network
;i which are shorter in expected duration than the critical

éﬁ‘ path (i.e., one day shorter in length means one day of slack
:&g or surplus). These are the paths where there may be extra
%ﬁw time for the project and where management may be able to

'wd borrow resources for application against the critical path
iwr (8:8). It is important to remember that the amount of time
;%& that can be borrowed is usually limited, and in fact may be
:ﬁ; nothing, if the activities need different resources or the

resources are constrained.
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1 Slack Time. The amount of time the task can be

f delayed without affecting the project's completion date,
; providing no other tasks on this path use any of that slack.

CSNAS Networking Terms. A CSNAS network diagram can

identify the logical sequence, critical path, slack and

g recovery ratio of each task and milestone associated with

3 the goal of the network. Each network task will normally be
represented in a diagram box, with each box containing the

N - following information:

; Task Identification Number. The numeric
identifier of each event represented in the network.

" Project Start Date. A project start date may be

; defined as either the future date on which work is scheduled

: (S) to begin or the actual (A) past date when it did

i commence.

§ Project End Date. A project end date may be

) defined as either the future date on which work is scheduled

. (S) to end or the actual (A) past date when it did end.

i' Forward Pass. The CSNAS computation of the

) earliest possible start dates and earliest possible finish

Z dates while taking into consideration the cumulative

' ) durations of the appropriate tasks and their scheduled
dates.

Early Start Date. The earliest possible date that

the task may be started according to the network's forward

pass computation (7:18).

o i al e o« §
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X Early Finish Date. The earliest possible date
¥ 'l‘
O 20
‘Eﬁ that the task may be finished according to the network's
o] forward pass computations (7:18).
(¥ 4d 9
Py
éﬁ. Reverse Pass. The CSNAS computation of the latest
_"é A
3% possible start dates and latest possible finish dates while
:$§ taking into consideration the cumulative durations of the
fﬂ. '
%ﬁ appropriate tasks and their scheduled dates.
!
:Ué Late Start Date. The latest possible date that a
ﬁ?‘ task may be started according to the network's reverse pass
A
; M computation (7:18).
LRy
RO Late Finish Date. The latest possible date that
‘Fﬁ the task may be finished according to the network's reverse
L\
AN
:ﬁﬁ pass computations (7:18).
2
L)
DR Task Duration. The amount of time (in weeks and
Sgg days) required to complete a particular task (7:18).
1
Q& Task Description. A general description of the
W
[ )
Al task or job which must be completed (7:18).
$£F Slack Time. The amount of time, in weeks and
‘O
b
:l§ days, that the task can be delayed without affecting the
.
Ll project completion date providing no other tasks on that
‘in path use any of that slack (7:18).
-
X2 Recovery Ratio. Slack time divided by task time.
[\ ‘\..'.
o
- The smaller the Recovery Ratio, the more critical the task
(7:18).
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Office of Primary Responsibility (OPR). The

office or agency who is responsible for completing or

controlling the particular job.

Methodology

Introduction. PERT/CPM methods, of which CSNAS is one,

perform two distinct functions: (1) network the series of
activities/milestones in a logical fashion such that
precedence constraints are not violated, and (2) develop a
schedule of these activities to identify the earliest start
and finish times -and latest start and finish times for each
activity, given that the project must be completed in its
critical path time. To accomplish this the following input
data must be provided: (1) activities/events,

(2) precedence relationships, and (3) dQurations. PERT/CPM

methods use the first two inputs to develop a network. Once

the network has been developed, they use input durations

(or scheduled completion dates) and the network to
determine: (1) earliest start and finish times,

(2) critical path time, (3) critical path(s), (4) activities
on the critical path(s), (5) latest start and finish times

to meet the critical path time, and (6) slack times.

o e e
2 P

Two sets of input data are provided for this research
effort. Based on each set of input data, CSNAS is used to
network and develop schedules for the major elements of the
PLSS weapon system acquisition process from 1977 to 1986. A

series of ten yearly CSNAS networks and schedules of the
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S$; PLSS projected schedule are developed for each data set.
};f Networks and schedules are developed as of the first day of
0 each fiscal year. It begins with 1 October 1977 because
lgé this was immediately following the award of Full-Scale
3
3f Development in September 1977 and ends effective 1 July
}YH 1986, the completion date of this research. As can be
5%% expected, program documents are not routinely updated at the
éﬁ' beginning of the fiscal year; therefore, dates taken from
1 the first available document, which followed the beginning 4
i?; of October, become the basis of the input data.
H:i Data Set I. This data set consists of the "then-
s current™ input data available to the program manager. The

activities/events chosen to be depicted in the first phase

AtH of the research are the "Big 21" (plus 27 others as they are
:§§ eventually scheduled and another 9 which were unanticipated
gdj but had a significant impact on the PLSS program). The

&M' precedence relationships assigned to these activities are
‘ﬁﬁ‘ those required for a classical weapon system acqguisition

.fz (i.e., DSARC I occurs prior to DSARC II, etc.).

aJ For data set I, the durations are assumed to be zero or
’: an acceptable maximum duration as determined by CSNAS.

%:5 (CSNAS has the capability to develop durations based on

SO

0. scheduled completion dates. When durations are unknown,
zero time is input for that particular task and CSNAS will
automatically compute how much time it has available based

on predecessor and successor dates).
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Data Set I Assumptions. As in any networking

application, the development of a CSNAS network requires
estimated durations of the tasks being networked. Early in
PLSS, as in any long acquisition progqram, all dates are not
formalized or projected and some durations are uncertain.
Some events unfold in later snapshot years which are not
addressed earlier in the program.

To accomplish this, research on data set I required
that four basic assumptions be followed. These relate
directly to the three things required for input data.

{l1) Twenty-six additional activities/events,
logically categorized under one of the "Big 21" headings,
are connected into the summary network in a logical manner
as they occur.

(2) The basic sequential flow of the "Big 21" is
maintained through proper precedence relationships.

(3) Non-constraining durations are used for
activities/events not specifically addressed in the
documentation of earlier years but which are one of the "Big
21".

(4) Durations of events (e.g. DSARC 1I) are
listed as less than one month due to the uncertainty of

which day in the scheduled month they will occur.
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Data Set II. To more fully assess CSNAS's capability

to identify and flag schedule problems, an additional data
set is used. This second data set is a modification of the

first ten-year PLSS program and includes mandated durations

LEEEL

for each activity/milestone. The durations are arrived at
through a forward look at the program's history and they
represent a realistic and reasonable time reguired to
complete the activity/milestone. Each yearly snapshot
consists of the same 57 major activities/milestones used in
the first phase. 1Included are the "Big 21" of the WSA
process and éome 36 other important events which reflect the

8 actual WSA process experienced -- either expected or
unexpected. Specified durations which are reasonable and
appropriate are then determined for all of these tasks and
the data is input. These revised input data are then used
by CSNAS in developing networks and schedules. Thus, a
"template™ of activities/milestones with specified durations
is created for each vear which provides CSNAS with the total
estimated time necessary to complete the program. As the
program changed through the years, the CSNAS networks were

f updated and expanded or contracted as appropriate to reflect

the new projected schadule.

Rl

Data Set II Assumptions. As in the original networking

application, the development of expanded CSNAS networks

requires estimated durations of the tasks being networked.

o
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To accomplish this expanded objective, the four

-

previous assumptions were followed, with Rule #3 being

0 .
oo e A

X expanded as follows: Activities/milestones not specifically
scheduled in earlier years but which were considered

) important milestones, would be included in all the yearly

3 networks. This made the ten yearly networks consistent.

§ Additionally, a review of the program history in 1985

; permits reasonable and consistent durations to be assigned
K) ' to all the activities/milestones. This forces CSNAS to

consider them when networks and schedules are created and

evaluated. .

g Evaluation Procedure

E CSNAS should, as a minimum, perform the following:
(1) develop a network and schedule based on the input data
elements which include the activity/event, precedence
relationships and durations, (2) create a technologically

correct visual depiction of the network (left to right),

Cox,

(3) properly compute and display the critical path(s) of the

.

network, (4) compute and display the appropriate slacks

-

associated with each task, (5) permit listing of input data
with computed earliest and latest start and completion

B ’ dates, and (6) provide a listing of network discrepancies
that should be detected.

Additionally desired capabilities would include:

el

(1) permit numbering of all elements in the network with a

unique number so that each activity in the network can be
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identified by its predecessor and successor, (2) accept
comprehensive descriptions of the task, (3) allow for
inputting an OPR for each task, (4) accept completion dates
for start and stop dates of tasks, (5) permit entry of
scheduled start and completion dates for each task,

(6) capability to update existing network, (7) ability to
modify an existing data base if the number of activities/
milestones change, (8) ability to produce both printer and
plotter products, and (9) avalilability of technical system
support.

The analysis of CSNAS begins with the actual inputting
of the data set into the computer. Potential data includes
the task number, task description, OPR, scheduled or
completion dates, duration and precedence relationships.
Errors will be interjected to study error handling.

An actual run of the network created will be visually
examined for proper sequence of flow. The network should
run from the left to right. Input information must be
displayed correctly and correspond exactly to the input
data. Then a visual examination of the plotter network,
printer network, and data base listing will be conducted to
determine if they properly display the input data. The
visual review wilil also center on the computed critical path
and how it is highlighted. Next will come a visual review
of the computed slacks and earliest and latest start and

finish dates.
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E- The next step will be a desk-top review of the

ﬁ' network's computed times. A desk-top review will determine
§ if the durations are properly and logically cumulative and
i if the slacks computed for each task are appropriate.

i Following this will be visual examination of the output

?, listing which highlights the discrepancies detected by

b : CSNAS. The highlighted data should represent each error

& that has been detected. The clarity of the output listing
@ . will then be evaluated on how easy it is to isolate the true
k discrepancy. An error will be interjected into the schedule
R

to determine the effect. Finally, the PLSS projected
schedule will be compared to the CSNAS computed schedule to
insure consistency. The durations for all the activities/
milestones are extracted and the network is physically
traced to cumulatively add (for forward) or subtract (for

reverse) each of the durations. Mental computations are

CR i M i M

handled like CSNAS's algorithm does -- a five day work week

is used with all holidays excluded). The appropriate dates

s

are then determined in both a forward look and reverse 1look

»

manner. Because of basic assumption #4, a date computed by
CSNAS which falls within one month of the PLSS projected
; schedule date will be considered acceptable and any CSNAS

highlighting is discounted.

="

Next, the capabilities to update, expand, and contract

the existing network will be evaluated by actual input data

P RN
bt b T R
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pL changes. The quality of the plotter and printer networks
b {1

3nd and hcw the critical path differs visually on each is

\ assessed.

- v
-
)
-

- e

s

o,
-

\ CSNAS Output Products
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This research effort uses three primary output products

< gt
:.ﬁ available from CSNAS. The first is the network data base
ﬁ:ﬁ information listing. The second is the networking diagram
. and the third is the discrepancies listing which is
$ Q generated during a CSNAS computer run.
;&E Network Data Base. The data base listing is formatted
j ; to provide the network uéer with a consoclidated, yet
?& easy-to-read, listing of all the important information that
fﬁﬁ is entered in the network data base. The listing for any
ﬁr’ particular snapshot year contains all events and activities,
gzg both internal and external, that have occurred or that are
g:. planned to occur. Also included are input durations which
ﬁ*; were extracted and/or estimated from the projected
ﬁ%. schedules. The information includes the date of the report,
éé? the network's name, the network's start date, task
identification, time, description, WBS/OPR, and grouping.
z?% Additionally, some other items are computed by CSNAS and
Eéﬁ listed in the output. They include the percent complete,
;}~: start date and complete date. ‘
gég Network Diagram. The CSNAS network diagram identifies
2&? the lecgical sequence (left to right), critical path, and ‘
¢$% slack and recovery ratin of each task and milestone ]
s |
a0 ‘
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associated with the goal of the network. Each network
task and milestone is represented in a printout box which is

formatted under the following criteria:

EARLY START EARLY FINISH

ooooooooooooooooooooooooooooooooooooooo

TASK ID# TASK TIME WK/DY

. TASK DESCRIPTION (1lst 12 characters).
. TASK DESCRIPTION (2nd 12 characters).

OPR/WBS (12 characters)
SLACK TIME WK/DY RECOVERY RATIO .

LATE START LATE FINISH

Fiqure 1. Network Format

Each network task and milestone is connected in logical
. order from start to finish and boxes and connections that

) are printed with asterisks (*) are the network critical

i path(s) and have 0 or negative slack.

CSNAS Run Error Listing. Each time the network and

schedule is developed and evaluated by CSNAS, an error
listing is provided which lists all the discrepancies noted
in the network and schedule. For the PLSS networks, each
yearly network was expected to have, as a minimum, the
following:

TASK # 1 HAS NO PREDECESSORS

TASK # 531 HAS NO SUCCESSORS
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é% These events are Network Start - Task # 1 and Network
.gﬁ Stop - Task # 531 respectively. They are the two ends of
!:j the PLSS networking universe and as such cannot be

;ig connected. To do so would create a continuous loop of the
3z: network.

f¥§ Next, would come the appropriate discrepancies as

?$€ detected by CSNAS during the reverse pass. The output would
2&: be: "SCHEDULED COMPLETION FOR TASK #____ CHANGED FROM

P YYMMDD TO YYMMDD DUE TO TASK #___". This corresponds to the
_%ﬂ reverse pass run and indicates that CSNAS has determined

%; that the event or activity listed should have been completed
.;j prior to the scheduled date. This information provides the
iﬁﬁ primary information for analysis.

s

o Summary

i:% This chapter has presented the design of the research
::k effort; defined the universe, population, and sample;

- identified the methods of data identification and data

Z;‘ collection, and defined the variables and operational

*&f definitions for both networking, in general, and CSNAS

,(: specifically. Additionally, the methodology and the

zz evaluation procedure using two data sets to create ten

'gf: yearly networks of the PLSS program has been explained.

% The next chapter will present the specific findings and
'lgg discussions documented during the creation, execution, and
h'& analysis of the yearly PLSS netwcrks and schedules.

R

)

R 72

Wy

B

:\'.:-.' J”" " -ﬁ. ‘ m q.’\"-’ f~ ey a“-." 5. 5(\:, "7."' ".".; :'."'" ' __ ’._,. A';; YIRS I5Y s_'(-\‘j,v x;:,




A DINE W o e

el

-
h

o

“'i Nz ‘ h,"l

I111. Findings and Discussion

Introduction

This chapter contains an analysis of the research
results obtained when the Computer Supported Network
Analysis System (CSNAS) was evaluated as a managerial tool
whose use might improve the overall weapon system
acquisition process. Recall that the evaluation uses two
data sets obtained from the PLSS projected schedules, over. a
ten year period, to evaluate different aspects of the
investigative guestions included in the methodology.

Data set I corsists of PLSS projected schedule dates
(see Appendix A) which are input into CSNAS to create ten
yearly CSNAS networks and schedules of the PLSS program.
The process of inputting the information and the resulting
outputs provide the information which are analyzed in this
phase. The output data for each year, in the form of data
base listings, CSNAS run error listings, and selected
printer networks (1977 and 1985), all using data set I, are
provided at Appendix B.

Once the experiment using data set I was completed, the
methodology called for the creation of a template which is
superimposed on the ten yearly networks. The template is
primarily data set I with specific durations added to all

the major activities/milestones networked. The result is
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another series of ten yearly networks whicﬁ provide
additional information for analysis. The output data for
each year, in the form of data base listings, CSNAS run
error listings, and selected printer and network plots (1985
and 1986), all using data set II, are provided at Appendix
C. A general evaluation of CSNAS as a PERT/CPM tool is
provided before the detailed analyses of the CSNAS products
with regard to PLSS is undertaken.

These data are analyzed and synopsized below. The
format used for discussion is the presentation of the yearly
analysis of schedules using data set I, then using data set
II. Following the presentation of these analysis is a
discussion of the results, addressing each of the research

guestions.

Evaluation of CSNAS as a PERT/CPM Tool

The analysis of CSNAS began with the actual inputting
of data set I into a desk top Zenith 100. Three versions of
CSNAS, designated ZNETI, ZNET2, and ZNET3, are available for
different memory sizes. This particular machine used ZNET1
which requires only one floppy disk.

Input data is entered by selecting a menu for tasks.

This gives the user a single line entry where task number,

e duration (in weeks and days), description, OPR, and any
ol
;ti actual or scheduled start or stop days can be input. The
e
l’
ZNj task sequence used in this research began with #1 and
o ircremented by 10. CSNAS accepted all data with no
()
K
o
")
B1)
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problems. A check of the error checking capability
indicated that should the user begin the entry with a space
rather than a numeric task number, CSNAS will not accept the
input data. Instead it will return to the accept mode,
awaiting further inputs.

Once all the activity/event data was entered, the
connections were entered in pairs -- predecessor and
successor. A data base listing was then requested to verify
the correct entry and alignment of the data within the CSNAS
data base. Each element was correct and aligned in a
logical, usable form. The program was executed next and the
visual error listing was examined on the computer screen.
CSNAS displayed the number of tasks and connections. An
option allows a printer copy of everything displayed on the
screen. CSNAS displays any highlighted discrepancies and a
network formatted for a printer output is displayed on the
screen with an option to print.

CSNAS has the flexibility to allow the user to take a
time slice of the network. It displays the network start
and stop days and any period between is available for
c tput; either plotter or printer. 1Initially, the printer
output was chosen since it provides the quickest method for
troubleshooting the CSNAS networks when errors were
injected. CSNAS correctly identified the two tasks which
make up the network start and stop. These are always open

and should appear as discrepancies. Next, a looped
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precedence connection was input and an attempt was made to
run the program. CSNAS correctly identified the loop,
visually displayed all the connections in pairs and awaited
further instructions. Neit a connection was severed and an
attempt was made to run the program. CSNAS again detected
the incomplete network and would not run the network. All
data was returned to normal and the program executed. Next
a complete milestone was deleted using a special caption
available. CSNAS automatically reconnects the network when
the option deletes an event. Following the execution of the
network, the program listing was examined. CSNAS provides
three columns of data related to percent complete, user
start, and user complete dates. Each date is coded with an
"A" for actual or "S" for scheduled date. A printed network
was also examined to determine if the critical path was
isolated. Each network activity/milestone was connected in
logical order from start (left) to complete (right) and
boxes and connections were printed with asterisks to
indicate the critical path. These had 0 or negative slack
and no slack was printed.

The network diagram contained information formatted as
defined in the methodology. Information that was optional
(i.e. OPR, task description) was printed if entered. Early
start and complete times and late start and zomplete times
were printed for every activity/milestone. The CSNAS error
listing was used tec isolate any network problems detected by

CSNAS. This is where the user must use subjective judgment
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if problems are detected in network creations. CSNAS lists
the calculated date in the diagram with an "E" if its
scheduled date is not possible. A gquick scan of the
networks turns up the activities/milestones in question.
Everything appeared proper. Now a desk-top examination of
the networks took place. Manual computations and
comparisons prove that the dates developed by the CSNAS
networks are correct.

Evaluation of the network data was followed by an
examination of the network plot. The menu is used to select
the plotter rather than the printer and a time slice is
selected. CSNAS creates a separate output file for each
page of the plot and each page can be plotted using another
program separate from ZNET1l. This was done and the network
plots were examined along the same criteria as specified for
the printer. One major difference was detected. The
network plot uses different colors to specify: (1) past
events (2) scheduled events and (3) the critical path.
Although this makes it extremely easy to read, its use is
limited because only the original is colored; any
photocopies are in black and white. CSNAS also has the
capability to mark the activity/milestone corners with
separate designs to help identify flows when plots are to be
reproduced.

The capability to update CSNAS was examined next.

Updating requires a menu selection of the appropriate
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element that requires updating. Verification of updating
followed the visual and desk-top manner addressed above.
The ability to expand and contract the networks was also
explored. Expansion required, as in original data entry,
that all the elements of the task be entered on one line.
Once proper connections were made, the CSNAS networks were
examined visually and confirmed through desk-top
computations. Contraction of the network was simpler. It
required only deletion of the activity/milestone and all
connections were severed and reconnected appropriately.
Visual and desk-top confirmation took place. The expansion
process was generally followed to create the year's network
from 1977-1985. Each new projected schedule was input into
CS8NAS and it correctly created network and schedules based
on input data set I. The network for 1986 required some
contractions and modifications but the result was consistent
with the earlier years.

Fcr data set II, the process was generally one of
taking the appropriate year from data set I and entering the
template durations for the appropriate activities/
milestones. These y=2arly networks were then visually
checked for format consistency and a desktop evaluation was
performed. Each was consistently correct. Having
satisfactorily proven that it could perform basic PERT/CPM
procedures, an evaluation of CSNAS using the PLSS

acaquisition process as a model, was conducted. This portion
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of the evaluation confirmed that CSNAS is a useful,

convenient-to-use, networking tool.

Analysis of CSNAS Using PLSS Data

The ten data set I networks, created by CSNAS using
scheduled dates, were all evaluated by CSNAS and only minor
discrepancies were highlighted. Each highlighted
discrepancy required a completion date which was within a
month of the projected schedule date. Due to the
methodology employed in setting durations for events, these
discrepancies are noted but are not considered significant
and they are discounted.

The higpliqhted discrepancies for 1977, 1980 and 1986
are presented below to exemplify the type of discrepancies
noted. Comments on each year's activities are provided in a
section for each year to document the dynamic nature of the
program.

Yearly Analysis of Schedules.

1977 Analysis.

1977 CSNAS Reverse Pass. The CSNAS network

was compared with the 1977 PLSS projected schedule and the
reverse pass revealed the following infcrmation about the
latest completion dates.

a. Task #491 - Fully Operational
Capability (FOC), which was scheduled for completion on 30

September 1986, needed to be completed by 1" September 1986.
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5
b. Task #361 - End Testing Program was
%; scheduled to be completed in late February 1982 but would
a need to be completed by 8 January 1982.
ﬁ? 1977 Comments. This is the starting network
SA year. |
fﬂ 1978 Comments. CSNAS incorporated the
%Z completion of the System Requirements Review in January 1978
% and the System Design Review in May 1978.
% 1979 Comments. CSNAS incorporated the
F% unexpected cutting of ASD's PLSS program funds in December
,a’ 1978, the unexpected capping and shifting of program funds .
‘3 in March 1979,.the selection of the TR-1 as the ARV in
i% August 1979, and the cancellation of the DSARC IIB.
X Additionally, the Preliminary Design Review, which was
;é scheduled for November 1978, was rescheduled for October
é; 1979. PFinally, the System Critical Design Review was
b rescheduled from September to December 1979.
i 1980 Analysis.
%ﬁ 1980 CSNAS Reverse Pass. The CSNAS network
&» was compared with the 1980 PLSS projected schedule and the
j% reverse pass revealed the following information about the
& latest completion dates.
é a. Task #491 - FOC, scheduled for
g: completion by 30 September 1986, reflects a needed
§ completion date of 9 September 1988.
ﬂ
~'-
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b. Task #481 - IOC, now scheduled for
completion by the end of September 1986, needed to be
completed by 26 September 1986.

c¢. Task #321 - Start DT&E/IOT&E, now
scheduled for completion in late March 1983, needed to be
completed by 1 March 1983.

1980 Comments. CSNAS incorporated the

completion of the Preliminary Design Review in October 1979
and the subsequent restructuring of the program in January
1980. The restructuring rescheduled the System Critical
Design Review from December 1979 to December 1981, moved the
DTSE/IOT&E start from February 1981 to March 1983,
rescheduled testing completion from February 1982 to
February 1984, caused a DSARC delay from January 1982 to May
1984, and an 10C delay from June 1984 to September 1986.

1981 Comments. CSNAS incorporated the

withdrawal of Major System Designation in June 1981 and the
replacement of the F-4 with the F-16 in September 1981. The
major system DSARC, scheduled for May 1984, was cancelled
and an AFSARC IIIA, Limited Production Decision, was
scheduled for October 1984. To facilitate production,
long-lead money was scheduled to be released in September
1983 and full system integration was scheduled for January
1983. Testing start was delayed from the spring to the fall

of 1983 and test completion was scheduled for a vear later.
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Additionally, an AFSARC IIIB, Full Production Decision, was

scheduled for March 1985.

1982 Comments. CSNAS incorporated the

Program Restart that occurred in December 1981.

e e

Additionally, numerous other rescheduled events were
included. The System Critical Desigqn Review was rescheduled
from December 1981 to March 1983. The prototype hardware -
was scheduled for completion in October 1983 with full

system integration scheduled for January 1984. The test

Py

program was rescheduled to start in August 1984 instead of

R

September 1983. The completion of testing was scheduled for
August 1985. The NATO/USAFE Demonstration moved from
February'to June 1985. Long-lead money was rescheduled to
September 1984 and the first hardware was scheduled to be

2 delivered by April 1985.

1983 Comments. CSNAS incorporated the

completion of the System Critical Design Review in March

{ 1983 and the rephasing of the PL3S Program Length in July

i 1983. Some other major milestones were rescheduled to
reflect the rephasing of the PLSS program due to funding
cuts and hardware changes. Full System Integration was

" delayed £rom January to May 1984. The start of the
DT&E/IOT&E test program slipped from August to October 1984
while the completion did not formally slip. Release of

long-lead money for production and award of the limited

s
L)
v
K
¥
0
)

production contract were both scheduled for Cctober 1984,
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,ﬁi Finally, FOT&E Phase I was scheduled to start in February

B 1986.

‘:i;:i 1984 Comments. CSNAS incorporated the

§é prototype hardware being built in October 1983, the first

ﬁb flight for system integration in December 1983, and the

i%3 start of full system integration in _July 1984.

;? Additionally, a series of other reschedules became necessary
%; during this yearly review. The completion of the testing
%y . program was rescheduled from July 1985 to January 1986. The
%: AFPSARC was moved from October 1984 to January 1985, the

é limited production decision planned for February 1985, and
ﬁi the limited production contract award planned for March

%g 1985. Additionally, the AFSARC IIIB and full production

g decision were moved from March to August 1985. First

%ﬁ hérdware delivery was delayed to Fébruary 1986 from April
‘?‘ 1985. Finally, IOC slipped from September 1986 to February
e 1987 with FOC planned two years later.

g? 1985 Comments. CSNAS incorporated the start
'

%; of contractor integrated testing and the release of

o long-lead monies for production in October 1984.

g‘ ' Additionally, numerous other scheduled milestones were again
§¥ slipped to reflect the current status of the PLSS program.
?' The completion of contractor integrated testing was

g; scheduled for October 1985. The start of DT&E/IOT&E was

é& rescheduled from October 1984 to December 1985. The

Ti NATO/USAFE Demonstration was slipped from the summer of 1985
.ﬁ; to January 1986. The completion of DT&E/IOT&E was

y
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scheduled for March 1986 and the start of FOT&E Phase I was
H rescheduled from February to June 1986. Also, the AFSARC
IITIA slipped again from January 1985 to April 1986 with the

limited production decision and contract award following

respectively in May and June 1986. Finally, the AFSARC IIIB
and the full production decision were delayed a full year to
Auqust 1986 with the first hardware scheduled to be
delivered in December 1986 - the same date as scheduled the
year before.

1986 Analysis.

1986 CSNAS Reverse Pass. The CSNAS network

was compared with the 1986 PLSS projected schedule and the
reverse pass revealed that there were no anticipated
scheduling problems in the latest start and latest complete
dates.

1986 Comments. CSNAS incorporated the April

1986 restructure of the program and a series of subsequent
reschedules. Deployment was cancelled but testing was
scheduled to proceed. Contractor integrated testing was
scheduled for cocmpletion in July 1986. Establishment of a

baseline and the start of DT&E/IOT&E was also planned for

July 1986. In Augqust, the testing would move to Nellis and
combined DT&E/IQT&E would start in October 1986 and be

completed in March 1937. The prodram decision is now

T

scheduled for April 1987. At that time, the program will

either be mothballed or a limited Europnean operational
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:§$ capability will be established and demonstrated by the end

;iﬁ of June 1987.

fig Summary of Data Set I-Based Schedules. After each

fké of the ten years were run, CSNAS highlighted the minor

iaﬂ discrepancies which were due to the input approximations.

ﬁﬁ” These highlighted errors indicate that CSNAS can detect even

.Eg minor schedule deviations. Additionally, it was found that

X tracking the activities ancd events that unfeclded over the

o ten-year period was simple.

;ﬁg Yearly Analysis of Template Schedules. Building a

Lﬁf network using the published projected schedules omits some

z;g important tasks which are required to accomplish the "Big

fgg 21", In an attempt to better evaluate CSNAS's ability to ;
1E- highlight discrepancies, the template approach was followed. f
;fi The use of durations for some of the activities provides an

b

'Eé opportunity to evaluate CSNAS's capability to accept updates %
1}: and demonstrate its versatility at error detection. i
hﬁ: A second data set was used to modify and expand the

i}ﬁ existing data set I yearly networks. Information obtained

:J‘ from the data set II networks correlated directly with data

;3§ set I in the first four vyears (1977-1980) and in 1986.

AR

?;3 Information derived from the 1981-1985 networks provided

t:? more insight into CSNAS's highlighting capabilities.

?:% Ther-efore, the analyses and a general summary of each year's

351 totzl highlighted discrepancies is provided in later pages.

'y

i

\
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Additionally Appendix C has the all the data set I 1listings,
the error indications and selected networks for examination.

1981 Template Analysis.

1981 CSNAS Reverse Pass. The CSNAS network

was compared with the 1981 PLSS projected schedule and the
reverse pass revealed the following information about the
latest completion dates:

a. Task #391 - Limited Production
Decision, scheduled £for late October 1984, needed to be
completed by 23 July 1984,

b. Task #381 - AFSARC IIIA, scheduled
for early October 1984, needed to be completed by 8 May
1934.

c. Task #351 - NATO/USAFE Demonstration,
scheduled for late February 1955, needed to be completed by
18 June 1984,

d. Task #3861 - End of Testing Proqgram,
scheduled for late September 1984, needed tc be completed by
22 April 1984.

e. Task #321 - Start DT&E/IOTSE,
scheduled for late September 1983, needed to be completed by
25 April 1983.

1981 Template Summary. On 1 October 1981, CSNAS

highlighted seven discrepancies. Two of the seven were the
result of the one-month window and these were discounted.

The other five addressed above were delays in the testing
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ﬂ&j program, its subsequent delay of the AFSARC IIIA process,
Caale

Ay

:%‘, production decisions impacts and delays in projected

.‘ﬂﬂ;" hardware deliveries. These were the major areas in

U

(S5

:k jeopardy.

DA

B 1982 Template Analysis.

o 1982 CSNAS Reverse Pass. The CSNAS network
:\g was compared with the 1982 PLSS projected schedule and the
W reverse pass revealed the following information about the
;::'v.; latest completion dates:

o)

;:.:' a. Task #421 - First Hardware Delivery
s -

Ry scheduled by late April 1985, was needed by 25 February
:x'”';’ 1985. .
o

J-" b. Task #431 - AFSARC IIB, scheduled
R 'v

A for mid-March 1985, needed to be completed by 16 January
:Si'ﬁ'g 1985.

Lt

::% c. Task #391 - Limited Production

",

Pk Decision, scheduled for late October 1984, needed to be
R

:c‘::::: completed by 6 June 1984.

o\

oy d. Task #381 - AFSARC IIIA, also

?':"v

! scheduled for early October 1984, needed to be completed by
it

"': 23 May 1984.

I3

bt e. Task #351 - NATO/USAFE

f. .

= Demonstration, scheduled f£or late June 1985, needed to be
I

g.. completed by 2 May 1984.

o'..
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ik '£. Task #361 - End of Testing Program,
EE scheduled for late July 1985, needed to be completed by 2

"W May 1984,

8

ﬁil g. Task #321 - Start DT&E/IOT&E,

?;f scheduled for late Auqust 1984, needed to be completed by 4
»“. May 1983.

;x h. Task #311 - Full System Integration,
x‘ scheduled for completion in late January, needed to be

?‘ completed by 29 April 1983.

;§ i. Task #211 - Long-Lead Money for

ﬁ& Production, scheduled for release in October 1984, needed to
»"" be released by 2 May 1984,

‘Ej 1982 Template Summary. Eleven discrepancies were
3?: highlighted and two of the eleven were discounted. The

ﬁ; discrepancies highlighted by CSNAS indicate that some of the
Eﬁ major milestones of the program were expected to encounter
Q. approximately a twe to four month delay. This appeared to
i% be because full system integration was going to be delayed.
%_ This, in turn, would delay testing and subseguent AFSARC

}m IIIA deliberations and production decisions.

‘*": 1983 Template Analysis. y
2:' 1983 CSNAS Reverse Pass. The CSNAS network
S was compared with the 1983 PL3S prcjected schedule and the
gi reverse pass revealed the following information about the
:g; latest completion dates:

!
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a. Task #441 - Full Production

) Decision, scheduled to be delivered by late March 1985,
needed to be completed by 30 January 1985.

b. Task #431 - AFSARC IIB, scheduled
for late March 1985, needed to be completed by 30 January
1985.

i c. Task #4011 - Contract Award,

scheduled for completion in late October 1984, needed to be

completed by 27 June 1984.

d. Task #391 - Limited Production

Decision, scheduled for mid-October 1984, needed to be

4 completed by 30 May 1984,

e. Task #381 - AFSARC IIIA, scheduled
for early October 1984, needed to be completed by 16 May
1984.

£. Task #351 - NATO/USAFE
Demonstration, scheduled for late June 1985, needed to be
completed by 25 April 1984.

: g. Task #361 - End Testing Program,
scheduled for completion in late July 1985, needed to be
completed by 25 July 1984 to successfully make the

; deployment effort.

h. Task #321 - Start DT&E/IOTSE,

: scheduled to be completed October 1984, needed to be

| completed by 29 February 1984,
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i. Task #311 - Full System Integration
Starts, scheduled for late May 1984, needed to have been
cocmpleted by 17 June 1983.

1983 Template Summary. Eleven discrepancies

were highlighted by CSNAS and two were discounted.
Additionally, this was the first year that CSNAS analysis
indicated that three program dates, which were already
completed, should have been completed earlier. Two of these
late dates were discounted. The other late date warning was
the rephasing of the program's length which was actually
completed in July 1983; but, which should have been
completed by mid-November 1982 to preclude affecting an§
other activities/milestones,

Discrepancies identified by CSNAS on 1 October 1983
indicated that PLSS would encounter system integration
prcblems and testing delays which would delay the AFSARCs
and decisions to proceed with production.

1984 Template Analysis.

1984 CSNAS Reverse Pass. The CSNAS network

was compared with the 1984 PLSS projected schedule and the
reverse pass revealed the following information about the
latest completion dates:

a. Task #401 - Contract Award,
scheduled to be completed in late March 1985, needed to be

completed by 24 January 1985.
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b. Task #391 - Limited Production
Decision, scheduled for completion in early February 1985,
needed to be completed by 27 December 1984.

c. Task #351 - NATO/USAFE
Demonstration, scheduled for completion in late June 1985,
needed to be completed by 22 November 1983.

d. Task #361 - End Testing Program,
scheduled to be completed in late January 1986, needed to be
completed by 22 November 1984,

1984 Template Summary. Six discrepancies

were highlighted and two were discounted. Additionally,
CSNAS identified five late dates which were responsible for
the highlighting. The discrepanciés centered on the much-
delayed System Critical Design Review, scheduled for
December 1979 and December 1981, which was completed in
March 1983, 1Its delays impacted the prototype delivery and
the start of system integration. Additionally, future
events expected to slip were testing, AFSARC IIIA, the
limited production decision, and contract award.

1985 Template Analysis.

1985 CSNAS Reverse Pass. The CSNAS network

was compared with the 1985 PLSS projected schedule and the
reverse pass revealed the following information about the

latest completion dates.
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a. Task #401 - Contract Award for
Limited Production, scheduled to be completed by late June
1986, needed to be complete by 24 January 1986.

b. Task #391 - Limited Production
Decision, scheduled to be complete by late May 1986, needed
to be complete by 27 December 1985.

c. Task #381 - AFSARC 1IIA, scheduled
for completion by late April 1986, needed to be complete by
13 December 1985.

d. Task #351 - NATO/USAFE
Demonstration, scheduled for completion in late January
1986, needed to be complete by 22 November 1985.

e. Task #361 - End Testing Program,
scheduled f£or late March 1986, needed to be complete by 22
November 1985.

f. Task #341 - End DT&E/IOT&E,
scheduled to be complete by December 1985, should have been
completed by 27 September 1985.

g. Task #331 - End Contractor
Inteqrated Testing, scheduled for completion by late October
1985, needed to have been complete by 16 August 1985.

1985 Template Summary. Seven discrepancies were

highlighted by CSNAS as potential problems facing the PLSS
program and one late completed date was detected. This late
date for the completion of contractor integrated testing is

causing the d=21lays expected through the AFSARC IIIA process,
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the limited production decision and contract award.
Schedule extensions for Initial Operational Capability had
taken care of previous conflicts.

1986 Template Analysis.

1986 CSNAS Reverse Pass. The CSNAS network ?
was compared with the 1986 PLSS projected schedule and the
reverse pass revealed the following information about the
latest completion dates:

1986 Template Summary. CSNAS evaluated the 1 July

1986 PLSS schedule as achievable and no discrepancies were
highligqhted, either in the reverse pass or late completion
dates algorithm. This was due to cancellation of any
deplovment plans. Testing would continue until April 1987
at which time a program decision would be made.

The evaluation process provided generai answers to the
four investigative questions which served as the core of
this research effort. The following discussion will

categorize the findings as appropriate.

Discussion of Research Questions

Introduction. The objective of this research effort is

to examine the value that the Computer Supported Network
Analysis System (CSNAS) might provide a program manager when
it is used to network weapon system acquisition (WSA)
schedules. To achieve this objective, this research applied
CSNAS to create two sets of ten yearly snapshots of the

Precision Location Strike System's (PLSS) WSA process. This
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study specifically addresses this research question: "Would
it have been useful for the Precision Location Strike System
(PLSS) System Program Office (SPO) to have used the Computer
Supported Network Analysis System (CSNAS) to help manage the
projected acquisition schedule of the program?" Four
investigative questions were formulated for this research
effort.

Research Question #1. "How effective is CSNAS at

isolating the critical path -- the least flexible activities
necessary for program success?"

CSNAS, like any other networking program, is very
effective at isolating the program's critical path. The
fundamental reason why a networking application exists is to
analyze the complicated interrelationships of a program and
provide a useful output product which highlights the
critical path. CSNAS provides two outputs which highlight
the critical path -- the printer network listing and the
network plot. On the printer, the actual critical path's
connections and boxes arxe created by using asterisks (*) for
easy ldentification. On the network plot, CSNAS has the
option to specify colors to highlight the critical path.
Each revision of the network was promptly re-evaluated by
CSNAS and the new critical path was correctly computed and
identified to the user. The user may then use CSNAS to
evaluate alternative courses of action, based upon

managerial interpretations, priorities and constraints. An
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alternative can befinput and be assessed by CSNAS. The
CSNAS generated output products can then be re-examined and
the cycle continued until management reaches an acceptable
course of action.

Research Question #2. "Could CSNAS have identified and

highlighted PLSS's historically documented schedule changes
a priori?2®

Using data set I, CSNAS highlighted little. The first
nine yearly networks created and evaluated by CSNAS
highliqghted some minor schedule discrepancies indicating
that the CSNAS computed schedule and the PLSS projected
schedule were within a month of each other. These minor
discrepancies resulted from the methodoloqy used to set
milestone dates. This first phase of the research indicated
that if feasible schedules are extended and more time is
given to accomplish the same tasks, the new schedules are
also achievable.

Data set II, which makes use of the template data set,
provided more information on CSNAS's ability to highlight.
Again, the fir-st four yearly networks highlighted only minor
discrepancies which were of no importance. The years 1981
through 1985 were where CSNAS's ability to identify and
highlight were truly tested.

Throuchout these vyears, as noted above, numerous
schedule changes were made; some of these did not accurately

reflect the actual durations of the tasks. Consequently,
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activities that eventually took longer than originally
scheduled are highlighted as potential problem areas, a
priori. It should be noted, however, that the durations
used in data set II were developed with perfect foresight.
And, in fact, the extended durations may be the result of
the externally-induced perturbations to the program.

Because many of the problem areas for PLSS was externally
induced it is unlikely that CSNAS could have highlighted
them a priori, although it could certainly have been used to
assess their impacts.

Research Question #3. "How responsive is CSNAS to

chanaing networks and schedules?"

CSNAS provides a simple and accurate method of
facilitating the changes which occurred in the PLSS program.
Once the first year of data set I was iﬁput and the basic
program data base listing was created, it became a simple
matter to update the network for each subsequent snapshot.
Any pecific changes which occurred could be quickly updated
by selection of the specific element and inputting the
changes; be they completions, reschedules, new tasks, or as
in 1986, deletions to the schedules when compared to the
previous year. This procedure was followed each year and
demonstrated that CSNAS was very responsive to projected
schedule changes. All changes and connections were easily

and accurately accommcdated.
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The decision to expand the networks by applying a new
set of input data, which became a template of reasonable
task durations, also created no problems. The times of the
vérious tasks were input over the ten yearly networks
originally created and CSNAS accurately readjusted the
scheciales and networks to incorporate the modifications and
upcating. Critical paths and slacks were computed and all
schedules and networks were adjusted automatically.

This is where CSNAS is judged to be the most v:rsatile.
The menu selection capability allowed picking only the
elements needed and the Droqrém insured that the input data
was entered only in the expected format. Otherwise, the
menu forced the user to re-input the data. This helped
greatly to insure the accuracy of the input data and thus to
increase the versatility that CSNAS demonstrated in
accommodating changes.

Research Question #4. " Could the use of CSNAS have

improved the overall PLSS program management process?"
CSNAS provided a schedule depicting the events and
milestones necessary to support the weapon system
acquisition process. The output products, a schedule and
printed or plotted networks, provide a means for visuaily
assessing schedule progress and help focus management
attention on activities/milestones which apoecar to be in

jeopardy.
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As noted ;bove, CSNAS has the ability to logically
sequence activities/milestones in the proper order.
Additionally, it has the ability to develop schedules and
plots which are accurate.

As noted when using data set II of the experiment,
CSNAS has the ability to identify and flag activities/
milestones which appear to be in jeopardy with regard to
schedule. This is certainly an essential characteristic of
a networking tool if it is to be useful to management.
Summary

Program management of a research and development (R&D)
undertaking is extremely difficult. This is especially true
in PLSS when the state-of-the-art is being pushed to the
limit or there is great uncertainty of continued external
support. CSNAS provides a schedule and network depicting
the activities/milestones deemed necessary to track each
year. CSNAS provides a means for evaluating schedule
progress and helps focus managerial attention. Beyond that,
CSNAS, as would most networking applications, does not
provide any special information to help determine
alternative courses of action or to make the tough decisions
on which resources must or could be reallocated. This is
subjective and is often done in a real-time mode. People
are trained and paid to develop these "what-if"
propositions. Once they are developed, CSNAS as the

workhorse, is uzsed to review the networks and determine the
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results of the new plan. If the networking world is known
and networked properly, the job of the program manager and
CSNAS is greatly simplified. 1If the world changes
drastically and for reasons unanticipated and unnetworked,
then neither CSNAS nor any networking application can help
the program manager manage the program.

Because of the macro-approach of the methodology, it is
unclear whether CSNAS could have improved the PLSS program
management. It is apparent that there was a great deal of
externally-imposed limitations which precluded the
attainment of the original schedule. CSNAS could not have
predicted that. However, because of the portability and
ease of use that CSNAS provides, it is possible that CSNAS
could have been most useful in the SPO environment -- used
for internal program status tracking and as a reporting and

briefing tool.
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X Conclusions ]
{?S This research effort centered on an evaluation of the
i
Computer Supported Metwork Analysis System (CSNAS). Data
W
$'. available from an Air Force project located at Wright-
hay!
N
hq Patterson Air Force Base, Chio was used to create ten yearly
eyt

macro-management snapshots of the projected schedule of the

.ﬁg program. The proqram, the Precision Location Strike System
P
" (PLSS) had experienced a long history of research,
\
P Y
development, and testing prior to the commencement of this
g8
i research effort in the fall of 1985. Projected schedules
}r) were expanding beyond the original time limits set for key
ot Kl
milestones in the deployment effort. Additionally, the
N
"\‘.- - .
‘t? funding priocrity seemed to be decreasing and each new
o
;xg decrease seemed to dilute the program's scope and
a0
operational concept even more. Finally, just weeks prior to
,""“
(N
ﬁ? completion of this research study, the program was
;“ .
Al cancelled.
W
- While some program delays could be attributed to
)
L
g& hardware change decisions (i.e., F-16 and TR-1), most of the
LI
e
:g. changes were directly or indirectly driven, even from the
e
= earliest days of the program, to the almost annual series of
gg budgeting cuts and their subsequent rephasing of the
)
?N program.
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The research used a methodology which was flexible
enough to incorporate the known and unknown events which
occurred throughout the PLSS proqram's life. This was done
through an approach which used two sets of input data. The
first set of input data was used by CSNAS to create ten
vearly schedules and networks which aligned precisely with
the published projected PLSS schedule.

A second set of input data expanded the networks to
include a template of reasonable durations for all the
networked activities/milestones published. These durations
were derived from a foresight analysis of the 1985 PLSS
program and the durations were consistent throughout the
years. This template network allowed CSNAS to examine the
PLSS proagram in a more constrained environment and provide
more data with which to evaluate the effectiveness of CSNAS
as a managerial tool.

CSNAS created proper networks and schedules from the
initial data set and no significant discrepancies were
highlighted. This could be attributed to actual PLSS
projected schedule extensions which were occurring.

When using the second data set to create networks and
schedules, CSNAS also reported no significant highlighting
in 1977 through 1980 and in 1985. 1In the 1981-1984
networks, C3SNAS highlighted some scheduling discrepancies

that indicate it can detect scheduling problems.
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Many of the scheduling problems were the result of
externally-imposed decisions. CSNAS did not effectively
serve as a soothsayer to predict Congressional temperament
and its subsequent budgetary impacts. However, once these
external impacts were made to the program, CSNAS again
proved useful to reassess the new projected schedule,
highliqhting the critical path, and to point out schedule
discrepancies. Once identified, management might have been

able to better manage the WSA process.

Summary

" The Computer Supported Network Analysis System (CSNAS)
is an effective and useful networking and scheduling tool
which provides any potential and dedicated user with an
important contribution. ULike any networking model, CSNAS is
not a management panacea. The use of CSNAS will not manage
a program for the program manager nor is it a gquarantee of
prcgram success. But if it is properly implemented, CSNAS
has the capability to provide management with effective,
efficient, and timelv status information from which
enlightened and intelligent management decisions can be
made. If the program is in trouble from poor scheduling of
internally controlled activities, CSNAS may be of great y
value to the program manager. However, CSNAS can only
network "foreseen" activities/milestones; it cannct provide
help for unforeseen scheduling problems which occur due to

budaet cuts and program redirection. CSMNAS dces provide a

T —
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useful capability to, after the fact, include these events,
' chart the critical path and determine the impact of these
. events on the schedule of the program.

This research effort indicates that CSNAS performs as

M NS 2 3

r advertised:

(1) It effectively isolates the critical path of the

Yy

network.

- B

(2) It is responsive to changing input data.

(3) It identifies and highlights schedule problem
areas.
" (4) Its use could be expected to help a program manager
better manage a weapon system acquisition.

CSNAS, on the other hand, possesses no especially
b, enhanced capability which other modern networking software
applications do not have. Rather its main values could be
highlighted under availability, affordability,
supportability, portability, and versatility. CSNAS is
> available for every model of Zenith 100/150 or PC-compatible
desk-top computer that DOD owns. This is in addition to its
mainframe computer capability at Wright-Patterson AFB, Ohio.

It is Air Force developed, owned and maintained. It
' costs nothing to acquire. Training and technical assistance
Y are available from the CSNAS system managers.
| AFALC maintains a two-man branch whose principle
[y purpose is to support CSNAS development, refinement, and

understanding. The managers do this by conducting training

\ 103

3 )
hJ

| )
AR o, PN M N S 0 e L D o O L o B8 I T e i e A U o O A AR PRI
"‘.-"m",«",a":'*,n RN SO St "3 DIy Iy .(‘ 8 ¥, 0 ' t W ede! Ry “'5 A" W \,o, ’l!!\ «‘h.!‘o ~‘:"'“")‘. o3s e )



o.‘:y
WL
ggi classes and answering queries posed to them through the
gg: day. Software or documentation problems are quickly
??ﬂ identified and corrected with the next version. Thus, CSNAS
g-s is under constant change because of the ongoing system
$$, management it enjoys.
Qﬁ? CSNAS is floppy disk resident; therefore, it can move
g% about between offices and agencies as the program dictates.
}%k It can easily become a simple managerial reporting system or
;ﬁﬂ be expanded into a technological assessment and tracking
E;{ system based on the needs of the program manager. This is
g&! especially important when a complete series of tasks must be
’Lf monitored at a typical Air Force agency, but the agency has
§£§ no funds teo contract out the monitoring process. Perhaps
%& the niche where CSNAS best fits the bill is in the small
‘; organization that requires a reporting and tracking system.
oS
k E Recommendations £oxr Future Rescarch
nes e nendat Y
P& While this research effort looks at only the highest
)
$,ﬁ macro-managerial aspects of the weapon system acquisition
g&; process, "the Big 21", further research is recommended on

just one node of the WSA process. Each event depicted

represents a slew of lower level events and activities

;;,, pertaining to numerous processes or components which can be
o

N networked in great detail to provide a micro-view of any
%%Z window of the WSA process of another program.
l;ﬁ Further research is also recommended on another weapon
5}1 svstem acguisition program to examine CSNAS's potential

(o
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ability to identify resource requirements. 1If it performs

well in this manner then management can use it, if
necessary, to reallocate resources to achieve schedule
goals.

These types of research efforts should provide a more
comprehensive evaluation of the total value CSNAS may
contribute to the program management of a weapon system

acquisition process.
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Lt Appendix A: PLSS Yearly Projected Schedules

s

)2 Appendix A contains the ten yearly projected schedules
N

1: of the Precision Location Strike System (PLSS). Each

j?{ two-page schedule categorizes each event, activity or

{

f milestone, known or anticipated, into the appropriate

!

! category cf the "Big 21" of the typical weapon system

y acquisition (WSA) process covered in this report.

0 These schedules represent a snapshot of the PLSS

;! program at the beginning of the fiscal year. Milestones are

,r‘ either completed or schecduled and the appropriate date is

e

K indicated. Any changes from the previous snapshot are

indicatcd by an underlined date.
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PRECISION LOCATION STRIKE SYSTEM

PROJECTED SCHEDULE
1l October 1977

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous

PROGRAM AUTHORIZED

AF Requirements Action Directive
DSD Directs TOA/DME System .

NEW START APPROVED

Area Coordination Paper #4

TAF ROC Released e e e e .
DSARC I. . . . . .
PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe .
PLSS Two-Phase Program . . .
REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released . . . . .
Award of Two Contracts . e
Phase I1 RFP Released . . .
DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals . e e .
DSARC IIA . . . « ¢ & o o o o @
SOURCE SELECTION

DSARC Approval DCP #129 . . . .
CONTRACT AWARDED

FSD Contract Award . . . . .
FULL SCALE DEVELOPMENT

System Requirements Review .
System Design Review . .

CONTRACTORS PRELIMINARY DESIGN REVIEW

Preliminary Design Review

DSARC IIB. .

SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review .

CONTRACTOR'S FABRICATION AND ASSEMBLY

Prototype Hardware Built
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Year

Jul
Oct

Mar
May
Nov

Mar
Apr

Aug
Mar
Jul

Sep
Jul

Sep
Sep

Jan
May

Nov
Feb

Sep

71
71

72
74
74

75
75

75
76
76

76
77

117
17

78
78

78
79

79




PN 13.

15.
-:3
17.
18..

X 19.

1

i e

-

gl 12.

y 14.

o 20.

“
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 Octeocber 1977

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous

PROTOTYPE HARDWARE DELIVERED

Full System Integration Begins . . . . .
TEST PROGRAM

Start DT&E/IOTE&E . . . . +« &+« « o & « o« + o« + 8-
End Testing Program . e e e e o e e
PROGRAM DECISION

DSARC III. . . . -
PRODUCTION START- UP

Production Start-Up . .

FIRST HARDWARE DELIVERED

First Hardware Delivered

INITIAL OPERATIONAL CAPABILITY

IoC. . . . e« « « +« . 8-
MAXIMUM PRODUCTION RATE ACHIEVED

Maximum Production Rate Achieved

FULLY OPERATIONAL CAPABILITY

Fully Operational Capability .

PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER

PMRT . e 4 e e e e e e e e
DEPLOYMENT COMPLETE

Deployment Complete . . . . . . . ¢« . . . .
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Year

Feb
Feb

Jan

Jun

81
82

82

84
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Underlined Dates Indicate A Change From Previous Year
1. PROGRAM AUTHORIZED
AF Requirements Action Directive . . . . . . C- Jul 71
DSD Directs TOA/DME System . . . . . . . . . C- Ooct 71
2. NEW START APPROVED
Area Coordination Paper #4 . . . . . . . . . C- Mar 72
TAF ROC Released . . . + +« « + & &« « « « + o« C- 1 May 74
DSARC I. . . . . e+ s+ + & « « o« €C- 7 Nov 74
3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe . . . . . . . . C- Mar 75
PLSS Two-Phase Program . . N o Apr 75
4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released . . . . . + . « + « +«+ . C- 4 Aug 75
Award of Two Contracts . . . . . . . . . . . C- Mar 76
Phase II RFP Released . . e « +« s+ « & o+ €C- 21 Jul 76
5. .DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals . . . . . . . . « + + C- 17 Sep 76
DSARC IIA . . e e s e s e e e e e e e e . €= 26 Jul 77
6. SOURCE SELECTION
DSARC Approval DCP #129 . . . . . . . . . . C- 23 Sep 77
7. CONTRACT AWARDED
FSD Contract Award . . . . . . + « « « « « + C- 30 Sep 717
8. FULL SCALE DEVELOPMENT
System Reguirements Review . . . . . . . . . C- Jan 78
System Design Review . . e o+ . C- May 78
9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review . . . . . . . . . 8- Nov 78
DSARC IIB. . . . . e e < « « « +« . 8- Feb 79
10. SYSTEM CRITICAL DESIGN REVIEW
System Critical Design Review . . « « « o« S- Sep 79
11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built
109
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1978

S=Scheduled C=Completed
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12.

13.

14.

15.

16.

17.

18.

19.

20.

PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1978

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins
TEST PROGRAM

Start DT&E/IOT&E . . . .

End Testing Program

PROGRAM DECISION

DSARC III. ., . e v e e e e e
PRODUCTION START UP

Production Start-Up . . . . . . . .
FIRST HARDWARE DELIVERED

First Hardware Delivered . . .

INITIAL OPERATIONAL CAPABILITY

I0C. . . . .
MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved . . . .

FULLY OPERATIONAL CAPABILITY

Fully Operational Capability

PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT . . . e e e e e e e e e e
DEPLOYMENT COMPLETV

Derloyment Complete
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S- Feb 82
S- Jan 82
S~ Jun 84
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1979

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous

PROGRAM AUTHORIZED

AF Requirements Action Directive

DSD Directs TOA/DME System

NEW START APPROVED

Area Coordination Paper #4

TAF ROC Released

DSARC I. .

PROGRAM STRATEGY ESTABLISHED

ALSS Demonstration in Europe

PLSS Two-Phase Program

REQUEST FOR PROPOSALS RELEASED

Phase I RFP Released .

Award of Two Contracts . . . . . . . . .
Phase II RFP Released .

DEVELOP CONTRACTORS PROPOSALS

Receive FSD Proposals

DSARC IIA .

SOURCE SELECTION

DSARC Approval DCP #129 . . . . . . .
CONTRACT AWARDED

FSD Contract Award

FULL SCALE DEVELOPMENT

System Requirements Review

System Design Review

ASD Program Funds Cut

Funds Capped and Shifted .
CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review

TR-1 Selected as ARV

DSARC IIB. .

SYSTEM CRITICAL DESIGN REVIEW

System Critical Design Review .
CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built
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Year
C- Jul 71
C- Oct 71
C- Mar 72
C- 1 May 74
C- 7 Nov 74
C- Mar 75
C- Apr 75
C- 4 Aug 75
C- Mar 76
C- 21 Jul 76
C- 17 Sep 76
C- 26 Jul 77
C- 23 Sep 717
C- 30 Sep 77
C- Jan 78
Cc- May 78
C- Dec 78
Cc- Mar 79
S- Oct 79
C- 30 Aug 79

CANCELLED
S~ Dec 79
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PRECISION LOCATION STRIKE SYSTEM
¢‘ PROJECTED SCHEDULE

o 1 October 1979
IR
.ﬂ
',f1 S=Scheduled C=Completed
AN Underlined Dates Indicate A Change From Previcus Year
e
W
A 12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins
o 13. TEST PROGRAM
@j' Start DT&E/IOTE&E . . . « & o ¢ 4 o o« o o o« o« 8- Feb 81
%ﬁ End Testing Program . . . . . . « . . . . . S- Feb 82
| 14. PROGRAM DECISION
o DSARC III. . . e s s e e e 4 e 4 e . . 8- Jan 82
. 15. PRODUCTION START UP
L, Production Start-Up
hd 16, FIRST HARDWARE DELIVERED
o First Hardware Delivered . . e e e e e
; 17. INITIAL OPERATIONAL CAPABILITY
Al I0C. . . . v e+ o+« 4 . 8- Jun 84
. 18. MAXIMUM PRODUCTION RATE ACHIEVED
:" Maximum Production Rate Achieved
A 13. FULLY OPERATIONAL CAPABILITY

P
4,

Fully Operational Capability .
20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT . . . e e e e e e e e e e
21. DEPLOYMENT COMPLETE
Deployment Complete . . . .
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[ PRECISION LOCATION STRIKE SYSTEM

o PROJECTED SCHEDULE L
'ﬁ 1 October 1980

"

& S=Scheduled C=Completed

48 Underlined Dates Indicate A Change From Previous Year

SLA

N

1. PROGRAM AUTHORIZED

@ AF Requirements Action Directive . . . . . . C- Jul 71
% DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
N 2. NEW START APPROVED

i . Area Coordination Paper #4 . . . . . . . . . C- Mar 72
A TAF ROC Released . . . . . . + ¢« « &« +« « « « C- 1 May 74

DSARC I. . . . . « « +« +« « « « « €= T Nov 74.

. 3. PROGRAM STRATEGY ESTABLISHED
b+ ALSS Demonstration in Europe . . . . . . . . C- Mar 75
:¢ PLSS Two-Phase Program . . B o Apr 75
! 4. REQUEST FOR PROPOSALS RELEASED

ot Phase I RFP Released . . . . . . . . . . . . C- 4 Aug 75
] Award of Two Contracts . . . . . . . . . . . C- Mar 76
e, Phase II RFP Released . . e« + « « « . €C- 21 Jul 76
lj 5. DEVELOP CONTRACTORS PROPOSALS

3 Receive FSD Proposals . . . . . . . . . . . C- 17 Sep 76
7 DSARC IIA . . & & v o 4 ¢ o « o« o « o« o« o« « €C= 26 Jul 77

6. SOURCE SELECTION

. DSARC Approval DCP #129 . . . . . + . « « « C~ 23 Sep 77
o 7. CONTRACT AWARDED

' FSD Contract Award . . . . . . . .+« . « « . . C- 30 Sep 77
o 8. FULL SCALE DEVELOPMENT

:ﬁ System Requirements Review . . . . . . . . . C- Jan 78
N System Design Review . . . . . . . . . . . . C- May 78
& ASD Program Funds Cut . . . . . . . . . . . C- Dec 78
o Funds Capped and Shifted . . . e+ o« . C- Mar 79
:{ 9. CONTRACTORS PRELIMINARY DESIGN REVIEW

:; Preliminary Design Review . . . . . . . . . C- Oct 79
] TR-1 Selected as ARV . . . . . . + ¢« « « « « C- 30 Aug 79
= Submit Program Restructure . . . . . . . . . C- Jan_ 80
¥ DSARC IIB. . . . o s e e 4 e . CANCELLED
e 10. SYSTEM CRITICAL DESIGN REVIEW

;( System Critical Design Review . . .« .« . 8- Dec 81
o 11. CONTRACTOR'S FABRICATION AND ASSEMBLY
;1 Prototype Hardware Built
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1980

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins . . . . . .
13. TEST PROGRAM

Start DTEE/IOTEE . . . . + « ¢« « &« &« « o o« . 8- Mar 83

End Testing Program . . . . . . ¢« . + « « . 8- Feb 84
14. PROGRAM DECISION

DSARC III. . . . . s e e 4 s e e a4 e e . 8- May 84

15. PRODUCTION START- UP
Production Start-Up . . . . . . . . o .+ . .
16. TFIRST HARDWARE DELIVERED
First Hardware Delivered . . .
17. INITIAL OPERATIONAL CAPABILITY
IoOC. . . . . . . .. . e e e e« « . 8- Sep 86
18. MAXIMUM PRODUCTION RATE ACHIEVED
Maximum Production Rate Achieved .
19. FULLY OPERATIONAL CAPABILITY
Fully Operational Capability . .
20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT . . . e e e e e « e
21. DEPLOYMENT COMPLETE
Deployment Complete . . . . . . .« . . .« .« .
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1981

- - -

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

l. PROGRAM AUTHORIZED

. AF Requirements Action Directive . . . . . . C- Jul 71

¢ DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
2. NEW START APPROVED

Area Coordination Paper #4 . . . . . . . . . C- Mar 72

TAF ROC Released . . . . « &+ « ¢« &« &+ « « + « €C- 1 May 74

DSARC I. . . . .+ « . . s+ o s o e o« o o & o+ C~- T Nov 74
3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe . . . . . . . . C- Mar 75
PLSS Two-Phase Program . . . e s e e« & « . C- Apr 75
REQUEST FOR PROPOSALS RELEASED ’
Phase I RFP Released . . . . . . . . . . . + C- 4 Aug 75
Award of Two Contracts . . . . . « . . . . . C- Mar 76
Phase II RFP Released . . e e + s 4 « &« €= 21 Jul 76
5. DEVELOP CONTRACTORS PROPOSALS

Receive FSD Proposals . . . . . . . . « + . C- 7 Sep 76
‘ DSARC TIIA . . ¢ & 4 4« o o o o o o o o o o « C- 26 Jul 717
6. SOURCE SELECTION

DSARC Approval DCP #129 . . . . . . . . . . C- 23 Sep 77
7. CONTRACT AWARDED

FSD Contract Award . . . . . . . . . . « . . C- 30 Sep 77
8. FULL SCALE DEVELOPMENT

2w "o

TR DY. L
-
»

© System Requirements Review . . . . . . . . . C- Jan 78
) System Design Review . . . . . . . . . . . . C- May 78
' ASD Program Funds Cut . . . . . . . . . . . C- Dec 78
; Funds Capped and Shifted . . . . . . . . . . C- Mar 79
A 9. CONTRACTORS PRELIMINARY DESIGN REVIEW
; Preliminary Design Review . . . . . . . . . C- Oct 79
_ TR-1 Selected as ARV . . . . . . . . +. . . . C- 30 Aug 79
h Submit Program Restructure . . . . . . C- Jan 80

Withdrawal of Major System Des1qnat10n « « « C- 10 Jun 81
) F-16 Replaces F-4 as YNS . . . . . « ¢« . . . C- Sep 81
| DSARC IIB. . . . . e o s s e e CANCELLED
{ 10. SYSTEM CRITICAL DESIGN REVIEW

System Critical Design Review . . e « .« 8- Dec 81

b 11. CCNTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built . . . . .
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PRECISION LOCATION STRIKE SYSTEM
! PROJECTED SCHEDULE
:a: 1l October 1981
)
e
fia S=Scheduled C=Completed
j;. Underlined Dates Indicate A Change From Previous Year
R
23
el 12. PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins . . . . . . . 8- Jan 83
oy 13. TEST PROGRAM
&";\{ Start DTEE/IOT&E . . . . v « + o « o « « « . 8- Sep 83
R End Testing Program . . . . . . . . . . . . 8- Sep 84
e NATO/USAFE Demonstration . . . . . . . . . . 8- Feb 85
N 14. PROGRAM DECISION
) DSARC III. . . . & & 4 v @ ¢ o o o o o o« o =« CANCELLED
i AFSARC IITA . . . R oct 84
i Limited Production Declslon e e+ e« 4 4 . S- Oct 84
-_f;i 15. PRODUCTION START-UP
.i. Release Long Lead Monies for Production . . S- Sep 83
W Production Start-Up . . .
. l16. FIRST HARDWARE DELIVERED
el First Hardware Delivered . . . . . . « . .+ .
iqﬁ. AFSARC IIIB . . . . . e e s+ e 4 « 4+ 4+ « o 8- Mar 85
jbﬁ Full Production DeC151on e e e e+« . 8- Mar 85
A5G 17. INITIAL OPERATIONAL CAPABILITY
e 1I0C. . . . e e e v . . 8- Sep 86
g i8 MAXIMUM PRODUCTIOV RATE ACHIEVED
E 4 Maximum Production Rate Achieved
é\ﬁ 19. FULLY OPERATIONAL CAPABILITY
:d Fully Operational Capability . . . 8- Sep 88
k,} 20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFEQ
= PMRT . . .
o 21. DEPLOYMENT COMPLETE
\tg Deployment Complete . . . . . . . . . . . . 8- 30 Sep 88
o
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1982

S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED

AF Requirements Action Directive . . . . . . C- Jul 71
DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
2. NEW START APPROVED
Area Coordination Paper #4 . . . . . . . . . C- Mar 72
TAF ROC Released . . . . . . . + ¢« ¢« +« + +« o« C- 1 May 74
. DSARC I. . . e« « 4+ e+ s + +« o« C- T Nov 74
3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe . . . . . . . . C- Mar 75
PLSS Two-Phase Proqram . ., e 4 e e 4 e . C- Apr 75
4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released . . . . . . . . . . . . C- 4 Aug 75
Award of Two Contracts . . . . . . . « « + . C- Mar 76
Phase II RFP Released . . e+« s 4« & o C- 21 Jul 76
S. DEVELOP CONTRACTORS PROPOSALS
Receive FSD Proposals . . . . . . . . . . . C- 17 Sep 76
DSARC IIA . . . . & ¢ ¢ v « o « o s o o « o« €= 26 Jul 77
6. SOURCE SELECTION
DSARC Approval DCP #129 ., . . . . . . . . . C- 23 Sep 77
7. CONTRACT AWARDED
FSD Contract Award . . . . . . . . . + . . . C- 30 Sep 77
8. FULL SCALE DEVELOPMENT
System Requirements Review . . . . . . . . . C- Jan 78
System Design Review . . . . . . . . . . . . C- May 78
ASD Program Funds Cut . . . . . . . . . . . C- Dec 78
Funds Capped and Shifted . . . . . . C- Mar 79
9. CONTRACTORS PRELIMINARY DESIGN REVIEW
Preliminary Design Review . . . . . . . . . C- Oct 79
TR-1 Selected as ARV . . . . . .« « +« + + . . C- 30 Aug 79
Submit Program Restructure . . .« . C- Jan 80
Withdrawal of Major System De51qnat10n . « . C- 10 Jun 81
F-16 Replaces F-4 as VNS . . . . . . . . . . C~- Sep 81
Program Restart Submitted . . . . . . . . . C- Dec 81
DSARC IIB. . . . e e e e e CANCELLED
10. SYSTEM CRITICAL DESIGN RVVIEW
System Critical Design Review . . + . S- Mar 83
11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Prototype Hardware Built . . . . . . . . . . 8- Oct 813
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a PRECISION LOCATION STRIKE SYSTEM
'ﬁ“‘ PROJECTED SCHEDULE
J*- 1 October 1982
Wh
b
ol
o S=Scheduled C=Completed
::;_ Underlined Dates Indicate A Change From Previous Year
e ‘
T
"N
nT-
Wty
s 2Fy
12. PROTOTYPE HARDWARE DELIVEREP 84
Lou Full System Integration Begins . . . . . . . S- Jan
oy 13. TEST PROGRAM e 84
B Start DTSE/IOT&E . . + . « = o « « v « « . . 8- Aug 84
'dﬁ NATO/USAFE Demonsbratxon e 4 e e e e 4 e .+ . 8- Ju? =
W End Testing Program . . . . . +« « « « « . . 8- u
: 14. PROGRAM DECISION
13 DSARCIII.................SCANS?EL??
T -
B - AFSARC IIIA . . . e e e e e e e e s
#ﬁﬁf Limited Production Decision . . . . . . . . 8- Oct 84
i 15. PRODUCTION START-UP
2 Release Long Lead Monies for Production . . S- Sep 84
; Production Start-Up . :
N t 16. FIRST HARDWARE DELIVERED 85
VYN AFSARC IIIB S Mar 2%
: : Full Production Decision . . . . . . . . . . 8- Mar o
A First Hardware Delivered e e e e v . . 8- Apr
S 17. INITIAL OPERATIONAL CAPABILITY s sep 86
. I0C. . . . e v e . . . 8-
éﬁh 18. MAXIMUM PRODUCTION RATE ACHIEVED
,,.ﬁ Maximum Production Rate Achieved
?;ﬁ 19. FULLY OPERATIONAL CAPABILITY
, Fully Operational Capability . . . . S- Sep 88
R 20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFWR
PMRT . . . e e e e e e e e e e
ot 21. DEPLOYMENT COMPLETE
NN Deployment Complete . . . . . . . . . . . . S- 30 Sep 88
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y
by
[ PRECISION LOCATION STRIKE SYSTEM
' PROJECTED SCHEDULE
. 1l October 1983
ol
;t S=Scheduled C=Completed
[}
Underlined Dates Indicate A Change From Previous Year
o
s'
) ‘
:i 1. PROGRAM AUTHORIZED
A AF Requirements Action Directive . . . . . . C- Jul 71
) DSD Directs TOA/DME System . . . . . . . . . C~- Oct 71
o 2. NEW START APPROVED
W Area Coordination Paper #4 . . . . . . . . . C- Mar 72
TAF ROC Released . . . + ¢« « « « ¢« s+ o« « « « C- 1 May 74
A DSARC I. . . . . .+« « « . . . .C- 17 Nov 74
o 3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe . . . . . . . . C- Mar 75
K. PLSS Two-Phase Program . . B o Apr 75
N 4. REQUEST FOR PROPOSALS RELEASED
g Phase I RFP Released . . . . . . + « « « + . C- 4 Aug 75
;: Award of Two Contracts . . . . . . . . . . . C- Mar 76
W Phase II RFP Released . . e e o+ s o+ o« o €= 21 Jul 76
5. DEVELOP CONTRACTORS PROPOSALS .
¢ Receive FSD Proposals . . . . . . . . . . . C- 17 Sep 76
o DSARC IIA . . + & « + & « « o o« « & o« « « . C- 26 Jul 77
: 6. SOURCE SELECTION
N DSARC Approval DCP #129 . . . . . « +« « . « C- 23 Sep 77
% 7. CONTRACT AWARDED
FSD Contract Award . . . . . . . . . . . . . C- 30 Sep 717
i: 8. FULL SCALE DEVELOPMENT
K System Requirements Review . . . . . . . . . C- Jan 78
y System Design Review . . . . . . . . . . . . C- May 78
: ASD Program Funds Cut . . . +« « v « « « . . C- Dec 78
¢ Funds Capped and Shifted . . . ¢+ . C- Mar 79
9. CONTRACTORS PRELIMINARY DESIGN REVIEW
. Preliminary Design Review . . . . . . . . . C- Oct 79
TR-1 Sclected as ARV . . . . +« ¢« ¢« « &« & « o« C- 30 Aug 79
X Submit Program Restructure . . . . .« . C- Jan 80
i Withdrawal of Major System De51gnat10n « « . C- 10 Jun 81
2 F-16 Replaces F-4 as VNS . . . . . . . . . . C- Sep 381
- Prxogqram Restart Submitteda . . . . . . . . . C- Dec 81
2 DSARC IIB. . . . e e e e e CANCELLED
) 10. SYSTEM CRITICAL DESIGN REVIEW
. System Critical Design Review . . e+ . C- Mar 83
% 11. CONTRACTOR'S FABRICATION AND ASSEMBLY
Rephase Program's Length . . . . . . . . . . C- Jul 83
. Prototype Hardware Built . . . . . . . . . . §- Oct 83
2
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12.

13.

14,

15.

17.

18,

19.

20.

21.

"."y"\"-». '. o -.’ *’-."'s.

PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1983

S=Scheduled C=Completed

PROTOTYPE HARDWARE DELIVERED
Full System Integration Begins . . . . .
TEST PRCGRAM
Start DT&E/IOT&E
NATO/USAFE Demonstratzon
End Testing Program . .
Start FOT&E Phase I . .
PROGRAM DECISION
DSARC III.
AFSARC IIIA v e e e e s
Limited Production Dec151on e e e e e
PRODUCTION START-UP
Release Long Lead Monies for Production
Award Production Contract . .
Production Start-Up . . . . . . . .
FIRST HARDWARE DELIVERED
AFSARC IIIB . e e . e e e e e
Full Production Dec1s on
First Hardware Delivered
INITIAL OPERATIONAL CAPABILITY
10C. . .
MAXIMUM PRODUCTION RATE ACHTEVED
Maximum Production Rate Achieved
FULLY OPERATIONAL CAPABILITY
Fully Operational Capability
PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
PMRT . . . .
DEPLOYMENT COMPLETE
Deployment Complete

'J‘
f.'.r IR

Underlined Dates Indicate A Change From Previous Year

f-d’-q’f"'

sS- May 84
S- Oct 84
S- Jun 85
S~ Jul 85
S- Feb 86

CANCELLED
S- Oct 84
S- Oct 84
S- Cct 84
S - Oct 84
S- Mar 85
S- Mar 85
S- Apr 85
S- Sep 86
S- Sep 88
S~ 30 Sep 88

Laad aad o0 |




PRECISION LOCATION STRIKE SYSTEM
. PROJECTED SCHEDULE

e 1 October 1984

', S=8cheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

2 1. PROGRAM AUTHORIZED
’ AF Requirements Action Directive . . . . . . C- Jul 71
; DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
b 2. NEW START APPROVED
. Area Coordination Paper #4 . . . . . . . . . C- Mar 72
N TAF ROC Released . . . . . ¢« &+ « &« + « « . o C~ 1 May 74
A DSARC I. . . e« « + 4+ + +« 4« . C- 7 Nov 74
h 3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in Europe . . . . . . . . C- Mar 75
1 PLSS Two-Phase Program . . O Apr 75
‘ 4. REQUEST FOR PROPOSALS RELEASED
! Phase I RFP Released . . . . . . . . . . . . C- 4 Aug 75
Award of Two Contracts . . . . . . . . . . . C- Mar 76
. Phase II RFP Released . . e e e e 4 . . €= 21 Jul 76
y 5. DEVELOP CONTRACTORS PROPOSALS
. Receive FSD Proposals . . . . . . . . . . . C- 17 Sep 76
o DSARC IIA . . e e e e e e e e 4 e e s e . €= 26 Jul 17
K. 6. SOURCE SELECTION
. DSARC Approval DCP #129 . . . . . . . . . . C- 23 sSep 77
-# 7. CONTRACT AWARDED
. FSD Contract Award . . . . . . . . +. + « . . C- 30 Sep 77
R 8. FULL SCALE DEVELOPMENT
: System Requirements Review . . . . . . . . . C- Jan 78
L System Design Review . . . . . . . . . . . . C- May 78
o ASD Program Funds Cut . . . . . . « . . . . C- Dec 78
i Funds Capped and Shifted . . . . . . C- Mar 79
9. CONTRACTORS PRELIMINARY DESIGN REVIEW
b Preliminary Design Review . . . . . . . . . C- Oct 79
J TR-1 Selected as ARV . . . . « ¢« ¢« « « +« . . C- 30 Aug 79
¥ Submit Program Restructure . . . . . . C- Jan 80
Ry Withdrawal of Major System De51qnatlon « « «+ C- 10 Jun 81
- F-16 Replaces F-4 as VNS . . . . . . . . . . C- Sep 81
- Program Restart Submitted . . . . . . . . . C- Dec 81
= DSARC IIB. . . . e e e e e CANCELLED
N 10. SYSTEM CRITICAL DESIGN REVIEW
b System Critical Design Review . . . . C- Mar 83
'f 11. CONTRACTOR'S FABRICATION AND ASSEMBLY
) Rephase Program's Length . . . . . . . . . . C- Jul 83
d Prototype Hardware Built . . . . . . . . . . C- QOct 83
b
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: PRECISION LOCATION STRIKE SYSTEM
é? PROJECTED SCHEDULE
1i 1 October 1984
&' S=Scheduled C=Completed
)
. Underlined Dates Indicate A Change From Previous Year
.
R
:5,.,
R 12. PROTOTYPE HARDWARE DELIVERED
th First Flight for System Integration . . . . C- Dec 83
Full System Integration Begins . . . . . . . C- Jul 84
*ﬂ 13. TEST PROGRAM
,p Start DT&E/IOT&E . . . - Oct 84
i@ NATO/USAFE Demonstration . . . . . . . . . . S- Jun 85
o . End Testing Program . . . . . . . « . . « . S- Jan 86
ol Start FOT&E Phase I . . . . . . . . . . . . 8- Feb 86
14, PROGRAM DECISION
-, DSARC III. . .« « & v @« v ¢ o o o o« o o o o = CANCELLED
o AFSARC IIIA . . . e e e s 2 4 . . 8- Jan 85
{7 Limited Production Decision . . . . . . . . S- Feb 85
Q}f 15. PRODUCTION START-UP
he3 Release Long Lead Monies for Production . . S- Oct 84
Award Production Contraect . . . . . . . . . 8- Mar 85
f’_ Production Start-Up . .
0 16. FIRST HARDWARE DELIVERED
o AFSARC IIIB e o e« s 4 4+ e + 4 « . 8- Aug 85
g Full Production Decision . . . . . . . . . . &= Aug 85
r vy First Hardware Delivered . . . e e e . . . 8- Feb 86
17. INITIAL OPERATIONAL CAPABILITY
- I0C. . . . - Feb 87
JQ 18. MAXIMUM PRODUCTION RATE ACHIEVED
bls Maximum Production Rate Achieved
L3 19. FULLY OPERATIONAL CAPABILITY
ha Fully Operational Capability . . . S- Feb 89
. 20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFER
I PMRT . . . S Mar 89
}f 21. DEPLOYMENT COMPLETE
?i Deployment Complete . . . . . . . . . . . . 8- 31 Mar 89
-
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PRECISION LOCATION STRIKE SYSTEM
PROJECTED SCHEDULE
1 October 1985
S=Scheduled C=Completed

Underlined Dates Indicate A Change From Previous Year

1. PROGRAM AUTHORIZED

AF Requirements Action Directive . . . . . . C- Jul 71

DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
2. NEW START APPROVED

Area Coordination Paper #4 . . . . . . . . . C- Mar 72

TAF ROC Released . . . . « + « « &+ &« 4 « « + C- 1 May 74

DSARC I. . . e « + + + « o+ o+ C- T Nov 74
3. PROGRAM STRATEGY ESTABLISHED

ALSS Demonstration in Europe . . . . . . . . C- Mar 75

PLSS Twe-Phase Program . . P o Apr 75

4. REQUEST FOR PROPOSALS RELEASED
Phase I RFP Released . . . . . . . +« « « . . C- 4 Aug 75

Award of Two Contracts . . . . . . . . . . . C- Mar 76

Phase II RFP Released o . e e e 4 e« ¢ « o« C- 21 Jul 76
5. DEVELOP CONTRACTORS PROPOSALS

Receive FSD Proposals . . . . . . . . . . . C- 17T Sep 76

DSARC IIA . . ¢ 4 v « o« o o o a o o o o + . C=- 26 Jul 17

6. SOURCE SELECTION
DSARC Approval DCP #129 . . . . . . . . . . C- 23 Sep 77
7. CONTRACT AWARDED

FSD Contract Award . . . . . . . .« +« « +. .« o« C- 30 Sep 77
8. FULL SCALE DEVELOPMENT

System Requirements Review . . . . . . . . . C- Jan 78

System Design Review . . . . . . . . . . . . C~- May 78

ASD Program Funds Cut . . . . . . . . . . . C- Dec 78

Funds Capped and Shifted . . .« . C- Mar 79
9. CONTRACTORS PRELIMINARY DESIGN REVIEW

Preliminary Design Review . . . . . . . . . C- Oct 79

TR-]1 Selected as ARV . . . . . .« +. +« + « o+ . C- 30 Aug 79

Submit Program Restructure . . .« . C- Jan 80

Withdrawal of Major System De51gnat10n « « « C- 10 Jun 81

F-16 Replaces F-4 as VNS . . . . . . . . . . C- Sep 81

Program Restart Submitted . . . . . . . . . C- Dec 81

DSARC IIB. . . . C e e e e e CANCELLED
10. SYSTEM CRITICAL DESIGN REVIEW

System Critical Design Review . . . . . C- Mar 83
11. CONTRACTOR'S FABRICATION AND ASSEMBLY

Rephase Program's Length . . . . . . . . . . C- Jul 83

Prototype Hardware Buijilt . . . . . . . . . . C- Cct 83
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¥ PRECISION LOCATION STRIKE SYSTEM
M PROJECTED SCHEDULE
,ﬁé 1 October 1985
LY
_ % S=Scheduled C=Completed
250
Underlined Dates Indicate A Change From Previous Year
.
qns
‘Not
?f* 12. PROTOTYPE HARDWARE DELIVERED
hel First Flight for System Inteqration . . . . C- Dec 83
Full System Inteqration Begins . . . . . . . C- Jul 84
v 13. TEST PROGRAM
e Start Contractor Inteqgrated Testing . . . . C- Oct 84
AR End Cecntractor Integrated Testing . . . . . S- Oct 85
S Start DT&E/IOT&E Testing . . . . . . . . . . §- Dec 85
Y NATO/USAFE Demonstration . . - Jan 86
, End Combined DT&E/IOT&E Testlnq - Mar 86
jﬁx Start FOTSE Phase I . . . . . . . . . . . . _8- Jun 86
) 14. PROGRAM DECISION
?-X DSARC TIII. . . + & ¢ o & o & o o o v o o o . CANCELLED
Vs AFSARC IIIA . . . - Apr 86
A, Limited Production Dec151on e« s 4 e s . . 8- May 86
. 15. PRODUCTION START-UP
yﬂv Release Long Lead Monies for Production . . C- Oct 84
;$$' Award Production Contract . . . . . . . . . _ 8- Jun 86
w Production Start-Up . . .
Q;: 16. FIRST HARDWARE DELIVERED
W AFSARC IIIB . . . - B Aug 86
ot Full Production Dec151on e e e e e e e e .. 8- Aug 86
Sy First Hardware Delivered . . e« 4+« . . . 8- Dec 86
a2 17. INITIAL OPERATIONAL CAPABILITY
s 10C. . . . - D Feb 87
Ll 18. MAXIMUM DRODUC ION RATE ACHIEVED
RoA Maximum Production Rate Achieved
- 19, FULLY OPERATIONAL CAPABILITY
. qﬁ Fully Operatiocnal Capability . . . . S- Feb 89
n??. 20. PROGRAM MANAGEMENT RESPONSIBILITY TRANSFVR
A PMRT . . . - Mar 89
N2 21. DEPLOYMENT COMPLETE
‘ Deployment Complete . . . . . . . . . . . . S- 31 Mar 89
7
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i PRECISION LOCATION STRIXE SYSTEM
., PROJECTED SCHEDULE
b 1 July 1986
o
Eﬂ S=Scheduled C=Completed
Underlined Dates Indicate A Change From Previous Year
!
:
':f
Y 1. PROGRAM AUTHORIZED
o4y AF Requirements Action Directive . . . . . . C- Jul 71
DSD Directs TOA/DME System . . . . . . . . . C- Oct 71
R 2. NEW START APPROVED
: Area Coordination Paper #4 . . . . . . . . . C- Mar 72
o> TAF ROC Released C- 1 May 74
- DSARC I. C- 7 Nov 74
" 3. PROGRAM STRATEGY ESTABLISHED
ALSS Demonstration in EBurope . . . . . . . . C- Mar 75
) PLSS Two-Phase Program . . B O Apr 75
ol 4. REQUEST FOR PROPOSALS RELEASED
lg Phase I RFP Released C- 4 Aug 75
2y Award of Two Contracts . . . . . . . . . . . C- Mar 76
Phase II RFP Released . . i e+« « <« . C- 21 Jul 76
5. DEVELOP CONTRACTORS PROPOSALS
o Receive FSD Proposals . . . . . . . . . . . C- 7 Sep 76
K .- DSARC IIA . C- 26 Jul 77
i3 6. SOURCE SELECTION
- DSARC Approval DCP #129 . . . . . . . . . . C- 23 Sep 77
: 7. CONTRACT AWARDED
. FSD Contract Award C- 30 Sep 77
Zf 8. FULL SCALE DEVELOPMENT
xj System Requirements Review . . . . . . . . . C- Jan 78
N System Design Review S o May 78
\g ASD Program Funds Cut . . . . . . . . . . . C- Dec 78
: Funds Capped and Shifted . . . . . . C- Mar 79
3. CONTRACTORS PRELIMINARY DESIGN REVIEW
o Preliminary Design Review . . . . . . . . . C- Oct 79
s TR-1 Selected as ARV &« « + « « « < . . C- 30 Aug 79
g Submit Program Restructure . . < . . C- Jan 890
:& Withdrawal of Major System De51qnaulon . « . C- 10 Jun 81
; F-16 Replaces F-4 as VNS . . . . . . . . . . C- Sep 81
Program Restart Submitteda . . . . . . . . . C- Dec 81
) DSEARC IIB. . CANCELLED
- 10. SYSTEM CRITICAL DESIGN REVIEW
o System Critical Design Review . . P O Mar 83
i 11. CONTRACTCR'S FARRICATION AND ASSEMBLV
Rephase Program's Lencth . . . . . . . . . . C- Jul 83
Prototype Hardware Built C- Oct 83

.




12.

13.

14.

15,

17.

18.

19.

20.

21.

PRECISION LOCATION STRIKE SYSTEM

PROJECTED SCHEDULE
1 July 1986

S=scheduled C=Completed

Underlined Dates Indicate A Change Frem Previous

PROTOTYPE HARDWARE DELIVERED

First Flight for System Integration
Full System Integration Begins

TEST PROGRAM

Start Contractor Integrated Testing

End Contractor Integrated Testing . .
Establish Baseline . . . . . . . « . . .
Begin DT&E at Sunnyvale . . . .

Move Testing to Nellis .

Begin Combined DT&E/IOT&E Testlnq .
NATO/USAFE Demonstration . . o e e

End Combined DT&E/IOT&E Testlng e e .
Start FOT&E Phase I e e s e e e

PROGRAM DECISION

DSARC ITI. . . . v v v & & o 2 o o « o«
AFSARC IIIA . . . ¢« v v v v & o « &
Program Restructure

Program Decision

Mothball System . . . . .
Limited European Operat10nal Capab111ty .
Limited Production Decision . . . . . . .

PRODUCTION START-UP

Release Long Lead Monies for Production
Award Production Contract o e
Production Start-Up . . . . . . . .

FIRST HARDWARE DELIVERED

AFSARC IIIB .

Full Production Dec1510n

First Hardware Delivered

INITIAL OPERATICNAL CAPABTLITY

IoC. . . . « e e
MAXIMUM PRODUCTION RATE ACHIEVED

Maximum Production Rate Achieved

FULLY OPERATIONAL CAPABILITY

Fully Operational Cavability

PROGRAM MANAGEMENT REOPOVSIBILITY TR%NSFER
PMRT . . . e e e e s e e e e e
DEPLOYMENT COMP,ETE

Deployment Complete

126

O ,f.'ﬁo?!{éﬂv!’,t ()

Year
Cc- Dec 83
c- Jul 84
Cc- Oct 84
S- Jul 86
S- Jul 86
S- Jul 86
S- Aug 86
S- Oct 86
Redefined
S- Mar 87
CANCELLED
CANCELLED
CANCELLED
C- Apr 86
S- Apr 87
S- Apr 87
S- Jun 87
CANCELLED
Cc- Oct 84
CANCELLED
CANCELLED
CANCELLED
CANCELLED
CANCELLED
CANCELLED
CANCELLED
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Appendix B: Data Set 1

Selected Yearly CSNAS Output Products

Appendix B contains the data set I input data listings
and subsequent error listings generated by CSNAS for each
individual year of the PLSS projected schedule. Also
included is the number of tasks and connections for each
file.

Since initial durations input are zero, CSNAS changes
any input duration to allocate its available time based on
predecessor and successor. These changed durations are
listed. Since subsequent years use the same data, only the
initial duration change is listed. Any following year has
only new duration changes listed.

The last pages of this appendix contain two printer
networks generated by CSNAS for 1977 and 1985. The 1977
network is the base year and is a standard printer output
using an 80 column option. The 1985 printer uses the
standard CSNAS ocutput saved to a disk file and then printed

using "SIDEWAYS", a readily available software program.
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gray
DATE: SSEPS6, TIME:00:00:00, FILE: NETT7.NET
) N
o NETWORK START DATE=79 1 4
e TASK TIME D P R IR
B3, S A L AL /OFR 100 0791 IATY 1 1A
11 O/ AF RAMTS  ACTNDIR  AIR STAFF 100 O 71 1 4AT1 T16A
X 21 0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 716A711015A
X AREA COORD PAPER AFF 100 O 711018AT2 313A
> A DEMD i MRF’? 10 0752 75 B[A
W n RASS N USAFE 74 100 O 72 316AT4 5 2A
: g: 8,’8&%0? RELEASED 000 100 1 7411 1ATA1Y TA
b SS TWO- PHASE PGM  SFO 100 0 75 3ATS 415A
o RHS LEASE 10 075 T10ATS 8 5A
0 8,/3 WARD OF N0 ORiCTs 9 100 0761 2A76 316A -
121 0/0 PHASE || RFP RELEASED SPO 100 0%;’2%%9&
A 131 0/0 RECEIVE FSD PROPOSALS SPO 100 O LR X
: 141  0/0 DSARC (1A 000 1005008778 AT
W 151  0/0 DSARC APPVL DCP %29 DoD 100 7 mm
A 161 0/0 FSD CONTRACT AWA SPO 100 O 77 90A
W RGMTS  REVIEW SPO 0 OmMi2asm21s
o 184 % %S DeaIo REVIEW PO 0 075 ISM 531
S bl 0 ) B RIS
2711 OO SYSCRIT DSGNREV  SPO 8 ?7888873'853
281 O/0 PROTOTYPE HDWR BUILT LKHD 1900000
21 O/ Sy ST NTGT START PO 0 0ar 2o 9%
361 O/0 END TESTING PROGRAM  AFOTEC 8 }egc‘)?sgg:g
wn »n oL DODF 0 1000 000
. 441 O/0 FULL PRODTN DECISION ng 3 1999000
X5 pré 8 CNTRACToR B & ASSBY LKMHD 0 1000 000
a7 00 TR Proom_hage ASSBY LD 0 1000 000
- 421  0/0 FIRST HROWRE DELIVERED LXHD om}eggc’)mep’gs
481  0/0 INITIAL OPS CAPABILITY USAFE 0 1848 NE:
K 491  0/0 FULLY OPS  CAPABILITY k%cﬁ 8 ! 0002386000
. ?1’: 0/0 DEPLOYMENT COMPLETE  USAF 0 1000 0100
;}5 531  0/0 NETWORK ~ STOP - 0 1 8610 7S861010S
eie;
N THERE ARE: 35 TASKS AND , 36 CONMECTIONS ON THIS FILE
o
) TASK 11 TIFE CHANGED FROM 00 TO 27/4
= TAKF 21 TIME CHANGED FROM 00 TO 13D
. TASK 31 TIME CHANGED FRCM O/ TO 2172
N TASK 41 TIME CHANGED FRCM OO TO 80
. TASK 1 TIME CHANGED FRCM  0/0 TO 11170
) TASK 81 TIM CHANGED FRCM OO T©  (Oa
- TAK % 91 TIM CHANGED FRCM 00 TO a1
y TAK 3 101 TIME CHANGED FROM 00 TO  3/3
! TAK 3 111 TIME CHANGED FROM 00 TO 10,2
TAK # 121 TIME CHANGED FRCM 00 TO 09
— TAK F 131 TIME CHANGED FROM 00 TO 04
R TASK 141 TIME CHANGED FROM O 0
< TAK 3 151 TIME CHANGED FROM OO0 TO 2,0
TASK # 1 HAS NO PREDECESSCRS
o TASK # 531 NO SUCCE
a S COMPLT FOR TASKS: 361 CHGC FRCM 82 31 TO &2 2 1 DLE TO TASk# 371
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DATE: SSEP86, TIME:00:C0:C0, FILE: NET78.NET

NETWORK START DATE=71 1 1
TAX TIME
1D # WK/DY DESCRIPTION

1 0/0 NETWORK

;
3
8
B

oooooooooooo000000888§§§§§§§§§§§§§§g

START 1 1ATY 1 1A
11 O/O AF RGMTS  ACTN DIR  AIR STAFF 1 4A71 T16A
21  0/0 DSD DIRECTS TOA/DME SYS DCOD TI6ATI1015A
31 O/O AREA COORD PAPER ? AIR STAFF 1018A72 315A
44 0/0 ALSS DEMO IN USAFE 2 3ATS 34A
7 0/ TAF RCC RELEASED  USAFE T4 316AT4 S 2A
81 0/0 DSARC | 11 1A7411 TA
9N /0 PLSS TWO-  PHASE PGM I31ATS 41SA
10Y O/0 PHASE | RFP RELEASED TI0ATS 8 SA
111 0/0 MARD OF TWO CONTRACTS 1 2ATH 316A
121 O/0 PHASE |1 RFP RELEASED ;2;: ;2%:

131 O/0 RECEIVE FSD PROPOSALS
141 O/0 DSARC {1A

s8-050
s

88888883388
g

00‘03*0000300000*000000%

Roo®RooooolBoR0IJdIIIJJNdAINAIIIS

1
7t 0 RGMTS  REVIEW 1 1 2A78 131A
181  O/0 SYS DESIGN REVIEW 1 S 1AT8 S31A
241 O/0 PRELIMINARY DESIGN REW SPO 11 1S7812 1S
21 0/ DSARC 118 2 ISP 2288
27t QA SYSCRIT DSGN REV _ SPO 9 387910 1S
281  0/0 PROTOTYPE  HDWR BUILT LKHD 00 000
311 O/0 FULL SYSTEM INTGT START SPO 00 000
321 0/ START OTAE/IOTE SPO 2 2881 3 25
361 0/0 END TESTING PROGRAM AFOTEC 1 oocCca31s
37 O/ DSARC i1l 1 11s82 2 1S
441  Q/0 FULL PRODTN DECISION  USAF 1t 000 000
401 O/0 CONTRACT ~ AWARD SPO {t 000 000
411 Q/0 CONTRACTOR FAB & ASSBY LKHD t 000 00O
471 0/0 MAX PRODTN RATE LKHD 1 000 00O
421 0/0 FIRST HRDWRE DELIVERED LKHD 1 00 000
481  0/0 INITIAL OPS CAPABILITY USAFE 1001 6 1584 7 25
491  O/O FULLY OPS  CAPABILITY USAFE 1 T 258610 1S
S0t 0/ PRT AFSC 1 00 000
511 O/0 DEPLOT™ENT COMPLETE  USAF 1 000 000
531  0/0 NETWORK stoP - t 8610 7sB61010S

THERE ARE: 35 TASKS AND , 36 CONNECTIONS ON THIS FILE

TAXK 171 TIME CHANGED FROM 00O TO 4/
TASK?# 181 TIME CHANGED FROM O/ TO 4,2
TASK # 1 HAS NO PREDECESSORS

TASK 3 531 HAS NO SUCCESSCRS

S COMPLT FCR TASKH: 261 CHGD FROM 82 3 1 TO 82 2 1 DUE TO TASKt 371
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et DATE: SSEPS6, TIME:00:00:00, FILE: NETT9. NET
.!
e
B NETWORK START DATE=T1 1
Wy TASK TIME PCT USER USER
g 1D # WK/DY DESCRIPTION WBS,/OPR COMP GRP START COMPLT
1 0/0 NETWORK START 100 O 711 1AT1 1 1A
o 11 O/O AF RGMTS  ACTN DIR  AIR STAFF 100 O 71 1 4ATY Ti6A
21 0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 T1GAT11015A
31 0/ AREA COCRD Pm AIR STAFF 100 O 711018A72 315A
s 41  0/0 ALSS DEMO IN USAFE 100 0752 3A75 331A
q 61 0/0 TR-1 SELECTED  DOD 100 O 78 7 3AT9 831A
~3 71 0/0 TAF ROC RELEASED  USAFE 74 100 O 72 316A74 5 2A
s 81 0/0 DSARC | DOD 100 1 7A11 1AT411 TA
91 0O/ PLSS WO~ PHASE PGM  SPO 100 0O 75 33MATS 4154
e 101 O/0 PHASE | RFP RELEASED  SPO 100 O 75 T1I0ATS 8 SA
o 111 O/0 AWARD OF TWO CONTRACTS SPO 100 O 76 1 2AT6 316A
Kot 124 0/0 PHASE || RFP RELEASED SPO 100 O 76 T21AT6 T22A
o 131  O/0 RECEIVE FSD PROPOSALS SPO 100 OT69 7AT6 9 8A
D 141  O/0 DSARC 1A DoD 100 S000 77 T2SATT T2TA
w3 151 0/0 DSARC APPVL OCP #129  DOD 100 O 77 8 1ATT 926A
" 161  0/0 FSD CONTRACT SPO 100 O 77 930A77 90A
171 0/0 SYS RGMTS  REVIEW PO 100 O 78 1 2A78 131A
- 181 0/0 SYS DESIGN REVIEW SPO 100 O 78S 1A78B S31A
A 191  0/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1ATB1229A
L4 201 O/0 DSARC |IB CANCELLED DOD 100 S000 79 2 1AT9 2 1A
221 0/0 FUNDS CAPPED & SHIFTED 0OD 100 1 79 3 1AT9 329A
- 241 0/0 PRELIMINARY DESIGN REW SPO 0 1 7910 1ST911 1S
35 271 O/ SYSCRIT DSGN REV  SPO 0 079123580 { 1S
1 281 0/0 PROTOTYPE HDWR BUILT LKHD 0 {000 000
311 0/0 FULL SYSTEM INTGT START SPG 0 0000 000
- 321 0/0 START DTAE/IOTE  SPO 0O 08122s81 328
%1 0/0 END TESTING PROGRAM AFOTEC 0 1 000831S
371 0O/0 DSARC !} DoD 0 181182218
e 441 0O/0 FULL PRODTN DECISION  USAF 0 {1 000 000
1She 401 O/0 CONTRACT ~ AWARD SPO 0 {000 000
W 411 0/0 CONTRACTCR FAB & ASSBY LKHD 0 1000000
' 471  0/0 MAX PRODTN RATE LKHD 0O 1000000
421 0/0 FIRST HROMRE DELIVERED LKHD 0 1 000000
. 481 O/0 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 1584 7 28
> 491  O/0 FULLY OPS CAPABILITY USAFE 0 184 72s8610 1S
. 50t 0/ PMRT AFSC 0 1000000
511 O/0 DEPLOYMENT OOMPLETE  USAF 0O 1 000 Q00
495 S31 0,0 NETWORK STOP - 0 8610 TS861010S
A
THERE ARE: 38 TASKS AND , 42 CONNECTICONS CN THIS FILE
TASK 2 191 TIME CHANGED FROM OO0 TO 40
B TASK % 221 TIME CHANGED FRCM 00 TO 40
b TASK # 1 HAS NO PREDECESSCRS
TASK # 531 HAS NO SLCCESSORS
N
< S COMPLT FOR TASKS: 261 CHGD FROM 82 3 f TO 82 2 1 DLE TO TASKE: 37
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32
DATE: SSEP86, TIME:00:00:00, FILE: NETB0. NET
§ NETWORK _START DATE=T1 1 9
" TS%J%{ DESCRIPTION WBS/OPR g GRP _START olu@%sr
1 0/0 NETWORK  START 100 071 1 A1 1 1A
. 11 0/0 AF RGMTS _ ACTN DIR  AIR STAFF 100 O 71 1 4ATY T16A
o 21 0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 TI6ATIO1SA
R 31 0/0 AREA COORD PAPER? AIR STAFF 100 O 711018AT2 315A
. 41 0/0 ALSS DEMO IN USAFE 100 0 752 3A75 331A
N 61 0/0 TR-t SELECTED  DOD 100 0 78 7 3A79 831A
b 74 O/O TAF ROC  RELEASED  USAFE T4 100 O 72 316AT4 5 2A
o 81 0/0 DSARC | 00D 100 1 7411 1AT411 TA
. 91  0/0 PLSS TWO-  PHASE PGN  SPO 100 O 75 BIATS 4154
, 101 O/0 PHASE | RFP RELEASED  SPO 100 O 75 TI0ATS 8 SA
. 111 0/0 MARD OF TWO CONTRACTS SPO 100 O 76 1 2A76 316A
121 0/0 PHASE || RFP RELEASED SPO 100 O 76 T21AT6 Te2A
. 131  O/0 RECEIVE FSD PROPOSALS  SPO 100 0769 7AT6 9 8A
b 141 0/0 DSARC 11A 000 100 S000 77 T2SATT T2TA
. 151  0/0 DSARC APPVL DCP 3429  DOD 100 0 77 8 1ATT 926A
¢ 161 0/ FSD CONTRACT SPO 100 O 77 930A77 930A
171 0/0 SYS RQMTS  REVIEW SPO 100 0 78 {1 2AT8 131A
'3 181  0/0 SYS DESIGN REVIEW SPO 100 0 78S 1A7T8 S31A
N 191 0/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1AT81229A
2 201 0/0 DSARC 118 CANCELLED DOD 100 5000 79 2 1AT9 2 1A
221 0/0 FUNDS CAPPED & SHIFTED 00D 100 1 79 3 1AT9 329A
241 0/0 PRELIMINARY DESIGN REW SPO 100 1 7910 1AT91G31A
) 231 0/0 SUBMIT PGM RE SPO 100 4000 7911 1AB0 116A
271 O/ SYSCRIT  DSGNREV _ SPO 0 08112 1582 1 1S
261 HOWR BUILT LKHD 0 {1 000000
@ 311 0/0 FULL SYSTEM INTGT START SPO 0 0000 000
s 21 0/0 START DTRE/IOTIE  SPO 0 0833183415
) 361 0/0 END TESTING PROGRAM  AFOTEC 0 { 00084229
'y 371 0/0 DSARC 11} 00D O 1845 1584 531S
N 441 0O/0 FULL PRODTN DECISION  USAF 0 1000000
o 401 O/0 CONTRACT  AWARD SPO 0 1000000
s 411 0/0 CONTRACTOR FAB & ASSBY LKHD 0 { 000000
471 0/0 MAX PRODTN RATE LKHD 0 1000000
" 421 0/0 FIRST HROWRE DELIVERED LKHD 0 {1 000000
481 0/ INITIAL OPS CAPABILITY USAFE 0 1001 86 9 158610 1S
! 491 0/0 FULLY OPS  CAPABILITY USAFE 0 1 8610 158810 35
o 01 0/0 PMRT AFSC 0 1000 000
48 511 O/0 DEPLOYMENT COMPLETE  USAF 0 1 000881045
W S31 O/0 NTWORK  STOP - 0 1 8810 7S881010S
W THERE ARE: 39 TASKS AND , 44 CONNECTIONS ON THIS FILE
g
¥ TASK 3 241 TIME CHANGED FROM 00 TO 4.2
- TASK 4 231 TIME CHANGED FROM 0/0 TO 10/4
; TASK # 1 HAS NO PREDECESSORS
: TASK # 531 HAS NO SUCCESSORS
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’ DATE: SSEPS6, TIME:00:00:00, FILE: NETB1.NET
(L
iy
Ny
’ ) 1
:: 2:: m smz'r DATE=7Y 1 - L us:RT
" corP COMPL
e 'D?wé% o AT wes/omR 100 0711 1A71 1 1A
11 O/ AF RGMTS  ACTNDIR  AIR STAFF 100 O 71 1 4AT T16A
iy 21 0/ DSD DIRECTS TOA/DME SYS DCD 100 O 71 T16AT11015A
Y 31 0/0 AREA COORD PAPER AIR STAFF 100 O 711018A72 315A
o i O/0 ALSS DEFD IN ELROPE.  LRAFE 100 0752 3A75 1A
IgN 51 0/0 F16 SELECTED OVER F-4 AFC 10D 4000 81 1 2A81 930A
o) 61 0/0 TR-1 SELECTED  DOD 100 O 78 7 3A79 831A
A 7' O/ TAF Roc RELEASED  USAFE T4 100 O 72 316A74 5 2A
e 81  0/0 DSARC | DOD 100 1 7411 1A7411 TA
91 0/0 PLSS WO- PHASE PGM  SPO 100 0 75 3B1ATS 4154
W 101 O/0 PHASE | RFP RELEASED  SPO 100 0 75 TI0ATS 8 SA
N 111 O/0 AWARD OF TWO CONTRACTS SPO 100 076 1 2A76 316A
N 121 0/0 PHASE |} RFP RELEASED SPO 100 0 76 T21AT6 T22A
A 131  O/0 RECEIVE FSD PROPOSALS  SPO 100 0769 7A76 9 8A
AN 141 0/0 DSARC 1A 00D 100 S000 77 T2SATT T2TA
ot 151 0/0 DSARC APPVL [CP 4 DOD 100 O 77 8 1ATT 926A
- 161  0/0 FSD CONTRACT SPO 100 O 77 93AT7
171 0/0 SYS RGMTS  REVIEW SPO 100 O 781 2AT8 131A
ot 181 0/0 SYS DESIGN REVIEW SPO 100 O 78S 1ATB S31A
.. 191 0/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1A7T81229A
N2 201 o,o DSARC 11B  CANCELLED  DOD 100 5000 79 2 1AT9 2 1A
[~ 211 O/0 LONG LEAD $ FOR PRODLCTNSPO 0 0 00083103
e 221 0/0 FUNDS CAPPED & SHIFTED DOD 100 1793 1A79§a
o 231 0/0 SUBMIT PGM RESTRUCTURE SPO 100 4000 7911 1ABD
241  0/0 PRELIMINARY DESIGN REW spo 100 1 7910 1A791031A
251 O/0 WITHORAWAL MAJ SYS DES DOD 100 4000 81 5 1AB1 611A
y 2711 O/ SYSCRIT  DSGN REV  SPO 0 0 000811S
/0
o 281 O/0 PROTOTYPE HOWR BUILT LKHD 0 t 000000
o 311  O/0 FULL SYSTEM INTGT START SPO 0O 0 0008321S
<o 21  0/0 START DTAE/IOTEE  SPO 0 0 000831035
1508 361 0/0 END TESTING PROGRAM  AFOTEC 0 1 0008410 1S
5 351  O/0 NATO/USAFE DEMONSTRAT USAFE 0 1 0008231s
e 371 OQ/0 DSARC 111 CANCELLED ooo 0 1000000
381 O/0 AFSARC !11A 05001 00 C 8410 2$
g 433: o//g LIMITED PROD DECISION ooo 8 : 888 881(1) és
) CONTRACT AWARD
R 431 O/ CONTRICTIR FAB & ASSBY LKD O 1000000
AR
Wy 431 0/0 AFSARC 111B USAF 050f 000 85 3128
iy 441  0/0 FULL PRODTN DECISION uw 0 1 000841s
b 45! O/0 CONTRACT  AWARD 0 1000000
o 461 0/0 CONTRACTOR m&mo_xm 0 1000000
S 471 0/0 MAX PRODTN RATE LKHD 0 1000000
K 421  O/0 FIRST HROWE DELIVERED LKHD 0 1 000000
L 481  O/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 158610 1S
oy 491  0/0 FULLY CPS  CAPABILITY USAFE 0 1 00088916S
33 2 02 Bolonen comem (o6 S 1988800
o EH ' - 0 1 83101CS881012S
o THERE ARE: 48 TASKS AND , 56 CONNECTICNS ON THIS FilE
s TASK 3 241 TIME CHANGED FRCM 00 TO 4,2
b nsx§ 251 TIME CHAMGED FRCM 00 70 5/4
b2 TASK # 1 HAS NO PREDECESSCRS
N TASK # S3v HAS NO UCCESSCRS
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DATE: SSEP86, TIME:00:00:00, FILE:

NETWORK START DATE=71 1

TAX TIME

1D 3 WK,/DY DESCRIPTION
1 0/0 NETWORK

/0 START
11 O/O AF RGMTS  ACTN DIR

21 0/0 DSD DIRECTS TOA/DME SYS

31 Q/0 AREA COORD PAPER
41 O/OALSMPOINELR(P?

St O/ Fi6 SELECTED OVER F—4
6t 0/ TR-{ SELECTED
71 0/0 TAF RCC RELEASED
81 0/0 DSARC |

91 0/ PLSS TWO-  PHASE PGM
101 OO PHASE | RFP RELEASED

111 O/0 AWARD OF TWO QONTRACTS
121 O/0 PHASE || RFP RELEASED
131  O/0 RECE]IVE FSD PROPOSALS

/0
181 O/0 SYS DESIGN REVIEW
0/0 ASD PROGRAM FUNDS CUT
201 O/O DSARC 118 CANCELLED
211 O/0 LONG LEAD $ FOR
221 0/0 ANDS CAPPED & SHIFTED

231  0/0 SUBMIT PGM RESTRUICTURE
241 - O/0 PRELIMINARY DESIGN REW
251 0/0 WITHDRAWAL  MAJ SYS DES

261  0/0 PGM RESTART SUBMITTED
DSGN REV
281 0O/0 PROTOTYPE HDWR BUILT

WBS,/0PR

AIR STAFF
00D

AIR STAFF
USAFE
AFSC

00D
USAFE 74

£888888388338883838338

311 0/0 FULL SYSTEM INTGT START SPO

321 0/0 START OTAE/I0TRE
361 0/0 END TESTING PROGRAM

/0
431  O/0 AFSARC 11iB
441  Q/0 FULL PRODTN DECISION
0/ AWARD

RATE
421  Q/0 FIRST HROWRE CELIVERED
481 Q0 INITIAL OPS CAPABILITY
491 8/0 FULLY OPS  CAPABILITY

/0
511 O/0 DEPLOYMENT COMPLETE
0/0 NETWORK STOP

USAF
USAF
SPO

OO*055*5*03*0000800000‘OOSOOOOO%

cooRooooo00000000000022JIFIoIFIIIIJAAAAATNIARG

8

(S QPP PR PPN -\ QU Q<GP N QP

000000000000000000000088
8

-

NETB2. NET

USER USER
START COMPLT
11 1A71 1 1A

~ -~~~
-
5
=
-4

SW-no
g53%

3 3
4

4=

1ATS 415A

B S N D
§§s§§s :
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THERE ARE: 49 TASKS AND , 57 CONNECTICNS ON THIS FILE

P o o
N PREDE!
TASK # 531 HAS NO ancscsgoas

NGED FROM 0,0 TO

13/0

S COMPLT FOR TASKHE 211 CHGD FRCM 841031 TO 841016 DLE TO TASK: 371
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DATE: 5SEP86, TIME:C0:00:00, Filk: NETB3. NET
NETWORK START DATE=T1 1
TASK TiME PCT USER USER
1D 3 WK/OY DESCRIPTION WwBS/OPR COMP GRP START COMPLT
1 0/0 NETWORK START 100 O 711 1AT1 1 1A
11 O/0 AF RGMTS _ ACTN DIR AIR STAFF 100 O 71 1 4AT1 T16A
24 0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 T16ATI101SA
31 O/0 AREA COORD PAPER 44 AIR STAFF 100 O T11018AT2 315A
41 0/0 ALSS DEMO IN EURCPE USAFE 100 0 752 3A75 1A
S1  0/0 F16 SELECTED OVER F-4 AFC 100 4000 81 1 2A81 93CA
61 0/0 TRt SELECTED  DOD 100 O 787 3A79 831A
71 0/ TAF ROC RELEASED  USAFE 74 100 0 72 316AT4 S 2A
81 0/0 DSARC | 00D 100 1 7411 AATAN TA
99 O/0 PLSS TWO- PHASE PGM  SPO 100 O 75 BIATS 4154
101  O/0 PHASE | RFP RELEASED SPO 100 O TS TIOATS 8 A
111 O/0 AWARD OF TWO CONTRACTS SPO 100 O 76 1 2A76 316A
129 0/0 PHASE 11 RFP RELEASED SPO 100 O 76 T21AT6 T22A
13t  0/0 RECEIVE FSD PROPOSALS SPO 100 O 7569 7AT6 9 8A
141  O/O DSARC 1A poD 100 S00D 77 725A77 T2TA
151  0/0 DSARC APPVL CCP 44129 DoD 100 O 77 8 1ATT 926A
161 0/0 FSD CONTRACT AWA SPO 100 O 77 930AT7
171  Q/0 SYS RGMTS  REVIEW SPO 100 0O 781 2A78 1A
181 0/0 SYS DESIGN REVIEW SPO 100 0O 78 5 1AT8 S31A
191 0/0 ASD PROGRAM FUNDS DoD 100 1 7812 1ATB1229A
201 0O/0 DSARC 118 CANCELLED 00D 100 5000 79 2 1A79 2 1A
211 0/0 LONG LEAD $ FOR O O 0008411 1S
221 Q/0 FUNDS CAPPED & SHIFTED DOD 100 1 79 3 1A79 329A
231  0/0 SUBMIT PEM RESTRUCTLRE 100 4000 7911 1ABO 116A
241  0/0 PRELIMINARY DESIGN REW SPO 100 1 7910 1ATIIO39A
51 0/ WITHDRAWAL  MAJ SYS DES DOD 100 4000 81 5 1A81 611A
261 O/0 PGM RESTART SUBMITTED SPO 100 4000 8110 1A811231A
a7t 0/O SYS CRIT  DSGN REV SPO 100 083 3 1A83 331A
281 O/0 PROTOTYPE HDWR BUILT LKHD 100 1 83 4 1A83t1 1A
291 O/0 REPHASE PGM LENGTH SPO 100 4000 83 6 1A83 T1SA
314 0/0 PULL SYSTEM INTGT START SPO 0 0 00084 531S
321 0/0 START DTRE/IQTAE SPO 0 0 00O0s84t08S
361 0/0 END TESTING PROGRAM AFOTEC 0 1 00088 1S
B1  0/0 NATO/USAFE DEMONSTRAT USAFE 0 1 0008 T71S
371 O/ DSARC 11} CANCELLED DCD 0 1 000 000
381  O/0 AFSARC I11A USAF 0S001 Q0008410 2S
391 0/0 LIMITED PROD DECISION  DOD 0 1 000 8410168
401 O/0 CONTRACT = AWARD SPO 0 1 0008411 1S
411 0/0 CONTRACTOR FAB & ASSBY LKHD 0 1 000 000
43t  0/0 AFSARC 1118 USAF 05001 00085 342S
441  0/0 FULL PROOTN DECISICN  USAF 0 1 000854 12
451 Q/0 CONTRACT  AWARD SPO 0 1 000 000
461 /0 CONTRACTCR FAB & ASSBY LXHD 0 1 000 000
421  O/0 FIRST HROWRE DELIVERED LKHD 0 1 00085 1S
471 0/0 MAX PRODTN RATE LXHD 0 1 000 000
481 0/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 158610 1S
491 O/0 FULLY OPS CAPABILITY USAFE 0 1 00088923as
01 OO PMRT AFC 0 1 000 Q0O
511 O/0 CEPLOENT CCMPLETE USAF 0 1 000 000
21 0/0 FOT&E PRGM PHASE | AFOTEC 0 186285000
531  0/0 NETWCRK STOP - 0 1 000 881012s
THERE ARE: 51 TASKS AND , 61 CONNECTICNS CN THIS FILE
TAK 274 TIME CHANGED FRCM OO TO 4,2
TASK 3¢ 281 TIME CHANGED FROM 0/ 7O 302
TASK 291 TIME CHANGED FRCM Q0 TO 6,2
v " TASK { HAS NO PRECECESSORS
:.‘,-}"J TASK 3 531 HAS NO SLCCESSCRS
o
)
.-\‘ S COMPLT FOR TASKi# 211 CHGD FRCM 8411 1 TO 8410 2 DLE TO TASK# 371
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DATE: SSEP86, TIME:00:00:00, FILE: NETB4.NET

NETWORK START DATE=T1 1 1

TAK TIME PCT USER USER
A 10 3# WK/DY DESCRIPTION WBS/OPR COMP GRP _START COMPLT
1 0/0 NETWORK START 100 O71 1 1A7T1 1 1A
¥ 11  Q/0 AF RGMTS  ACTN DIR  AIR STAFF 100 O 71§ 4A71 TI6A
o 21  0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 T16ATI1015A
) 31  0/0 AREA COORD PAEPJ%? AIR STAFF 100 O T11018A72 315A
J . 41  0/O ALSS CEMO IN USAFE 100 0752 3A75 A
51  0/0 F16 SELECTED OVER F~4 AFSC 100 4000 81 1 2A81 930A
p 6 0/ TR-{ SELECTED  DCO 100 0 787 3A79 831A
71 0/ TAF ROC RELEASED  USAFE 74 100 O 72 316ATA 5 2A
81 0/0 DSARC | DOD 100 1 7411 1ATA14 TA
91 0/0 PLSS TWO- PHASE PGM SPO 100 O 75 INATS 4154
101 O/0 PHASE | RFP RELEASED PO 100 O 75 T0ATS 8 SA
111 0/0 AWARD OF TWO CONTRACTS SFO 100 0O 76 1 2A76 316A
121 O/0 PHASE || RFP RELEASED SPO 100 O 76 T21AT6 Te2A
131 0/0 RECEIVE FSD PROPOSALS SPO 100 O 759 7AT6 9 BA
) 141 0/O DSARC |IA Do0 100 5000 77 T2SATT T2TA
. 151  O/0 DSARC APPVL DCP #4129  DOD 100 O 77 8 1ATT 926A
161  0/0 FSD CONTRACT PO 100 O 77 930A77 920A
171  0/0 SYS RGMTS  REVIEW PO 100 0 78 1 2AT8 131A
181 0/0 SYS DESIGN REVIEW SO 100 0 785 A8 SB1A
b 191  0/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1A781229A
201 O/ DSARC |IB  CANCELLED DOD 100 5000 79 2 1A 2 1A
N 211 0/0 LONG LEAD $ FOR PRODUCTNSPO 100 O 8410 1AB41031A
21 00 CAPPED & SHIFTED DOD 100 1 79 3 1A R9A
231 0/0 SUBMIT PGM RESTRUCTURE SPO 100 4000 7911 1AB0 116A
241 O/0 PRELIMINARY DESIGN REW SPO 100 1 7910 1AT91031A
St  0/0 WITHRAWAL MAJ SYS DES DOD 100 4000 81 S5 1A81 611A
, 261 0/0 PGM RESTART SUBMITTED SPO 100 4000 8110 1A811231A
! 271 O/ SYSCRIT  DSGN REV _ SPO 100 0 83 3 1A83 331A
! 281 O/0 PROTOTYPE HDWR BUILT LKHD 100 1 83 4 1A8311 1A
1 291  0/0 REPHASE PGM LENGTH S0 100 4000 83 6 1A83 T19A
1) 01 0/0 ST FLT FOR SYS INTEGN SPO 100 O 8312 1AB31220A
311 O/0 AL SYSTEM INTGT START SPO 100 O 84 1 2AB4 T31A
X1 0/ START DTAE/IOT&E  SPO 0 O 8410 1AB441 1S
g™ 361 0/0 END TESTING PROGRAM AFOTEC 0 1t 00086235
: 51 0/0 NMATO/USAFE  DEMONSTRAT  USAFE 0O t 000871
371 O/O DSARC 111  CANCELLED DOD 0 t+ 000000
381 O/O AFSARC I I1A USAF 05001t 85125852 1S
X 391 O/0 LIMITED PROD DECISICN  DCD 0 1 0008295
) 401 O/0 CONTRACT ~ AWARD SPO 0 18318541
411  0/0 CONTRACTOR FAB & ASSBY LKHD 0 {000 000
431 O/0 AFSARC I11B USAF 0S001 000 85 816S
™, 441 O/0 FULL PRCOTN DECISION  USAF 0 185816885925
iy 451 O/0 CONTRACT  AWARD PO 0 {f 000 000
3 461  O/0 CCNTRACTCR FAB & ASSBY LKHD 0 1 000 000
421 0/0 FIRST HROWRE DEL!VERED LKHD 0 1862 3S86 338
471  0/0 MAX PRODTN RATE LXHD 0 1000000
481  O/0 INITIAL OPS CAPABILITY USAFE 0100¢ 0008732S
491 O/0 FULLY OPS CAPABILITY USAFE 0 187328931
S0t 0/ PMRT AFSC 0 { 00089 28S
. 511 0O/0 DEPLOYMENT CCMPLETE  USAF 0 189318943
A 521 O/0 FOTRE PRGM PHASE | AFOTEC 0 1862285000
i 53t  0/0 NETWORK STOP - 0 1 89 410S89 4125
s THERE ARE: 52 TASKS AMD , 62 CONNECTIONS ON THIS FILE
! TASK # 301 TIME CHANGED FRCM OO TO  4/4

TASK 3% 311 TIME CHANGED FRCM 0/0 TO  30/1
TASK % 1 HAS NO PREDECESSCRS
TASK 3 531 HAS NO SUCCESSCRS
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I DATE: 6SEP86, TIME:00:00:00, FILE: NETBS. NET
B W)
i‘ ‘x'
‘
13 NETWORK _START DATE=T1 1 1
03¢, TAK TIME PCT USER USER
&4 1D # WK,/DY DESCRIPTION WBS,/0PR COMP GRP _START COMPLT
o 1 0/0 NETWORK START 100 O 711 1A71 1 1A
11 O/0 AF RGMTS  ACTN DIR  AIR STAFF 100 O 71 1 4AT1 T16A
e 21 0/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 T16AT11015A
o 31 0/0 AREA COORD PAPER AIR STAFF 100 O 711018AT2 315A
AR 41 0O/0 ALSS DEMO IN Euzopg USAFE 100 0752 3A75 B1A
‘e S{ Q/0 Fi6 SELECTED OVER F4 AFSC 100 4000 81 1 2A81 930A
2l & 00 TR-1 SELECTED  DOD 100 078 7 3A79 831A
o 7t 0/ TAF ROC RELEASED  USAFE 74 100 O 72 316A74 5 2A
ety 81 (/0 DSARC | 0OD 100 1 7411 1A7411 TA
91 0/0 PLSS TWO- PHASE PGM  SPO 100 0 75 BIATS 415A
o 101 O/0 PHASE | RFP RELEASED  SFO 100 O 75 T1I0ATS 8 5A
o 114 0/0 AWARD OF TwO CONTRACTS SPO 100 O 76 1 2A76 316A
N 121  O/0 PHASE |1 RFP RELEASED SPO 100 O 76 T21AT6 T22A
(. 131  O/0 RECEIVE FSD PROPOSALS  SPO 100 0769 7A76 9 8A
s 141  0/0 DSARC 1A [r01) 100 5000 77 725A77 727TA
DS 159  0/0 DSARC APPVL OCP 129  DOD 100 O 77 8 1A77 S26A
NG 161  0/0 FSD CONTRACT SPO 100 O 77 93NT77
17t 0/0 SYS RGMTS  REVIEW SFO 100 0781 2A78 131A
- - 184 0/0 SYS DESIGN REVIEW SPO 100 O 785 1A78 S31A
) 194 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1A781229A
% 201 o/oosmcue CANCELLED  DOD 100 5000 79 2 1AT9 2 1A
W 211 0/0 LONG LEAD $ FOR PRODUCTNSPO 100 O 8410 1AB41031A
oy 221 0/0 FUNDS CAPPED & SHIFTED DOD 100 1 79 3 1AT9 29A
e 231 /0 SUBMIT PGM RESTRICTURE SPO 100 4000 7911 1A80 1164
A 241 00 Pasummmr DESIGN REW SPO 100 1 7910 1ATS1031A
251 O/0 WITHDRAWAL MAJ SYS DES 00D 100 4000 81 5 1A81 611A
A 261 0O/0 PGM RESTART SUBMITTED  SPO 100 4000 8110 1A811231A
0 271 O/ SYSCRIT  DSGN REV _ SPO 100 083 3 1A83 33NA
) 281 0/ PROTOTYPE HWR BUILT LKHD 100 1 83 4 1A8311 1A
SHEN 291 0/0 REPHASE PGM LENGTH SPO 100 4000 83 6 1A83 T1SA
ke 201 O/ ST FLT FOR SYS INTEGN SPO 100 0 8312 1A8312304
e, 311 0/0 FULL SYSTEM INTGT START SPO 100 0 84 1 2AB4 T31A
M 321 0/0 CNTR INTEGD TSTNG BEGIN SPO 100 O 841015A8411 1A
, 331 O/ END CNTR  INTEG TEST LKHD 0 1 000 8510318
24 34t  Q/0 START DTAE/IOTAE  SPO 0 O 0008&51217s
oo 361 O/0 END TESTING PROGRAM  AFOTEC 0O 1 000864 1S
o 31 0/0 NATO/USAFE DEMONSTRAT  USAFE 0 1 00086 10s
et 371 O/0 DSARC 11| CANCELLED ooo 0 t 000000
bore 381 0/0 AFSARC [)1A 0 5001 86 4 1586 5 1S
el 391  Q/0 LIMITED PROD DECISION ooo O 1866238662
i 401 0O/0 CONTRACT  AWARD SPO 0O 1866267 1S
411  0/0 CONTRACTOR FAB & ASSBY LKHD 0 1000000
431 0/0 AFSARC 1118 USAF 0 S001 86 8 1586 818S
441 0/0 FULL PRODTN DECISION  USAF Q 1868155869 1S
451 0/0 CONTRACT  AWARD SPO 0 1000000
461 0/0 CONTRACTCR FAB & ASSBY LKHD Q0 t 000 000
424 O/0 FIRST HROWRE DELIVERED LXHD 0 18612 187 1 1S
471 0/0 MAX PRODTN RATE LKHD 0 1000000
481  O/0 INITIAL OPS CAPABILITY USAFE 0 1001 87 2 2587 3 25
491 00 FLLLY OPS  CAPABILITY USAFE 0O 18732589 3 1S
v 501 0/ PMR AFSC 0 1 00089 328S
£1¢ 00 DEPLOYH:NT COMPLETE  USAF 0O 18931589423
oy S24  0/0 FOTAE PRGH PHASE | AFOTEC 0 1862285000
o S31  0/0 NETWORK STOP 0 189 410589 5 1S
P,
TAX # 321 TIME CHANGED FROM 00 TO  2/3
(o msxﬁ 1 HAS NO PREDECESSCRS THERE ARE: 54 TASKS AND , 64 CONNECTICNS ON THIS FILE

TASK 3# 531 HAS NO SUCCESSCRS
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_ DATE: 6SEPB6, TIME:00:00:00, FILE: NETB6. NET
)
L)
NETWORK START DATE=T{ 1 1
H TASK TIME FCT USER USER
‘ m?wm DESCRIPTION WBS,/OPR COMP GRP _START COMPLT
0/ NETWORK START 100 0711 1A71 1 1A
/O AF RGMTS  ACTN DIR  AIR STAFF 100 071 1 4AT1 T16A
i 2 o,o 0SD DIRECTS TOA/DME SYS DOD 100 0 71 T16AT11015A
A 31 QM AREACOORD PAPER 4 AIR STAFF 100 O 711018A72 315A
41 0/0 ALSS DEMD IN USAFE 100 0752 3A75 31A
’ 51 0/0 F16 SELECTED OVER F4  AFC 100 4000 81 {1 2A81 90A
r 61 0/0 TR-1 SELECTED  DOD 100 0 78 7 3AT9 831A
71 O/ TAF RIC  RELEASED  USAFE 74 100 O 72 316A74 5 2A
81  0/0 DSARC | 00D 100 1 7411 1A7411 TA
] 91 0/0 PLSS TWO-  PHASE PGM  SPO 100 0 75 331A7S 415A
101  O/0 PHASE | RFP RELEASED  SPO 100 075 TIOATS 8
y 111 0/0 AWARD OF TWO CONTRACTS SPO 100 0 76 1 2A76 316A
X 121  O/0 PHASE It RFP RELEASED SPO 100 0 76 T21AT T22A
' 131  O/0 RECEIVE FSD PROPOSALS  SPO 100 0769 7A7T6 9 8A
. 141 0/0 DSARC 1A 00D 100 S000 77 T2SATT 727A
D 151  0/0 DSARC APPVL (CP 00D 100 O 77 8 1ATT 9264
161  0/0 FSD CONTRACT SPO 100 0 77 930A77 930A
J 171 0/0 SYS RGMTS  REVIEW SPO - 100 0781 2AT8 131A
) 181  0/0 SYS DESIGN REVIEW SPO 100 0785 1A78 S31A
. 191 0/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1ATBI229A
A 201 0/0 DSARC |1B CANCELLED DOD 100 5000 79 2 1A7T9 2 1A
A 221 0/0 FUNDS CAPPED & SHIFTED DOD 100 1 79 3 1ATD 329A
»: 231 0/0 SUBMIT PGH RESTRUCTLRE SPO 100 4000 7911 1AS0 116A
{ 241  0/0 PRELIMINARY DESIGN REW SPO 100 1 7910 1AT91031A
251 0/0 WITHORAWAL MAJ SYS DES DOD 100 4000 81 5 1A81 611A
. 261 0/0 PGM RESTART SUBMITTED  SPO 100 4000 8110 1AB11231A
‘ 211 O/ SYSCRIT  DSGN REV _ SPO 100 0 83 3 1A83 331A
281 0/0 PROTOTYPE  HDWR BUILT LKHD 100 183 4 1A8311 1A
291 0/0 REPHASE PGM LENGTH PO 100 4000 8211 1A83 T1SA
, 201 0/0 1ST FLT FOR SYS INTEGN SPO 100 0 8312 1A831230A
¥ 311 0/0 FULL SYSTEM INTGT START SPO 100 084 1 2AB4 T31A
¢ 321 0/0 CNTR INTEGD TSTNG EEGIN SPO 100 0 8410 1AB411 1A
211 0/0 LONG LEAD $ FOR PRODUCTNSPO 100 0 8410 1AB41031A
331 O/OENDCNTR  INTEG TEST LKHD 0 1 00086812
435 0/0 PROGRAM  RESTRCTURE SPO 100 1864 1A86 5 1A
q 341 0/0 START DTAE/IOT&E P 0 086 81258610 25
361 0O/0 END TESTING PROGRAM ~ AFOTEC 0 187328741S
400 O/0 PROGRAM  DECISION  USAF 0 187418751S
SO0 O/0 MOTHBALL  SYSTEM AFSC 0 18751876 1S
0 0/0 LTD ELROPE  OPS CAPIBIL USAFE 0 1876 1587 831S
531 0/0 NETWORK ~ STOP 0 187 92988710 1S
THERE ARE: 41 TASKS AND , 51 CONNECTIONS ON THIS FILE
- 11 TIME CHANGED FROM 0/ TO  4/2
' h 24 TV CHANGED FROM O TO 472
TASK &% 1 |-'A N) PREDECESSCORS
- TASK # 531 HAS NO SUCCESSORS
[}
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1977 CSNAS Printer Network

LA

ﬁ The next eleven pages are the CSNAS printer network

»

n. generated when data set I for initial snapshot year 1977 was
i executed by CSNAS.
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1985 CSNAS Printer Network

The next nine pages are the CSNAS printer network
generated when data set I for the final "classic deployment"”
snapshot year 1985 was executed by CSNAS. The output was
filed on disk and subsquent printing was handled using

"SIDEWAYS", a software application package.
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Ya Appendix C: Data Set II
ﬁ& Selected Yearly CSNAS Output Products
)
13
§\ Appendix C contains the data set II input data listings
!
. and subsequent error listings generated by CSNAS for each
r‘!‘.y
3» individual year of the PL3S projected schedule. Also
g
Jeo¥
%& included is the number of tasks and connections for each
RO
yearly file.

x"‘i
{X Data Set II uses the template of reasonable durations
M
W
% derived from perfect knowledge of the PLSS weapon system
XA

- acquisition process. These durations were applied to all
)

)
as' the snapshots to force CSNAS to evaluate the years on a
‘
‘e
ﬂs standardized basis.
Ht
iy The last pages of this appendix contain a printer
"\::v
‘i; net 'ork for snapshot year 1985 and a network plot for

-
;3 snapshot yvear 13986. The plot was generated by a Houston
. Instrument desk-~top plotter. Both used and portray the
il ;
o template durations of data set II.
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-?\’! gray
f'."A
“ DATE: SSEPS6, TIME:00:00:00, FILE: TEMPTT.NET
T NETWORK START DATE=71 1 1
ok Tﬁm&f{ DESCRIPTION WES/OPR P P STARE COBLT
"" 1 O/0 NEWORK  START 100 0711 1A71 4 1A
11 27/A AF RGMTS  ACTNDIR _ AIR STAFF 100 O 711 4A71 T1SA
X 21 13/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 TI6AT11014A
Nt 31 2172 AREA COORD PAPER AIR STAFF 100 O 711018A72 314A
o 41 8/0 ALSS DEMD IN USAFE 10 0752 A5
Nt 74 1110 TAF ROC ~ RELEASED  USAFE 74 100 O 72 316A74 5 1A
5 81 O DSARC | DOD 100 1 7411 1AT411 6A
" 91 2/1 PLSS TWO- PHASE PGM  SPO 10 O 75 331ATS 414A
101  3/3 PHASE | RFP RELEASED  SPO 100 075 7I0A75 8 4A
R 111 1072 AWARD OF TWO CONTRACTS SPO 10 O 76 1 2AT6 A
G 121 O/1 PHASE || RFP RELEASED SPO 100 O 76 T21AT® T2IA
4 131 O/1 RECEIVE FSD PROPOSALS  SPO 10 0769 7A76 9 TA
' 149 072 DSARC 1A 00D 100 5000 77 T2SATT T26A
Wy 151 8/0 DSARC APPVL OCP #129  DOD 100 O 77 8 1ATT %2
e 161 0/0 FSD CONTRACT AWARD SPO 100 O 77 930AT7 930A
N 7T\ 471 SYS RGMTS REVIEW PO O 0781 2Sm 1315 .
181 472 SYS DESIGN REVIEW  SPO 0 0785 1S/ 505
. 241 472 PRELIMINARY DESIGN REW SPO 0 1 7811 1S7B11305
. 201 3/0 DSARC |18 0D 0 5000 79 2 1ST9 2275
" 27t  4/2 SYSCRIT  DSGN REV _ SPO 0 0799 3T %BS
T 281 26,0 PROTOTYPE HDWR BUILT LKHD 0 1000000
~t 311 3071 FULL SYSTEM INTGT START SPO 0 0000 000
b+ 21 4/3 START DTAE/IOTRE SPO 0 0812281 2278
) 361 O/3 END TESTING PROGRAM  AFOTEC 0 1 000 8 2265
371 3/0 DSARC |1 DD 0 182118 1295
" 441 2/0 FULL PRODTN DECISION  USAF 0 1000000
401 8/0 CONTRACT  AWARD ) 0 1000 000
R 411 CONTRACTOR  FAB & ASSBY LKHD 0 1000000
By 471 13/0 MAX PRODTN RATE LK 0 1000000
o 421 O/4 FIRST HRDWRE DELIVERED LKHD 0 1000 000
> 481  4/0 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 1584 6295
. 491 102/0 FULLY OPS  CAPABILITY USAFE 0 18472586 905
501 3/0 PMRT AFSC 0 1000 000
511 O/1 DEPLOYMENT COMPLETE  USAF 0 1000 000
531 0/0 NEWORK  STOP - 0 1 8610 758610105

THERE ARE: 35 TASKS AND , 36 CONNECTIONS ON THIS FILE

S TASK # 1 HAS NO PREDECESSCRS
e TASK # 531 HAS NO SUCCESSCRS

:‘;,’, S CCMPLT FCR TASKE 491 CHGD FRCM 86 930 TO 86 917 DLE TO TASKt: 9S04
- S COMPLT FOR TASKS: 261 CHGO FRCM 82 226 TO 82 t 8 DLE TO TASKE 371
Y
e
e
.J'.
+

A

-'
-
.4
ON
.—A
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R 2 gray
[
B
DATE: SSEPE6, TIME:0D:00:00, FILE: TENPTS. NET
whiy
13> 31 ;
va NETWORK START DATE=T1 1 1 |
N ;E- TASK TIME PCT USER USER |
bt ID 4 WK/DY DESLRIFTION WES/0PR COMP GRP _START COMPLT i
o 1 0/0 NCIWORK  START 100 0711 IATY 1 1A
11 Z7/ NF RIS KTNOIR AR STFF 1@ Q714 4AT! 1A
A 31 15/ DS DIRECTS TOA/DE SYS 100 O 71 T1EAT11014A
PR EE G e @ Srome da
SR 41
i JrEEEs mee Gen @ ogaeis
,‘:3.‘ S 21 PLoS W PHASE PG 590 10 075 SBIATS 414A
g 101 3/3 PHASE | RFP RELEASED  SPO 10 075 7I0ATS 8 4A
111 10/2 AWARD OF TWO CONTRACTS PO 100 076 1 2AT6 315A |
e 121 O/ PHASE || RFP RELEASED SPO 00 O 76 T21ATE T1A
: IR sl S P L L
P 151  8/0 DSARC APPVL DCP 129 00D 100~ O 77 8 1ATT 9234
i 161 O/0 FSD CONTRACT WARD  SPO 100 O 77 930A77 9A
A i1 4/1 SYS ROMTS ~ REVIEW  SP0 100 0781 2AT8 130A ;
e 181 4/2 SYS DESIGN REVIEW  SPO 10 0 78BS 1ATS SA ‘
241 4/2 PRELININARY DESIGN REW SPO 0 1 7811 1S7811205 |
93¢ 9 VAN GRIT DewREY S o TR RS ER e |
'{il 281 26/0 PROTOTYPE HDWR BUILT (KHD 0 1000000
088 311 30/1 FULL SYSTEM INTGT START SPO 0 0000000 |
1058 21 0/3 START DTAE/IOTEE  SPO 0 081222278 |
~ eI i 8 1 e 12 |
441 2/0 FULL PRODTN DECISION  USAF O 1000 000
e 1) 260 GNTOCTIR FAB & ASSSY LKID o 1098000
o 471 13/0 MAX PRODTN RATE LKHD 0 1000 000
W 421 O/A FIRST HROWRE DELIVERED LKHD 0 1000000
e 481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 84 6 1584 6295
RO 91 102/0 FULLY 0PS ~ CAPABILITY USATE Q"1 84 7 2596 9S
‘ 511 O/ DEPLOMENT COMPLETE  USAF 0 1 000 000
,é'.;: 531 00 NEWORK  STOP - 0 1 8610 758610108
b
' »
Y THERE ARE: 35 TASKS AND , 36 CONNECTIONS ON THIS FILE
, K4 i S 10 PREDECESSKRS
T TASK # 531 HAS NO SUCCESSORS
oo
R S START FOR TASKIE 371 CHGD FROM 82 1 1 TO 82 2 4 DUE_TO TASK 361
33 S COMPLT FOR TASGS: 491 CHGD FROM 86 930 TO 86 917 DUE TO TASKE SO1
S COMPLT FOR TASKS 361 CHGD FROM 82 226 TO B2 1 8 DUE TO TASGY 371 |
S CCMPLT FCR TASGE 321 CHGD FROM 81 227 TO 81 1 9 DLE TO TASK¥ 361 |
oy
A%
‘;':':'v
o
it
b,
foed p
>3 162
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gray

DATE: SSEP86, TIME:00:00:00, FILE:

NETWORK START DATE=71 1 1

TAK TIME

iD #VK/DY DESCRIPTION
NETWORK STA

RT
11 /4 AF RGMTS  ACTN DIRSYS AIR STAFF

a1 00D

AIR _STAFF
41  8/0 A._SS DEMO IN USAFE
61 60/4 TR-1 SELECTED  DCO
T 1110 TAF R(r RELEASED  USAFE 74
81 Q/4 DSARC |
9 2/1 PL
101 3/3 PHASE | RFP RELEASED
111 10/2 AWARD OF TWO CONTRACTS
121 O/1 PHASE || RFP RELEASED
131 O/1 RECEIVE FSD PROPOSALS
141 O/2 DSARC 1A
151 8/0 DSARC APPVL. DCP 429
161  O/O FSD CONTRACT
17Tt 471 SYS RGMTS  REVIEW
181  4/2 SYS DESIGN REVIEW
194 PROGRAM FUNDS
=0}
221

WBS,/OPR

£3488888888883848

X/t FULL SYSTEM INTGT START SPO
0/3 START DRRE/10T2E

52/0 END TESTIMB PROGRAM &F,())TEC

2/0 FULL PR(DTN OECISION  USAF

8/0 CONTRACT ~ AWARD SPO

3

3/0 DSARC |

/0 RATE
0/2 FIRST HROWMRE DEL|VERED
4/0 INITIAL OPS CAPABILITY
102/0 FULLY OPS  CAPABILITY
1 3/0 PMRT

O/1 CEPLOYMENT COMPLETE
0/0 NETWORK STOP

0000000000000 O0000

OO-‘O-‘-‘E-‘OOOOQOOOOO*OOOOOOO%

Roo®RoocoooRoR003I3I3JIAS
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THERE ARE: 38 TASKS AND , 42 CONNECTICNS ON THIS FILE

TASK § 1 HAS NO PRECECESSCRS
TASK S31 HAS MO ULCCESCCRS

S COMPLT FCR TA 491 CHGD FRCM
S CCMPLT FCR TA 261 CHGD FRCM
S CCMPLT FCR TASKiE 321 CHGD FRCM
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he gray |
e |
) DATE: SSEPS6, TIME:00:00:00, FILE: TEMPEO. NET
¥
NETWORK START DATE=T1 1 1
b TAK TIME PCT USER USER
N 1D #v«/ov DESCRIPTION WBS/OPR COMP GRP _START COMPLT
' 1 NETWORK  START 100 0711 1AT1 1 1A
" 1 4 AF RGMTS _ ACTN om AIR STAFF 100 O 71 1 4AT1 TISA
Ay 21 13/0 DSD DIRECTS TOA/DME SYS 100 O 71 TI6AT11014A
by 31 21/2 AREA COORD PAPER AR STAFF 100 O 711018AT2 314A
fi 41 8/0 ALSS DEMD IN BROPE.  USAFE 100 0752 3A75 3284
, 61 €0/4 TR-1 SELECTED  DOD 100 O 78 7 3A79 830A -
4 7 m,o TAF ROC  RELEASED  USAFE 74 100 O 72 316A74 5 1A
i 81  O/4 DSARC | 00D 100 1 7411 1AT411 6A
91  2/1 PLSS TwWO-  PHASE PGM  SFO 100 O 75 331ATS 414A
101 3/3 PHASE | RFP RELEASED  SPO 100 O 75 TI0ATS 8 4A
g 111 10/2 AWARD OF TWO CONTRACTS SPO 100 O 76 1 2AT6 315A
" 121 O/1 PHASE || RFP RELEASED SPO 100 0 76 721AT6 T21A
e 131 O/1 RECEIVE FSD PROPOSALS  SPO 100 0769 7AT6 9 7A
o 141 072 DSARC |IA oD 100 SO00 77 72SATT T26A
o 151  8/0 DSARC APPVL DCP 4129  DOD 100 0 77 8 1AT7 922A
) 161  0/0 FSD CONTRACT SPO 100 O 77 930A77 934
' 171 471 SYS ROMTS  REVIEW SPO 100 0781 2A78 130A
, 181 472 SYS DESIGN REVIEW SPO 100 0785 1AT8 STA
A 191 4/0 ASD PROGRAM FUNDS CUT  DCD 100 1 7812 1A781
[ 201 O/0 DSARC 11B  CANCELLED DCOD 100 5000 79 2 1A79 2 1A
A 221  4/0 FUNDS CAPPED & SHIFTED DOD 100 1 79 3 1A79 328A
2% 241 472 PRELIMINARY DESIGN REW SPO 100 1 7910 1AT91030A
i 231 10/4 SUBMIT PGM RESTRUCTLRE SPO 100 4000 7911 1ABD 115A
271 4/2 SYSCRIT  DSGN REY _ SPO 0 08112 158112318
281 26/0 PROTOTYPE  HDWR BUILT LKHD 0 1000000
- 311 X/ RAL SYSTEM INTGT START SPO 0 0000 000
"2, 21 0/3 START DTLE/IOTE  SPO 0 0833 1s83 B\YS
o 361 52/0 END TESTING PROGRAM  AFOTEC 0 1 000 a4 2288 |
334 371 3/0 DSARC I 1] oD 0 1845 1584 530S
5 441 2/0 FULL PRODTN DECISICN us:xr 0 1000000
401 e,ocomm AWARD 0O 1000000
411 26/0 CONTRACTOR FAB&ASSBYLKH) 0 1000000
471 13,omxmoom RATE 0 1000000
N 421 O/4 FIRST HROWRE DEL!VERED wa 0 1000000
R 481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 1586 930S
A 491 102/0 FULLY OPS CAPABILITY USAFE 0 1 8610 1588 930S
e 01 3/0 PRT AFSC 0 1000000
e 511  Oyf DEPLOYMENT COMPLETE  USAF 0 1 000881035
" 531 O/t NETWORK  STOP - 0 18810 758810 7S |
Ha's !
Aty
;.;;; THERE ARE: 39 TASKS AND , 44 CONNECTICNS ON THIS FILE
{ ]
.::' TASK 1 HAS NO PRECECESSORS .
Y TASK # 531 HAS NO SUCCESSORS
= S COMPLT FOR TASK: 491 CHGD FROM 88 930 TO 88 9 9 DUE TO TASK: SOf |
- S COMPLT FOR TAS: Ae1a+eomonae9aomes9aea£mms!s§ 291
)r;, S COMPLT FCR TASKSE 321 CHGD FROM 83 331 T0 a3 3 1 OLE TO TASKE 261
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DATE: SSEP6, TiME:00:00:00, FILE: TEMPBY. NET

w S}T{ART DATE=T1 1 1
10 Y DESCRIPTION WBS/OPR
# NETWORK START

11 /A AF RGMTS  ACTN DIR AIR STAFF
g: 21/’% %AD('IXM AIR STAFF
SS DEMD IN ELK# USAFE

8/0 AL

51 3B/ Fi16 SELECTED OVER F-4 AFC

61 €0/4 TR-1 D00

T 111/0 TAF ROC RELEASED USAFE 74
0O/4 DSARC

~=n3
34
5

@
28

1

Ao
won=
b3 334

/3
111 10/2 AWARD OF TWO CONTRACTS
121 O/ PHASE || RFP RELEASED
131 O/1 RECEIVE FSD PROPOSALS
141 0/2 DSARC 11A
151  8/0 DSARC APPVL DCP 3429
161  O/0 FSD CONTRACT

o=y
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3
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o

o

76

76

76

mw

J44

m
171 4/1 SYS RGMTS  REVIEW T8 1 2AT8 130A
184 4/2 SYS DESIGN REVIEW T8 5 1A78 530A
191 4/0 ASD PROGRAM FUNDS CUT 7812 1ATB1220A
201  0/0 DSARC 11B  CANCELLED T2 1A 2 1A
211 4/2 LONG LEAD $ FOR PRODUCTNSPO 000 83 908
221 4/0 FUNDS CAPPED & SHIFTED DOD 79 3 1A 328A
231 1074 SUBMIT PGM RESTRUICTURE SPO 7911 1AB0 115A
241 472 PRELIMINARY (!Sl@d REW SPO 7910 1A7T91030A
21 5/4 WITHDRAWAL MAJ SYS DES DOD 100 81 5 1A81 610A
&N 4/2 SYS CRIT IBGN REV  SPO 0 0 0 0 811231s
281 30/2 PROTOTYPE HDWR BUILT LKHD 0 000 000
31 3o H.LL SYSTEM INTGT START SPO 0 00083 131s
21 043 601’&5 0 000 83 908
361 52/0 EN) TESTING AFOTEC 0O 1 000584 928S
B1  8/0 MTO/USAFE 0 1 00085 228s
3711 O/ DSARC |11 CNCELLED IXXJ 0O 1000000
381  3/0 AFSARC 111A USAF 05001 000 8410 1S
1 20 LIHITED PROD DECISION  DOD 0 1 000 841031s
401 4/0 CONTRACT  AWARD SPO 0 1000000
411 26/0 CONTRACTOR FAB & ASSBY LKHD 0 1000000
431 3/0 AFSARC | 11B USAF 05001 00085 311S
441 2/0 FULL PRODTN DECISION  USAF 0O 1 00085 39
451 4/0 CONTRACT  AWARD SPO 0 1000 000
461 8 FAB & ASSBY LKHD 0 1000000
471 1/0H\XPR(DTN RATE LKHD 0O 1000000
429 O/4 FIRST HROWRE OELIVERED LKHD 0O 1000000
481 4/0 INITIAL OPS CAPABILITY USAFE 0O 1001 86 9 1S86 930S
491 102/0 FULLY OPS CAPABILITY USAFE 0O 1t 00088915
1 20 PRT AFSC 0O ¢ 000000
511 O/1 DEPLOYMENT COMPLETE  USAF 0 1 000 88 930S
531  O/1 NETWORK STOP - 0 1 881010S881011S
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» DATE: SSEPE6, TIME:00:00:00, FILE: TEMPB2. NET
.:\
2
3 NETWORK START DATE=T1 1
Sl
; TASK TIME FCT USER USER
by iD $# WK/DY DESCRIPTION WBS/0PR COMP GRP START COMPLT
1 /omwmx START 100 O7111AT1 1 1A
11 2774 AF RGMTS  ACTN DIR  AIR STAFF 100 OT7114AT1 T15A
(%, 21 13/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 TI6AT11014A
,, 31 21/2 AREA COORD P AIR STAFF 100 O 711018A72 314A
]‘.; 4 ,ousoemmnmpﬁ USAFE 100 0752 3A 3084
o 51 38/3 Fi6 SELECTED OVER F~4 AFC 100 4000 81 1 2A81 929A
) 81 €074 TR-1 SELECTED  DOD 100 0787 3A79 B3R
' 71 111,0 TAF ROC RELEASED  USAFE 74 100 O 72 316A74 5 1A
81 074 DSARC | 00D 100 1 TA11 1ATA11 6A
& 91 271 PLSS TWO- PHASE PGM  SPO 100 O 75 3BIATS 414A
N 101 373 PHASE | RFP RELEASED  SPO 100 O 75 TIOATS 8 4A
) 111 10/2 AWARD OF TWO SPO 100 O 761 2AT6 315A
< 121 O/1 PHASE |} RFP RELEASED SPO 100 076 T21AT6 721A
. 131 071 RECEIVE FSD PROPOSALS  SPO 10 OT69TAT6 9 TA
N 141 072 DSARC | 1A DOD 100 5000 77 725AT7 T26A
150  8/0 DSARC APPVL DCP #1429  DOD 100 ~ O 77 8 1ATT 9234
161  0/0 FSD CONTRACT SPO 100 O 77 930A77 930A
oy 171 471 SYS RGMTS  REVIEW SPO 100 O7812A78 1A
o 181 472 SYS DESIGN REVIEW PO 100 0785 1AT8 S30A
o2 191 4/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1ATB1228A
N 201 0/0 DSARC 1B cm:mso 00D 100 S000 79 2 1AT9 2 1A
t 211 Ammemsrmmoumm 0 0 000 8410308
S 221  4/0 FUNDS CAPPED & SHIFTED DOD 100 1793 1AM
2 231 1074 SUBMIT PGM RESTRUCTURE SPO 100 4000 7911 1AB0 115A
. 241 472 PRELIMINARY DESIGN REW SPO 100 1 7910 1A791030A
K 251  5/4 WITHORAWAL DES DOD 100 4000 81 5 1A81 610A
K s 261 13/0 PGM RESTART SUBMITTED  SPO 100 4000 8110 1A811230A
| A
: 271 472 SYSCRIT  DSGN REV  SPO 0 0 0008330
N 281 30/2 PROTOTYPE HDWR BUILT LKHD 0 1000000
12 311 3071 FULL SYSTEM INTGT START SPO 0 O 00084 1315
s 31 0/3 START OTAE/IOTAE  SPO 0O O 000 84 831S
361 52/0 END TESTING AFOTEC 0 1 00085 73S
. 351  8/0 MATOAUSAFE DEMONSTRAT USAFE 0 1 000 & 6285
B, 371 O/ DSARC |11 CANCELLED DOD 0O 1000000
- 381 3/0 AFSARC H11A USAF 05001 O 00 8410158
ot 391  2/0 LIMITED PROD DECISION  DOD 0 1 000 841031S
2% 201  4/0 CONTRACT  AWARD SPO 0 1000 000
oY 411 26/0 CONTRACTOR FAB & ASSBY LKHD 0O 1 000000
»e 431 2,0 AFSARC 111B USAF 0501 000 85 311S
41 20 AL Pmom DECISION  USAF 0 1 0008 395
aed o1 40 CNTRCT _* AwARD SPO 0 1000 000
e 461 870 CONTRACTOR FAB & ASSBY LKHD 0 1 000 000
-~ 471 13/0 MAX PRODTN RATE LKHD 0 1000 000
421 O/ FIRST HROWRE DELIVERED (XHD 0 1 0008 4308
b 481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 1586 930S
o 491 102/0 FULLY OPS  CAPABILITY USAFE 0O 1 000 88 9156
N 01 2/0 PMRT AFSC 0O 1000000
511  O/1 DEPLOYMENT COMPLETE  USAF 0 { 000 889308
53 O/f METWORK  5TOP 0 ¢ 0010102001015
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el DATE: SSEPB6, TIME:00:00:00, FILE: TEMPB3. NET
o
o NETWORK START DATE=71 1
N TASK TIME RCT USER USER
W 1D 3 WK/DY DESCRIPTION WBS/0PR COMP GRP _START COMPLT
1 0/0 NNTWORK  START 100 0711 1A71 1 1A
= 11 27/4 AF RGMTS _ ACTN DIR _ AIR STAFF 100 O 71 1 4AT1 T15A
A 21 13/0 DSD DIRECTS TOA/DME SYS DOD 100 O 71 T16A711014A
b 31 21/2 AREA COORD PAPER AIR _STAFF 100 O 711018472 314A
Y 41 8/0 ALSS DEMO IN USAFE 100 0752 3A75 328A
[ 51 38/3 F16 SELECTED OVER F-4 AFSC 100 4000 81 1 2AB1 929A
e 61 €0/4 TR-1 SELECTED  DOD 100 O 78 7 3A79 830A
i 74 111/0 TAF ROC  RELEASED  USAFE 74 100 O 72 316A74 5 1A
i 81 O/4 DSARC | 00D 100 1 7411 1AT411 6A
o 91 2/1 PLSS TWO-  PHASE PGM  SPO 100 O 75 331A75 414A
e 101  3/3 PHASE | RFP RELEASED  SPO 100 O 75 TI0ATS 8 4A
o 111 10/2 AWARD OF TWO CONTRACTS SPO 100 O 76 1 2A76 315A
K 121 O/f PHASE 1| RFP RELEASED SPO 100 O 76 T21AT6 T21A
S 131 O/ RECEIVE FSD PROPOSALS  SPO 100 0769 7A76 9 TA
e 141  0/2 DSARC |1A DD 100 5000 77 725A77 T26A
151  8/0 DSARC APPVL OCP #129  DOD 10 0 77 8 {AT7
161  0/0 FSD CONTRACT SPO 100 O 77 930A77 930A
S 171 4/1 SYS RGMTS  REVIEW PO 100 0781 2AT8 130A
(- 181 472 SYS DESIGN REVIEW SPO 10 0785 1A78 5A
L 191  4/0 ASD PROGRAM FUNDS CUT  DOD 100 1 7812 1A781226A
201 0/0 DSARC 118 CANCELLED DOD 100 5000 79 2 1A79 2 1A
o, 211 472 LONG LEAD $ FOR PRODUCTNSPO 0 0 _000 841031S
o 221  4/0 FUNDS CAPPED & SHIFTED DOD 10 1 79 3 1A7T9 3284
; 231 1074 SUBMIT NGM  RESTRUCTURE SPO 100 4000 7911 1A80 115A
e 241 472 PRELIMINARY DESIGN REW SPO 100 { 7910 1A791030A
e 251 5/4 WITHDRAWAL _ MAJ SYS DES DOD 100 4000 81 5 1A81 610A
v 261 13/0 PGM RESTART SUBMITTED  SPO 100 4000 8110 1A811230A
2T\ 42 SYSCRIT  DSGN REV _ SPO 100 083 3 1A83
b -0 281 30/2 PROTOTYPE  HDWR BUILT LKHD 100 1 83 4 1AB31031A
291 _6/2 REPHASE PGM LENGTH SPO 100 4000 83 6 1AB3 T14A
- 311 30/1 FULL SYSTEM INTGT START SPO 0 O 000 84508
) 321 0/3 START DRME/IOTAE  SPO 0 O 0008410 1S
- 361 44/0 END TESTING PROGRAM _ AFOTEC 0 1 00085 731
oS 31 8/0 NATO/USAFE DEMONSTRAT 0 1 0008 68
oy 379 O/0 DSARC I1] CANCELLED DOD 0 1000000
S 381 3/0 AFSARC I11A F 05001 000 8410 1S
N 391  2/0 LIMITED PROD DECISION  DOD 0 1 000 8410158
NS 401 AW SPO 0 1 000 841031S
411 26/0 CONTRACTOR FAB & ASSBY LKHD 0 1000000
431 3/0 AFSARC 1118 USAF 05001 000 85 311
ey 441  2/0 FULL PRODTN DECISION  USAF 0 1 0008 329
MO 451  4/0 CONTRACT  AWARD SPO 0 1000 000
o 461  8/0 CONTRACTOR FAB & ASSBY LKHD O 1000 000
o 421  0/4 FIRST HRDWRE DELIVERED LKHD 0 1 000 85 430s
= 471 13/0 MAX_PRODTN RATE LKHD 0 1000000
g 481 4/0 INITIAL OPS CAPABILITY USAFE 0 1001 86 9 1586 930S
N 491 102/0 FULLY OPS  CAPABILITY USAFE 0 10008891S
501 2/0 PMRT AFSC 0 1000000
< 511 O/1 DEPLOYMENT COMPLETE  USAF 0O 1 0G0 000
e 521 O/1 FOTAE PRGM PHASE | AFOTEC 0 1862285000
- 531 O/f NETWORK  STOP - 0 1 00O 881011S
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S COMPLT FOR TA 391 CHGD FROM 841031 TO 84 723 OLE TO TA 401
S COMPLT FOR TA 381 CHGD FROM 8410 1 TO B4 7TIDLE TO T 291
S CGrPLY FCR TA 251 CHGD FRCM 85 228 TD &5 218 DLE TO TA 431
S CCHPLT FOR TASKE 351 CHGD FRCM 85 228 TO 84 618 DLE 70 TaSks 37
S COMPLT FOR TA 361 CHGD FRCM 84 928 TO 84 423 DULE TO TASKH: 54
S COMPLT FOR T, 321 CHGD FRCM 83 920 TO 83 425 DLE TO TASK%: 361
S CCPLT FOR TA 271 CHGD FROM 811231 TO 8112 2 DUE TO TASKl# 281

THERE ARE: 48 TASKS AND , 56 CONNECTIONS ON THIS FILE

TASK 1 HAS NO PREDECESSCRS
TAsx§ 531 HAS NO SUCCESSCRS

TENP82.NET

THERE ARE: 49 TASKS AND , 57 CCNNECTICONS ON THIS FILE

TASK # 1 HAS NO PREDECESSCRS
TASK # 531 HAS NO SUOCTSSCRS

S COMPLT FCR TA 441 CHGD FROM 85 329 TO 85 130 DLE TO TASKE 459
S COMPLT FOR TA 431 CHGD FROM 85 311 TO 85 116 DLE TO TASK:: 441
S COMPLT FOR TASKH: 391 CHGD FROM 841031 TO 84 6 6 OLE TO TASK# 401
S COMPLT FOR TA 381 CHGD FROM 841015 TO 84 523 DLE TD TASK: 39
S COMPLT FOR TA 351 CHGD FROM 85 628 TO 84 5 2 DLE TO TASK: 37
S CCMPLT FOR TA 361 CHGD FROM 85 731 TO 84 5 2 DLE TO TASK: 3T¢
S COMPLT FOR TA 321 CHGD FRCM 84 831 TO 84 3 7 DLE TO TASK: 351
S COMPLT FOR TASK: 321 CHGD FRCM 84 831 TO 83 5 4 DLE TO TASKiy 361
S CCMPLT FCR TASKE 311 CHGD FRCM 84 131 TO 83 429 DE TO TASK: 321
S COMPLT FCR TASKHE 271 CHGD FRCM 83 30 TO 82 3 2 DUE TO TASK: 281
S COMPLT FCR TASKEE 211 CHGD FRCM 841020 TO 84 5 2 DLE TO TASKH 371

TEMF83.NET

TASK 3= 1 HAS NO PREDECESSLRS
TASK # S31 HAS NO SUCCESSCRS

THERE ARE: 51 TASKS AND , 61 CCNNECTICMS CN THIS FILE
S COrPLT FOR TASKSE 481 CHGD FRCM 86 730 ™0 36 918 DLE TO TASE: 491

S COMPLT FOR TASKE 441 CHCD SRCM 35 329 "0 25 130 DLE TO TASK: 454
S COMPLT FCR TASK: 431 CHGD FRCM 85 311 7O 35 116 DLE TO TASKE 444
S COMPLT FOR TASKIE 401 CHGD FRCM 341031 TO 84 627 DUE TO TASKt 411
S CCMPLT FCR TASKE 391 CHCD FROM 841015 TO 84 S0 OLE TO TASKE 408
S COMPLT FOR TASGE 381 CHGD FRCM 8410 1 TO €4 516 DLE TO TASki: 391
S COMPLT FCR TA 51 CHGD FRCM 85 628 TO 84 425 DLE TO TAS&: 379
S CCMPLT FCR TA 361 CHGD FRCM 85 731 7O 34 425 DLE TO TASkt: =74
S COMPLT FCR TASKE 329 CHGD FRCM 8410 4 70 34 229 DLE 7O TASKE: 3Si
S CCMPLT FOR TASKE 321 CHGD FRCM 8410 1 TD 83 622 DLE TO TAS&: 264
S COMPLT FOR TASKHE 211 CHGD FROM 84 S30 TO 83 617 DLE TO TASKE: Z2%
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. DATE: SSEP86, TIME:(QD:00:00, FILE: TEMPB4. NET
:: NETWORK START DATE=T1 1 ¢
' TASK TIME PCT USER USER
X ID?\\K/DY DESCRIPTION WBS/0PR COMP GRP START COMPLT
0/0 NETWORK STy 100 0711 1AT1 1 1A
9 /4 AF RGMTS ACTN DIR AIR STAFF 100 O 71 1 4ATI TISA
P 21 13/0 DSD DIRECTS 'KA)AFéM S§YS 00D 100 O 71 TI6ATI1014A
[~ 31 21/2 AREA COORD PAPER AIR STAFF 100 0 7T11018AT2 314A
o 41 8/0 ALSS DEMO IN USAFE 100 0752 A 328A
) 51 38/3 F16 SELECTED OVER F-4 AFC 100 4000 81 1 2A81 929A
3 61 60/4 TR-1 SELECTED DOD 100 0 78 7 3AT9 830A
71 111/0 TAF RCC RELEASED USAFE 74 100 0 72 316A7T4 S 1A
8 074 DSARC | DOD 100 1 7411 1A7411 6A
3 91 2/1 PLSS TWO- PHASE PGM SPO 100 0 75 AT 414A
N 101  3/3 PHASE | RFP RELEASED SPO 100 0 75 T10ATS B 4A
" 111 1072 AWARD OF TWO CONTRACTS SPO 100 0 76 1 2AT6 315A
‘o 121  O/1 PHASE || RFP RELEASED SPO 100 0 76 T21AT6 T21A
L7 131 O/t RECEIVE FSD PROPOSALS SPO 100 0769 7A76 9 7A
K- 141 Q2 DSARC |IA DOD 100 S000 77 T2SATT T26A
15¢ 8/0 DSARC APPVL DCP {129 00D 100 0 77 8 1ATT 923A
161 0O/ FSD CONTRACT SPO 100 O 77 930AT7 930A
\ 174 4/1 SYS RGMTS REVIEW SPO 100 O 78 1 2A78 130A
o 181 4/2 SYS DESIGN REVIEW SPO 100 078 5 1A78 530A
C 191  4/0 ASD PROGRAM FUNDS CUT  DOD 100 {1 7812 1AT81226A
x’ 201 O/0 DSARC 1IB CANCELLED DOD 100 S000 79 2 1AT9 2 1A
- 211 4/2 LONG LEAD $ FOR PRODUCTNSPO 100 0 8410 1A841030A
‘ 221  4/0 FUNDS CAPPED & SHIFTED DOD 100 1 79 3 1AT9 328A
231 10/4 SUBMIT PGM RESTRUCTURE SPO 100 4000 7911 1AB0 115A
241 4/2 PRELIMINARY DESIGN REW SPO 100 1 7910 1A791030A
P4 251 5/4 WITHDRAWAL MAJ SYS DES DOD 100 4000 81 S 1A81 610A
N 261 13/0 PGM RESTART SUBMITTED SPO 100 4000 8110 1AB11230A
o) 271 4/2 SYSCRIT DSGN REV SPO 100 0 83 3 1A83 330A
2 261 30/2 PROTOTYPE HDWR BUILT LKHD 100 1 83 4 1AB31031A
3'_. 291 6/2 REPHASE PGM LENGTH SPO 100 4000 83 6 1A83 T14A
B 01 4/1 ST FLT FOR SYS INTEGN SPO 100 0 8312 1A831229A
311 30/1 FULL SYSTEM INTGT START SPO 100 0 84 { 2A84 TOA
. 321 0/3 START DT&E/IOTSE SPO 0 0 8410 1AB41031S
o 361 END TESTING TEC 0 1 000 86 1318
"¢ 351  8/0 NMATO/USAFE DEMONSTRAT USAFE 0 1 000 8 6285
s 379 O/ DSARC 111 CANCELLED ©DOD 0 1 000 000
) 381 3/0 AFSARC 111A USAF O 5001 85 1 2585 131S
) 399 2/0 LIMITED PROD DECISION DOD 0 1 000852 45
t 401  4/0 CONTRACT AWARD SPO 0 1 85 3 1585 39S
411 26,0 CONTRACTOR FAB & ASSBY LKHD 0 { 000 00Q
431 3/0 AFSARC 111B USAF 05001 000 8 8155
. 441 2/0 FULL PRODTN DECISION USAF 0 {1 85 816S85 830S
» 451  4/0 CONTRACT AWARD SPO 0 1 000 00O
. 461 8/0 CONTRACTOR FAB & ASSBY LKHD 0 1 000 0QOQ
i 421 0/4 FIRST HRDWRE ODELIVERED LXKHD 0 1 86 2 3586 2285
o 471 13/0 MAX PRODTN RATE LKHD 0 t 000 000
N 481 4/0 INITIAL OPS CAPABILITY USAFE 0 100t 000 87 2275
491 102/0 FULLY OPS CAPABILITY USAFE 0] {1 87 3 2589 2285
01 2/0 PRT AFC 0 1 00089 275
., S11 O/t DEPLOYMENT COMPLETE USAF 0 1 89 3 15889 331S
- 521 0O/1 FOTSE PRGM PHASE | AFOTEC (0] 186228000
- S3  0/1 NETWORK sTOP - (o] 1 89 410589 411S
("
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171 471 SYS RQHTS ~ REVIEW

28 181  4/2 SYS DESIGN REVIEW

3 4/0 ASD PROGRAM FUNDS CUT
201 0/0 DSARC 118 CANCELLED

-

SudXwdrivu-
>
3
R
e

:Et. GRAY
‘.
L 2
g DATE: 5SEP86, TIME:00:00:00, FIlE: TEMPES . NET
.\:»:
N
" NETWORK START DATE=71 1 1
> TASK TIME RCT USER USER
3 1D 3 WK/OY DESCRIPTION WBS/OPR oo START COMPLT
) Q/D NETWORK START 100 Ti 1 1ATE 1 1A
- 19 27/4 AF RGMTS ACTN DIR AIR STAFF 100 T4 1 4ATY TiSA
{ 21 13/0 DSD DIRECTS TOA/DME SYS DOD 100 71 T16ATI11014A
) 31 21/2 AREA COORD PAE‘:P%P?! AIR STAFF 100 T11018AT2 314A
o 41 B/0 ALSS DEMD IN USAFE 100 75 2 3ATS 38A
f{ 51 38/3 F16 SELECTED OVER F-4 AFSC 100 81 1 2A81 929A
6 60/4 TR-1 SELECTED DOD 100 78 7 3AT9 830A
: T4 111/0 TAF ROC RELEASED USAFE 74 100 T2 316AT74 5 1A
81 074 DSARC | DCO 100 T411 1AT41Y 6A
. 91 2/1 PLSS WO~ PHASE PGM  SPO BIATS 414A
Lt 101 3/3 PHASE | RFP RELEASED SPO TI0ATS 8 4A
N 111 1072 AWARD OF TWO CONTRACTS SPO { 2AT76 315A
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1985 CSNAS Template Printer Network

The next sixteen pages are the CSNAS printer network
generated when data set II for the final "classic

deployment" snapshot year 1985 was executed by CSNAS.
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1986 CSNAS Template Network Plot

The next five pages are the CSNAS network plot
generated when data set II for the final snapshot year 1986
was executed by CSNAS. The network was output to disk and
CSNAS routines handled the plotting on a desk-top Houston

Instruments plotter.
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N The analysis was accomplished by using two separate
- data sets of PLSS projected schedules to create two series
W of ten yearly CSNAS networks and schedules. Networks were
higher-level managerial events, activities and milestones
' which were important in the WSA process of PLSS.
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¢ The analysis centers on comparisons between CSNAS and

& "classic" networking applications; its similarities and

‘ differences, and how effective it is at highlighting
discrepancies and providing program managers with a new “

" management and briefing tool which should help manage WSA

and other less involved DOD projects.

The results of this investigation indicate that C3NAS »
is an effective networking application which is useful
throughout the entire spectrum of project management.
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