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s ABSTRACT

;f .

s Due to the advances in the integrated circuit (IC) technology, more and
QE more components are being fabricated into a tiny IC chip. Since the number of
X pins on each chip is limited by the physical size of the chip, the problem of
:'; testing becomes more difficult than ever, especially in the'VLSI (Very Large
-{ Scale Integration) chips. This problem is aggravated by the fact that, in
. ‘nearly all cases, integratad circuit menufacturers are not willing to release
4:,: the detailed circuit diagram of the IC chip to the users. Yet, as users of the
;E IC chips, to make sure that the implemented system is reliable, we need to test
f‘ the IC chips and the systems made of the interconnection of these chips. The
purpose of this project is to find efficient algorithms for testing LSI/VLSI
T’E chips and LSI/VLSI-based systems. -
~This report is brganized Into two chapters. Chapter 1 presents the
- state-of;the-aft for the functional testing of LSI/VLSI devices with special
\ emphasis on microprocessor testing. Various types of IC chips are briefly
; discussed. Different approaches fb;\yesting the functional faults of LSI/VLSI
'ﬁ are surveyed and the comparison of thesé\methods are given. Fault medels for
35 representing the faults and fault coverage of the tests are discussed. Some of
: the important unsolved problems and current trends in testing VLSI are pointed
j'.: out.

ii > Chapter 2 reports ouwr new research results. We present three algoritims to
'})‘ test the instruction decoding function of microprocessors. Tlff algorithms are
- based on the knowledge of scme timing and control infbnnatioa avaiiéble to users
_":,.S throuéh microprocessor manuals and data sheets. The tests are functional in
'ﬁ nature. Ve establish the order of complexity of the algorittms presented in
;_ this report. As an example, the test complexity for a microprocessor is
iz computed and the results are compared with a known algorithm.
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CHAPTER 1

Overview of Recent Development in Functional Testing
of LSI/VLSI Devices

I. INTRODUCTION

The rapid growth of the integrated circuit technology has allowed LSI/VLSI
devices to provide more powerful functions and to become more and more popular
in various kinds of commercial, industrial and military applications. These
complex devices need to be tested for correctness and guaranteed reliability
vefore being adopted in an individual application. What makes the situations
even parder than before is that due to the increasing complexity during the
design and manufacturing process of such chiﬁ%, the testing problam becomes much
more difficult to handle. In view of the high complexity of VLSI, classical
strategy for gate-level stuck-type testing can hardly fit well. The need for
both manufacturer and user to find reliable, low-cost, good testing tachniques
has already become 2 major problem in medern technolegy.

Although the manufacturers have detailed imowledge of <+he logical and
varametric bemvior of the chips produced, they usually do not apply
conprehensive, thorough testing to their products mainly due to economic
raasons. To assure reliable operations, additional testing needs to be
perrormed by tne users. Users may have as many as three different testing
environments -- ad hoc functional testing by a simple test circuit, assembling
production test, and occasional fleld testinz. As a matter of fact, due to the
increasing number of LSI/VLSI users, {t is becoming evident and more important
that we develop gocd test generation algoritims to test these devices based on

whatever information is available to users in manufacturers' data books and

applicaticn notes.
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2, In general, we should consider not only testing the conventional -f:;..:;
] oA

N self-contained single chip devices (e.g., single chip microprocessor), but also '__}.5::
- f o,

»

b

tasting other special-purpose devices (e.g., bit-sliced microprocessor),

- o
: Y

o especially in military applications {16]. .:f:._ )

- . .\’\'.

i It is likely, with the evolutionary development of functions contained in -If,:'.j_

}
F..
NS

newly produced chips, that much more complex and sophisticated test strategy

> YO
will be needed in addition to whatever built-in testing hardware in tne ships E-.:
3 for increasing the testability. f,:.ﬁ‘_
4 During recent years certain xinds of techniques have been proposed in \‘.:«"
: testing LSI/VLSI devices. They all have attemptad to derive comprehensive ‘:;_,
E functional tasts using the limited information to users. To deal with the ’\‘2\:
. complexity of VLSI circuits in a comprehensive fashion, these approacnes have :":1
‘;: used abstract, formal descriptions of VLSI behavior different from traditional :j:
:‘E @st approacies. "S_’
b Some testing apprcaches developed so far are based on the utilization of ":"x':
7 ne councept oI register transfer language (RTL) to describe the behavier of the ‘
$3 devices. With tne advent of the more advanced VLSI devices (e.g., the 4-th
' zeneration microprocessors) in which certain RIL operations in the system may be !
: nidden rfrom the user, it is obvious that either the existing test methods should :.:j-\.:;:
:z te zodified or different but similar strategies must be exploited. S:\
'% In this chapter we attempt to summarize the current state-of-the-art on the -t}.“\
development of fthctional test tectmiques for LSI/VLSI devices with special rc
enphasis cn tie important area of microprocessor testing. The second section :
\ : triefly discusses the types of LSI/VLSI chips from a general system :.
2 orzanizational point of view and their individual testing approaches. Section S Y
: three states the general state of the art in functional testing strategies. E:._E
: N
- 2 o
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N e G s B e o s e e e U




R N LA SE Al A I g S A A aa i Sal St MO el g &

e e e e e . e mee-.

T
_f. Section four describes fault models and coverage measures. The effectiveness of SE:
;5 . a test approach is evaluated based on the percentage of fault covered by the ::;:E:
X tests it can achieve. Section five summarizes major functional testing :.. :
approaches in the current literature and a simple comparison is made among them
i1 Section six. The last Section includes some work which remains to be :
._ explored in this field and some future trends. \_' N
- e
r II. TYPES OF ISI/VLSI CHIPS AND THEIR TESTING
;’ In general, the LSI/VLSI chips available to users can be categorized from ;
'! the system organiztional point of view as the following four types:
3 ° I-iicroprocessdrs N
2 . S
;_ ] Memory chips ,
g . Peripheral supporting chips
E_‘g . Special-pur:pose functional chips \
j Microprocessors are usually utilized as the processing control uwnit of :E
! application systems and usually have the highest functional complexity among T
' those four types. Perigheral supporting chips inclucde those chips which periorm
P interfaces and inter-module communications. They usually have limited speciric
i functions imbedded within themselves and can be activated under program control.
The nmemory chips afe used only for program or data storage purpose; therefore,
»: they usually receivé the least emphasis in functional -esting due to their low :
J functional complexity.'. A lot of work has teer done in the area of static
E':' functional testiné Iof. LSI semiconductcr menories ({18]. The special-purpose
:J:::_ . functional chips include those devices designed for speedy exacution of certain
; functions (2.g., hardware multiplier, fast fourier transform and so on). '
:E As we mentioned earlier, uJsers must assure the reliatle operations oI :

Jurchased LSI/VLSI chips. This usually left them with several uncomiortable
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alternatives. One simple alternative people often adopted in testing

microprocessors is to purchase a set of test vectors from the vendor and use

£ " . T s T W T e Sr————
L [
L

them to test the purchased chips. However, such ad hoc analyses usually have ,

only been made on the chips and therefore are not made on the basis of a EE:E

S theoretical model with provable comprehensiveness. Another possible approach is \‘J?'_E
! to run a pseudorandom test sequence of test vectors for simpiicity and minimum :-!:
;_ cost; but, to derive reliable measures of fault coverage using this method is a )
5 nondeterninistic problem. Actually, the reasmable way to test microprocessors -,'
! is to use those tecmiques attempting to derive high fault cove:;age functional ‘ I
E: test programs using the limited information available to users (e.g., those ‘E;\:_"
ES. contained in user's manuals). Formal, abstract, descriptions of processor :::\::
:.' tenaviors are used to enable the proof of comprehensiveness. '“-'
;: To attack the high functional complexity of microproces.sors, modular ;}_E:
E. decomposition teclmiques are usually used to subdivide the microprocessor into %ES
i functional modules whose behaviors could be individually verified wusing 1\3;
E appropriate test procedures. Two situations may often be observed in testing :*\:‘
\ ricroprocessors: ,.:
% 1) Testing is focused on data path functions. The fault types of 2.1;
':'E ccntrol path is usually simplified. ’
3 2) Modules and tests are developed on an ad noc basis. (7] :;'
s The order of test sequence is of major concern during the testing of ;Q:\
: wicroprocessors. Basically, a partial or total order is looked for to determine SN
: one way appropriate for testing the instructions. This order is usually derived \¢S§:
; from <the relations of dominance and associlated parameters which may be E'.;:Z:s
" structural or runctional. Two well-kncwn test organizations can be applied: \:—‘
the start small and the start big method. The start small method tests only a ,f}

:',-\
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small portion of hardware and then uses the tested part to detect the fault in

other parts. BEach additional test adds a small quantity of hardware to the
previously tested parts until all are tested. This method requires an ordering
anong the -set of instructions with respect to testing. The start big test
starts with the verification of the whole system to determine which part is
faulty and proceeds to sequentially narrow down the region in which the fault
oceurs. .

The testing of memory chips only concerns with read and write processes of
the individual storage elements and can usually be done by various memory
testing strategies [18). Further advanced testing of real world memcry faults
(e.g., intermittent and data dependent faults) are still worthwhile in practical
applications which require high reliability.

III. THE STATE OF THE ART OF TESTING

Trere are mainly two trends in the test methods for LSI/VLSI devices. The
first one is functional testing wnich generally views the chip-under-test as a
3ystem. ©For example, if a microprocessor is being testad, the knowledge of the
Zunctiocral olock diagram allows the microprocessor to be divided into physical
olocks sucn as arithmetic logic unit, control unit and so on. Each block is
crara- verized by 1its function. Testing a microprocessor then consists of
a2xer:ising every dlock with specified test data in a given order. In general,
tast data can be one of the following:

1) Generated in random order.

2) Generated i{n a deterministic manner, usually a model is set up based

on a nign level functional description.

3) Exmaustively generated.

The second method 1s structural testing which assumes (as its name
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suggests) that a knowledge of the detailed structure of the circuit is clearly

known. The difficulties which arise when applying this kind of test method are:

® The lack of lnowledge about the physical defects which can be present
in the new technologies, and

. Due to the complexity of VLSI, it is very complex to enumerate all
faults and to generate the tests for them.

. In practice, there is only a small possibility for a component user
to know the detailed structure of the device-under-use, especially
for LSI/VL3I devices.

A good test approach usually considers: both functional and structural
tailures. Functional testing can be performed while taking into account the
rnowledge of the structural information to obtain enhenced test efficiency.

IV FAULT MOCELS AND FAULT COVERAGE MEASURES

To simplify the evaluation of the fault coverage in digital systems, a
ccmprenensive fault model is usually set up and then the fault coverage is
evaluated based on this model. One interesting way to set up the functional
level fault model of digital devices other than microprocessor (e.g., VLSI, PLA)
is the fault charactaerization tecmique [14]. The key idea is to derive the
functicnal level fault model by simulating physical failures at the circuit
level. Although this approach has primarily two limitations of Dbeing
implementation dependent and being hard to attack complex VLSI modules, the
latter problem can be solved by employing a two-step method simulating the large
module based on small modules .and multi-valued algebra [14].

There are two kinds of fault models for the testing of microprocessors.
One is called the universal fault model which takes all possible faults into

accont and no faults are specific to any functions (but may be specific to

s %
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instructions/micro~instructions). The other is called functional fault model

which partitions faults into several types according to different functions.

The microprocessor testing approach [12] based on microprogramming concept uses

!

-

-
L

-

the universal fault model, whereas the graph theoretic method (2] adopts the

I functicnal fault model.
. In general, fault coverage is defined as the ratico of faults detected to

\3 the set of all faults considered. For simplicity it is also defined as the
:: fraction of all singly-occuring faults which can be detected by a given set of

— test vectors for a specific device. For simplification, only the permanent .
«.; static faults are considered in most fault measures in current testing
’ tecniques [9]. The evaluation of fault coverage data is usually done by :\
simulation through software. Essentially, the simulator models the responses of :--
‘:' n+1 circuits: the fault-free circuit and the n single-fault circuits. The E__(_
3 fault simulator results are often only approximations to those actually observed .ifz
during actual circuit testing. This is true even if the simulator modelled all "“{{
:: reasonable types of faults. ,
\f V. CURREIT FUNCTICNAL TESTING APPROACHES

’.,'J In this section, first of all, we describe three major approaches for

E functional testing of microprocessors [1,2,3,4,12,13].

(a) Graph Theoretic Approaches

“ There are two different techniques proposed in this category. In [1], each

,.:' instruction of a microprocessor is represented by an "abstract execution graph"

?.3 in which memory elements, including source and destination registers, are

5 represented as circle-shape type-1 nodes, and the microoperations performed by
A” the instruction are represented as square-shape type-2 nccdes. An example of

: "ACDA n,X" froem the MCS800 microprocesscr is given in Fig 1. This instruction
)

.. 7

)

N
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first computes the effective address by adding n to X, using this effective
address for fetching the operand. Then the operand is added to register A and
store the sum in register A.

Effective ’ \ '/
Address +

Calculation
Fetch

Arithmetic

Addition

Figure 1
Two strategies, both start small and start big strategy can te used in
generating test procedures. The start small testing is implemented by testing
instructions from Sy before instructions from class ci+1, where i denotes the

order of the class. To make the testing automated and ccmplete, two stages of

'N[':":.‘:.':.Jw Lot
O AR s
2, 3

test are involved: first, verifying the structure of the abstract exacution

>

b

graph, and then verifying the correct function of each node. Memory elements

Y A0

are checked by running appropriate test patterns and every microoperaticn is

checked by exhaustive testing.
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:‘ : A different graph theoretic approach, [2], proposed another metnod which :;:::
] '\'
W ) makes use of register transfer level description of microprocessors. A
: Instructions are classified into three types: transfer (T), manipulation (M), fi'-}::

. WAl

. and branch (B). A directed s-graph is derived based on the basic functional, NN
:‘. \::x"
. structural information and instructions set in which a node represents a p
> register and each edge represents execution of instruction. An example of e
\ s-graph tased on a part of a hypothetical microprocessor is given below and the -_'.:"'.j
- corrasponding graph is shown in Fig. 2. sl
_‘- I,: add the contents of Ry and R2 and store the results in R (M-class) K ;
- - \'_'-_
Ig: Jump instruction (B-class) z-::j-j
< I7: store F(1 into the main memory using implied addressing {T-class) ::
. R6: program counger -

‘- ‘,.:\‘
2 In, out: external memory at input/output devices :::::_':
- A

- :;::
3'. o
- o
: X
X T
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N The microprocessor functions considered in this method are register ﬁtﬁ
) decoding, instruction decoding and control, data storage, data transfer, and . 1
-, e
‘,C; data manipulation. The faults specified for data storage and transfer functions N
- RNt
3 L are conventional stuck-type faults. A valid test correspords to the execution f:_Z:l-f"}f
= T
of a sequence of instructions which transfer complementary data patterns from “ﬁ
3 P
.. the input port to the output port. The faults for register and instruction :.}:Q',:‘i
: Y
0 decoding are failures to address the correct register or to execute the correct ;‘,.:-‘,,'.:]J
P
5
- instruction. Tests for these faults involve tracing the sequence of w"
.. RN
5\ instructions from input to output ports. SR
5 NS
$ (o) Register Transfer Language (RTL) Technique -;-;{-;-'.
) e
Using RTL, the behavior of a microprocessor is comprehensively described, INOE)
I»'Z and functional faults derived from them can be studied. In [4], two approaches -
,v
i,' . for functional testing are given based on the RIL description. The first
~, .
N approach constructs a data graph from the RIL description and uses the existing
3 algorithm such as the D-algoritim or path sensitizing method ¥0 generate the
4
-: tests for runctional faults. In the second approach, the symbolic simulations
-
- technique is used to generate tests for detecting faults in the control signals.
‘5 In (5], a2 formal definition of RTL is defined as:
I'
! k: (t,c) Rd - f(Rs1’R52’“"Rsv)’ > n
where,
) k is the statement label
-
N £ {s the timing and ¢ is the condition to execute the statement
‘™ - Ry 1s the destination register
’-" P‘si is the ith source register
. £ is an operation on Rsi
5
»
10
: - - et e e e+ e e . - - e
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« represents data transfer

2

T
M)
Ly -'«;

=+ n represents a jump to statement n

: For example, the following RTL statement No. 17: (TSCS) R;*Ry+R5*38 meens that EL.;";:

when Tg = Cg = 1, the sum of Ry and Rg will be stored in R, and then the program ;':‘::E:-_‘:
‘, jumps to statement No. 38. | 2T
: | _ Based on the above notation, eight categories of fault can then be identified as ’}__.;
) timing faults (t/t'), condition faults (c/c'), register decoding faults (R,/R,), ,i'"&
instruction decoding (function selection) faults (f/f'), control faults ﬁ'}:'&"a
4 (n/n'), data storage faults ((R;)/(R,)), data transfer faults («/+') and data Q,:_"j
E manipulation (function execution) faults ((£)/(f')). This set is functional 'h

comprehensive because the behavior of a CPU can -be described by a sequence of \
. RTL statement. Three procedures for testing those five fault categories (except ix,‘_;‘
": timing, condition, and control faults) are derived. The testing requires the i;:’j
L creation of executable sequences to form a "sensitizing" path which leads Irom a i.;\;f

faulty statement to a statement producing faulty output information. The RTIL 5:‘-3-—.;'
:‘E tecnigue seems to be a promising approach for functional testing. We will ?'{
- discuss this more in the next section. ' ‘*\:S
: (¢) The Microprogram-Oriented Technique ““} "

L This technique functionally describes a microprocessor as a set of

nicroprograms derived <from user available information ([12]. The basic

information required includes:

ry

1) The set of internal registers and functional units.

'r.“v;r,
'*. .::' >,

2) The set of instructions and asynchronous control signals.

»
2 LAY

h
P4
P AT

3) The tehavior of signals at external pins and internal operations at

"é'

each clock semicycle which can generally be derived from the timing

-

Y % 1
P
s e e

Q.' .

charts in the user manuals.
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Instruction cardinality is defined as the number of independent (subsequent)
access to registers. In [12], it is shown that a necessary condition for the
nonambiguous error coverage of a particular, not directly observable,
instruction is the existence of a testing sequence of instructions with lower
cardinality. A complete test requires that all instructions with all addressing
modes be included in the test sequences. The microprogram-oriented approach is
attractive because micro-instructions are basic to the operation of the control
unit =znd nearly all of the current new microprocessors are basically
microprogram controlled. Since the instruction decoder outputs a starting
address to the micro control store which subsequently performs 2 set of
nicre-instructions corresponding to the incoming instftx:tion, the length of the
starting address is a critical factor because it eventually detarmines the
efliciency of tne final test sequence. 1If one can generate all the pcssible
combinations of the starting address patterns, all irstructlons executions will
ve fully exercised. The sharing of wmicro-instructions a=mong different
instructions evidently tends t5 reduce the number of different starting
addresses.

The above three testing approaches are proposed for testing
microprocescors. Next, as for large scale digital devices, the extension of the
ND-algorithm sultable for functional level testing has been proposed [13,15].
General computer hardware description language constructs (e.g., if-then-elss,
case) and operators (e.g., addition) have been used to describe the beravior of
the general logic network. Fault model similar to stuck-type will be used and
the classical stuck-type testing techmique can stlll be applied without major

changes. 3By building the basic functional blocks from elementary components, it

seems that modular composition and recursive extension can easily be applied
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during tie procedure of testing which in turn may provide great flexibility in

adjusting the test strategy.

Memory devices have been tested for pattern sensitive faults (18]. The
functional testing of memory from the user's point of view is to apply a
sequence of "read" and "write" to check the storage function of each memory
element.

VI CQMPARISONS AMONG DIFFERENT APPROACHES

Each of the three different approaches in testing microprocessors described
in the previous section has its own individual advantages and shortcomings. A
brierf comment on each is given below.

Several observations can be made about the method in (11. PFirst, its
coverage rests on the exhaustive test.ing of particular functions and memory
elements. Hence it is an ad hoc method and will be specific to the
devices-under-test (e.g., MC6800). Moreover, it presumes a black box view of
the microprocessor in which each function is tested independently. These
factors lead to the tests of excessive length. But they have made a userful
contriocution vy devising a simple, rational scheme for ordering instructions
according to easiness level of controllability and observability.

The grapa agproacn in [2] is attractive for several reasons: First, it is
based on the minimum, available information about the microprocessor (e.g.,
instruction and register sets). Secord, microprocessor operations are
decomposed into a set of functions. For each function, a specific single fault
model is defined and a comprehensive test is rigorously derived. Third, the
fault coverage was verified through a real stuck-type fault simulator which is

obviously very convincing. The estimated length of test sequences is O(né + n%)

Where ng and Ny are the number of registers and instructions respectively.
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. To improve the computational efficiency, [8] proposed a simplified fault model E:_-\*
' , i with revised test sequence length of O(nR * nI). The major shortcoming of this éé'.;}'
e approach is that it does not include partial execution of instruction and X
E control faults which can be provided by the RTL model. ;‘E:
3 The benefits of the RIL tec.rnique are its generality, clarity, and easy :ﬁ-;\*i
o understandability and precise description of the behavior of a given'digital —_—
: system. Its major drawbacks are the difficulty in automatic generation of the E:Ejs
:‘ RTL description from the available information about the chip~under-test, test :EE}E
A generation, and the fault coverage of the tests. The RTL tecmique also :":3
: presents particular problems in fault localization. The RTIL sequence does not 3‘:.‘-;:;
wmiquely determine the way the microprocessor was implemented. Though RIL }:;:'EE
descriptions provide a camprehensive approach to dgfine functional faults, they ' s.:f.-_’:".i
~ still are subjective to the problem of test complexity. T
\ The microprogram-orisntad aporoach is attractive because micro-instructions
are basic to the operation of the control unit. For control functions, much .
1 saving in test length are possible for microprogrammed control paths. Like the
3 RTL technique, the automatic generation of the proper microcodes is still an
.'- unsolved problem. The error coverage, though promising, remains to be proven.
2 Also, the nature of the control path architecture may make fault localization :"3‘.
" pretty difficult (7,12]. ::\:\\
N VII CURRENT TREMDS RN
" . Due to the small number of published research papers with solid results in t!
'.? this functional testing of LSI/VLSI devices field (6], and the increasing \"':
!, ) “ demands of such kinds of techniques from industries, functional testing is still _,":';
N one of the less-mature but most active areas in design automation (DA) T:T!
s development and the quality control (QC) process [19]. \E‘.
14 R
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n N In this concluding section, we would like to point out briefly some o~

n o

W . important topics which are either under active investigation or require more .‘

L1 3
work in the future. ‘

2 . SR

k> As for the graph approach in [2], future improvements may include [2,8]: jf-:-_':-‘_-

i : RS

2 1) Extending the architectural model to incorporate the features of the NN
o &
4 e

newer microprocessors. -

. 2) Allowing for more general faults.
> 3) Generating tests for other microprocessors, e.g., bit-slice ones.
> 4) Design of a "compiler" to automatically transform the microprocessor
o description (e.g., at RIL level) into the test progrém.
. j\{ The RTL teciniques and microprogram-oriented tecimique need more work to .
- ' .
i cotain complete test procedures and automatic generation and verification of 50
: bemavior description. Good techniques for measuring fault coverage are also f—_\;:_:.
‘: needed in both approaches. Quantitative fault coverage measures, possibly by '\':
" - . PR YA

ccaputer simulation, are attractive for the demonstration of the }}f:;-
. comprehensiveness of those approaches.
}: Furthermore, efficient algorithms should be developed for testing VLSI as
oS well as digital systems containing mixed logic (e.g., mixture of VLSI, LSI !SI,

. and SSI integrated circuit chips). More work still needs to be done in using a X
N hardware description language (HDL) to aid the generation of test at the \.::E‘.
A s
:'; functional level. A solid, comprehensive definition of fault coverage in :" "y
el functional level and its practical measure should also be developed to give E_._\',-_,.
L, wiah
~ criteria in judging the quality of the developed algoritims. ;‘.:'.:.‘:E;:
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CHAPTER 2
New Algoritims for Testing
Instruction Decoding Function of Microprocessors
I. INTRODUCTION

Recent advances in LSI/VLSI have resulted in an exponential growth of
the number of logic components in an integrated circuit (IC) chip. One such
complex circult is wmicroprocessor. To ensure the reliable operations of
microprocessors, it is important to have these devices tested prior to their
use. Several researchers [1-6] have proposed different test procedures for
testing these devices. Some of the more important approaches are briefly
outlined below.

Thatte and Abraham {1,2] have made a significant contribution by
proposing a graph model for microprocessors and, on the basis of the graph
model, they developed test sequences' to test a microprocessor. However, we
believe that this method does not make use of all the information that is
availa':;le to a user, as will become evident in the subsequent sections of this
report.

Min and Su [3] have further reduced the test lengths for a number of
different classes of faults in microprocessors but they do not consider all
faults in the instruction decoding function (control unit).

Amnartone and Sami [4] Mave proposed a method which relies on the
knowledge about wmicro-instructions associated with each instruction of a
microprocessor. The major limitation of the method is that some instructions
remain untested. ‘

Parthasavathy, Reddy and Kuhl [5] proposed a testable design to make
the control part of a microprocessor testable. Thus the major limitation of
their method is that it is not applicable to existing off-the-shelf
microprocessors.
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In this report, we propose a method to test the instruction decoding

function of a microprocessor. The method proposed ihere is a generalization of L

>

the approach taken by Thatte and Abraham [2] and results in considerable %;;gf

reduction in the size of test programs. '-:.ES,
In Section II, we describe the key ideas used in deriving the EEEEE

algoritims stated in this report. In Section .III, necessary notations are s

. hl l, \.'
’)"c’ [y
Pl

a l.

developed which are used in Section IV to derive and prove different algorithms

b\-
‘_\‘_-.:_-.
for testing microprocassors. Section V discusses the complexity of different ':::":Z
. YA
algorithms. We also consider the Intel 8080 microprocessor as an example and g_

compare +the complexity of different algorithms for testing the instruction
decoding function of this microprocessor. In Section VI we present an algorithm
to detect a new class of faults and discuss its complexity. In Section VII we

briafly outline how a complete microprocessor can be tested.
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II. KEY IDEAS

In this section, we describe the basic ideas used in this report to
‘ :_ derive the necessary algorithms. Our study of a number of papers in the area of
. microprocessor testing [1-7] indicates that often the existing schemes have not

made use of all the information available to users. For example, almost all

microprocessor manufacturers provide a reasonable amount of timing information
about their products. In particuiar, information on instruction execution time

(in terms of the number of clock cycles) for each instruction is available to

the users. Such information for a microprocessor can also be measured using
simple tast equipment. In the development of our first algoritim, we di;lide all
instructions into different sets using the information on instruction execution
time. The new objective, then, is to test instructions in different sets. Thus
a larger problem is solved using the "divide and conquer" strategy by solving
several smaller subproblems.

For the development of the second algoritrm, we make use of Read and

vOTEEES w e T " R N TR VW _ rameT e &

Write signals. In this scheme, each instruction is associated with an ordered
Read-Write Sequence. This association is then used to divide the set of all

; instructions into different partitions, and as before, this division can be used

to owr advantage to solve the larger problem of testing all instructions.
In the last algoritim (Algorithm 3), we make use of both the above

information, i.e., the number of clock cycles and the Read-Write sequence

" v R ¥F e o w .

associated with 2ach instruction to further subdivide the instruction set and

X derive the necessary tests.
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Read-Write sequences is formally defined and functional notation is used to

obtain the partitions of the set of all instructions.
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‘;’ III. ASSUMPTIONS AND NOTATION e
'-':‘.'r"
‘B In this section, we introduce the necessary notation and present the KRS
[ : DA
fault model. ' This work is a generaliztion of that of Thatte and Abraham [2] .
. DR
- therefore, the notation chosen is akin to that work. It is evident from the '- ::}j
S previous work of different researchers [1-7], and also pointed out by Thatte :fflj'-l:
- (6], the most complex and time consuming task of testing a microprocessor is o
r. . &
e e
- detacting instruction decoding faults. We, therefore, concentrate on reducing Py
e T
- the complexity of the test-set for detecting faults in the instruction decoding :f::;.;-_
™ LN
¥ function. The set of all instructions for a microprocessor is denoted by £t 3
o . AP
- I-= {I1, IR I n}. The type of faults which are assumed to take place in "":-'
2 instruction decodingz function are as follows [2]. _‘.» V
::4’ ﬂ.l.
d e
- (1) Ij/¢> Fault : In the execution of an instruction Ij’ no '
N activity takes place in the microprocessor.
; (ii) I./I, Fault : In the execution of an instruction Ij’ a
y Py S S
i different instruction Ik is executed. .y
2N o
A (iii)  I,/Ts+I, Fault : In the execution of an instruction I 5 PR
— T
<o two instructions I,j and Ik are executed and both instructions e
' _are executed to completion. -
iy tlote that to verify that a fault Ij/Ik is not present we need only to I;'\:’.;.:'.
..\ ;.:_‘.t_:,
:.‘ execute I 3 and observe that Ij is executed correctly. However, to assure that a PR
Y ) 2
microprocessor, is free of fault Ij/Ij+Ik’ we must verify the IJ is executed >
3, o e
b - correctly whereas I, is not executed at all. Thus it is evident that the most T
o :'-‘ "‘:
- time consuming task is the detection of the third type of faults I, / I.+I,, as in RS
? J °k -
Q) this case we need to consider all possible pairs [6]. g
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T Thus the order of complexity for the test program is proportional to |I|<, where e
L '..-"..:-
< . Il denotes the cardinality of set I. Since [I|=n, the order of complexity is K
, N
. (an). We shall show that the size of test programs can be reduced considerably
.:.- :,::.
I by partitioning the instruction set. L
u e
- The execution of a program involves the fetch and execute steps for an :;.',-j.
<. ) A
instruwction and then the next instruction fetch cycle begins. Let T(IJ.) be the -
S =
- number of clock cycles required for executing an instruction I j (including its DN
™ f2tcii pnas2) before the next instruction in the program is fetched. Notice that f-'j:‘.j
W RIS
»‘ this information is supplied by the manufacturers of microprocessors [8-11]. e
~ ’
-~ furtiemmoere, T(Ij) for every IjeI can be measured for a given microprocessor.
” At this stage, the following remarks are in order. o
-*, g LR
Ranark 1: T(IJ.) is not the totsl time for fetching and execution, because for
.,: cer*ain instructions, the execution phase may cverlap with the fetch phase of g
L4
;j “re n2vt instruction. Therefore, we have defined T(IJ.) to be the time for :
WY D
» 2xecuting instruction I 3 before the next instruction is fetched. R
o 2emark 2: rFor certain instructions, T(Ij) is a range instead of a unique I:t:::::
N .’._;:
o integer. Two examples are MUL (multiplication) and DIV (division) instructions '_-;.t:;.
b el
_‘ in Intal 8C36 microprocessor. For simplicity, the following theorems and o
N algorittns shall assume T(IJ) to be a unique integer. It is conceptually simple RSN
SN
- and straightforvard to extend our results to microprocessors for which T( Ij) is RN
:.:, ",'.:,\
. a range. {'_\:
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Definition 1: F1 is a function mapping I into the set of all integers,

Z (Fy: I+ 2), 1i.e., F.‘(IJ),sT(IJ), I

Also, let k1.: max {T(IJ)/VIJeI}.

JEI.
Definition 2: Partition the set I into subsets I1, Iz,...Ik as follows:
i
I {Ij/IjeI and T(Ij) i}
Denote |I'{=n, ,sick,.
Note that some such partitions can be empty.
"

1=1

Remark 3: It is evident that a1

Remark 4: It isa partition (non-overlapping subset of instructions) if T(I.)

J
is a single integer associated with Ij‘ It T(IJ) is a range, the above method

may or may not result in partitions. However, with minor modifications, the -

results of this paper will still apply.
We also observe that a read-write sequence (R-W Sequence) is associated

with every instruction. For example, in Intel 8080 (8] the instruction "MVI
(Move Immediate) dam, M" consists of the following R-W sequence:

(1) The instruction is fetched - Read Cycle (R)

(ii) The data is read from Memory-Read Cycle (R)

(iii) The date is written to the Memory-Write Cycle (W)
Thus an ordered R-W sequence, RRW, is associated with the instruction "MVI data,
M. Clearly, this sequence can be determined for every instrution.
Furthermore, it can be observed by monitoring the read/write control signals of
a microprocessor rfor a given instruction under execution. Some microprccessors
mave even additional information, e.g., idle period which is not included here

® keep the treatment general. In fact, our study suggests that often more than
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simply read/write information is available for most microprocessors. This R
Y concept is formally defined below. 'f"a-‘
f' : .:' :'-
- . ‘—l\...
| - [P
Definition 3: A set Skz be a set of ordered R-W sequences of length no Fat
~ —_— .
: more than K9 starting with R, written as Skz ={R(R,\'I)i; Osi<k2}. For :
': an element aeskz we denote the length of < as £g(x)
fib,
Example 1: S,={R}, S,={R,RR,RW},
' =xamps 1 2
N S5={R,RR,RY,RRR,RRW,RWR ,RWW} , etc.
"
:; 2g(RR) = 2, 12g(RRW) = 3.
Derinition 4: F, is a function mapping I into S»kz(Fzz I+ S“z ). for
f; some k2, i.e.,
"
" FZ(IJ) s R-W sequence assocjated with IJ. :'
2 X
| 3 dp 3 200
=R1w 2 R3 coe : IR
o J N
: where R 1 is R repeated 'j‘l times. Clearly, kz is equal to the length of -_.::'_..::
v s
N the longest R-W sequence for some instruction. :,
g Definition 5: Partition set I into subsets as follows: let Sk2 then T
v 'o_‘.q_
e . ) VoS
. I" =2 {I.,/T.,eland F aa }. OO
: (14/1 21y =a } o
o The number of such nonempty partitions is finite. In fact, an upper bound '_::l'__«;}
. 0.8
2 on the number of such partitions is 2kz -1. ~—
- N
=Y
)’ : .'\::
~ o
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Definition b: Let «, BSSKZ.. Let a=Rx2, “es ’Xg“‘ ’ sL-RYZ, oo ,le » Where o

Xi, Yie{R,W} and 21522. We say | YA

s s ':r'
)

LTSRS

(1) a8 if X,a¥, for 2sist,.

Leda

L)
s

‘l “l

(ii) o=8 if a<B and B<a

2 lalal
[
oY,

NS

. Example 2: (a) For a=RR, 8=RRW, agB

|

L3

(b) For a=RW, B=RWRR asB

2
.'..4

(c) For a=RW, 8=RRWR aoy8

-,

SRR
TR

7% 2% ]

7’

o Definition 7: Let I* and IB be two partitions induced by FZ' I is

.
st _ca

A
0

) coverad by IB y Written as f‘sIB, if and only if ax<8.
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IV. _ THEOREMS AND ALGORITHMS

In this section, we state and prove some thecrems and E..’:_ﬂ
algorithms for testing faults in the instruction decoding function. Y
b Va0

Lemma 1: IijeIiamIIkeI’zthenfor
(1) Ij/Ik fault T(IJ/IK) =1 :'»‘j’-.
e
(1) I:]/Ija-lk fault T(IJ/IJ+Ik) = max (i,2). :‘,_:.,-:
Proof: —
-_— -.:-i"
(1) It is straightforward to see tmat if instrwtion I, is KAY
executed instead of I‘j then e
f.:d‘::
T(IJ/IK) = T(Ik) = L. :‘-:‘«:
o
(ii) If a fault IJ/I;]+Ik is present, then by our assumption on AN
'J‘:'_.r:
faults both I, and I, must execute to completion. Therefore E:’,::j::
T(IJ/IJ+Ik) = max(T(I'j) ,T(IK)) f ':
= max(i,2) L
Corollary 1: If IJeIi,IkeIQand i#2 then fault Ij/Ik
can be detected by executing I;j alone and observing T(Ij) ~
. i 2 . o :‘.\-‘
Lemma 2: If IjeI » I eI” and i<¢ then fault Ij/IJ+Ik can be .:;:,.:
detected by executing Ij alone and observing T(IJ). ‘{:\;f
N
Proof: Clearly in the presence of fault I,j/Ij"'Ik the observed value e
R '_\'.'.
T(IJ/IJ+Ik) = max(i,2) .:;':;_‘:
RS
= 1 .:\:'\,
| R
Thus X IJ) B T(IJ/IJ+IK). !“_'!
s:_\:
NN,
Therefore, observed and expected values will be different in the presence of the _\}::-
. ,-w:\b:
fault. :::::'
2
0
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> Normally, to detect rfaults IJ/I j"’Ik one would need to test for every pair Qj:'j
o W
(13,Ik) [2,6]. However, the implication of the above lemma is that we need not '-‘ i
A -"I_'
. consider all pairs of instruction while testing the instruction decoding :'.:‘.-:
~' NN
'; function. Thus, in the following algorithm, we execute each instruction I;) and :::-_;::
determine T(IJ.) then in the succeeding step we test for faults I,j/I,j"Ik’ etc., RN
., using the partitions obtained in the previous section. _-.j
W] .:-._.::"
] In Step 2 of the following algoritim, we do not present procedures to S
o . e
generate subprograms to test for faults IJ./¢, IJ/Ik and IJ/IJ*'Ik for given IJ. XX
> and I . One could use the procedure by Thatte and Abraham [2] for generating '3'_‘_:
y ‘ \."'-:‘:
N subprograms . NN
LY [} ._::\::.
;. Algorithm 1: Algorithm to Detect Faults in Instruction Decoding Function Y
D
[« Using Function F1°. p
[ IENS
S Step 1: Execute an instruction Ij and observe T(Ij) for all IJsI. ;;:E
“ ~.
Py Step 2: For i=1 to k, do :'C};
begin -
e 2 \':&r
- For all IJ.,IkeIl o
- begin i
(a) Test for fault I /¢. A
J ——
- (b) Test for fault I,/I, S
-' (¢) Test for fault Ij/ I,j"Ik ::;i:::
y : end RS
) ol |
L. For 2:21 0 i-1 do
‘. R
o bezin N
- Lot N
s (d) For all Ipef‘ , test for fault /I eI G"::
) A
N end- R
5 end. ::
= 28 5o
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\' Theorem 1: Algorithm 1 detects all faults in the instruction decoding function. '::_Z-

- Proof: By Corollary 1 and Lemma 2, all faults of the following types are \.Jr
: 050G
[~ detected in Step 1. {};t;
- r “- ..
.. I‘::-'\n‘
: (1) faults IJ./Ik with T(Ij) #T7(L,) if-.'i;

R
|

"
* +
<

o (11) faults I,j/Ij"'Ik with T(Ij)<T(Ik)'

o
-
-
-
.
»

l‘ ‘I
W

Step 2(a) detects faults of type Ij/°’

Step 2(b) detects faults of type Ij/Ik with T(Ij)sT(Ik)

Step 2(c) detects faults of type IJ/Ij+Ik with T(Ij)aT(Ik)
- Step 2(d) detects faults of type I/14+L, with T(14)>T(T,)
. Thus all faults are detected by Algorithm 1.
s
.7 We know proceed to the development of second algorithm by making use of
» R-¥ sequences. The following lemmas are established before the algorithm is
&
- stated.
'
, . a 8
<4 Lemma 3: If IjeI and I eI” then for fault IJ/Ik we have F, (Ij/Ik) = B
. Proof: Clearly, FZ(IJ/IK) a FZ(Ik) = B R
- Corollary 2: If LyeI® and I.e1® and of8 then fault I,/T, can be detected by
) executing I, alone and observing Fy(I,).
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bow s
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o B:RYZ ,...,‘{‘L2 t::"::
9 £
then aups R(X;uY,)(Xgu¥3) .. ey(X, v YL‘) Y21, +1 ,...,Ygz o
1 O
“ where v denotes set union. ‘ "\,
\f ‘\:_\."-
o Lenma 4: If I.cI%and I e IP tnen for fault I,/I.+I NN
s, _— J K 373 7k RO
. &
ey Fp(L,/I+T,) = aus ~'.-.'.i
- RO
Proor: In the presence of rault I,j/Ij"'Ik’ the observed R-W sequence will be a .;Z:.: -
union of R-W sequences ror IJ. and Ik’ (Note: M"Union" in this context does not 2:«\3
SO
mean logical OR. In fact it only means that when both R and W signals are put S
e * . . ~ Lty
~ on the control line at the same instance, the associated control lines will have :
- -
N tne identical logical value. This is different from the situation where only ;'{E:
bl
one of the two control signals is active.) S
j;: Corollary 3: If IjeI“ and IkeIB and IGSIB then for fault Ij/Ij+Ik
o, FZ(IJ/IJ*IR) 2 B
Lemma 5: Let IJ.eI"l ’ IkeIB . A fault I,j/Ij*Ik can be detected by executing I‘_j \,\
’ \':\‘:\.
< alone and observing FZ(IJ) previded either one of the following two conditions ::.::.:‘
L] : ..'\.'\.
- is satisfied. . .
. (a) 2g(a)<tg(s) PN
. (b) 1g(a)22g(8) and IF4I®, W
~; where 2g(a) denotes the length or Read-Write sequence o .
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Proof: (a) From Lemma 4, FZ(IJ/IJJR) = quB
If 2gla) <g(@) then 23Gue) =2g(s)
Thererore ldFZ(IJ/IJ+IK)) = 2g(g) M !g(Fz(IJ)) = 3o
(b) PLL implies gga
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Bta impliesaug #a-

.

Tl’E!‘efOPe FZ(Ih/Ij+Ik) = QUB
t a
Once again, the implicatidn of the above result is that we need not consider all
pairs of instructions while testing the instruction decoding function. Thus we

obtain a second algorithm given below. As in Algorithm 1 we use the partitions

obtained in the previous sections to detect different faults in the instruction

.
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Algorithm 2: Algorithm to Detect Faults in Instruction Decoding Function

Using Function F,:

Step 1: Execute an instruction Ij and observe the Read-Write sequence

associated with IJ.,i.e., FZ(IJ) for all IjeI.

Step 2: For every aeskz do

begin
a
For all Ij , IkeI

begin
(a) Test for fault IJ./¢
(b) Test for fault Ij/Ik
(e) Test for fault I,/I.I, |
end
For B<a do

begin
8
For all IpsI test for fault Ij/Ij+Ip

Treorem 2: Algorithm 2 detects all faults in the instruction decoding

function.

Proof: The proof is similar to the proof of Theorem 1.

-~ - v
“ [\
ottt
4 v
PR

i

.I-‘:l'\’ r
'v"! i

-
Ny
XXX
AN

LA
X,

L ]

‘l’
5 Y
4

2158 %

l.
IR X
AN

s e

Vel s

[
1

.
.
) l'l'
Ea
.

P
P T B
CEPLPA I Y
5 4.4.-.'.

‘l" u-' X
.

vy RS
’Slkt\-'.ﬂ
) R [ 3

[y
SO
'}I '.'l'l

Ny
s

2 v
Pl
EXY

b '.‘ 'v, b

/

v,y
s

* L
'.""v"v‘u N

v
r

-
-

& 4
)

')\
" ]
.
. 7

A
’h

&
’
.

a'a
'y ‘q.

e "e e _W_¥
2’

. .
e

L4

ARl
e

I\ BN
s" 4,
4

B IRy
an

[

i

y P
Ap r’.:’"f.. ':". A
WISl

Ha4Nr Y I.'

-

«

v &
.s—‘~ l~
\‘.\. 1y

WA

4

l." .
7
(4

o




.‘.1. P S R AL N g T tar Mo N L N - - at W\ W L 0, o, N, - « V¥ e e N AT W T e e . “ Y .
L ' T ,:::::' y
- -
‘. . ' :’ i
j : A
! s".\::
: e
i : AT
) A
7 - N
N We have stated two independent algorithms for testing the instruction decoding ‘;:.&‘\
) > 2"
3. e function of a microprocessor. It is felt that the above two algorithms, if :}‘
:I : merged, result in an algorithm which will perform better than either of the N -
- . :\f__.-
> above two algorithms. We will not state the necessary lemmas but the basic -}ﬁ:-."-
N N
i idea is as follows. R
v Each subset I' can be further partitioned into smaller subsets by R
. defining function F, from I' to §,. RoR
~ . e
N Ve use Algoritm 1 to test faults in I' and IJ classes. To test 2
E instrwetions in Ii for different faults, we can use Algorithm 2. Formal ;&.‘_
3 statement of the algoritim is as follows: o,
~ ) {‘)*:-
N Algoritnm 3: Alzorithm to Detect Faults in Instruction Decoding Function :.:f‘-r

-
W

Using Functions Eiand FZ.

r
l.':. :

- =2 .
2 . . : 1 Wt
EL Step 1: Partition I into Subsets {I"} using function F,. :___::
. y - ~
2 Step 2: For i=1 o K, do oY
v begin o
. St
¥ (a) Partition I' into subsets {I%} using function F, and use R,
- F“.‘.‘
N Algorithm 2 to detect faults in the instructions within each ,-}_.;‘-
# subpartition. =
v ‘ RO
t (o) Use Algorithm 1 to detect the remaining faults. BN
7 K
¥ &nd. R
. The above algorithm can alsc be stated by interchanging the order of L .
“ ",.{":
. application of F1 and E‘z, i.e., in Step 1, F2 can be used to partition I and }::}.
r. oy
5 then in Step 2, each partition obtained in Step 1 can be further subdivided -'-:5:
. AN
’ using Function Fy. i_'__
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V. COMPLEXITY OF THE ALGORITHMS

In this section, we calculate the complexity of our algorithms and
compare our results with a well-known algorithm (2,6]. As our algorithm relies
on known methods of generating test subprograms, we first determine the length
of such programs to compute the complexity of owr algorithms.

'l‘lfatte and Abraham [2] have shown that the length of test programs is

L] “"'ﬁ‘
o
k)
AT

determined by the tests which detect faults Ij/Ij+Ik. They also give

By

NPT AL
.
NN

e

algorithms to detect these faults. In their procedure one needs to consider

[N
a
f"l"‘n‘. [

L ¥

all possible pairs (I;j’Ik) . As the number of such pairs is in the order of n2,

Rirgps
e

y ¢
.l

- n

denotad by O(nz) , the test complexity is O(nz) . Let us assume that the actual
2

l.:’

Ty
[
X 8, A

»

AR R R

WA
g
.

A

7ers
v

test size is c.n

é

where ¢ is a constant of proportionality. As we propose to

«

;" (ﬂ. 5

use ﬂmeir algorithm for generating te;t programs for faults IJ/IJ*IK' we need
not know the value of ¢ to determine the relative performance of our
algoritams.

The following theorems give the complexity of Algorithms 1 and 2.

Treorem 3: The complexity of Algorithm 1 is

S

\'.'
L.
‘.

i .
o( ?1 g {19
i=1 q=1

e
i
2.

Proof: As stated above, the complexity is determined by the number of faults of
f type IJ/IJ+Ik for which we need to test the pair (I,,I,).
As is evident from Algorithm 1 and the associated lemmas, many such

pairs need not be considered. Only those pairs (I;j'Ik) for which T(I,j) T(Ik)

R et

4 .. . .

P\'\‘\'..'\'
LS

need to be considered.

Using this argument it is a simple matter to obtain the required order
of complexity.
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Theorem 4: The complexity of Algorithm 2 is
It

O(s‘ékZB
a <a

Proof: The proor is similar to the proof of Theorem 3.

A similar expression for the complexity of Algorithm 3 can be written.
As suwen an expression warrants only complex notation, it is not included
here. However, in the following example, we compute the complexity of all
three algorithms and compare the result with the complexity of Algorithm in
(2,6].
éxamgle 3: Let us consider the Intel 8080 (8] microprocessor. For this
processor [I|=72. In this processor, same of the instructions can be tested
independently but to keep the task of comparison simple, we assume that we
need to consider all (I,j’Ik) pairs.

(i) Using the algorithms by Thatte and Abraham [2], the size of the

test program

TATP = c.n?
c.(72)2
= 5184 c.

(1i) Algorithm 1 results into different partitions as follows:
Let us denote IIil as n;, we then obtain
n1 =n2:1 331’18:[19:{11 4=n1 5=n17i)
n4=20, n5=7, n6=1, n7=21, n1o=13, n11=3,

n1 3‘2 , n1 6=4 N n1 821 .

18 i
I I nn = 3137
i=1 g=1 .i q
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Therefore, the size of the te.t program by Algorithm 1 is

AL1TP = 3137 c.

(1ii) Algorithm 2 results into different partitions as shown below.

R RR RW RRR* RRW* RWW RRRR RRRW RRRRR RRRWW

tIt 29 19 2 8 4 3 1 1 1 4

roro It - 2989
a Bsga
Therefore, the size of the test program by Algorithm 2 is
AL2TP = 2989 c.

(iv) Algorithm 3 results in different partitions as shown in the

Iollowing table. i
Clocks e
R-W Seq. 4 5 6 7 10 1 13 16 18 SOOI
,\-:'_w.:_\
R 20 7 1 1 :::.::.::
RS SAS
RR 19 ROR A
N0
RW 2 _
RRR 7 1 RN
RRW 4
RWw 1 2
HRRR 1
. RRRW 1
RRRR 1
RRRWW 3 1

* IN and OUT instructions have been included in RRR and RRW respectively to
keep the treatment simple. ¢
3
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The size of the test program by Algoritim 3 "
AL3TP = 2761 c.

Comparison of (ii), (iii) and (iv) with (i) shows that these algorithms reduce IO
the test program size by about 40%.

We have also considered other microprocessors, e.g., Intel 8085 (8],
8086 (9], Motorola 6800 [10], Z80 [11] and found that our partitioning methods e
are applicable to these microprocessors and typical saving in the size of test
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VI. SYMMETRIC FAULT MODEL

b
5

In previous sections, we have considered faults IJ/IJ*IK and

{ Ik/Ik+Ij to be ' two distinct faults. However, if some information about the '}:u;g
:« design of the control unit is available, then some of the conditions on the ti;:
N fault model can be modified. s_-;‘
*: For example, consider the microprogrammed implementations of a control "?
:, unit. In such an implementation of the control wnit, a stuck-type fault will :
r always cause the execution of some micro-instructions, but a bridging fault i
5 between two control signals will cause either both controls to be active or ;s:\_
i 3~: inactive. Such a fault model is defined below. ?‘s}s
' Definition 9: A fault Ij/ I,+1, is symetric if the presence of fault IJ/Ij+Ik gt-;B
__ implies the presence of fault I,/I;+I, and vice versa. The following lemma and E’:E
o theorems can be proved using similar arguments as in the previous two sections. .:':
; Lemma 6: If L ert, Ikell and i3% then symmetric fault Ij/Ij*Ik can be detected -::_S
= by executing I; and I, and cbserving T(I,) end T(L,). :E'{
-_\ Proofl: I i<z then execution of I‘j will detect the fault whereas if i>2 then ~'
o execution of I, will detect such a fault. _:..}-::::
5:-: In the case of symmetric faults, Algorithm 1 is modified by eliminating :ﬁ::‘:
:, Step 2(d); we shall call it Algorithm 1M. E"::::-
:.:5 Theorem 5: Algorithm 1M detects all symmetric faults in instruction decoding 2',. v
3 function. ;;.;
;’: '.Tmo;remﬁ_: The complexity of Algorithm 1M is §:§_
7 . c‘\-‘
i o E’l 1142, :t.;;
Su Analogous results can be obtained by using R-W sequences. "'":
“ R
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VII. CONCLUSION

In the previous sections, we have described algorithms to test the
instruwction decoding function. To test a microprocessor completely, we can
adopt the following strategy. ‘

(a) Register decoding function can be tested by using methods proposed in (2]
and [3]. To detect faults in registers, test procedures identical to testing
semiconductors RAMs [12,13] can be used.

(b) For detecting faults in data paths procedures given in [2,3,6] can be used.
(¢) ALU faults can be tested by complete tests derived for a given realization
or by random test sequences.

(d) Instruwction decoding function faults can be detected by the algorithms
given in this paper, in conjunction with the algoritims given in [6].-

The algoritims presented in this report are valid for a number of
microprocessors we have considered {8-11]. In our treatment, we have:used only
the inibrm;tion which is common to all these microprocessors, thus for any given
microprocessor the actual complexity of the tests is likely to be even less than
the complexity determined in this report.
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. APPENDIX

¢ Report for Trip to Jordan and Israel, 1583.

. Recently, I was invited to give a paper entitled "Computer-aided Design

; and Testing of Digital Systems and Circuits" at the Jordan International

. Electrical and Electronic Conference which was held in Ammen, Jordan April

) 25-28, 1983. The talk was very well received and various good comments were

J made by the attendees from all over' the world. In this talk, I presented the

‘_" recent development and pointed out the future directions in the important area

R of computer-aided design and testing of digital systems. I also introduced our

J project sponsored oy the Army, outlined the key ideas and obtained feedback from o
the audience. Professor Sergio Brofferio of Politecmic Di Milano, Milano, -
p: Italy is so interested in this project that he invited me to go to his <
; ) institution to present in detail my research results and to discuss research Eé__
o with their research group. Professor Broferrio's speciality is in the VISI .‘EI:
7 area. We had a lot of discussions on the subject which enhances this Army = ":"
research project. He is also interested in the applications of VLSI in the area ;g.::
:j of video conferences. His colleague, Professor M.G. Sami is working in the t;.t:;:
N testing of VLSI using.microprogrammed approach. One of his recent publications ;;:‘ ‘-:
':'. has peen cited in this rgport. His work is pretty close to my project for the ?T‘S
°‘ Army. I plan to discuss VLSI testing with him in Italy. h;.,.
; I have also interacted with the following professionals. ::::":
. 1) Dr. M. Maqusi, Dr. I. Zabalawi and Dr. M.K. Abdelazuz of the University %.Ef
3:' of Jordan. ;’{é
"? 2) R.C.V. Macario, College of Swansea, Swansea, United Kingdom. ::j
3) Professor K.R. Rao, University of Texas at Arlington. ?’!
3-: 4) Proressor L.C. Ludemn, New Mexico State University. j
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Mr. S.Y. Duda of the University of Cairo is doing research on the
applications of microprocessors. He hopes to come to SUNY-Binghamton for nis
graduate studies.

Since the scope of the conference was broad, it helped to enhance my
tecical knowledge in various parts of electrical engineering. Perimps the
idea of testing can be applied to other areas.

I was invited to visit the Computing Center of the University of Jordan
and give them some advice regarding the new computers which they want to
purchase.

I was invited to give a talk at the Technion-Israel Institute oI
'].'ectmoiogy at Haifa, Israel. Technion is the finest University in Israel in the
area of Computer Science and Computer Engineering. The +talk was entitled
"Testing of VI.SI." The purpose of this talk was to report the research ideas
and results of my Army project and obtain some comments and suggestions. I also
mad extensive discussions with Professor !M. Yoeli and Z. Kohavi. The followi
comments and suggestions were made from them and the audiences of my talk.

1) The idea of using RTL (Register Transfer Language) to describe the
behavior of the LSI/VLSI chips and borrowing the existing methods

for testing gate level networks to the RTL level is very interesting

and has a lot or potential in helping solve the difficult problems of

testing VLSI. '
2) The enumeration of all faults may be complex. The equi

classes for functional faults should be found first.
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L 3) Since the RTL description is not unique, how do we know the RTL
‘ description corresponds to the actual circuit behavior?
! 4) _ Further research should be done in the area of effectiveness of test
generation algorithm, in terms of fault coverage and computing time.
5) Comparison between symbolic simulation and data graph approaches

N described in Su & Hsiech's paper "Testing Functional Faults in
Digital System Described by Register Transfer Language™" will be
interesting and worthwhile.

6) The RTL description allows one to describe the behavior more closely
than high level languages. The RTL model may be able to handle the
fault for partial execution of an instruction which cannot be done by

) the existing teclmiques.

' ) I ha.ve had a great deal of interaction with M. Baba of West Bank, who

v is interested in coming to SUNY-Binghamton to work on my Army research project.

I also interviewed V.G. Habesh and Areej El-Majed, the other two applicants for

this project.

«vaT e s Ta N

Overall, the trip was very worthwhile and beneficial to the project.

Suggestion§ were very helpful for the future progress on this project.
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