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NOTICE

When Government drawings, specifications, or other data are used for any
purpose other than 1in conrection with a definitely Government«related
procurement, the United States Government incurs no responsibility or any K
obifgation whatsoever., The fact that the Government may have formulated or jafﬁ N
in any ‘:ay supplicd the said drawing;, specifications, ¢r other data, fic o
not to be regarued by implication, or ciherwise in any manner construed, as
licensing the holder, or any other person or corporation; or as conveying
any rights or permission to manufacture, wuse, or sell any patented
invention that may in any way be related thereto.
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SUMMARY
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| The ability to accurately and objectively assess an individual's

: level of performance on the job is important to Air Force systems for

N personnel selection, assignment, training, and utilization. Currently,
N the on-the-job training (0JT) supervisor is responsible for the

2 evaluation of an individual trainee's task proficiency. Concern has

been expressed within the Air Force training community regarding the

l variability which exists among supervisors in the evaluation of QJT
task proficiency. In particular, there exists a lack of
standardization with regard to the construction of assessment
instruments, administration of performance evaluations, the scoring of
results, and providing feedback.

I The Task Evaluation Form QJT task proficiency assessment system
(TEF System) which was developed and evaluated by Applied Science
Associates, Inc. (ASA), enables subject-matter experts (SMEs), without
experience or training in assessment methodology, to develop
instruments which can be used to assess 0J1 task proficiency. SMEs
apply prescribed development procadures to a specific task in order to
generate a Task Evaluation Form (TEF). Evaluators use the TEFs to
conduct evaluations of OJT task performance. The TEF development
procedures combine logical analysis and a critical incident technique,
resulting in the identification and description of task elements which
are critical to successful task performance. Potential performer
actions and outcomes are divided into evaluation areas: Time/Speed;
End Product; Sequence-fFollowing; Safety; and Tools, tquipment, and
Materials Use. The TeF development procedures guide the developer in
determining which evaluation areas are critical to successful task
performance. In addition to guiding the develogper in identifying and
describing critical aspects of task performance, the TEF development
procedures also provide instructions for creating an evaluation
scenario and developing a chart for scoring task performance.
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The reliability and validity of the TEF development procedures
(procedural assessment), and of the TEFs resulting from their
- application (operational assessment), were examined, The results of
o the procedural and operational assessments indicate that the TEF system
A can be utilized within the OJT environment. SMEs are able to apply the
. TEF development procedures to generate assessment instruments. The
resulting TEFs contain: a description of the evaluation scenario,
critical areas of performance for evaluation, designation of the steps
or events where each area shou'd be evaluated, standards of performance
for each identified event, and criteria for scoring observed
performance and assigning a nas<’fail decision. When Lu.orvisors uyse
TLFs to assess task proficiency, results are derived which consistently
reflect observed performance. Most importantly, the TEF system
provides evaluation results which are useful and meaningful within the
01T environment. The standardization of the evaluation situation
allows for tracking an individual's performance, as well as making
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comparisons between performers possible, In addition, the evaluatio
results actually summarize task performince by providing a separate
score for each applicable evaluation area. These scores can be used
provide objective feedback to the performer and/or trainer. The TEF
system has demonstrated potential for several uses in the QJT
environment; e.g., determining an individual's performance level and
acceptance for task certification, tracking individual or unit level
performance, comparing performers, identifying specific deficiencies
an individual's OJT, and identifying QJT deficiencies on a unit leve
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This document was prepared by Applied Science Associates, Inc.

(ASA), Valencia, Pennsylvania, under Air Force Contract Number
F33615-82-C-0004. Ms. Ronnie E. Warm was the Project Scientist and
Director. The project was sponsored by the Air Force Human Resources

. Laboratory, Training Systems Division, Lowry Air Force Base, Colorado.

' The Contract Monitor was Mr. Gerald S. Walker. Captain Richard Dineen
served as the Technical Contract Monitor until his retirement in July
1984, at which time Major Martin Costellic became the Technical
Contract Monitor.

This study is onc of a series of related studies under the

Program: Systems Integration, Transition, and Technical Support. The
l objective of this program is to provide support for the Air Force's
Advanced On-the-Job Training System (AQTS). Task proficiency
assessment instruments are necessary for assessing training on an
. individua)l and unit level within the AQTS. However, techniques for
. performing reliable, valid, and standardized task proficiency
¢ evaluations do not currently exist. The objective of this effort was
to devise a methodology for the development of on-the-job training
(NJT) task proficiency assessment instruments, Procedures (Task
Evaluation Form development procedures) were derived which allow
subject-matter experts (SMEs) to coastruct task proficiency assessment
instruments. The instruments resulting from application of the
procedures (Task Evaluation Forms) can be used by OJT supervisors to
assess trainee proficiency at specific tasks. This document describes
the activities related to the derivation and assessment of the Task
Evaluation Form (TEF) development procedures and the instruments
resulting from their application. The actual development procedures
are contained in two separate documents: Task Evaluation Form: ol
Development Procedures for Maintenance and Equipment-Oriented Tasks; el
and Task Evaluation Form: Development Procedures for Non-Eguipment-
Oriented Tasks (AFHRL Technical Papers 85-55 and 85-56, respectively).

T YERE S s A Ry
NI NN
PP R

27

RN

‘a‘e’s
' v &
.)n(l
RIS
g
RO

D
2
.

The authors wish to acknowledge the assistance and cooperation of
the many individuals who contributed to the completion of this
document, From ASA, appreciation is expressed to: Rohn J. Hriz and

]
LN
]
r
(s
.

-
Pl
.

It v

: George R. Purifoy, Jr. for their contributions to the initial

Iy derivation of the Task Evaluation Form (TEF) development procecaures,

o and their suppurt and ideas throughout the project; Ms. Lisa 1. Thocher

N for her assistance in the data collection and analysis; and the Project
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words, the assessment instrument focuses the supervisor's attention
upon specific aspects of task performance. The instrument details for
the supervisor what should be evaluated. Standardization of evaluation
content is necessary in crder to compare evaluation results obtained by
different evaluators, Currently, there are no standard formats for
instrument development. Often, assessment instruments or evaluation
forms are not provided. The content of the evaluation is left entirely
to the individual supervisor's discretion. Evaluator subjectivity is
introduced into the evaluation process when different evaluators focus
on different aspects of task perfarmance.

When assessment instruments are provided, they are usually in the
form of checklists., The checklists contain lists of items which must
be completed by the performer, However, they do not include standards
of performance; i.e., descriptions of acceptable behaviors or outcomes.
' The decision as to what qualifies as acceptable task performance is

left to the individual supervisor. Thus, even though two supervisors
may focus on the same aspects of performance (i.e., those aspects
included on the checklist), they will not always agree about what
qualifies as acceptable compietion of those items,

: In summary, the lack of a standard instrument for evaluating task

' proficiency leads to evaluator subjectivity regarding what aspects of
task performance are evaluated. Even when evaluator agreement exists

: regarding what is to be evaluated, differences may occur regarding what

- standards must be met. Thus, there is no guarantee that two different

performers or the same performer evaluated by two different cupervisors

would be required to demonstrate the same leve! of task prcoficiency.

1.1.2 Administration of Task Proficiency Assessment

In addition to focusing on different aspects of the task,
evaluators tend to conduct job performance evaluations in different
ways. In order to compare evaluation results obtained by different
evaluators, standardization is necessary. However, evaluator
differences occur frequently. Some of the more common evaluator
differences are mentioned below.

1. Some supervisors use the evaluation situation as a training
experience for the pertormer. These supervisors have a
tendency to immediately correct the performer when errors

. .". R v
. A
»f - IR

in performance cccur. This immediate feedback confounds RRNRS
the evaluation process and results. ey
2. The wvaluation situation is often used as an opportunity to ’@F? :’I

“u ‘at

test "systems knowledge" through questions to the

performer, DQuring task performance, some evaluators assess N Ny

both knowledge and performance ability, whereas other R

supervisors assess ¢ .ly performance ability, NN
PR Rt
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1.0 INTRODUCTION

The ability to objectively and accurately assess an individual's
level of proficiency is critical to that individual's training and
utilization. During Air Force on-the-job training (0JT), the 0JT
supervisor is required to assess each airman's proficiency. The
assessment of proficiency is typically divided into two types of
evaluation: the evaluation of job knowledge and the evaluation of job
per formance. Job knowledge is usually assessed through written tests.
These tests are standardized such that every airman (in the same career
field) is tested on the same subjects, in the same way. In addition, a
standardized scoring routine is used to score written tests. Thus, for
the assessment of job knowledge, the test content, administration, and
scoring are standardized. Standardization is important in order for
the evaluation results to be used in meaningful ways; i.e., to compare
performers tested by different evaluators or to track an individual's
per formance over time,

Job performance is typically assessed by evaluating the
per formance of individual tasks within a specialty area. In other
words, the individual being evaluated must demcnstrate proficiency in
perfoming selected tasks from his/her career field. However, the
assessment of task performance/proficiency is not as standardized as
the assessment of job knowledge.

Standardization is lacking in the areas of instrument development,
administration, and scoring. Thus, variability exists regarding what
is evaluated, how evaluations are conducted, and how observed task
performance is scored. This lack of standardization in the evaluation
of task proficiency makes it cifficult toc use the evaluation results to
compare performers or to track an individual's progress over time,

This project was initiated to address the aforementioned issues in
the evaluation of 0JT task proficiency. In this section, the existing
problems in the evaluaticn of task proficiency are discussed, a summary
of the approach is presented, and the organization of the rest of the
report is described.

1.1 Existing Problems in the Evaluation of QJT Task Proficiency

The central area of deficiency in the evaluation of 0JT task
proficiency is the lack of standardization. This lack of
standardization as it relates to several areas of assessment
iethodology is discussed below.

1.1.1 Assessment [nstrument Development

The particular assessment instrument used to evaluate task
proficiency determines the actual content of the evaluatiun. In other
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3. Supervisors allow varying amounts of assistance during task
performance.

4, For many tasks, the degree of difficulty and/or performance
requiremernits vary as environmental conditions are altered.
However, evaluators tend to select different environmental
conditions under which to conduct an evaluation.

When one or more of these evaluator differences exist, it becomes
impossible to compare the evaluation results obtained by two different
evaluators.

SR s T

1.1.3 Scoring the Evaluation

- The third area of supervisor variability is in the derivation of

- an end score and assignment of a pass/fail decision. Currently, there
is no guidance regarding how observed errors in performance should

- affect the end score or pass/fail decisiun. There are no specific

o criteria to define the number and types of errors which are permitted

;? in task performance. ConversSely, there are no criteria to define the

‘ number and types of errors which should result in failure of task

P performance. Thus, an evaluator has no means of arriving at a

e meaningful end score. In addition, there is no guarantee that two

supervisors who observe the same task performance will derive identical
end scores and pass/fail decisions,

1.1.4 Feedback

MO ) ECEARE

Feedback regarding deficiencies in task performance is important
on an individual and unit level. For example, repeated individual
deficiencies in the same area may indicate a need for remedial
training. On the other hand, performance deficiencies in a particular
area on a unit level may indicate deficiencies in the 0JT program.

A ." .t‘h-? ' Xd
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Currently, there is no standard means for providing specific
feedback regarding task performance. Specificity of feedback is
important to an evaluation system if steps are to be taken to improve
performance.
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1.2 Approach Qverview

The existing problems in the evaluation of QJT task proficiency
were addressed by Applied Science Associates, Inc. (ASA) in a task
ordering contract with the Air Force Human Resources Laboratory. The
overall approach involved several phases. During the first phase, an
examination of the QJT environment was conducted and a list of
requirements for an effective OJT assessment system was derived. Next,
a task proficiency assessment system, titled the Task Evaluation Form
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(TEF) system was developed. The usefulness and applicability of the
TEF system in the OJT environment was assessed in the last phase of the
project.

This report contains details of each phase of the project, In
addition, conclusions and recommendations are provided.

1.3 Overview of This Report

The remainder of this report is divided into six sections as
follows:

1. Section 2.0 includes a discussion of relevanu issues in the
development of an QJT task proficiency assessment system
and a 1ist of requirements for an effective 0J7 task
proviciency assessment system. In addition, an overview of
the Task Evaluation Form development procedures is
presented in Section 2.0.

2. The methcdnlogy and results of the procedural reliability
and validity assessment are described in Section 3.0.

3. In Secticn 4.0, the details of operational reliability and
validity assessment are provided.

4, Section 5.0 includes a description of the application of

the TEF development procedures in the Personnel career
field.

5. A discussion of the TEF methodology in relation to the
requiremenis set forth in Section 2.0 is presented in
Section 6.0.

6. In Section 7.0, recommendations for the use of the TEF
system are discussed.
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2.0 THEORETICAL APPROACH

There are many basic issues and considerations which affect the
development and use of task proficiency assessment instruments in a
specific environment. Before procedures for developing 0JT task
proficiency assessment instruments could be recommended, it was
necessary to obtain information about how the development procedures
and the resulting instruments would be used in the O0JT environment.

Information about current evaluation procedures in the QJT
enyirgnment was gathered from various sources. Assumptions about the
development and use of OJT assessment instruments were made based upon
the information obtained.

In this section, assumptions about the use of assessment

instruments in the 0JT environment and a list of requirements for an
effective OJT task proficiency assessment system are presented.

2.1 Use of Assessment Instruments in the 0JT Environment

In order to develop effective assessment instrument development
procedures, it is important to know how the assessment instruments
should fit in the intended environment (0JT).

An assessment of the OJT environment was conducted in order to
answer the following questions:

How will the assessment instruments be used?

. Who will develop the assessment instruments?

I What method(s) of assessment will be used?

o

i For what task types will assessments instruments be adeveloped?
B Information was gathered from the following sources:

; Review of technical documents on QJT operaticnal and
:: administrative procedures.

ﬁ Interviews with 0JT personnel.

o Review of existing task databases.

:j Review and analysis of existing assessment instrument
. develcpment procedures.
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A set of specific assumptions was derived from the answers to the N
aforementioned questions. Each question and the resulting assumptions
are discussed below,

2.1.1 How Will the Assessment Instruments be Uced?

<\
. . o
The purpose of an assessment instrument influences the types of :,;’\
evaluation information collected. Thus, it was important to know the sV
purpose for which assessment results were intended before an assessment

®
instrument could be designed.
It was conceivable that 0JT task proficiency instruments would be
used for a multitude of purposes. For instance:
1. To determine the proficiency level of individual airmen for P R

certificaticn and/or promotion.
2. To determine individual deficiencies in task proficiency.
3. To determine the state of readiness of a given unit.

4, To determine the training effectiveness of an QJT program

(i.e., to determmine OJT program deficiencies rather than
individual deficiencies).

It is clear that the specific purpose influences the amount of A
detail that the assessment instrument must provide. For instance, more '
detailed information is racessary to determine deficiencies on an B
individual or 0JT program level than is required to make decisions
about certific *ion or unit readiness.

Since the specific purpose of the instruments was not clear at the
onset of the project, it was necessary to design an assessment
instrument which wculd generate the highest possible level of detail.
This would allow the instruments to be used for several purposes.

2.1.2 Who Will Develop the Assessment Instrument?

The characteristics of the target population will influence the R
nature and complexity of the development procedures. o

Several potential target groups were identified. It was possible PN

that the following groups might be tasked with assessment instrument
development.

1. OJT supervisors.

2. Flightline or job supervisors.

........

.............
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3. Training development personnel,

4, h special group - specifically formed for the purpose of
developing assessment instruments.

Thus, it was necessary to design assessment instrument development SRR
procedures which could be applied by individuals from any of the above RN
groups. An iterative approach to the design of the development o
procedures was chosen. Procedures were developed and revised following Ry
trial applications by members from each potential target group. ?

2.1.3 What Method of Assessment Will be Used?

Assessment instruments should reflect the method of assessment
which should be used. Different types of information are included on X I
assessment instruments, depending upon the intended evaluation method. O

Several different methods are currently used to assess 0JT task ﬁi_;';:
proficiency. These methods are: oL

1. Direct observation of the performer performing tasks in the @ ‘
job environment, '

2. Direct observation of the performer performing the task in
a controlled environment; i.e., a rigged task scenario.

(N e
Ak RSTRA AT

3. Direct observation of the performer performing on a
simulator or a trainer. NG
AT
4. Paper-and-pencil testing of job knowledge. This approach :ﬁ:::::}
is more appropriate for testing job knowledge than for BANASAt
testing job performance. SO RSN,

The determination of the most appropriate evaluation method
depends upon the task for which the instrument is developed. The
development procedures must allow the develgpment of assessment
instruments which could accommodate any of the direct observation

' methods. In addition, the development procedures must include guidance
' for the developer in selecting the appropriate evaluation method.

: 2.1.4 For What Task Types Will the Assessment Instruments be
. Developed?

’ An examination of the 0JT environment revealed the broad range of

task types which are trained in Air Force 0OJT.

Due to this diverse nature of tasks, task-specific development
procedures were deemed impractical and certainly not feasible. Thus,
it was determined that the development procedures must be generic
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enough to apply to a broad range of task types. However, it was also
necessary that the development procedures allow the depiction of the
important dimensions of any task performance.

In order to obtain the necessary balance between generalizability
and specificity of procedural application, a population of OJT task
performance dimensions must be identified. The decisions regarding the
inclusion of individual performance dimensions must be task specific.

The development procedures must include criteria for making those
decisions.

2.2 Summary of Assumptions

The following assumptions were used to gquide the initial design of
the assessment instrument development procedures:

1. The results of evaluations with the assessment instruments
may be used to make decisions about individual
certification, individual deficiencies, the effectiveness

of an 0JT program, or the state of readiness of a given
unit.

2. The assessment instruments will be developed by technically
qualified military personnel who are inexperienced in
performance assessment methodology.

3. The assessment instrument will be designed to conduct
“"hands-on" or "over-the-shoulder" evaluations in the QJT
environment, and the development procedures will include

guidelines for selecting a specific "over-the-shoulder"
me thod.

4, The assessment instrument development procedures will be
capable of application to a wide variety of task types.

It should be noted here that the following issues were not
addressed in this project:

1. The selection of tasks for which assessment instruments
should be developed.

2. The selection of tasks for which evaluations should be
conducted.

2.3 General Requirements for an Effective 0JT Task Proficiency
Assessment System

Based upon the existing prcblems in the evaluation of QJT task
proficiency and the assumptions about the use of 0JT assessment

instruments, a list of requirements for an effective OJT assessment
system was derived.
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Two types of requirements were derived: general requirements
related to the application of the assessment instrument development
procedures (referred to as procedural requirements), and requirements
related to the use of the assessment instruments (operational
requirements).

. JER e

2.3.1 Procedural Requirements

An effective 0JT task proficiency assessment system must provide
precedures for instrument construction which have the following
characteristics:

AL AT

1. Validity. The development procedures must result in the
jdentification of those aspects of task performance which
are directly related to successful task performance.

ALY | SN

: 2. Reliability. The development procedures must be T
- cons1stentiy applied by two or more users. In other words, N
= two or more users applying the procedures to the same task ROt
i’ should identify the same aspects of task performance. RN
MY » ;
> 3. Utility. The development procedures must have the tlﬁ?ié
o capaEi‘ity of application by Air Force users. Although a u;_ixjj
N specific target population has not been identified, it is NN
- expected that the users will not have training or F;\l\;l
i‘ oxperience in assessment methcdology. Eff'bﬂ
4. Generalizability. The assessment instrument development Cﬁijég

procedures must be applicable to tasks from all specialty NS

areas including both maintenance and non-maintenance SN

specialty areas. NN

#
S

2.3.2 Qperational Requirements
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The use of the assessment instruments must provide evaluation

.

o results which have the following characteristics:

-5 RIERER
R~ Validity. The results must accurately reflect the number and [ J
{5- types of errors which occur in task performance, SR
:ff Reliability. Two or more evaluators, observing the same task

~ performance, should derive identical results.

-

.'\. Standardization. Two or more evaluators, conducting an b "
o evaluation of the same task, should conduct the evaluation in EACAN
e the same manner. N
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Utility. The results of evaluations must provide direct
feedback regarding specific deficiencies in task performance.
In addition, varying levels of detail of fewdback must be

provided so that the user can select the appropriate level for
the intended purpose,

2.4 Performance Evaluation Guides (PEGs)

The procedure or methodology described in this report was
partially derived from a previous Air Force effort. Before presenting
an overview of the assessment instrument development procedures, it
will be beneficial to briefly review the previous methodology.

The previous Air Force effort on performance assessment, referred
to as Performance Evaluation Guides (PEGs), involved the design of
procedures for developing task performance assessment instruments, The
method used was described as a "loosely structured critical incident
technique." The PEGs development procedures began by having developers
decompose tasks into their component steps. The task steps were then
reviewed to identify potentially “"critical errors." Only those steps
that contain "critical" errors are to be assessed., Errors are

identified as either process (key steps) errors or product (end
results) errors.

Although the PEGS procedures are relatively easy to follow, the
effectiveness of the process is questionable. The important issues are
whether or not the process actually identifies critical measures of
successful task performance (validity), and whether or not the
procedures can be consistently applied (reliability). For the

following reasons, it is highly unlikely that the PEGS process is both
valid and reliable:

1. The procedures provide little guidance for identifying

potentially critical errors and determining measures of
successful task performance.

The critical incident technique is an acceptable method for
identifying task components that are important to measure.
However, PEGs use the technique in a limited way. Critical
errors are identified for each step, but critical task
performance is never described. Thus, a PEGs instrument
does not reflect what behaviors are to be evaluated,

3. A FPEGs instrument is basically a checklist, limited to key
steps. PEGs do not identify what dimensions of task
performance are important to evaluate, such as safety,
time, use of tools, or features of task Lutput; nor do they
identify performance standards.
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4. PEGs provide only GO/NO-GQ decisions. A GO/N0O-GO dichotomy
may not be appropriate for all task evaluations. R
Descriptive information about task performance is necessary \*!{f'
to provide effective feedback about performance. =

2.5 Overview of Task Evaluation Form Development Procedures

The method for developing performance assessment instruments [the N
Task Evaluation Form (TEF) development procedures] described in this ;_' .
document expands the PEGs methodology to combine a logical analysis e T
approach with the critical incident technique. The critical incident :
technique is used to identify steps and events that are important to
evaluate. The logical analysis approach is used to guide the developer
in making decisions about how the evaluation should be conducted aud S
what behaviors or outcomes reflect successful task performance. Thus, ; o
the critical incident technique used in this method initially focuses e
the developer's attention on the consequences of not successfully RIS
completing events in the task. Once critical events are identified,
the logical analysis approach is used to quide the de-eloper in making
decisions about what performer actions and outcomes actually reflect St
successful task performance. PORRE

Possible performer actions and outcomes are divided into five
evaluation areas (the evaluation of: Time/Speed, Sequence-Following,
End Product, Safety, and Tools, Equipment, and Materials Use). The
developer 1is guided in determining which areas should be evaluated
during task performance. The developer considers every step or event
in the task and identifies the steps or events in the task where a
particular evaluation area should be evaluated. Once critical task
events or steps have been identified, instructions are provided for
describing successful task performance. These descriptions are
considered performance standards or criteria and are entered on the
TEF. (Later the evaluator uses this information to decide whether or
not the task has been correctly performed.)

In addition to guiding the developer in identifying and describing
critical aspects of task performance, the TEF development procedures
provide instructions for creating an evaluation scenario and developing
a chart for scoring task performance. The evaluation scenario and
scoring chart are also entered on the TEF. The evaluator uses the
evalyation scenario as instructions for setting up and conducting the
evaluyation. The scoring chart is used by the evaluator to score the
observed task performance.

The individual who develops tne TEF will probably not be the same
person who uses the TEF to evaluate a task. The person using the TEF
development procedures i5 called the TEF developer. The evaluator
is responsible for using the TEF to evaluate task performance., Thus,
the developer is actually providing information which will be used
later by an evaluator.
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A TEF describes for the evaluator:

1. How to set up the evaluation -- an evaluation scenario is ALY
described so that all supervisors evaluating the same task .

PP

will conduct the evaluation in the same manner, el
\': .;\::\
2. What to evaluate -- the task events or steps are designated MSENON
on the TEF so that all supervisors evaluate the same EAADAS
aspects of task performance. Explicit criteria are e

nrovided for determining whether cr not an event was
successfully completed.

1370 .

3. How to evaluate -- the scoring chart eliminates evaluator
differences in scoring and assigning pass/fail decisions.
A separate score is obtained for each evaluation area based
upon the number and type of errors which occur during task
performance. Explicit criteria for assigning an overall
pass/fail decision are also provided.
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Exarmples of Task Evaluation Forms for tasks from three different
specialty areas are included in Appendix A,

2.6 Performing the Task Evaluation Form Development Procedures

Throughout the TEF development process, irnstructions are provided
for entering information onto worksnheets. At the end of the TEF
development procedures, the information from the worksheets is
transferred onto Task Evaluation Farms. for each worksheet, the
tollowing general information is provided.

1. An overall explanation of the information which will be
entered.

2. The purpose ¢f the information from the evaluator's point
of view.

3. Examples of completed worksheets.

4, Specific instructions for completing each individual item
or. the worksheet, including directions for seiecting
appropriate information and guidelines for entering that
information onto the worksheets.

Tre type of information the developer is required to enter on each
worksheet is described below. Sample blank worksheets can be found in
'naendix B.
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2.6.1 Worksheet 0l: Listing the Task Steps

The ueveloper is required to obtain a list of the steps of the
task from another source. These steps are referred to throughout the
TEF development proce-s.

2.6.2 Morksheet 02: Defining the Task

The first step in Task Evaluation Form development is to define
the particular task for which the form is being developed. There are
times when the task title does not provide enough information to
completely identify the task to be evaluated. Therefore, the following
information is provided by the developer:

1. AFSC/Duty Position or Work Center (of the person to be
evaluated).,

Task Title (including the specific version of the task to
be evaluated).

Task Beginning.
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4. Task End.

5. Steps or Events Not Includeu in the Evaluation.
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6. Task Information Sources.

Yy

2.6.3 Worksheet 33: Evaluation of Time or Speed of Task Performance
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The developer applies a set of "criticality questions" to decide
whether Time or Speed should be evaluated during the task under
consideration. If the developer decides Time or Speed should be
evaluated, instructions are provided for identifying exactly when in
the task it should be evaluated and the aryunt of time which is
acceptable. The follnwing items arec included on Worksheet 03:

Critical Segment(s).
Starting Point(s).
Stopping Point(s).
Standard(s).

N =

2.6.4 MWorksheet 04: Evaluation of Sequence-Following

The developer applies a set of "criticality questions" to
determine whether the order in which the steps of the task are
performed should be evaluated. Two types of information are entered on
Worksheet 04:
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1. Series or sequences of steps in the task which must be
performed in order.

2. Sinygle steps in the task which must be performed before
other steps.

2.6.5 Worksheet 05: Evaluation of End Products

The developer applies a set of "criticality questions" to
determine which outcomes of task performance should be evaluated.
Instructions are also provided to aid the developer in identifying
criteria for evaluating the end products.

The developer enters the following information onto Worksheet 05:

1. End products.
2. Criteria for evaluating end products.

3. Steps associated with the generation of end products.

2.6.6 Worksheet 06: Evaluation of Safety Procedu es and Regulations

The developer applies a set of "criticality questions" to
determine whether adherence t¢ safety procedures and regulations should
be evaluated. When specific safety procedures and regulations are
identified, the developer follows the instructions for describing the
events and for identifying when each event should be evaluated. Thus,
the developer enters the following information on Worksheet 06:

1. The safety procedures and regulations which should be
evaluated.

2. When to evaluate following safety procedures and
regulations.

2.6.7 Morksheet 07: Evaluation of Tools, Equipment, and Materials
Use

The develcper app 325 a set of "criticality questions" to
determine whether the use of tools, equipment, and materials shouid be
evaluated for the task under consideration. When tools, equipment, or
materials are identified, the developer follows the instructions for
describing the specific size or type of tools, equipment, and materials
which should be used, the correct use of each item, and when in the
task the use of each item should be evaluated., Thus, the developer
enters the following information on Worksheet 07:




N e e A A N A e e e O

3 | _F ESwm e e W e =

e Ty Y

&
ML R

1@

&j
5
r .

1. Tools, Equipment, and Materials.

2. Size or Type.

-
.
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3. Correct Use.
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4, Steps Associated with Use.
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2.6.8 Worksheet 08: Evaluation Scenario

Worksheet 08 is used to describe how the task should be presented
to the performer for evaluation purposes. When Worksheet 08 has been
completed, an evaluation scenario results. In order to complete the
worksheet, the developer describes the:

Best Evaluation Method.

Preventative Environmental Conditions.

Operational Equipment/Task Presentation.

Help Permitted.

Presentation to Performer of Tools, tquipment, and
Materials.

Evaluator Equipment,

Evaluator Time Estimates.

Number of Evaluators.

oo~ WA -

2.6.9 Additional TEF Development Instructions

Instructions are provided for transferring information from the
worksheets onto the Task Evaluation Forms.

When all of the information has been transferred to the TEF, the
developer is guided in identifying those events which would result in
automatic failure--even when all of the other entries are correctly
performed. The developer is instructed to place an asterisk (*) on the
TEF next to those events.

2.6.10 MWorksheet 09: Scoring Criteria

The final step in TEF development is to assign points to each
event on the TEF (points are not assigned to events which result in
automatic failure). A formula for deriving the number of points per
non-asterisked entry is included on Worksheet 09. Worksheel 09 yields
the number of points which should be subtracted for each non-asterisked
event that is not successfully performed.

A
S,

A

15

cv e

e e e e A
K3 A‘. ’-\ -" “-’.' - ‘-‘ - '-. <l /A LI "‘ "4 f‘ '.A\‘.l'..‘- -.-,..




PR ey - o N TR AR AT CE W AT NI ATATININNTE AT
AR TN R e o 0ty Sy e Al A SR LU A A SN LA \r'v""-v.'\v\',.‘-':-‘..*':-“."\’v“ BN NP C N LA AR AL AL PR AL

------
...........

SN

Ledy

e . 2

i

2.7 Presentation of Task Evaluation Form Development Procedures I;ﬁi;;i‘

.:\.:_‘.:;.“

The TEF development procedures are available for presentation via IDIRIN

written handbooks or computer terminals. There are two separate o

handbooks, titled: Task Evaluation Form Development Procedures for DAY

Maintenance and Equipment-Oriented Tasks; and Task Evaluation Form :i:fff:

Development Proccdures for Non-Equipment Oriented Tasks, AFHRL ~;}}:':

Technical Papers 85-55 and 85-56, respectively. Both handbooks were Z;{i oy

developed by Applied Science Associates, Inc. (ASA) under Air Force Ao
Contract Number F33615-82-C-0004. Two separate handbooks were prepared

to ensure that relevant examples would be provided to a broad range of
potential users. The TEF development procedures were adapted for
computer delivery by Denver Research Institute in consultation with
ASA, under Air Force Contract Number F33615-82-C-0013. Computer
delivery of the TEF development procedures allows the user to select
relevant examples and help messages. In addition, the computer
authoring system provides two levels of support: beginner user and
experienced user. This allows experienced TEF developers to select
either level of guidance.

The handbooks and the computer authoring system were designed to
produce Task Evaluation Forms which are identical in content. Thus,
the selection of a presentation method (handbook or computer terminal)
wiil depend upon availability and user preference.




3.0 PROCEDURAL ASSESSMENT

This section describes the efforts made to determine the
reliability and validity of the TEF development procedures.

The main objective of the procedural assessment was to examine the
outcome of the application of the TEF development procedures to
selected tasks in two Air Force specialty areas. Specifically, the
reliability and validity of forms resulting from the application of the
TEF development procedures were assessed.

A secondary objective of the procedural z2ssessment was to target t_":E
specific protlem areas in the TCF development procedures. Aspects of u};¢3y
the TEF content which were relatively low in reliability and/or A9 o8 b

validity could easily be identified. Once specific problem areas in e
the procedures were targeted, necessary revisions or enhancements were O
made. Since the procedural assessment was conducted first in the AR
Aircraft Maintenance career field, it was possible to make some o

revisions related to targeted problem arsas prior to the adaptation of A
the TEF development procedures for Security Poiice/Law Enforcement LAV,
tasks, . S

For the purposes of this inve.tication, reliability and validity R
were defined as follows: L

) Reliability referred to the degree of agreement between the
| content of TEFs developed by two or more Subject-Matter Experts
(SMEs) for the same task.

r‘.ll‘r.: \- 'A.‘ ‘.‘ 1.\. .. .-
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Validity referred to the extent to which the procedures allow
SMEs to accurately and completely define the critical
evaluation areas, steps, and standards associated with
successful task performance,

LCERYR Lttt

3 3.1 Overview

N B

) Data related to the procedural reliability and validity were

- collected in two Air Force specialty areas: Aircraft Maintenance and

. Security Police/Law Enforcement. Essentially the same procedures for

. data collection and analysis were used in the two specialty areds.

N Subject-Matter Experts applied the Task Evaluation Form

B development procedures to selected tasks in their career fields.

. Procedural reliability was assessed by comparing the content of forms
- prepared for the same task by different developers. Procedural

i validity was also assessed by examining the content of the TErs

~ resulting from application of the procedures. Panels of Subject-Matter
-~ Experts rated the TEFs with regard to accuracy, completeness, and

- criticality. Estimates of the validity of the TEF development

b, procedures were obtained by analyzing the rating data. Based upon the
:
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results of the procedural analyses, areas for improvement were
jdentified and the necessary changes made.

The data collection, analyses, results, and indicated revisions
for both career fields are described in this section.

3.2 Data Collection

The data collection effort involved several phases as follows:

Task Selection,

Selection of SMEs for TEF Generation.

TEF Generation.

Panel Rating (data collected from the panel rating were
used only in the validity analyses).

S W N
o o

Each of these aspects of the data collection effort is described
below.

3.2.1 Task Selection

Tasks in each specialty area were chosen to be representative of
the types of tasks within the Air Force Specialty Code (AFSC) and to
include as much variation in task type and skill level as possible. A
total of six tasks were selected to represent the Aircraft Maintenance

career field and four tasks were selected from the Security Police/Law
Enforcement career field.

3.2.1.1 Aircraft Maintenance Task Selection

Selection of tasks was initially determined ty the choice of
weapon systems. It was considered necessary to choose weapon systems
for which a large amount of task- and training-related documentation
existed. On this basis, the Air Force determined that the B-52H and
the KC-135A were most appropriate weapon systems for study.

Tasks were selected to represent a cross-section of the types of
tasks performed on the weapon systems of interest. Specifically, the
chosen tasks represent servicing, inspection, and remove/replace tasks.
Tasks representing a range of complexity and skill types were chosen.
Other factors considered were frequency of performance and availability

of documentation. Based on those factors, three tasks were chosen for
each weapon system:




- B-52H
1. Liquid Oxygen (LOX) Servicing.
2. Engine Run.
3. Refuel.
- KC-135A
1. LOX Servicing.

2. Preflight.
3. Starter Cartridge Replacement,

3.2.1.2 Security Police/Law Enforcement Task Selection

Four tasks were selected for TEF generation. Two tasks were
selected from the Security Police (SP) field and two tasks were
selected from the Law Enforcement (LE) field. An attempt was made to
include both tasks which were largely procedural and tasks which were
end product or result oriented. The selected tasks are described
below:

Building Search (LE). A predetermined scenario was described
to the SMEs who participated in the TEF generation., They were
instructed to develop TEFs for the following Building Search
scenariog: “Search Building 20223 for one armed suspect. It is
dark and there are no other individuals in the building.”

Communications (LE). This task included the preparation for
operation and operational check of several different types of
radios.

.38 (SP). This task encompassed the loading, disassembly,
clearing, and reassembly of the .38.

Handcuffs (SP). This task covered the application and removal

of ratchet-type handcuffs with the following scenario:
"Suspect is against a wall and does not struggle."

3.2.72 Selection of SMEs for TEF Generation

Suoject-Matter Experts (SMEs) from the two speciaity areas were
selerted for participation in the procedural assessment, based upon the
following criteria:

. 1. The SMCs had achieved at least a 5-level in their

: respective AFSCs.

. 2. The SMEs were familiar with the tasks under consideratian.
]
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3. The SMEs had OJT supervisory experience.

4, The SMEs were 3available for the time required to generate
the TEFs,

Specific details about SME selection in each specialty area are
described below.

3.2.2.1 Aircraft Maintenance: SME Selection

Three tasks for each of two weapon systems had been previously
selected. Thus, selection of one group of SMEs experienced in 8-52H
maintenance and ancther group experienced in KC-135A maintenance was
necessary. Available personnel specializing in these weapon systems
were found to be concentrated at Carswell Air Force Base, Texas;
Ellsworth Air Force Base, South Dakota; and K.I. Sawyer Air Force Base,
Michigan. At each base, four SMEs experienced in 8-52H maintenance and
four SMEs experienced in KC-135A maintenance were selected, for a totai
of 12 SMEs per weapon system.

3.2.2.2 Security Folice/Law Enforcement: SME Selection

Two tasks from the Law Enforcement area and two tasks from the
Security Police area had been previously selected. Thus, a group of
SMEs representing each area was necessary. Available personnel were
found at Kirtland Air Force Base, New Mexico, Thus, all of the data
collection effort took place at that location. Six SMEs were selected

from the Security Police area and six SMEs were selected from the Law
Enforcement area.

3.2.3 TEF Generation

Generation of the Task Evaluation Forms was conducted in a 3-day
session at each location. The first day of each session was devoted to
SME training. The SMEs were provided with a brief explanation of the
project in general, followed by an overview of the TEF development
procedures, on the first morning of each session. The afternoon of the
first day was dedicated to a practice exercise during which SMEs as a
group applied the TEF development procedures to a sample task. Time
for questions and discussion was provided throughout the exercise.

The actual TEFs were generated on the second and third days of
each session, The SMEs applied the TEF development procedures to one
task at a time. SMEs worked independently and were allowed to ask
questions concerning only the TEF development procedures. Questions
pertaining to the content of the TEFs to be developed were not answered
during the TEF generation sessions.
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SMEs from the Aircraft Maintenance specialty area were responsible
for generating TEFs for each of the three tasks in their respective
weapon system, SMEs from Security Police/Law Enforcement areas
generated TEFs for the two tasks from their individual areas (i.e., LE
or SP).

Twelve replications for each of the Aircraft Maintenance tasks
resulted. One of the SMEs from the Law Enforcement area was not able
to complete the application of the TEF development procedures. Thus,
only five replications of the LE tasks (Communications and Building
Search) resulted. Six replications for the .38 and Handcuff tasks were
generated.

3.2.4 Panel Rating

Each of the previously generated TEFs was rated by a panel of
senior SMEs. The panel members consisted of three SMEs from the
appropriate weapon system (KC-135A or B-52H) or area (SP or LE). The
panel rating of the forms generated for the Aircraft Maintenance tasks
was conducted at Carswell Air Force Base, Texas. Kirtland Air Force
Base, New Mexico was selected as the location for the panel rating of
the TEFs generated for Security Police and Law Enforcement tasks.

The panel members were selected to meet the following criteria:

1. Each was currently certified tn perform the applicable
tasks.

2. Fach had performed or observed the applicable tasks within
the past three months.

3. Each had held substantial responsibility for training or
supervising.

4. Each held at least a 7-level in the AFSC under
consideration,

5. None had been involved in generating the TEFs.

The panel members were instructed to respond to 15 questions
related to the accuracy, completeness, and criticality of the
information identified for each evaluation area. A seven-point scale
was used. A rating of 1 was considered a low rating for the aspect of
validity being rated; 4 was the neutral point; and 7 was the highest
rating. Copies of the rating forms are included in Appendix C.

The panel ratings were accomplished in 2-day sessions, The
morning of the first day was devoted to orientation and training. The
afternoon of the first day and the entire second day were devoted to
rating the TEFs.
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The panel ratings were assigned independently, The three raters
were not permitted to discuss their ratinygs until the rating was
completed for the task under consideration. The actual rating
procedures were as follows:

RS g

1. Each panel member was given all of the TEFs for one of the
tasks in his/her area. The TEFs were prearranged so that
all of the panel memhers received the TEFs in the same
order. The panel members were instructed t¢ read through
all of the TEFs for the task under consideration before
rating any one of the TEFs.

M) ST SRR
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fhe rating sheets for the accuracy dimension were
distributed. The pane! members were instructed to rate
only the accuracy of the information included on the TEFs.
It was stressed that accuracy and criticality should not be
confused with completeness; a given form could be rated low
in completeness and high in criticality and/or accuracy.
The panel members were also instructed to indicate on the
TEFs any items that were not accurate. When the accuracy
ratings were completed, the rating sheets were collected.
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The rating sheets for the criticality dimension were
distributed. Once again, the panel members were instructed
to rate only one dimension of validity at a time. The
panel members indicated on the TEFs which information was
not critical to successful performance of the tasks. When
the criticality ratings were completed, the rating sheets
were collacted.

RORP TR 14
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4. The rating sheets for the completeness dimension were
distributed. The panel members were instructed to rate
only the completeness of the information on the TEFs. When
the completeness of all of the TEFs had been rated, the
rating sheets were collected,

5. When the TEFs for a given task had been rated for accuracy,
¢criticality, and completeness, the rating sheets were
reviewed for rater discrepancies. A rater discrepancy was
said to exist when a given rating differed by 2 or more
points from both of the other ratings. A rater whose
rating was discrepant was given the opportunity to change
his/her rating.

6. A1l of the rating sheets were recollected.
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7. The ratings were discussed as a group. §~;{i§ﬁj
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8. The rating procedures were repeated for the next task of ASAL S

interest.,
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The panei rating data were used only for the analyses related to
tne validity of generating the TEFs.

3.3 Data Analysis

During the TEF generation sessions, multiple TEFS were developed
for selected tasks in the Aircraft Maintenance career field and in the
Security Police/Law Enforcement career field. The content of the TEFs
produced for the same tasks was compared to determine the reliability
of the TEF development procedures. The TEFs were rated by a panel of
senior SMEs. The panel ratings were analyzed to ascertain the validity
of the TEF development procedures. The intent of the data analyses was
to determine whether the application of the TEF development procedures
resulted in forms which were similar in content, when applied by two or
more SMEs, and which accurately and completely depicted tie critical
aspects of task performance.

The specific analyses used to determine the reliability and

validity of the TEF development procedures are discussed in detail
below.

3.3.1 Reliability Analysis

The reliability of the TEF development procedures is related to
the outcome of the application of the procedures to specific tasks. In
other words, reliable procedures can be applied by more than one
individual (to the same task) with similar results. Thus, the basic
approach taken in this study was to examine the result of application
of the procedure: the completed TEF. If TEFs produced by two or more
SMEs show a high level of agreement in their content, then it can be
assumed that the TEF development procedures are reliable.

For the purposes of this study, reliability was defined as the
consistency of TEF content.

Estimates of orocedural reliability were obtained by dividing the
potential information on the TEF into 20 content items and examining
the consistency of the information identified for each content iten,
The consistency of the content items was estimated by calculating mean
percentages of agreement for each content item. The content items were
then grouped to represent the following aspects of the TEF:

Evaluation Area Selection.

Time/Speed Content.

Sequence-Following Content,

End Product Content.

Safety Content,

Tools, tquipment, and Materials Use Content.
Steps Identified.
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Separate analyses were performed for the two different career
fields (Aircraft Maintenance and Security Police). The two analyses
were identical in methodology.

The details of the data analyses are presented below.

3.3.1.1 Mean Percentage of Agreement for Content Items

The potential content of the TEF was divided into 20 content

R g s o B FIE?  PaEara e Al TAEay

items.

For each content item, the information entered on every form was :Z:,':iﬁ
compared with informaticn included on every other form developed for SNINEINEN
that task.

A percentage of agreement was calculated for each comparison.
Percentages of agreement were calculated as follows:

i
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Sum of Matches

Percentage of = X 100 N
Agreement Sum of Matches + Sum of AR
Mismatches ~j--f.'\-‘_ij-;::
e .:\.'__f-r_
The content items and their matching criteria are included in }ﬁ:}}}§2
Table 1. As shown in the table, certain comparisons werce dependent on ~§};\~£i
previous matches. For example, if two TEFs showed no entries for the a® e
Time or Speed Evaluation Area, they would score a match for content RSN
item 1. However, for subsidiary content items, such as the starting e
point comparison, neither a match nor a mismatch would be scored. NRCRGS
Similarly, when only one of two TEFS contained an entry for an NS,
evaluation area, a mismatch would be scored and subsidiary comparisons Qj\jq}{
would not be made. s '

A mean percentage of agreement for a content item was calculated

by averaging the percentages of agreement resulting from all of the
comparisons,

When all of the 12 TEFs developed for the Aircraft Maintenance
tasks were compared, 66 comparisons per content item resulted. fifteen
comparisons contributed to the mean percentages of agreement for the
content items on the .38 and Handcuff TEFs. The mean percentages of
agreement for the content items ¢n the Building Search and
Communications TEFs were based on 10 comparisons.

3.3.1.2 Content Item Groups

The content items were grouped as follows:

24




Table 1. Content Items and Matching Criteria

[tem _Applicability Match Criteria
1. Time or Speed AT Both TEFs (or neither) N
contain(s) entries for RN
this area. NI
hh U0 VAN
la. Steps AN Both TEFs list same WA

sequence of steps for this
measure (within 50%

agreement). 2
1b. Starting Match scored in la Sequence has same starting ';. -
Point point (step/event). ST
B
1c. Stopping Match scored in la Sequence has same -
Point stopping point o
(step/event). =
1d. Standards  Match scored in la  Each standard is within o

20% of the average of the .-
two standards. :

2. Sequence-Following Al Both TEFs {(or neither)
contain(s) entries for
this area.

2a. Steps Al Both TEFs Yist the same

sequences ¢f steps for
this measure (within 50%

agreement).
2b. Starting Match scored in 3a Sequence has same starting
Point point (step).
2c. Stopping Match scored in 3a Sequence has same stopping AL
Point point (step). s
e -:":."'.
3. End Product or A Both TEFs (or neither) o
Result contain(s) entries for N
this area.
3a. Identified Al Both TEFs list same item
End Products or result.
or Results
3b. Steps Match scored in 2a identified end product is

associated with same step
on both TEFS.
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Table 1. Content Items and Matching Criteria (Concluded) -:}:}:f
YRS
3 ¢
. . . . ‘;": *'\’\ )
[tem Applicability Match Criteria NEREREC
[ .:_s.:_\:
3c. Standards Match scored in 2a Same feature is identified :32=t*:f
NDE:
or each measured standard :~_.*-_.::,._
is within 20% of the MO
average of the two -
standards.
4, Safety All Both TEFs (or neither)
contain(s) entries for
this area.
4a. ldentified All Both TEFs 1ist same action
actions or or procedure.
procedures
4b. Steps Match sccred in 4a Identified action or
procedure is associated
with the same step or
steps on both TEFs.
5. Tools, Equipment, Al Both TEFs (or neither)
and Material Use contain(s) entries for
this area.
5a. Identified All Both TEFs 1ist the same
[tems tools, equipment, and
material,
5b. Steps Match scored in 5a Identified item is
associatcd with the same
step on both TEFs,
5¢. Standards Match scored in 5a Same actions are
(Correct identified.

Use)
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Evaluation Area Selection: l.ems 1-5

Time or Speed: Items la-d

Sequence-Following: Items 2a-c¢

End Product: Items Ja-c

Safety: 1tems 4da-b

Tools, Equipment, and Materials Use: Items Sa-c
Ste s: Items la, 2a, 3b, 4b, and 5b

The mean percentages of agr-eement for the applicable content items
were averaged to obtain a mean percentage of agreement for each content
item group. Results are reported by content item group.

3.3.1.3 Mean Percentages of Agreement for Within and Between Base
Comparisons

The TEFs for the Aircraft Maintenance tasks were generated at
three different locations. Thus, development location was considered a
factor in the analysis of the Aircraft Maintenance data. The following
overall mean percentages of agreement were calculated for each task:

1. MWithin Base.
2. Between Base.
3. QOverall,

3.3.2 validity Analysis

The procedural validity, 1ike the procedural reliability, is
related to the outcome of the application of the procedures. In other
words, application of the procedures should result in forms which
accurately and completely depict the critical aspects of task
performance. Once again, the TEFs were used as the basis cf the
analysis. The validity of the procedures was deduced by investigating
the validity of TEFs resulting from procedural application.
Specifically, a panel of SMEs rat:d the TEFs by responding to 15
questions which were related to the accuracy, criticality, and
completeness of the information identified for each of the five
evaluation areas. A description of the aspects of TEF content rated
with each of the questions is contained in Table 2.

For the purposes of this study, vaiidity referred to the accuracy,
completeness, and criticality of the information identified for the
following aspects of the TEF content:

1. Time/Speed.

2. Sequence-Following.

3. End Product.

4, Safety.

5. Tools, Equipment, and Materials Use. :
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:ﬁ Table 2. Panel Rating Questions
N
Lo
& Question # Content Rated a
N i
tﬁ 1 Accuracy Time/Speed }:
A -'\
§3 2 Accuracy Sequence-Following .
L D
'_ 3 Accuracy End Product ;’
rev [
o 4 Accuracy Safety -~
5 Accuracy Tools, Equipment, and
Materials Use
6 Criticality Time/Speed
7 Criticality Sequence-Following
8 Criticality End Product
9 Criticality Safety
10 Criticality Tools, Equipment, and
Materials Use
11 Completeness Time/Speed
12 Completeness Sequence-Following
13 Completeness End Product
14 Completeness Safety
15 Completeness Tools, Equipment, and

Materials Use
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The three dimensions of validity were defined as follows:

1. Accuracy. The degree to which the information on the TEF
is accurate and consistent with Air Force policy.

v'.i‘v" Sttt
v v . :
t \". g, .

W A 3 e -

2. Completeness. The degree to which the information on the .
TEF is complete. ey
b \‘: N
- 3. Criticaiity. The degree to which the information on the :; -
| TEF is critical to successful task performance. >
b 33

3.3.2.1 Adjustment for Rater Error

It was mentioned previously that three panel members rated each
l TEF. Thus, it was necessary to adjust for sources cf rater error. A
statistical analysis of variance was performed to adjust for rater
error. The data were treated as a two-way factorial design {using the
ratings as the dependent variable in the ANOVA). Both replications
across TEFs and replications across questions were analyzed. The
following sources of variance were considered:

A

. 1. Between raters (across TEFs).

- 2. Rater X Form interaction (across TEFs).

- 3. Between raters (across gquestions).

I 4. Rater X Form interaction (across questions).

! 3.3.2.2 Mean Rating Per Question by Task

by Aspects of the validity of the TEFs are represented by different

combinations of the panel rating questions. Thus, before specific
aspects of validity could be examined, it was necessary to obtain a
mean rating per question by task., First, for each question, the three
ratings assigned to each form were averaged to obtain a mean rating per

. v 4
5

. question by form. Next, the mean ratings per question by form were

e averayged across all of the forms developed for a task to obtain a mean

<4 rating per gquestion by task.

B . . . .

e 3.3.2.3 Mean Rating Per Validity Dimension

j; Estimates of each dimension of validity were obtained by averaging

oo the mean ratings for questions regarding the five evaluation areas by

N dimension. The rating questions were averaged as follows:

®

- Accuracy Questions 1-5 »

o Criticality Questions 6-10 R

‘- Completeness Questions 11-15 :
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3.3.2.4 Mean Rating Per Evaluation Area 5N

.
(.

Individual) estimates ol ihe validity of each evaluation area were o
obtained by averaging the mean ratings for questions regarding each

e RSSO L TR A
P - s .

validity dimension by evaluation area. The rating Qquestions were :}ﬁff
averaged as follows: Aok
r'\'-':.."‘.l"-\,

Time or Speed - Questions 1, 6, 11 dbﬂﬁ;‘
Sequence-Following - Questions 2, 7, 12 YAt 2)

End Product - Questions 3, 8, 13 .

Safety - Questions 4, 9, 14 NI

Tools Equipment, and Materials Use - Questions 5, 10, 15 U

3.4 Results

The procedural reliability and validity analyses yielded similar
patterns of results in the two career fields investigated.

As was o
previously mentioned, revisions were made in the presentation of the =
TEF development procedures at two points in the study. The first e

L. . . . NN
revisions were made after the Aircraft Maintenance assessment, prior to ¢ wte

the Security Police/Law Enforcement assessment. Later, revisions were o
made at the completion of the procedural assessment. In some cases, K
the interim revisions resulted in improved results for the analyses ’
N related to the Security Police/Law Enforcement TEFs. elevant

differences in the results found for the two career r.:zlds are
discussed.

oo '.","\- y ;
'

L]
The results of the analyses related to the procedural reliability Z:
and validity are presented individually below. LN
TN
P\_(::,'_:.f:
3.4.1 Reliability Results <

The results of the following analyses are described:

[ ANV RRRY]  TINMSNORS ) S

1. Mean Percentage of Agreement for Evaluation Area -
Selection. RO
2. Mean Percentage of Agreement for Time/Speed Content. LT
3. Mean Percentage of Agreement for Sequence-Following e
Content. - .
o 4. Mean Percentage of Agreement for End Product Content. "
0 5. Mean Percentage cf Agreement for Safety Content. N
:} 6. Mean Percentage of Agreement for Tools, Equipment, and RS
. Materials Use Content, cree
™ 7. Mean Percentage of Agreement for Steps Identified. o
» 8. Mean Percentages of Agreement for Within and Between Base .:F’
-4 Comparisons., -
N e
N o
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3.4.1.1 Mean Percentages of Agrecement for Evaluation Area Selection

The mean percentages of agreement for evaluation area selection
represent the degree of agreement for identifying evaluation areas
which are critical to evaluate for a task. High mean percentages of
agreement indicate that the developers identified the same evaluation
areas. On the other hand, low mean percentages indicate the developers
did not agree regarding the evaluation areas that should be evaluated.

Table 3 shows the mean percentages of agreement for evaluation
area selection.

The mean percentages of agreement for evaluation area selection
were uniformly high. For the Aircraft Maintenance tasks, the mean
percentages of agreement varied from 77 to 91, averaging 85.

With very few exceptions, the developers of the Security
Police/Law Enforcement TEFs agreed about the evaluation areas which
were critical to each task. As shown in the table, the percentages
ranged from 93 to 100, averaging 97.

These mean percentages of agreement indicate that application of

the TEF development procedures leads to agreement across developers
regarding what aspects of task performance should be evaluated.

3.4.1.2 Mean Percentages of Agreement for Time/Speed Content

These mean percentages of agreement indicate the degree of
developer consistency with regard tc the identification of information
for the Time/Speed evaluation area (content items la-d).

In general, tne mean percentages of agreement were higher for
items associated with Time/Speed than for any other evaluation area.
As shown in Table 4, the mean percentages of agreement ranged from 67
to 100, with only three mean percentages falling below 100 for the
tasks from both career fields.

This high level of agreement was in part due to the SMEs' decision
that this evaluation area was not applicable for seven of the tasks.
For tasks where all SMEs agreed that Time or Speed shculd not be
evaluated, the level of agreement was 100 percent.

3.4.1.3 Mean Percentages of Agreement for Sequence-Following Content

These mean percentages of agreement reflect developer consistency
regarding the identification of task segments or steps which shoulc be
performed sequentially, and the starting and stopping points of those
segments (content items 2a-c).

The percentages of agreement are shown in Table 5.
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Table 3. Mean Percentages of Agreement--Evaluation Area Selection E ol
o
NN
T ask Percentage el
NN
Aircraft Maintenance Tasks ;Jj{itj'
RN
B-52H Engine Run 89 .
B-52H Refue) 83 :
B-52H LOX 91
KC-135A Starter Cartridge Replacement 89
KC-135A LOX 77
KC-135A Preflight 80
Qverall 85

Security Police/lLaw Enforcement

Tasks
Building Search 100
Communications 100
.38 93 ]
Handcuffs 93 ;l- .
Qverall 97 Ei‘ .i
O
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Table 4. Mean Percentages of Agreement--Time or Speed Content L
NS
®

Task Percentage BT
::f-:.-::f::
Aircraft Maintenance Tasks §:§~§»
A
B-52H Engine Run 100 RN
L
8-52H Refuel 100 N
B-52H LOX 82 T
KC-135A Starter Cartridge Replacement 100 OO
KC-135A LOX 92
KC-135A Preflight 100
Gverall 96 b
Security Police/Law Enforcement c,;;i?
Tasks Yoy
Building Search 100 R
Communications 100 &3;7,
AR
.38 67 i-.‘}-.js ,
Handcuffs 100 a

Overall 92




Table 5. Mean Percentages of Agreement--Sequence-Following Content

Task Percentage

Aircraft Maintenance Tasks

B-52H Engine Run 61 .
B-52H Refuel 9% ;i
B-52H LOX 79 ié
KC-135A Starter Cartridge Replacement 77 :_';-;‘-;..
KC-135A LOX 80 .=
KC-135A Prefiight 82

Overall 79

Security Police/Law Enforcement

Tasks
Building Search 80 jii
Communications 91 L i:;
.38 7 PR
3 5 «
Handcuffs 100 S
Overall 86
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For the Aircraft Maintenance tasks, the percentages of agreement
averaged 79. For three of the tasks, most SMEs agreed that the entire
task should be performed sequentially (B-52H Refuel, B-52H LOX, and
KC-135A LOX). However, unly a small nunber of SMEs identified
sequences for the remaining three tasks. In some cases, the SMEs
agreed that the steps should be performed sequentially, but disagreed
regarding the stopping point. These discrepancies somewhat lowered
otherwise high percentages of agreement.

In general, the Security Police/Law Enforcement developers agreed
regarding the sequences to be evaluated and their starting and stopping
points. The mean percentages of agreement ranged from 75 to 100,
averaging 86. For the tasks which had less than 100 percent agreement,
all of the discrepancies were minor (e.g., a starting or stopping point
off by one step).

3.4.1.4 Mean Percentages of Agqreement for End Product Content

These mean percentages of agreement depict the degree of developer
consistency regarding the end products identified, criteria for
evaluating those end products, and the steps at which the end products
should be evaluated (content items 3a-c).

The mean percentages of agreement for end product content are
shown in Table 6. These figures ranged from 69 to 82 for the Aircraft
Maintenance tasks and 62 to 82 for the Security Police/Law Enforcement
tasks.

Figures for this evaluation area were lowered by the disparate
number of end products identified on different forms. For example, a
TEF with few end products listed, when compared with a TEF showing many
end products, procuced a high number of mismatches, even if the listed
end products were matched. For cases where a match was found,
subsidiary content items showed consistently high levels of agreement.
In other words, when two SMEs identified the same end product, they
alsc identified the same associated steps and criteria. In general,
levels of agreement for the end product content remained in the
acceptable range,

3.4.1.5 Mean Percentages of Agreement for Safety Content

The mean percentages of agreement for safety content reflect the
degree of agreement regarding the safety procedures and regulations
which were identified as critical to successful task performance and
the steps at which they should be evaluated (content items 4a and 4b).

As indicated in Table 7, Safety had lower percentages of agreement
than any other evaluation area. Percentages of agreement ranged from
52 to 68 for Aircraft Maintenance tasks. The Security Police/Law
Enforcement tasks obtained mean percentages of agreement ranging from
&7 to 63.




Table 6. Mean Percentages of Agreecent--ind Product

Task

Percentage

i~
(9

ontent

B-52H Engine Run

B-52H Refuel

B-52H LOX

KC-135A Starter Cartridge Replacement
KC-135A LOX

KC-135A Preflight

Overall

Building Search
Communications
.38

Handcuffs

Overall

Aircraft Maintenance Tasks

Security Police/Law Enforcement

Tasks

79

82

76

82
79
72
62

74
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Table 7. Mean Percentages of Agreement--Safety Content N
S
2%,
.'

o

Task Percentage

Aircraft Maintenance Tasks

8-52H Engine Run 68
8-52H Refuel 57
B-52H LOX 52
KC-135A Starter Cartridge Replacement 54
KC-135A LOX 58
KC-135A Preflight 60
Overall 5R

Serurity Police/Law Enforcement S

Tasks Tt ere

b .

; Building Search 63 ;;}}::

Communications 47 N

Pl \:.\'_:\::.

i .38 47 o o]

: Handcuffs 51 ;?'ﬁ?‘
. Overall 52 ":_
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Once again, the low figures were primdarily due to variation in the ~::;§}
number of safety events identified. When a TEF with many events S

mismatches inevitably occurred. However, when the developers agreed
about the inclusion of a safety event, they also obtained high levels

identified was compared witih @ TEF with few entries, a high number of Y
3
~

of «greement regarding when that safety event should be evaluated.

iy
'\_.‘ At
i
3.4.1.6 Me'n Percentages of Agreement for Tools, Equipment, and »
Matcrials Use Content o
X
These mean percentages of agreement depict the degree of evaluator .

agreement regarding entries for the evaluation of the use of tools, AR

{\

equipment, and materials. Specifically, developer consistency for S
identifying the items for evaluation, the steps at which the items »
should be evaluated, and the correct use of the identified items are -
reflected in these figures. T

. The mean percentages cf agreement obtained for the Security }' "

. Police/Law Enforcement tasks were substantially higher than those ~

; obtained for the Aircraft Maintenance tasks. In fact, the lowest ?

i single task percentage of agreement was obtained for the B-52H Refuel et

X task (31). Several factors affected developer agreement for this it
evalyation area. First, the developers were confused about what items 2
gqualified as tools, equipment, or materials., Second, the developers o

. were not certain about the type of information to include (i.e., the ﬁ%;

. the correct size/type of item, the correct use, or both). Finally, ®»

i when the use of an item was already included in another evaluation CaNLs
area, the developers were uncertain about including that item under the lj{;i;i
tools, equipment, and materials use evaluation area. These problems e

; drastically reduced the reliability figures for the forms developed for AR

! the Aircraft Maintenance tasks. AT

| Revisions were made in the instructions related to this particular DA

. evaluation area prior to the generation of the forms for the Security RN

. Police/Law Enforcement tasks. The resulting increase in the level of

‘ acreement for the information entered on the Security Police/Law

- Enforcement TEFs is illustrated in Table 8. The percentages of

: agreement ranged from 71 to 76 for the Security Police/Law Enforcement

. tasks, compared to 31 to 78 for the Aircraft Maintenance tasks.

: 3.4.1.7 Mean Percentage of Agreement for Steps ldentified

2 The mean percentages of agreement for steps identified are the -

. averages of the content items (la, 2a, 3b, 4b, and 5b) related to the ICANSNY

- steps at which events should be evaluated. High levels of agreement NN

: indicate that, for all evaluation areas, identification of critical I

; steps can be reliably accomplished. On the other hand, low lev-1s of AT

. agreement indicate that once an event was identified for incl. .1 in N

Ve,
n 'f 7
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Table 8. Mean Percentages of Agreement--Tools, Equipment,
and Materials Use

- -
P AP
5 b

@ T

o

Task Percentage

Aircraft Maintenance Tasks
B-52H Engine Run 59
B-52H Refuel 3l
B-52H LOX 61
KC-135A Starter Cartridge Replacement 78
KC-135A LOX 65
KC-135A Preflight 76

Overall 62 S

Security Police/Law Enforcement "
Tasks

Building Search 76
Communications 73

.38 71

N
.a' . [

Handcuffs 71 :'-:Z;'."':"'

: 3

. AL RN
. Overall 73 -
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an evaluation area, developer disagreement occurred regarding when in
the task it should be evaluated.

|
| Table 9 shows the percentages of agreement for step-related
; content items, averaged across evaluation areas.

: The mean percentages of agreement were somewhat higher for the

. Aircraft Maintenance tasks, averaging 85, compared to 80 for Security
Police/Law Enforcement tasks. However, all of the figures demonstrate

I acceptable levels of agreement.

3.4.1.8 Mean Percentages of Agreement Within Bas2 and Between Bases

. The Aircraft Maintenance analysis incorporated comparisons of the
| agreement levels within bases and between bases. As Table 10 shows,

mean percentages of agreement were generally somewhat higher for
within-base comparisons compared to between-base comparisons. However,
the between-base figures were high enough to demonstrate an adequate
level of agreement. In practical terms, a TEF developed at one base
will be similar to one developed at another base.

LI

3.4.2 Validity Resuylts

The results of the following analyses are described:

i 1. Adjustment tor Rater Error. NV
b 2. Mean Ratings per Validity Dimension. :&SQS{'
‘ 3. Mean Ratings per Evaluation Area. L
RN

SN

3.4.2.1 Adjustment for Rater Error -

Pd
a

AL I

N

The analyses of variance did not reveal sources of rater error for

the data related to either career field. Thus, adjustments for rater
error were not required.

o+ F THMEER I A .

3.4.2.2 Mean Ratings by validity Dimension

Accuracy. The raters were asked to rate, orn a scale of 1 to 7,
the content of the TEFs with regard to accuracy. A rating of 7
: indicated that the information on the TEF was accurate and consistent
- with Air Force policy. On the other hand, a rating of 1 meant that the
i information was not consistent with Air Force policy.

As shown in Table 11, the mean ratings for accuracy did not fal!
below 6.2 for any task. These high mean ratings for accuracy indicate
that the TEF development procedures result in the identification of

[ P

N information which is accurate and consistent with Air Force policy. T
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Table 9. Mean Percentages of Agreement--Steps ldentified

Task Percentage

Aircraft Maintenance Tasks

B-52H Engine Run 85
B-52H Refuel 77
B-52H LOX 92
KC-135A Starter Cartridge Replacement 81
KC-135A LOX 87
KC-135A Preflignt 89
Overall 85

Security Police/Law Enforcement

Tasks
Building Search 96
Communications 75
.38 71
Handcuffs 79
Jverall 80
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Table 10. Mean Percentages of Agreement--Within Base and Between Bases

Percentage
Within Between
Content Iten Grow Task Base Bases Overall
Evaluation Area
Selection
B-52H Engine Run 9% 87 0
B-52H Refuel &8 4 a3
B-52H LOX 9% Q0 9
KC-135A Starter Cartridge
Replacanent S| 8 90
KC-135A LOx n 7 77
KC-135A Preflight ot n &
Time or Speed
B-52H Engine Run 100 100 100
B-52H Refuel 100 10 100
B-52H LOX 8 & &
KC-135A Starter Cartridge
Replacament 100 100 100
KC-135A LQX 92 93 %4
KC-13%A Pre’.ight 100 100 100
Sequence-Following
B-52H Engine Run o) a el
B~52H Refuel “ 9 £
B-52H LOX b4 & 8
KC-135A Starter Cartridge
Replacament 8 V) 77
KC-135A LOX a 120] 2))
KC-135A Praflight 4] & &
End Products
B-52H Engine Run & 77 N
B~52H Refuel & a 274
B-52H LOX 5 72 i
KC-13A Starter Cartridge
Replacanent & 75 77
KC-13A LK 0 68 69
KC-135A Preflight 78 ) 76




Table 10. Mean Fercentages of Agreement--Within Base and Between Bases (Concluded)

Percentage
Within Between
Content Item Grow Task Base Bases Overall
Safety
B-52H Engine Run 70 68 68
B-52H Refue! 69 63 57
B-52H LOX 61 48 52
KC-135A Starter Cartridge
Replacanent 60 51 54
KC-1BA LXK 63 57 58
KC-135A Preflight 6l 59 &0 oI
Tools, Equipment,
and Materials Use
B-52H Engine Run 54 63 59 Bl
B-52H Refuel » 50 3l RO
B-524 LOX 69 58 61 Sl
KC-135A Starter Cartridge R
Renlacenent 8 77 78 ADREAY:
KC-135A LOX 66 66 65 PO
KC-135A Preflight &l 74 76 A
el
Steps ldentified RSSO
IO
B-52H Engine Run &% & &% ORI
B-52H Refuel 77 A 77 ,; o
3-52H LOX % 92 74 T
KC-135A Starter Cartridge e
Replacanent 8 79 fl >
KC-135A LOX & 8 87
KC-135A Preflight 88 &, W




Table 11.

Mean Ratings by vValidity Dimension

Validity Dimensions

Aircraft Maintenance Tasks Accuracy Completeness Criticality
B-52H Engine Run 6.3 4.5 6.2
B-52H Refuel 6.2 4.8 6.2
B-52H LOX 6.4 4.9 6.4
KC-135A Starter Cartridge
Replacement 6.4 4.9 6.6
KC-135A LOX 6.6 4.8 6.5
KC-135A Preflight 6.2 4.2 6.5
Overall: 6.4 4,7 6.4
Security Police/Law Enforcement Tasks
Building Search 6.2 7.0 6.7
Communications 6.5 5.7 6.7
.38 6.6 6.4 7.0
Handcuffs 6.9 5.9 6.8
Overall: 6.6 6.2 6.9
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Table 12. Mean Ratings by Evaluation Area j: NN
&
Evaluation Areas Lﬁ~ﬁ§§x
A
ISR
Tools, e
Equipment, AL
Aircraft Maintenance Time/ Sequence- End Product/ and AP,
Tasks Speed Following Result Safety Materials L o
B-52H Engine Run 7.0 5.4 6.0 5.4 3.5 sl

B-52H Refuel 7.0 6.7 5.7 4.1 2.0

B-52H LOX 6.8 6.6 5.6 5.7 4.4

KC-135A Starter
Cartridge Replacement 6.3 4.3 5.9 5.8 6.0

KC-135A LOX 5.7 6.4 5.4 6.0 4.5
KC-135A Preflight 6.8 4,1 6.6 5.3 3.7

Overall: 6.6 5.0 5.9 5.4 4.0

Security Police/Law Eliu -
Enforcement Tasks ARAEA
.“:I‘.‘-:._::.

Bu1lding Search 6.6 7.0 7.0 6.8 ‘6.4 RN
> )

Communications 6.7 6.2 6.4 5.8 6.5 oA
.38 7.0 6.8 6.6 6.4 6.6 BN
.-':-':n':-"

Handcuffs 7.0 7.0 6.4 6.0 6.3 ~j‘f?$?ﬂ

Overall: 6.

o}
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Completeness. The raters assigned a rating of 1 to 7 to the
completeness of the information entered on the TEFs. A rating of 7
represented a high level of completeness and a rating of 1 indicated
that the TEFs were substantially incomplete.

The compieteness ratings for the Aircraft Maintenance tasks were
considerably lower than the ratings for the other two dimensions of
validity. The imean ratings ranged from 4.2 to 4.9. Although all of
the mean ratings fell in the valid range (above the neutral point of
4), completeness of the TEFs was targeted as a problem area. Revisions
aimed at increasing the completeness of the TEFs were made in the
presentation of the TEF development procedures prior to the generation
of the forms for the Security Police/Law Enforcement tasks.

Apparently, those revisions remedied the previous problems with
completeness. As Table 11 shows, the mean completeness ratings for the
Security Police/Law Enforcement forms were substantially improved and
more consistent with the mean ratings for accuracy and criticality.

Criticality. The raters assigned a rating of 1 to 7 tc the
criticality of the information included on the TEFs. A rating of 7

meant that the information was critical to successful task performance.
On the other hand, a rating of 1 indicated that the information was not
critical to successful task performance and thus should not be included

on the TEFs.

The mean criticality ratings were uniformly high, ranging from 6.2
to 7.0. The criticality ratings indicate that application of the TEF
development procedures results in the identificaticn of only those
events which are c¢ritical to successful task performance.

3.4.2.3 Mean Ratings by Evaluation Area

The mearr ratings for accuracy, completeness, and criticality were
averaged tc obtain mean ratings by evaluation area for each task.
Table 12 shows the mean ratings for each evaluation area.

The mean ratings for the Time/Speed and End Product evaluation
areas were consistently high. Relatively lower ratings were found for
the other evaluation areas for the Aircraft Maintenance tasks.,
However, all of the relatively lower mean ratings can be attributed to
the averaging of the low completeness ratings with the higher ratings
tor the other two dimensions. In spite of the negative contributions
of the low completeness ratings, most of the ratings remained in thne
valid range (above the neutral point of 4). The only ratings which
fell below 4.0 were ratings of the Tools, Equipment, and Materials Use
content for the Aircraft Maintenance tasks. The problems with this
evaluation area and with completeness, in general, were addressed
through revisions 1n the presentation of the TEF development procedures
prior tu ihe yeneration of the TEFs for the Security Police/Law
Enforcement tasks. The success of those revisions is reflected in the
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developer's knowledge. Secondly, automation should alleviate some .;;;E:.
problems associated with incomplete application of the procedures. The {::q;:;
TEF development procedures automation effort was discussed in Section ;;F'f-
2- 0. h‘.-_.';"_-
RO
Ratings of the accuracy and criticality of TEFs were ;:;3;{.
consistently high, indicating that application of the TEF development AN N
procedures results in the identification of information which is AN
consistent with Air Force policy and critical to successful task eraL ]
performance. Ratings of the completeness dimension were relatively low SO

for the Airc. aft Maintenance tasks. This problem area was addressed
through revision in the presentation of the TEF development procedures.

The completeness ratings for the Security Police/Law Enfurcement task
showed substantial improvements.

In general, the validity analyses were positive, demonstrating 4!57;Au
that the TEF development procedures can indeed be used to generate e
valid forms. The primary targeted probiem area (low completeness
ratings) was improved substantially through revisions to the

handbooks.

Taken together, the results of the procedural reliability and {~_ﬁ),
validity analyses indicate that when the TEF development procedures are SN
applied to specific tasks by SMEs, the resulting forms contain ;flftfgi
information which is both reliable and valid. A WYy
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substantially improved mean ratings by evaluation area obtaired for the
content of the Security Police/Law Enforcement forms. Only one of the

mean ratings fell below 6.0 (5.8 for the Safety evaluation area of the

Communications task).

In summary, the application of the TEF development procedures
resulted in the identification of valid information in most cases.
When interim revisions were made in the presentation of the TEF
development procedures, accurate, complete, and critical information
was identified for all evaluation areas.

3.5 Summary and Conclusions

Overall, the data from the procedural reliability analyses, in
both career fields, demonstrated a high level of reliability in the TEF
development procedures. The percentages of agreement from the Security
Police analysis showed some improvement over the Aircraft Maintenance
analysis, when considered overall. This improvement demonsirates the
applicability of the procedures to the different task areas, as well as
suggesting that the interim revisions to the handbook were effective.
It should be noted that the smaller sample size of the Security Police
analysis made it more vulnerable to error. 1In particular,
discrepancies caused by a single SME's opinion had a greater impact in
the Security Police analysis than in the Aircrafi Maintenance analysis.
In this light, the overall improvement is even more ncteworthy,

In general, the highest area of reliability was in the
identification of evaluation areas which are applicable to task
performance. The identification of specific events in an evaluation
area obtained relatively less agreement. In particular, low levels of
agreement were associated with the identification of specific safety
procedures and reguiations to be evaluated. However, once entries were
identified, high levels of agreement for the steps and standards
associated with those items resulted.

Based upon the aforementioned results, changes were made in the
presentation of the TEF development procedures which should result in
substantially improved reliability of TEFs generated in the future.
Specifically, instructions for identifying task end products and safety
procedures and regulations for evaluation purposes have bzen added. In
general, the clarity, specificity of the instructions, and the ease of
procedural application was enhanced.

Obviously, actual,reliability will be dependent to a certain
extent on the procedures' utilization. Specific factors ha e been
pinpointed that will optimize reliability, First, it may be
appropriate for TEFs to be developed by SME teams rather than
individuals. The consensus opinion of a well-motivated group of
developers should provide a more reliable source than any individual
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4.0 OPERATIONAL ASSESSMENT

In the previous section, the reliability and validity of the
development procedures were discussed. This section details the
activities related to ihe operational assessment of the TEFs.

The objectivi of the operational assessment was to examine the use
of the TEFs to evecluate 0JT tasks performed in two Air Force specialty
areas. Specifically, the reliability and validity of the results of
TEF evaluations were assessed. For the purposes of the operational
assessment, reliability and validity were defined as:

1. Reliabiiity - the consistercy of error detection, end
scores, and pass/fail assignments within each evaluator
group.

2. Validity - the degree to which evaluations result in ervor
detection and to which the pass/fail assignments and
end scores discriminate between performance levels,

4.1 Overview

The use of the TEFs was compared with the use of traditional
methods of evaluating 0JT task performance. Two groups of evaluators
observed a high and low performance level of two tasks in their
specialty areas, One group of evaluators used the TEFs to evaluate
task performance and another group used traditional methods
(checklists) for evaluating task performance. The results of the two
types of evaluation were compared to determine the relative reliability
and validity of each evaluation method.

4.2 Data Collection

The following activities were conducted in preparation for the
operational assessment:

Task Selection.

TEF Generation.

Error Selection.

SME Selection,

Performer Instruction.

tvaluator Instruction.

Task Performances and Evaluation,
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4,2.1 Task Selection

Two tasks were selected from the Security Pclice/Law Enforcement
area and two tasks were selected from the Aircraft Maintenance area.
The criteria for task selection were:

1. The tasks could be observed by multiple evaluators.

2. The tasks could be performed within a reasonable time frame
to allow the repetitions required by the research design.

3. The tasks contained "critical" elements for a variety of
evaluation areas.

4, The tasks required a minimum of "rigging" or preparation
prior to each performance.

5. The tasks allowed the inclusion of errors in task
performance without threatening the safety of the
performer, evaluator, or equipment.

Using these criteria as guidelines, the foliowing tasks were
selected to be performed during the operational assessment:

Aircraft Maintenance

Preflight KC-135A
Refuel B-52H

Security Police/Law Enforcement

Application and Removal of Ratchet-Type Handcuffs
Issue and Turn-In of M-16

4.2.2 TEF Generation

4.2.2.1 Aircraft Maintenance

Task Evaluation Forms for the Refuel and Preflight tasks were
generated during the procedural assessment. The forms which received
the highest ratings for reliability and validity were selected for use
in the operational assessment., A panel of SMEs was asked to review
these forms and make additions to ensure their completeness.

4.2.2.2 Security Police/lLaw Enforcement

Task Evaluation Forms had been generated during the procedural
assessment for one of the two selected tasks. The TEF for the Handcuff
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task which received the highest ratings was used in the operational
assessment. A panel of SMEs reviewed the form and made additions to
ensure its completeness.

Since a TEF for the M-16 task did not exist, a team of SMEs was

asked to generate one. A second group of SMEs reviewed the resulting
TEF and made additions to ensure its completeness.

4.2.3 Error Selection

A panel of Subject-Matter Experts from each specialty area was
asked to compile a list of errors which typically occur during 0JT
performance of the selected tasks. Errors from this list were then
selected for insertion into the performances duricq the operational
assessment.,

Two types of errors were included in the task performances. The
error types are described below.

Type 1 error., Errvors which would result in points subtracted from
the final score but would not result in automatic failure.

Type 2 error. Errors which would result in automatic failure even
if everything else had been performed correctly.

Errors which would directly endanger the performer, the
evaluators, or equipment were not selected. However, some errors which
would normally cause cessation of the evaluation were selected so that
detection of all levels of errors could be assessed. For performances
involving this type of error (Type 2), evaluators were asked to record
the errors and to continue with the evaluation,

Two separate performances of each task were staged. The first
performance was a "good" performance containing only Type 1 errors.
The second performance was a "bad" performance which could contain both
Type 1 and Type 2 errors.

4.2.4 SME Selection

Subject-Matter Experts (SMEs) from the two specialty areas were

selected for participation in the operational assessment based upon the
following criteria:

1. The SMEs had achieved at least a 5-level in their
respective AFSCs.
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2. The SMEs were familiar with the taskis) to be cevaluated. -

LIRS

3. The SMEs had OJT superyviscry Sanerience, ;s
N i : . A S AN
4. The SMEs were avaiiable for the time reguired by the BRSNS
research design. NNENEN
.‘:\‘:‘.':\:
[n order to make comparisons between the tws eviluator croups, a 5::\ N
minimum of eight evaluators were requived for each group. Thus, at a AN ORI

minimum, 16 SMEsS were necessary to evaluate each task. In additiecn,
SMEs were required to stage the task parformances.

The operational assessment methodology was repeated in both

specialty areas. Specific details about SME selection in each
specialty area are provided telow.

4.2.4.1 SME Selection--Aircraft Maintenance

One task from each cof two weapon systems had been previousiy
selected. Thus, one group ¢f SMts experienced in E-5ZH maintenance and
another group experienced in KC-135A maintenance were necessary.

For each task, a minimum of eight evaiuators were required per
gvaluator group. Additional SMEs were necessary to enact the staged
task performances. Thus, at a minimum, 17 SMEs were necessary for each
task, vielding a total of 34 SMEs,

This number of SMEs was not available at Carswell Air Force Base, e
_ Texas, the original location selected for the operational assessment,
‘ A second locaticn at Dyess Air Force Base, Texas, was added.

‘ At each cf the two lccations, 18 SMEs participated in the project.

Nine SMEs from each base were experienced in B-52H maintenance and tne
i other nine were experienced in KC-135A maintenance. SME participation
for each task was broken down as follows:

1 Ferformer
4 Checklist Evaluators

; 4 TEF Evaluators

13

. At each location, the same performer <taged both the "aoed" and
. “bad" task performances. The evaluators observed both performances of
: their respective tasks. When the evaluators from both locations were
R combined, a total of eight evaluator, per evaluatsr group resulted.
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4.2.4.2 SME Selection--Security Police/Law Enforcement

Kirtland Air Force Base, New Mexico, was selected as the location
for the operational assessment. [t was possible to find SMEs at that
location who were experienced in both of the tasks which had been
previously selected.

SME participation from the Security Police/Law Enforcement area
was broken down as follows:

2 Performers
10 Checklist Evaluators
10 TEF Evaluators

Two performers were necessary to enact the task performances. The
same performers staged all of the task performances (the "good" and
“"bad" performances of both tasks). Also, the same evaluators observed
all of the task performances. Thus, a total of 10 SMEs per evaluator
group resulted.

4.2.5 Performer Instruction

The performers received a brief orientation to the project as well
as specific instructions regarding the task performances. During the
orientation, the performers were told that the purpose of the
operational assessment was to assess hypothetical task performances
which would not reflect their own ability to perform the task. The
specific instructions regarding the task performance for each level
(“'good" and "bad") included:

el

1. Information regarding the steps of the task to be DN
performed. At
2. A description of the errors to be inserted in each version giéﬂiﬂ_
of the task. ORI
R

3. A discussion of the importance of standardizing performance
acraess evaluator groups.

N

4.2.6 TEF Evaluator Group Instruction

The TEF evaluator group used the Task Evaluation Forms to evaluate
task performance. This group received training in the use of the TEFs,
including:

1. An opportunity to become familiar with the specific TEFs
used for the operational assessment.




2. Instructions for using the forms to observe the task
performances,

3. Instructions for scoring the forms.

4. An opportunity to review the Evaluator Handbook (which
included the scoring and application procedures).

Information regarding what was required during the
operational assessment,

a. Scheduling.

b. Evaluating independently.
¢. Deriving a score,

4,2,7 Checklist Evaluator Group Instruction

The checklist evaluator group used checklists to evaluate task
performance. They were not provided with training in the use or
scoring of the checktists, This training was omitted based upon the
rationale that the purpose of the study was to compare the TEF and
checklist methods of evaluation. As such, it was preferred that both
methods be applied as realistically as possible. The current practice
of using the checklist without scoring or application instruction was
maintained for the purposes of the study.

SMEs selected for the checklist evaluator group were required to

have previously performed evaluations with the checklists. Additional
training included:

1. An opportunity to become familiar with the specific
checklists used in the operational assessment,

2. Instructions for completing the checklist during the task

performances.

Information regarding what was required during the
operational assessment:

a. Scheduling.

b. Evaluating independently.

c. Arriving at an end score (i.e., rating the
performance on a scale of 1 to 10 in order to
facilitate comparison between the scores obtained by
TEF and checklist evaluator groups).
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4.2.8 Specialty Area Differences

The operational assessment methodology was identical in the
Security Police/Law Enforcement and Aircraft Maintenance career fields,
with the excepticn of the changes mentioned below:

1. The operational assessment in the Aircraft Maintenance
career field was conducted at two locations, with one-half
of each evaluator group derived from each base. All of the
SMEs from the Security Police/Law Enforcement specialty
area came from Kirtland Air Force Base, New Mexico.

2. There was a total of eight evaluators per group for the
Aircraft Maintenance tasks and 10 for the Security
Police/Law Enforcement tasks.

3. The same performers and evaluators participated in the
assessment of the Handcuff and M-16 tasks. On the other
hand, the performers and evaluators from the Aircraft
Maintenance specialty area participated in the assessment
of either the Preflight task or the Refuel task. A
separate group of performers and evaluators was necessary
for each weapon system.

4,2.9 Task Performances and Evaluation

Once training of the performers and evaluators had been compleled,
the task performances and evaluations commenced. For each task at each
base, the TEF and checklist groups evaluated task performances
separztely. This separation was due to the different observation and
completion requirements of the checklists and the TEFs. To ensure
consistency between performances for the two evaluator groups:

1. The same SMEs performed the task for both evaluator
groups.

2. The SMEs were trained to perform an'y Lhcse errors which
were predesignated.

3. The SMEs were reminded that the two evaluator greup
pertormances should be identical.

4, Contractor personnel observed all task perfcrmances.

Evaluators were asred to conduct the evaluation as if they were
corducting an actual 0JT performance assessment. The only exceptions
were that there were multiple evaluators (evaluating independently),
and that the checklist group <cored the perfcrmance on a scale of 1 to
10 after the evaluation had been ccmpleted.

55

oA

> ¥
”

g '/’l'..l,.'{.'{ '.." *
e ~'
_"v'. 'f' v" ’.

. , .
3. B K .
LT S

o
.‘-
L

PO ALY AU
\.{\‘. -' '-‘ e ‘. ."
1"” z
A
L T T

o
{l
bR
oA

;
[ Y

v
5



St aiun eGP aihd aids el ol st N
! . o e A A A ST AN SR P AAEARMEACA AR ORI

A A O SESEAGAEOA e W EA At wE i A CAEACACALSEARAESCRERARER SR SR R

R R A . COl Y Pl .

- 4.3 Data Analysis

During the task performances of the operational assessment, data
were coilected on the results of evaluations using checklists as well
as TEFs. The checklists represented the current method of 0JT
evaluation., The ou.comes of the two types of evaluations were com ired
in a series of analyses. Checklist data were used for comparison
purposes only, and were not meant to represent a criterion for 0JT
evaluation instruments, Data were collected from both methods of
evaluation regarding errors detected, end score derived, and overall
pass/fail assignment. The intent of the data analysis was to determine
whether the use of the TEF resultec in an improvement over the current

evaluation method with regard to the reliability and/or validity of the
evaluation results.

R ST Y

i The definitions and data analysis used to determine the relative

reliability and validity of the two evaluation methods are described in
detail in this section.

4.3.1 Reliability Analysis

The reliability of the use of ar ..T evaluation instrument
represents the ability of the instrument to provide consistent
evaluation results. In other words, two or more evaluators observing
the same performance should derive the same evaluation results,

including errors detected, end scores derived, and the pass/fail
decisions assigned.

., ,(" AR

For the purposes of this study, reliability was defined as the
consistency of error detection, end scores derived, and pass/fail
assignments between evaluators in the same evaluator group.

tstimates of the reliability of the two evaluation methods were
obtained by considering the following:

1. The consistency of error detection within evaluator groups
which was estimated by calculating mean percentages of

RN Wl N

. agreement.,

). 2. The relative consistency within evaluator groups of end
. score assignment which was determined by calculating

ol variance ratios for the amngunt of variance in Lhe end
;i scores assigned by each evaluator group.

. 3. The relative zonsistency of pass/fail assignments which was
» assessed by computing the percentage of pass/fai:

f:: assignments made by each evaluator group by task

~ performance,
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The individual data analyses in the twc specialty areas were
jdentical. These analyses are described in detail below.

{,3.1.1 Mean Percentages of Agreement

The consistency of error detection among evaluators assigned to an
evaluator group was determined by calculating a mean percentage of
agreement for error detection for each task performance.

The formula used to calculate the mean percentages of agreement
was identical to the formula utilized in the procedural reliability
assessment. The formula is shown below.

Percentage of # matches
Agreement

X 100

# nnismatches + # matches

The errors detected hy each evaluator were compared to the erraors
detected by each of the other evaluators in the group. A match was
scored when a pair of evaluators detected the same error or when a pair
of evaluators missed the same error. When only one of the pair
detected an error, a mismatch was scored.

When the errors detected by each of eight evaluators who observed
the Aircraft Maintenance task performances were compared, 28
percentages of agreement resulted. Comparison of the errors detected
by each of the 10 Security Police/Law Enforcement evaluators per group
yielded 45 percentages of agreement.

The percentages of agreement were averaged to calculate the mean
percentages of agreement by task for an evaluator group. A mean
percentage of agreement was obtained for each of the task performances,
yielding a total of eight mean percentages of agreement per evaluator
group.

4.3.1.2 Vvariance Ratios

The consistency of end score assignments within zvaluator groups
was compared by examining the amgunt of variance in the end scores
assigned by the two groups. The amount of variance in end scores
obtained by the TEF group was compared to the variance in end scores
obtained by the checklist group by calculating variance ratios. The
ratios were calculated by placing the largest variance (regardless of
evaluator group) in the ratio's numerator. A variance ratio was
calculated for every task performance, yielding a total of eight
variance ratios (four for performances of Aircraft Maintenance tasks
and four for performances of the Secu-~ity Police/Law Enforcement
tasks).
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Significance levels were determined for each of the eight variance -
ratios. e
'
4.3.1.3 Percentage of Pass/Fail Assignments .

The consistency of pass/fail assignments within evaluator groups
was compared by examining the percentages of passes and fails assigned
tc each performance, by the two groups.

4.3,2 Validity Analyses

The validity of the use of an 0JT evaluation instrument represents
tne ability of that instrument to provide evaluation results which
accurately reflect observed performance. In other words, use of the
instrument should result in detection of performance errors. In
addition, end scores and pass/fail assignments should reflect the level
of performance observed; i.e., higher end scores and more pass
decisions should be assigned to the "better" performances, with lower
end scores and more fail decisions assigned to the "worse"
performances.

For the purposes of this study, validity was defined as the
accuracy of error detection and the discrimination between performance
lTevels in end scores and pass/fail assignments,

Estimates of the validity of the two evaluation methods were
obtained by considering the following:

1. The ability of the two evaluator groups to detect
errors in performance which was compared by t-tests
between the mean number of errors detected by each
evaluator group for each task performance.

2. The ability of two evaluatcr groups to discriminate between
levels of performance with regard to end score assignment
which was determined by t-tests between the mean end scores
assigned to the high and iow task performances for each
evaluator group.

3. The ability of each evaluator group to discriminate between
levels of performance with regard to pass/fail decisions
which was examined by calculating chi-squares. The
chi-squares tested the null hypothesis of no discrimination
between levels of performance in pass/fail decisions,

4. The ability of the evaluator groups to assign end scores
which reflect the numbur of errors detected in task
performance which was determined by calculating R
correlations between end scores derived and the number of i;
errors detected in task performance.

i
N

.<ﬁ
RIS
LI

SN
)

n"\;
P

SO




Once again, the data analyses for the two specialty areas
(Aircraft Maintenance and Security Police/Law Enforcement) were
identical. Details of the analyses are provided below.

4.3.2.1 T-Tests for the Difference Between the Mean Number of Errors
Detected

The ability of the two evaluator groups to detect performance
errors was compared by performirg t-tests comparing the mean numbers of
errors detected.

The t's were calculated for each task performance, yielding a
total of eight t's (four for the task performances in each specialty
area). Significance levels were determined for each t-test.

4.3.2.2 T-Tests for the Difference Between End Scores for High and Low
Performances

The ability of evaluators to discriminate between high and low

performance levels with regard to end scores was assessed by performing ::C,{i(
1-tests for the difference between the end scores derived for the RO I
"good" and "bad" task performances. For each evaluator group, one VLR
t-test was performed for each task. Thus, four t's resulted for each NN
: evaluator group (two t's represented Aircraft Maintenance tasks and two woA
i t's represented Security Police/Law Enforcement tasks). Significance w
Tevels were determined for each t-test. T
T AN
NSNS
Vs

4,3.2.3 C(Chi-Square Discrimination Between Performances in Pass/Fail
Assignments

The ability of the two evaluator groups to assign pass/fail
decisions which discriminated between performance levels was assessed
by calculating chi-squares. One chi-square was performed for each
task, resulting in four chi-squares for each evaluator group. The
chi-squares tested the null hypothesis of no discrimination between

. S s s ow e o

E levels of performance in pass/fail decisions. Significance levels were 35;;_;4
- determined for each chi-square. R
3

‘ 4,3.2.4 Correlations - Numbers ¢f Errors and End Score .

; The degree cf sensitivity of the end scores to changes in the (Y

- number of errors detected was determined by computing correlations A

< between the end scores derived and the number of errors detected in ALk

- task performance. NN

< -

‘/ ..-\ - -

e Pearson product-moment correlations were calculated by task oo

performance. Eight correlations were computed for the checklist g.*i”'
evaluator group. Four of the eight correlations represented Aircraft
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Maintenance task performances and the other four represented Security
Police/Law Enforcement task performances. It was not possible to
complete the correlations for three of the "bad" performances observed
by the TEF group because all of the TEF evaluators assigned end scores
of 0 to those performances. Thus, only five correlations were computed

for the TEF results. Significance levels were determined for all of
the correlations.
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4.4 Results

- ‘\

v The results of each of the analyses will be described separately.
tl: The data analyses revealed similar results for the two specialty areas.
(g Thus, the discussions of the results for the Aircraft Maintenance tasks
AN and Security Police tasks will be combined.

L]
Pd

4.4,1 Reliability Results

The results of the following analyses are included:

LTI

1. Mean Percentages of Agreement.
2. Variance Ratios.

3. Percentage of Pass/Fail Assignments,

77
]

l'; ]
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4.4.1,1 Mean Percentages of Agreement

The mean percentages of agreement depict agreement within
evaluator groups. High mean percentages of agreement indicate that the
evaluators detected the same errors. 0On the other hand, low mean
percentages of agreement indicate that the evaluators did not detect
the same errors. A word of caution is necessary before interpreting
the mean percentages of agreement. Due to the nature of the formula
(division of the number of matches plus mismatches by the number of
matches and the low number of matches), mean percentages of agreement
were easily affected when only one or two of the evaluators missed or
detected an error. For example, in the Aircraft Maintenance analyses,
only 28 comparisons contributed to each mean percentage of agreement.
Therefore, when one of the evaluators in this specialty area
censistently scored a mismatch with the other evaluators, seven of the
28 (25%) percentages of agreement were affected. In addition, the low
possible number of matches adversely affected the "good" performances
of all four tasks, which had only two or three possible matches.

The mean percentages of agreement should be used to compare the
agreement within the TEF group to agreement within the checklist group
rather than to estimate the reliability of either group's results. In
wddition, the mean percentages of agreement reflect only agreement or
consistency of error detection; they do not describe accuracy of error
detection (i.e,, the proportion of errors detected). Accuracy of error
detection will be addressed in Section 4.4.2.1.
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The mean percentages of agreement within evaluator groups are r*\'
shown in Table 13. In general, the mean percentages of agreement were DSVN
slightly higher for the TEF evaluator group. They ranged from 53% to :
86% for tne TEF group. The checklist group obtained mean percentages T
of agreement ranging from 6% to 73%. e
SNLALNL
R . '\J‘\.'\-".
The mean percentages of agreement indicate that the use of the TEF IS
results in slignily superior agreement with regard to error detection B;ijj
when compared to the traditional method of evaluation. irﬁi!
::J:f::.
A 4
4.4.1.2 Variance Ratios :)::x
LR
In crder to te meaningful in the 0JT environment, the use of an :jfﬁi"
evaluation instrument should result in the same end score when two or 20
more evaluators observe identical task performances. In other words, .'..
the use 0f an evaluation instrument should result in evaluator R
agreement regarding end scores derived, Large amounts of variance in BN
end scores indicate evaluator disagreement, Smaller variances indicate s
evaluator consistency in end score assignments. The variance ratios et
compare the amount of variance in end scores obtained by the checklist ieteta
group with the erd score variance obtained by the TEF group. | S
AU . . . : LYY,
Significant variance ratios indicate that the evaluator group ﬁxjxj\
represented by the variance in the denominator (the TEF evaluator AR

s r
o

AN
s

n
s
-

group) had less variance with regard to end score assignments,

Non-significant variance ratios indicate that there was n¢ difference DAL
. . . RIS
in consistency of end score assignments between the two evaluator ol

groups.

@

:\‘ .

lLess variance was expected in the TEF end scores since end scores DN

are automaticaily assigned basad upon the errors detected. The tj};}
checkTist evaluators assigned end scores based upon observed 3';:;

periormance but without specific guidance regarding scoring task
performarnce,

The range of eng scores, the variance ratios, and significance
levels are shown for eack of eight task performances in Tables 14 and
15, The TEF evaluator group had significantly less variance in end
scores for seven of the eight task performances. This is iiiustrated
by the smaller ranuge in end scores and significant variance ratiocs for
these task performances. Jhere was no difference in end score variance
for the low pe-formance of the Handcuff task.

The variance ratios indicdate that the use of the TEF results in
less variance in ond score assignment when compared to the checklist
method of evaluation. In fact, for three of the “bad" task
performances, the use of the TEF resulted in no variance in end score
assignment. All of the TEF evaluators scored an automatic failure for
those task performances. The reduction in end score variance was
expected with the TEr because the TEF scoring criteria quarantee that
when the same errors are observed, identical scores will be derived.
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Good Performance

Bad Performance

TEF 53 82
Checklist 56 62
M-16
Good Performance Bad Performance
TEF 59 81
Checklist 57 76
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:f Table 13. Mean Percentages of Agreement Between Evaluators e
g for Error Detection o
" »
o, Preflight PN
Lo T
';.5' iy
r” \
T Good Performance B8ad Performance e
TEF 77 84 "
)
= Checklist 69 58
!
h,n
h‘
-
.
NG Refuel
“‘—‘-
L
o
gk Good Performance Bad Performance
- TEF 66 86
Checklist 59 78
Handcuff
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Table 14. Range of End Scores and Variance Ratios

Preflight Good

Range of Variance Significance
End Scores Ratio Level
TEF 88 - 92 29.89 p =< .01
Checklist 30 - 70
Preflight Bad
Range of Variance Significance
End Scores Ratio Level
TEF 0 Undefined n/a
Checklist 30 -70
Refuel Good
Range of vVariance Significance
o End_Scores Ratio Level
I8! 84 - 100 12 p=<.01
Che klise 30 - 90
Refuel Bad
Range of Variance Significance
End Scores Ratio Level
TEF 0 Undefined n/a
Checklist 0-170
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4.4,1.3 Percentage of Pass/Fail Assignments

0JT supervisors often require GO/NC-GO decisions regarding task
performance. GO/NO-GO decisions (i.e., pass/fail decisions) indicate
whether or not the task was successfully performed. An evaluation
instrument should result in consistent pass/fzil decisions. In other
words, when two or more evaluators observe identical task performances,
the same pass/fail decision should be assigned.

The percentages of passes and fails each group assigned to the
task performance are shown in Table 16. Examination of the table
reveals that with the exception of one evaluator of the “bad"
performance of the Handcuff task, the use of the TEF consistently
resulted in 100% evaluator agreement for pass/fail decisions.

The percentages of pass/fail assignments indicate that use of a

TEF results in superior evaluator agreement regarding whether or not
the task was successfully performed.

4.4,2 Validity Results

The results of the following analyses are included:

1. T-test: Error Detection.

2, T-test: Discrimination in End Score Assignment.
3. Chi-square: Discrimination Pass/Fail Decisions.
4, Correlations: Errors and End Scores.

4.4.2,1 T-Test: Erraor Detection

Measures of accuracy of error detection indicate whether an
evaluation instrument can be used by evaluators to detect errors in
task performance. The t-tests compared the number of errors detected
by the TEF group with the number of errors detected by the checklist
group. Significant positive t's indicate superior error detection by
the TEF evaluator group; significant negative t's indicate superior
error detection by the checklist evaluator group.

The mean proportion and mean numbers of errors detected, the t's,
and significance levels are shown for each task performance in TabTe
17. Examination of the table reveals little difference between
evaluator groups in the number of errors detected for the Refuel and
Preflight task performances. Although there was a tendency for the TEF
group to detect more errors for the M-16 and Handcuff task
performances, only one of the t's reached significance. The use of the
TEF resulted in superior detection of errors for the "good" performance
of the M-16 task (t = 2,86, p = < .05). MNone of the other t-tests
approached significance. -
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Table 16. Percentage of Pass/Fail Assignments

CEHER F S PSPPI I S SIS T T A

TEF Checklist
i Performance Pass Fail Pass Fail
Preflight “good 100 0 33 67
i Preflight “bad" 0 100 33 67
: Refuel "good" 100 0 17 83
Refuel "bad" 0 100 17 83
R Handcuff “good" 100 0 60 40
E Handcuff "bad" 10 90 20 80
r M-16 "good" 100 0 40 60
i M-16 "bad" 0 100 0 100
i -
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The results of the t-tests for the difference between the number
of errors detected indicate that, in general, the two evatuafion
methods result in equal accuracy regarding error-detéction. However,
examination of the mean proportion and mean number of errors detected
reveals a tendency for the TEF to-résult in superior error detection
for the Security Police tasks. These results indicate that the TEF
method of performance evaluation is at least as good as existing
methods with regard to error detection.

4.4,2.2 T-Test: Discrimination in End Score Assignment

Discrimination in end score assignment represents the ability of
the evaluators to discriminate between high and low ievels of task
performance with regard to the end score derived. In other words,
discrimination in end score assignment reflects the ability of the
evaluators to assign higher end scores to the "good" performance of
each task and lower end scores to the "pad" performance of each task.

A significant positive t indicates that the mean end score derived
for the "good" performance was significantly higher than the mean end
score obtained for the "bad" version of the task.

Specifically, a significant difference between the means of taie
"good" and "bad" task performances indicates that the evaluators
subtracted more points for the critical errors which occurred in the
“bad" performances compared to the number of points subtracted for the
minor errcgrs inserted in the “good" performances.

The amount of points subtracted per error is predetermined in the
TEF evaluation method. In the traditional evaluation method, no
guidance is provided with regard to how the detected errors should
affect the end score.

The mean end sc.ves, t's, and significance levels are illustrated
for each task in Table 18.

When the difference between mean end scores derived by the TEF

evaluator group was tested, significant t's were obtained for all four
tasks.

The difference between the mean end scores derived by the
traditional evaluator group was significant for three of four tasks.
The traditional evaluator group failed to discriminate between
performance levels of the Preflight task. I[n fact, the traditional
evaluator group assigned slightly higher end scores to the "bad"
version of the Preflight task ("bad": X = 54, "good": X = 48).

Even though the traditional evaluation method resulted in
significant differences in end scores for three of the tasks, the use
of the TEF consistently resulted in a larger difference between the
scores for the "good" and "bad" task performances.
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Table 18. T-Tests for the Difference Between the Mean End Scores
of Good and Bad Performances
X End Score X End Score
Preflight Good Performance Bad Perf rmance t* P
TEF 89 0 118.38 p = < .01
Checklist 48 54 -.89 | non-significant
X End Score X End Score
Refuel 600d Performance Bad Performance t* P
TEF 89 0 42.83 p = < .01
Checklist 61 25 3.18] p =< ,05
Y End Score X €nd Score
Handcuff Good Performance Bad Performance tt p
TEF 94 46 9.03 p = < .01
Checklist 59 32 4,99 p = < .01
X End Score X End Score
M-16 Good Performance Bad Performance tt P
TEF 95 0 125.29 p - < .0
Checklist 59 19 4,991 p =< .01
*Degrees of freedom = 14
tDegrees of freedom = 18
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Comparison of the range of mean end scores obtained by the two
evaluator groups reveals that the TEF group consistently assigned
relative higher scores to the "good" performances ard relatively lower
scores to the "bad" performances.

For the "good" task performances, the TEF evaluator group obtained
mean end scores ranging from 89 to 95 compared to mean end scores
ranging from 0 to 46 for the "bad" performances. The difference in
mean end scores obtained by the traditional evaluators was not as
great; traditional evaluators obtained mean end scores ranging from 48
to 61 for the "good" task performances and 19 to 54 for the "bad" task
performances.,

Compared to the TEF group, the checklist evaluators subtracted
more points for the minotr errors inserted in the "good" task
performances and less points for the cerious errors included in the
"bad" versions of the task performance.

In summary, the results of the t-tests indicate that use of the
TEF consistently results in end scores which discriminate between
"good" and "bad" levels of perfermance. On the other hand, use of the
checklists resulted in discrimination for three of the four tasks
evaluated.

Examination of *he range of end scores derived revealed a
consistent tendency for the use of TEFs to result in better
performance-leve! discrimination. In additian, the end scores
reflected a tendency of the TEF evaluator group to derive scores which
reflected the amount and type of errors detected.

4.4.2.3 Chi-Sauare: Discrimination of Pass/Fail Decisions

The previous discussion focusec¢ upon discrimination between
performance levels with regard to end score. In order to be useful in
the QJ1 environment, a perfcrmance evaluation instrument should also
result in discrimination between performance levels with regard to
pass/rtail decisions, Use of the evaluation instrunent should result in
the assignment ot pass decisiorns to the "gocud" task performance and
fail decisions to the "bad" task performance.

A significant positive chi-squarc indicates v.at discrimination
between performance levels occurred. Won-significant chi-squares
indicate that there was no difference in tne number of pass/fail
decisions assigned to the "yood" and "bad" performances.

Tne contingency charts in Table 19 11lustrate, by evaluator group,
the pass/fail decisions assigned to the "good" and "bad" performances
of each task. The chi-squares and significance levels are shown under
each contingency rhart,
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Table 19. Chi-Squares Pass/Fail Decision by Performance Level

v
! TEF Check 1ist
‘
o
i Good Bad Good Bad
v Preflight Pass 8 d Pass 2 2
. Fail 0 8 Fail 6 6
[N
. X2 = 12,25 X2 =0
! P =<.0l P = Non-significant
E Good Bad Good Bad
' f
Refuel Pass 8 0 Pas 1 1
Fail 0 8 Faul |7 7]
X = 12.25 x2 =
P =<.01 P = Non-significant
) Good Bad Good Bad
. Handcuff  Pass 10 1 Pass 6 2
j
i Fail 0 9 Fail 4 8
. x2 = 16 X2 = 3.3
E p=<.01 P = Mon-significant
Good  Bad Good Bac
M-16 Pass 10 0 Fass 4 0
Fail 0 10 Fail 6 10 |




Observation of Table 19 reveals that use of the TEF resulted in
almost perfect discrimination, with the exception of one evaluator who
assigned a pass to the "bad" performance of the Handcuff task. The TEF
evaluators always assigned a pass to the high perfarmance and 2ssigred
a fail to the low performance. The ability of the TEF evaiuators to
discriminate between performance levels is reflected in the significant
chi-squares obtained for all four tasks.

The use of the traditional evaluation method did not result in
per formanre-leve! discrimination in pass/fail decisions. Only the
chi-square for the M-16 task was significant. in fact, for the two
Aircraft Maintenance tasks, the traditional evaluators assigned equal
numbers of pass and fail decisions to the high and low performance
levels, resulting in chi-squares of 0.

In summary, the pass/fail decisions assigned by TEF evaluators
accurately reflected ocbserved performance. The TEF can be used
successfully in the OJT environment to make pass/fail decisions.
However, the effectiveness of the use of traditional evaluation methods
to make pass/fail decisions is questionable. The pass/fail decisions
resulting from the traditional evaluation method did not discriminate
with regard to performance level for three of the four tasks. On the
other hand, the TEF evaluators consistently discriminated between
performance levels, indicating "pass" for the "good" performances and
"fail" for the "bad" performances.

4.4.2.4 Correlation: Errors and £nd Scores

The relationship between the end scores and overall level of
performance was discussed in Section 4.4,2,1. In addition to
discriminating be:ween "good" and "bad" performance levels, end scores
should also reflect the amount and type of errors which occur in task
performance. The end scores should vary according to the amounts and
types of errors detected.

The correlations between the end scores assigned and the errors
detected indicate the sensitivity of the scores to subtle changes in
performance. Positive correlations indicate that as the number of
detected errors increased, the end scores derived decreased. Negative
correlations indicate that as the number of detected errors increasea,
the end scores decreased. Negative correlations result when the number
of points subtracted from 100 (the score for .erfect performance)
increases as the number of detected errors increases. Perfect negative
correlations were not expected since errors of varying degrees of
criticality were inserted in the task performances.

The correlations and significance levels are shuwn in Table 20.
Evaluations with the TEF resulted in significant negative correlaticns
for five of the task performances. (Only five correlations were
calculated for the TEF results, due to restriccion of irange in the end
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Table 20. Correlation of End Scores With Number of Errors

.‘l l'i ('r‘.r‘ :" '
e
1
,

o
TEF Checklist .
r P r p
Non-
Preflight Good -1.00 p=<.0l +.23 Significant
Preflight Bad * -.65 p=<.0%
Non-
Refuel Good -.83 p=<.01 -.41 Significant
Non-
Refuel Bad * +.32 Significant
Non-
Handcuff Good -.78 p=<.01 +.17 Significant
Non-
Handcuff Bad -.69 p =< .05 -.48 Significant
Non-
M-16 Good -.84 p=<.01 -.50 Significant
M-16 Bad * -.76 _p=<.01

*Correlations were not computed for these perfirmances since all of the
evaluators assigned end scores of 0.
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scoring criteria of the TEF guarantee that when the same
errors are detected by more than one evaluator, the same
score will be derived. Evatuator subjectivity in assigning

a score to a task performance is eliminated when the Task
Evaluation Form is5 used.
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ﬂ scores of the remaining three performances.) The correlations ranged N -

3 from ~.69 for the "bad" performance of the Handcutf task to a perfec” v

N negative correlation (-1.0) for the "good" performance of the Prefligut ;;f‘

" task. Only two of the eight task performances evaluated by the PR
checklist evaluators obtained significant negative correlations. The DL

by correlations for "“bad" performances of the Preflight task (r = -.65, p A

o < .05) and the M-16 task (r = -,76, p = < .01) were significant, e

7 2

v The correlations indicate that the use of the TEF consistently ‘f

i results in end scores which vary according to the number of errors 3&{’{:

" detected in task performance (i.e., when more errors are detected, more N

- points are subtracted resulting in a lower end score). On the other PO

g hand, end scores resulting from the traditional method of evaluation ORI

. were not alway> related to the number of errors detected in task AR

B performance. The end scores did not decrease as the number of errors -

' in:reased. :

R¢ The end scares which result from a TEF evaluation are, by

= definition, sensitive to the number and type of errors which occur in

" task perfoermance since points are preassigned to all potential errors,

i On the other hand, the checklist method provides no guidance to the ST

i evaluator regarding the amount of points to be subtracted per error. E QR

hy NSNS

f. 4.5 Summary and Conclusions N

i Evaluations of OJT performance ucing the Task Evaluation Forms k

- were substantially more reliable and valid than evaluations using the

[ traditional checklist method. The TEF method was superior to the

o checklist method for almost every measure of reliability and validity

. assessed in this study.

@ The results of the reliability analysis of the evaluation methods

. indicate:

;1 1. Consistency of error detection between evaluators is

e slightly superior for the Task Evaluation Form method.

" 2. Consistency of end score assignment butween evaluators is

; clearly superior when the TLF is used. The nature of the

3. Evaluator disagreement with regard to pass/fail decisions
is also eliminated with the TEF. The TEF evaluators
demenstrated a greater degree of consistency in pass/fail
assignments when compared to the checklist evaluators.
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The validity analysis of the evaluation methods indicates: izéﬂf;
A
1. There is no significant difference between the two methods Z:j:j{jf
in error detection. The TEF is at least as useful as the ,‘i ot

checklist in its ability to guide evaluators in detecting
errors.,

2. The TEF is superior in discriminating between high and low L
levels of performance. The end scores resulting from the R
TEF evaluations discriminated between the high and low ' ‘
levels of performance for all tasks. However, the
checklist evaluator group assigned slightly lower scores to
the higher level of performance of the Preflight task. The
ability to discriminate between levels of performance is an
important characteristic of any evaluation method. It
allows comparison between performers and comparison of
different performances by the same performer.

3. The TEF is superior to the checklist in providing criteria
for assigning i pass/fail decision to task performance.
The TEF group consistently assigned a "pass" to the higher-
level performance and a "fail" to the lower-level
performance. On the other hand, the checklist evaluators
assigned an equal number of passes and failures to both
performances of three of the four tasks, The traditional
method provides no criteria for making a pass/fail
decision. 7The decision is left entirely to the individual
evaluator's discretion.

4, TEF evaluations result in end score decisions which
accurately reflect performance level. The end scores vary
according to the amount and type of errars detected. This
relationship of end score with errors detected does not
occur consistently when the checklist method is used.

The results indicate that the TEFs can be used to provide guidance
to the evaluator in the following ways:

1. Detecting errors in task performance.

2. Assigning a reliable end score based on the amgunt and type
of errors detected.

3. Making a relfable pass/fail decision based on the amount
and types of errors detected.

4. Feliably comparing or discrimirating between levels of
performance.
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The major strength of the TEF is its ability to provide guidance
to the evaluator in interpreting the results of an evaluation. The
checklist method of evaluation does not provide criteria for scoring an
evaluation, making a pass/fail decision, or comparing performers based
on their evaluations. When the TEF is used to evaluate performance of
0JT tasks, evaluator subjectivity in the assignment of end scores and
pass/fail decisions is eliminated. The results of a TEF evaluation
actually reflect the amount and type of errors detected, thus allowing
comparison between observed levels of performance.
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5.0 GENERALIZABILITY ASSESSMENT

Previous analyses demonstrated the usefulness of the TEF
development procedures in two very different career fields: Aircraft
Maintenance and Security Police/Law Enforcement., These two career
fields included tasks which were equipment oriented and non-equipment
oriented. However, it was felt that these two areas were not
representative of all Air Force jobs. Additional study was needed to
demonstrate the generalizability of the procedures,

For this purpose, the Personnel AFSC was chosen for assessment.
The Personnel area was expected to contain tasks very different from
those in the other areas considered. The three career fields, taken
togetner, provide a better sample of job and task types within the Air
Force environment.

The Personnel assessment was designed to demonctrate the
applicability of the TEF development procedures to tasks in this career
field. The sections below decscribe the applicability criteria, the
research approach, the data collection and araiysis procedures, and the
findings of the generalizability assessment.

5.1 O0bjectives

To determine if the TEF development procedures are applicable to
the Personnel field, it was necessary to determine if the Personnel
AFSC and its tasks have certain characteristics. The following
criteria had to be met for the procedures tu be applicable:

1. It must be possible to divide the duties and
responsibilities inlo specific tasks.

2. 1t must be possible to describe beforehand the steps that
must be performed to complete a task.

3. It must be possible to describe the performer's actions and
task outcomes that indicate successful task performance.

4., The TEF Evaluation Areas must be relevant to the critical
performer actions and task outcomes.

5. At least one of the possible methods of TEF utilization
must be feasible,

The first two of these criteria relate to the nature of the tasks
within the AFSC and whether they can be descrited for evaluation
purposes. The third and fourth criteria relate to the feasihility of
evaluating these tasks with the combined critical incident techrique
and logical analysis approach method in general, ana with TEFs in
particular. The final criterion relates to whetner TEFs can be used in
the Personnel QJT environment,
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5.2 Qverview of Approach

Several activities were accomplished to determine the

applicability of the TEF development procedures to tasks in the
Personnel area:

L
PEARR e

1. Review of Personnel regulations.

2. SME interviews.
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3. Preliminary application of procedures. AN
FNRRKOAN
. NN

4, Handbook revisions. NN
ARDEION.

5. Trial TEF development.

Each of these activities is described below.

5.3 Data Collection and Analysis

Personnel regulations were reviewed t¢ determine the general
nature of the duties and responsibilities within the Personnel career
field. This review focused on the criteria for TEF applicability,
especially in terms of task types. That is, emphasis was placed first
on determining the proportion of duties and responsibilities that could
be divided into well-defined tasks. Secondly, for the identified

tasks, consideration was yiven to the proportion of tasks which could
be described beforehand in a step-by-step mananer,

SMEs from the Consolidated Base Personnel Office (CBPO) at
Bergstrom Air Force Base, Texas, were selected for interview, The SMEs
represented seven different CBPO work centers and their combined
experience covered 14 work centers.

The SMEs were interviewed separately regarding the duties and
responsibilities in their respective work centers. Following the

interviews, the SMEs reviewed the TEF development procedures
individually and as a group.

The following issues were addressed during the SME interviews and
TEF review:

1. What proportion of work center duties and responsibilities
can be divided into tasks?

2. Can the s*2ps irn the task be described beforehand?

e
rd o -
RS
3. What types of performer actions and task outcomes should be PR
evaluated in the Personnel AFSC? :Bgsga;x.'
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4. How should "criticality" be defined for the Personnel
AFSC?

5. What types of 0JT evaluations are currently conducted?

2 As part of the preliminary data collection, the SMEs were asked to
N apply the TEF development procedures tc a set of Personnel tasks. Tris
: preliminary application of the procedures focused on the following
[N tasks:
|
5 1. Preparing Request for Manning Assistance.
2. Mobility Passport Processing.
- 3. Writing a Simple Direct English Statement Information
' Retrieval System (DESIRE).

4. Preparing Request for Designated Move of Dependents to
Foreign Country.

Based on the review of regulations, SME interviews. and

’ preliminary agpplication of the procedures, an interim handbook was
developea. This handbook included examples from Personnel tasks and

was designed to apply specifically to the types of tasks found in the

Personnel career field.

R L LI
el T T

After the interim Personnel handboox was developed, the same group
of SMEs were again asked to apply the TEF procedures. Ffor this trial
TEF development, each SME selected two tasks performed in their work
center: one which was straightforward and another which required the
development of a task scenaric. TEFs were developed for the following
tasks:

Daily Startup of Automated Personnel Data System (APDS)
11.

Y Th Te v .
—

2. FRempving a Projected Promotion (Based on
Mon-Recaont-endation, Lower Grade Airman).

2 AR

3. Final Quiprocessing Continental United States to
r Conuinental United States, no Assignment Instruction Codes
A {CONUS to CONUS with No AICs).
-:\
N 4, Completion of Individual Mobilization Augmentee (IMA)
o Folders.

5. Retraining Application.

The findings of this data collection effort are presented belcw.
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5.4 Results

The findings of the generalizability assessment were positive,
showing that the TEF development procedures can be applied to a broad
range of tasks with good results. As noted previously, several
criteria had to be met to demonstrate applicability of the procedures
to Personnel tasks. These criteria related to task types, defining
successful performance, and the evaluation environment,

The first task-related criterion was that it must be possible to
divide the AFSC's duties and responsibilities into tasks. For the
Personnz] field, this criterion was met by the majority of duties and
responsibilities. The second task-related criterion was that it must
be possible to describe the steps in a task before performance. For
many tasks in the Personnel AFSC, task description required the
creation of a task scenario. In other words, a simple task title
(e.qg., "Final Outprocessing”) could not be translated into task steps
without extensive use of conditional statements, To describe a
straightforward list of steps, it was necessary to add more specifics
to the task title (e.q., "Final Qutprocessing, CONUS to CONUS, no
AICs',. The development of such task scenarios is provided for in the
TEF development procedures.

The criteria related to definition of successful performance were
also met. Critical performer actions and task outcomes couid be
identified, and these could be described in terms of the TEF Evaluation
Areas. Some additions and clarifications in the handbooks were
indicated. With these handbook revisions, the procedures should be
easily applicable to Personnel tasks.

The revisions are listed below:

1. An explanation of how to define a task involving
interactions with other offices or agencies was added.

2. Additional instructions on defining task scenarios were
added.

3. The criticality questions were revised.

4., Instructions on describing paper end products such as
folders or forms were added.

5. The Tools, Equipment, and Materials Use area was revised to e
include the use of "resources."

6. A list of variables and factors that might affect the way
tasks are performed was added.

The final criterion related to utilization of the TEFs. The SMEs
interviewed indicated that they do not currently have a formal 0JT
program or evaluations of 0JT task performance. However, no obstacies BEARRURRL:
to the use of the TEF in the Personnel work environment were found. ' .
The SMEs did express concern about the amount of time necessary to

80




conduct "over-the-shoulder" evaluations, since some tasks in the
Personnel career field require days or weeks to complete. The TEFS are
intended to be used in an “over-the-shoulder" evaluation situation. An
exception to the "over-the-shoulder" method is indicated when tasks
regquire days or weeks to complete and only end products are evaluated.
Thus, those Personnel tasks which require days or weeks to complete and
require only the evaluation of end products can be evaluated when task
performance has been completed.

5.5 Conclusion

In summary, the TEF development procedures were found to be
applicable to tasks within the Personnel AFSC. This assessment,
combined with previous analyses, shows that the procedures can be
applied to tasks of many types from widely varying AFSCs. The TEF
development procedures have shown a high level of generalizability and
should be applicable to most job and task types within the Air Force
0JT environment.
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6.0 CONCLUSIONS

The TEF development procedures were designed to meet specific
procedural and operational requirements. These requirements were
presented in Sections 2.3.1 and 2.3.2, respectively. The development
procedures and the TEFs themselves had to be practical and usable in
the Air Force OJT environment. The TEF system, it is felt, meets all
requirements. Studies performed to demonstrate its reliability,
validity, and generalizability, in both procedural and operational
terms, were universally positive in their results. Minor problems were
resolved through an extensive, multi-level cycle of revisions. The
features of the TEF development procedures, compared to the initial
requirements, are presented in detail below.

6.1 Procedural Validity

Requirement: The development procedures must result in the
identification of those aspects of task performance which are directly
related to successful task performance.

The results of the procedural validity assessment described in
Section 3.0 demonstrated the validity of the TEF development
procedures. The TEFs resulting from procedural application were
consistentiy high with regard to the accuracy and criticality of the
information included. Initially, the completeness of the forms was
questionable; however, the compieteness was improved through revisions
in the presentation of the development procedures. Thus, TEFs depict,
for the evaluator, behaviors and outcomes which are critical to
successful task performance.

6.2 Procedural Reliability

Requirement: The development procedures must be consistently
applied by two or more users.

Once again, the results of the procedural assessment demonstrated
adequate reliability in both career fields. The TEF development
procedures can be applied by SMEs to identify: ’

1. Critical evaluation areas related to task performance.
2. Critical events within an evaluation area.
3. Standards or criteria for evaluating these events.
4. When in the task these events should be evaluated.
One of the goals of the procedural assessment was to target

specific problem areas in the presentation of the TEF deveiopment
procedures. It is expected that the procedural reliability of TEFs
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generated in the future will be improved by enhancements which are
indicated by the assessment results.

6.3 Procedural Utility

Requirement: The development procedures must have the capability
of application by Air Force users,

One of the initial concepts that shaped the TEF development
procedures was SME responsibility for form development., SME
developers have the advantage of knowing the task, and do not require
the lengthy data collection process which is necessary when a non-SME
is responsible for form development. In order to keep the TEF
development procedures usable by SMEs, no special knowledge of
educational principles or assessment technology was assumed. Instead,
detailed instructicons and a common-sense strategy allow the SME to
apply task performance experience to form development. At each step,
items of information from the SME's own knowledge are recorded and
soried. As an end result, key elements of task performance have been
identified. Several assessments of the TEF system included trial form
development by SMEs, The final handbooks were influenced by SME
responses and criticisms at these times. The TEF development
procedures, it is felt, can be successfully used by SMEs with a minimum
of training and orientation.

6.4 Procedural Generalizabiijity

Requirement: The assessment instrument development procedures
must be applicable to tasks from all specialty areas, including both
maintenance and non-maintenance spectalty areas.

The TEF development procedures have been shown to be widely
generalizable across both tasks and career fields. On the task level,
TEFs can be produced for many different types of tasks. Trial TEF
development efforts successfully produced valid forms for maintenance
and non-maintenance tasks, for equipment-oriented and non- ecuipment-
oriented tasks, for complex operational checks and straightforward
remove-and-replace tasks, and for tasks involving paperwork. In
addition, the TEFs can be generated for frequently performed tasks, as
well as tasks reguiring a rigged task scenario for evaluation
pursoses.

TEFs can be used to evaluate task performance for many AFSCs as
well as a broad range of task types within AFSCs.

6.5 Operational Validity

Requirement: The results must accurately reflect the number and
_types of errors which occur in task performance.
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In order for the results of TEF evaluations to be meaningful, it
must be demonstrated that the TEFs do, in fact, serve their intended
purpose (i.e., assess task proficiency)., In other words, a certain
relationship must exist between the evaluation results and the observed
performance., In the TEF methodology, specific numbers of points are
assigned to each potential error in task performance, The score
assigned to a task performance accurately reflects the number and types
of errors which occurred in that task performance. The assignment of a
task fail decision is based upon the end score obtained. Thus,
pass/fail assignments and end scores resulting from a TEF evaluation
have the advantage of being clearly related to performance, which makes
them optimally meaningful in the operational context.

6.6 Operational Reliability

Requirement: Two or more evaluators observing the same task
performance should derive identical results.

Operational reliability is important in order for the evaluaiion
results to be useful in the QJT environment., The results of the
operational assessment discussed in Section 4.0 clearly demonstrate the
reliability of the pass/fail assignments and end scores resulting from
TEF evaluations. This high degree of reliability allows comparisons
between results obtained by different evaluators. The reliability
(i.e., standardization) of the evaluation scoring criteria is related
to the overall specification of the evaluation situation. The
implications of increased standardization are discussed in the
following paragraphs.

6.7 QOperational Standardization

Requirement: Two or more evaluators conducting an evaluation of
the same task should conduct the evaluation in the same manner.

Use of the TEFs will standardize task assessment on several
levels. First a given evaluator will assess each performer in the same
way, Without a standardized form, OJT instructors (or other
evaluators) may unintentionaily consider different factors when
evaluating different performers. A TEF directs the evaluator's
attention to the same aspects of performance for each assessment.

Standardization will also occur on the 0JT program level. That
is, each evaluator concerned with a particular task will evaluate that
task with the same form. Without such a standard methodology,
different evaluators may consider widely varying factors. Usirj TEFs
for task evaluations throughout a program will ensure that one
performance standard is applied.

85

,
-' 'l ! ot ‘.. ,. ." ..' "
. ;". S : .

;A
PRt

Y NN

/..A
AN



b e Se A e Sien A G un )
— Nbar vt S it iy A age 3 M A AR TR A
LA Y AN P AR N NN AT A R N

LI R R N N .

Finally, using the TEFs will promote standardization across
programs. The same type of standard will be applied to all tasks
evaluated with TEFs. Thus, the scores found in one OQJT program will be
on the same scale as those from other programs. Standardization on

this level allows for comparisons among OJT programs as well as between
students.

6.8 Qperational Utility

Requirement: The results of evaluations must provide direct
feedback regarding specific deficiencies in task performance. In
addition, varying levels of detail must be provided so that the user
can select the appropriate level for the intended purpose.

FERFLS AL L ER
R : NN

. The final requirement is that the forms and results derived from
I evaluations with those forms are operationally useful.

The TEFs are designed to be useful in the operational environment,
The forms are simple and easy for the evaluators to use. Evaluators'
responsibilities are minimized. The evaluator simply records

: performance errors and subtracts the points related to each error to
i obtain the end score.

The results of the TEF evaluation indicate that the TEFs are
operationally useful. The standardization of the evaluation situation
and the high reliability and validity of tne TEF evaluation results
optimize the usefulness of those results in the 0JT environment. The
end scores and pass/fail assignments provide information for
certification as well as allow direct comparison between trainees,
units, or 0JT programs. The numerical end scores provided by the TEF
are on a standard O to 100 scale. This optimizes their clarity and
meaningfulness, as this type of scale is familiar to most individuals.

LASSNOAE ! PN

In addition, the TtFs provide more than a pass/fail decision and
numerical score. The TEF evaluation results actually describe observed
performarice. A separate score is derived for each evaluation area, and
specific errors in task performance are identified. This detailed
information allows the evaluator and the trainee to see what types of
errors were made (in terms of evaluation areas or steps). This
detailed information may not be needed, in which case only the
pass/fail assignment or overall end score would be used. In Some
‘ cases, however, it s expected that the detailed information wi!l be
- useful. One use for detailed scoring is performance interpretation.

Not only can performance be categorized as successful or unsuccessful,
but the areas of correct and incorrect performance can also be
] pinpointed. This capability has obvious potential for improving
n feedback to students. The areas where students have difficulties can
be identified for special attention. Additionally, such information
could benefit training design efforts, as specific deficiencies in an
0JT program could also be identified.
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6.9 Summary

The TEF methodoiogy clearly meets all of the requirements set
forth at the beginning of this effort. The TEFs have potential for
severa) uses within the 0JT environment including: task certification,
performance tracking, identification of individual or unit
deficiencies, determination of unit readiness, and performance
comparisons on an individual or unit level., Consideration should be
given to the utilization of the TEF development procedures and the
resulting instruments. Recommendations for the integration of the TEF
methodology into the QJT environment are nresented in the next
section.
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7.0 RECOMMENDATIONS

Study of on-the-job performance evaluation methodology and
approaches in this series of efforts has concentrated upon development
of a valid, reliable, and easy-to-use methodology for which no special
expertise in measurement theory or assessment techniques is necessary.
This objective having been accomplished, application of the TEF
methodology in practice appears to be a logical next step in attaining
improved assessment capability for Air Force 0JT. One potential miiieu
for application of this methodology may be the Advanced On-the-Job
Training System (AQTS) currently under development by AFHRL. A number
of considerations must be taken intc account in deciding upon the most
appropriate applications of the TEF methodology. The following
recommendations are provided to support those considerations.
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7.1 AFSCs for TEF Application
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Selection of appropriate AFSCs for development and implementation
of the TEF evaluation process will be extremely important to the

-
»

" acceptance of the methodology and its ultimate success or failure.
gi There are two classes of AFSCs for which TEF adoption may be

‘ol considered. These are:

"

-ﬁf 1. AFSCs which presently possess QJT trainee performance
;& evaluation systems.

ﬂ! 2. AFSCs which currently possess no 0JT evaluation or

ol measurement capability, but where such capability is
"~ needed.

N

b\

In the first case, the current evaluation systems for 0JT trainee
performance may not provide the results that are sought in terms of
skill and ability diagnosis, utility, validity, or reliability of the
methodologies. TEF adoption should certainly be considered an option
if these conditions continue. In the second case, careful judgment
about adopting the TEF measurement methodology must be exercised, so
that the evaluation system is implemented appropriately and
effectively., Some considerations in selecting AFSCs for adeption of
the TEF QJT performance evaluation approach are:

- [

(4
Pl

DA

b

1. AFSCs selected for TEF methodology adoption should, in
general, be ones wherein performance of job tasks results
in tangible, observable outcomes, rather than intangible,
judgmental, cor conceptual outcomes. An AFSC where job
performance and performance "products" are not observable
or measurable in some way is inherently inappropriate for
an operationally oriented measurement methodology such as
the TEF anproach.
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2. AFSCs where tangible products are the main criterion of job
performance success will be less appropriate candidates for
TEF adoption than those where the process of task
performance is of major importance, in addition to the
production of tangible products. Although the TEF
methodology can be applied to specialties where products
are the principal criterion of good job perfarmance, such
an application would be inappropriate. The TEF approach
centers on the process of performance as a measurement
objective with products of performance as incorporated
criteria for good performance. In general, in specialties
where a particular product or set of product
characteristics is much more important than the process of
attaining the product, then TEFs should not be develaped or

used. Doing so would be a needless and costly expenditure
of scarce resources.

3. In generzl, the TEF approach is an appropriate approach to
adopt for those specialties where a majority of the
evaluation dimensions incorporated in the TEF methodoiogy
are appropriate to judging the successful or unsuccessful
performance of tasks. It is recommended that any specialty
under corsideracion be looked at from a global point of
view, in terms of the general types of tasks performed by
personnel in the specialty, in order to make this judgment.
If a majority of tasks appear to relate to only two or
three of the evaluation dimensions, then a limited TEF
development (excluding the inapplicable or inappropriate
dimensions) might be considered. In cases where
perforrance criteria are restricted to only one of the TEF

evaluation dimensions, TEF development should not be
considered.

7.2 Selecting Tasks Within Specialties for TEF Development

Just as not all specialties will be appropriate for use of the TEF
evaluation approach, not all tasks within a given specialty will be
suitable for development of TEFs. Although the TEF development
procedures contained in the handbooks do not provide procedures for
selecting tasks for TEF development (this is assumed to be a process
external to TEF development), the following criteria are recommended
for consideration in task selection for TEF development.

7.2.1 Frequency of Task Performance

In general, tasks that are performed with high frenuency are more
appropriate for TEF development than those which are performed
infrequently. This is the case for two reasons. First, evaluation
opportunities for on-the-job, over-the-shoulder evaluation will be more
frequent with frequentiy performed tasks. This means equipment will
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not have to be rigged, or simulation of the task utilized, to conduct
performance assessments. This lowers the overall effort of evaluation

e e
. .
.Io . - !
. o

.

i -- an important factor in the acceptance of an evaluation method in A

' busy, readiness-oriented units, Second, tasks that are higher in S,
d frequency will have more training effort associated with them than f*x{.?.
j those of lower freguency, in general. [t is probable that more {ytlxa:
4 individuals will be required to perform the frequent tasks, thus :ui\i N
j requiring more people to be trained and evalusted on task performance. f;;:i;a

l ‘:x fata”

. .

7.2.2 Task Criticality

Tasks whose successful performance is necessary to maintain
readiness or mission capability should be favored fcr TEF development
over less critical tasks. Although practically all tasks are critical
in some sense, those which are most closely related to mission
capability or readiness are those which are probably the most important
from the 0JT and evaluation point of view, since they are the tasks
that must be completed effectively, Task criticality information is
commonly available if Instructional Systems Development (1SD)
procedures have been used to develop training for a particular
specialty, since criticality is one of the judgment factors used in
selecting tasks to be trained.
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7.2.3 Proportion of Personnel in Specialty Who Perform the Tasks

In general, tasks which are performed by large proportions of
personrel in a given specialty should be favored for TEF development
over tnose which are performed by smaller proportions of personnel,
other factors being equal. The larger the proportion of personnel who
perform a task, the greater is the potential need for OJT and
associated performance evaluation of the task. Proportion of
performance information can be derived from the results of occupational
surveys, which are periodically administered to many specialties by the
Air Force Occupational Measurement Center (AFCMC), Air Training
Command.
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Ei 7.2.4 Data Availability

. It is obviously infeasible to develop TEFs for tasks wheare i

” performance is not reasonably well standardized, and for which data on .
task performance are either not available or faulty. Thus, TEFs should - .
be developed only for tasks on which comprehensive and complete AN
information specifying the characteristics of task pertcrmance and
products (if applicable) is available.

7.2.5 Task Complexity

Complex tasks, in general, have more performance elements
incorporated in them; thus, task performance assessment is more
important, since many intermediate goals must be attained during task
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performance. Also, assesswent of complex tasks is itself often
complex, and the structure and guidance for evaluation provided by the
TEF approach may provide more accurate and comprehensive evaluation for
such tasks than less structured and less comprehensive evaluation
approaches. Tasks which are complex, or have large numbers of
intermediate objectives, Shoulua therefore be selected for TEF
development preferentially over simple or straightforward tasks.

7.2.6 Requirements for Demonstration of Task Proficiency

This criterion relates to the need for proficiency certification
for some tasks in some specialties. Frequently, tasks are considered
sufficiently critical or hazard-prone in performance that certification
of performance capability is required for task performers before they
are allowed to perform or supervise the task. This is a critical
element of the 0JT system, especially in maintenance and
weapons-related tasks, since certification takes piace as part of the
0JT program, or in parallel with 0JT. Tasks for which certification is
required should be considered among the strongest candidates for TEF
development, Since the TEF structure provides natural criteria for
assessing competency at the high levels of performance required for
certification.

7.3 Data Sources for TEF Development

Obviously, accur te, reliable information which describes all
aspects of performance of a task is required to develop a TEF for that
task. In many cases, regulations, directives, Technical Orders (7.0.s),
and other documentation contain detailed descriptions of the processes
required to perform a task and the products to be developed as a result
of task performance. When selecting data sources to support TEF
development, the following factors should be considered:

1. Recency - Generally, the most recent sources available will
contain the most current and accurate information regarding
task performance. Unless there is specific reason to doubt
the reliability or completeness of the information in a
particular source, the most recent or recently updated
sources should be used to support TEF development.

2. Comprehensiveness - Complete documentation of all aspects
of task performance is required for development of reliable
and valid TEFs, Therefore, as wide a variety of sources as
j5 available should be obtained and consulted by the TEF
developer, to ensure that all aspects of performance are
addressed in the resulting [EF. It is not unusual for
infaormation needed to c-mpletely evaluate all aspects of
task performance to b distributed across a number of




sources. In preparing to develop a TEF, a thorough search
for all descriptive information is critical to ensure the
ultimate utility and validity of the TEF.

Existing data sources such as regulations, T.0.s, etc. should be
considered as primary sources for task descriptive data. In the
future, automated task analysis systems such as AFHRL's Automated Task
Analysis Authoring Aid (ATA-3) may provide additional sources for
task-descriptive information for use in TEF development. The TEF
development automation support effort performed in the present effort
is expected ‘“n ultimately interface directly with the data products of
ATA-3 and other similar systems currently in development (some in the
context of AOTS). This wiil facilitate TEF development and updating
significantly.

7.4 TEF Developer Characteristics

The most critical element in the TEF development process is the
individual developer, who makes the decisions which determine TEF
) content. Ccnsequently, the personnel chosen to develop TEFs must be
i carefully selected to ensure that their work results in a valid,
reliable, usable product. Some desirable (1f not essential)
characteristics which may be used to select TEF developers follow.

7.4.1 Communication Skills AR

.8
e
o

The goal of the TEF is to effectively communicate evaluation
criteria and other essential information to the evaluator. Therefore,
one requisite qualification of a TEF developer is good oral and written
communication skills., Some individuals are fully qualified job
performers with an enormous fund of job-related skills, but cannot
effectively communicate their knowledge to others. Such irdividuals AR
should not prepare TEFs. Ideally, the TEF developer will L2 highly e
literate and an effective writer who also possesses the other :
characteristics listed below.
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> 7.4.2 Job Qualifications -®

VN

) TEF developers will have a difficult time making the requisite -
. decisions about what and what not to evaluate unless they are fully
familiar with the content of the jobs and tasks for which they =
develop the TEFs. Therefore, TEF developers must be fully job Or ,.
qualified in the specialty for which they conduct development. DR
Possession of a 5-level qualification in the specific AFSC for which R
TEFs are to be developed should be considered a minimum requirement,
with 7-level qualification desirable, especially for highly critical or
safety-implicatea tasks which will be evaluated by hands-on RTINS
performance. An incidental benefit of selecting 7-level perscnnel as E'?:*;;
TEF developers will be their thorough familiarity with information e *

R

i ."‘{-
'4 o 'f. o .
o '

. KL AR A

93

[ ] - P
LN '.‘ PR

'
]
1




BN e

N e
e 0

L et
s e
o Tl
i: sources about tasks in their specialty. This may lessen the burden of T
;h researching data scurces to some extent, making the TEF development OAN
i process somewhat less time-consuming. ® ""’1,_
N ‘:

DN 7.4.3 Motivation -

N ry

oy '

5: Developing TEFs is neither an easy nor an intrinsically rewarding ’

r
3

task. The individual developer may be easily distracted from his/her _
task of TEF development due to the laboriousness of the development RGN
process. This can result in unreliable or invalid TEFs which will not R
support effective evaluation. Individuals should be selected as
developers who understand the importance of 0JT and the evaluation
component of 0JT in the abstract, and who are stakeholders in the
successful development of the TEFs for their specialty. Supervisory
personnel who have had experience as OJT trainers or supervisors tend
to possess these characteristics, and should be considered as prime
candidates for selection as TEF developers.
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7.5 Training

A

As pointed out earlier in this report, training will be essential
for all personnel involved in the development and use of TEFs. Three
categories of personnel will be involved in the generation and
B application of TEF instruments Fach of the three categories will
v require different training content and emphasis, Suggested training
approaches for eacn of the categories are presented below.

e

e e

7.5.1 TEF Developer Training

If TEF developers are selected according to the recommended
criteria presented earlier, relatively little training will be required
to enable the developers to produce valid, reliable, and usable TEFs,
Approximately 2 days of training was found to be adequate for
developers during this series of studies; this amount of training
should be adequate for developers of operational TEFs, as well. One
day, plus some additional study time, should be devoted to study of the
appropriate TEF Developer's Handbook, to develop an understanding of
the general TEF approach and to become familiar with the steps of the
generation process and the worksheets, documentation, and TEF
preparation requirements. The second day of training should involve
generation of one or two "practice" TEFs, appropriate to the specialty
for which TEFs are being developed, and critical feedback on the

trainee developer's performance in developing the “practice" TEFs, "fi.

This training will be relatively simple to implement, since it will R

require only preparation of "criterion" TEFs for each specialty, and N

development of a brief introductory presentation to explain the purpuse e

and objectives of TEF developer training. S
G
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7.5.2 TEF Evaluator Training

The development of explicit TEF evaluator training was beyond the
scope of the present effort, but some general yuidelines for evaluator
training can be provided from this experience in preparing evaluators
to conduct evaluations as part of the operational validation of TEfs.
The TEF is a very succinct document; i.e., it contains a great deal of
information in a compact format, This means that untrained evaluators
may have some difficulty interpreting the information and applying the
criteria without some familiarization, It is recommended that a TEF
Evaluator's Handbook be developed which explains the purpose, use, and
information contained in the TEF and provides gquidance on conducting
TEF-based evaluaticns. Such a handbook would be used for self-study
during qualification as an OJT examiner or evaluator. A criterion
performance test should also be developed which can be used to diagnose
problems in application of the TEF approach during evaluations and
provide feedback to improve evaluator performance. The criterion test
could also be used in qualification for 0JT evaluator status, as a
diagnostic/remedial tool or criterion performance examination.

7.5.3 90JT Supervisor Training

Once the TEF evaluation approach has been implemented for a
particular specialty, it may become desirable for QJT supervisors to
use the TEFs as information resources, in addition to the usual
technical job documentation (e.g., T.0.s, regulaticns) gvailable.

The information in a TEF provides an explicit description of acceptable
performance on the job for a particular task in a very concise manner;
this makes use of the TEFs to support training an attractive prospect
for the 0JT supervisor. Some training in the correct interpretation of
TEF information may be desirable for the supervisor if the TEF is
utilized in this wmanner. Such training might consist of review of the
Evaluator's Handbook to be developed, to ensure that the information is
interpreted correctly. This training could be completely informal,
consisting of self-study of the handbook prior to attempts to use the
TEFs as information resources. If this use of TEFs is permitted,
explicit guidance that the TEF cannot substitute for official
documentation, but must only be used as a summary or supplement in
addition to (e.qg.) T.0.s, should be provided.

7.6 TEF Integration into the QJT System

The TEF approach to 0JT performance evaluation has been
demonstrated in these studies to be a valid, reliable, usable, and
acceptable means of assessing trainee task performance. At present,
however, the TEF approach 1s not a part of the official Air Force 0JT
system. While TEFs can provide comprehensive information on trainee
performance, their introduction and integration into OJT practice must
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be performed with care and insight. In some cases, the TEF approach
may provide more information than is desired or needed by QJT
supervisors or evaluators to make training decisions. Considerably
more than a GO/N0O-GO judgment is provided when TEFs are used as
designed. This detailed level of information is quite suitable for
tracking the performance of trainees and identifying training needs and
deficiencies. However, the present 0JT system is not constituted to
make use of this detailed information.

.
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A promisirg arena for introduction of the TEF evaluation approach
may be AQOTS, which is currently under development under AFHRL
sponsorship, AQTS is intended to provide an advanced, comprehensive
milieu for the conduct and management of OJT. One of the designed
capabilities of AOTS is the ability to closely track and monitor 0JT
trainee progress and performance, and provide flexible, tailored
training suit-d to trainee mastery and level of accomplishment. The
TEF evaluation approach is capable of providing the detailed and
comprehensive data needed to support this flexible and adaptive
approach to QJT. The TEF approach will provide the performance data
needed to diagnose and remediate trainee performance, while the AQTS
management System will provide recordkeeping and scheduling for the
administration of evaluations, as well as developing detailed and
comprehensive training prescriptions for trainees. It is recommended
that the TEF approach be seriously considered for implementation as the
evaluation and performance assessment component of AQTS, when
integration of such a capability is appropriate.
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Examples of completed Forms for three tasks, Building Search,
Preflight KC-135A, and Mobility Passport Processing are included in
this Appendix. You will notice that there are two different types of
pages. The first page of each example (99, 103, and 107) is titled
Evaluator Information. The remaining pages of each example are titled
Task Evaluation Fcrm,

The Evaluation Information page is used by the evaluator to set up
the evaluation and to score observed performance after the evaluation
is complete. The Task Evaluation Form pages are used during task
performance to guide the evaluatnr's observations and to record errors,
Specific information about the two forms is provided below.

Evaluator Information Page

Blocks A through J provide information to the evaluator about the
task to be evaluated and how the task should be presented tn the
performer for evaluation purposes.

Block K includes a scoring chart which the evaluator completes
after the task performance.

Task Evaluation Form Pages

Column 1 lists the steps of the task which wiil be performed for
the evaluation.

Columns 2 through 7 describe what should be evaluated at each step
of the task. The evaluator uses this information as standards of task

performance. The evaluator circles the corresponding entries on the NN

form when errors occur. TR
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EVALUATOR INFORMATION

A. TASK DESCAIPTION
OATE OF DIVELOPMENT: §/8S OEVELOPEA: Symple
AFSC/OUTY POSITION: Seturity Police, lesd memder search team
TAIK TITLE: Building Search (20223, no hostages, one armed suspect)

TASK BEGINNING: A: performar bagins observation of building,
TASK §NO: When 1 floor has besn searched and sacured.

STEPS OR EVENTS NOT INCLUOED 1N THE BVALUATION: Steps 1 through 6.

8. TASK INFORMATION SOURCES €. EVALUATION METHCD
- oaTE Riggad Task Scenarto
0. PAEVENTATIVE ENVIRONMENTAL CONDITIONS
Education Subject Block Index 1 May 198
0-10 N/A
€ TASKPRESENTATION B, PAESENTATION OF PEAFORM EA TOOLS,
EQUIPMENT, AND MATERIAL

Additions) mesmbars of ssarch team availadle. TOOLS, BOUIPMENT, MATERIAL PAGSENTATION
Butlding available for use, arrengementy coortir:ted Flashit Prase)
with appropriate BASE personnel. u‘lz e P::::!:E:::

Radio Preselected

Q. EYALUATOR TOOLS. §QUIPMENT, AND MATEAIAL

Clipboard
Pencil
H. HELPPERAMITTED I, EVALUATOR TIME USTIMATES
e 0 qltutes
Other members of team will remain at stairways when Tima to 3at-Up
directew. Time s Beoiete: 30 minutes
Time to Ann N/A
J. NUMBER OF EVALUATOAS
1
K SCOAING CRITERIA
10TAL
TYALUATION roaNTY
anta i rowrs wTACTIO
KOTE TO EVALUATOR: - Craivetor Commente:
101 Important that ol
evalustors wore the TE# L P N/A N/A N/A a N/A N/A
IR Y way. I you
Noeo never woisd s TEF
O 811 U 900V the :"” s 2 1.2 -
number of e11044 18 anter,
pienn sae the TEF EVAL.
UATOR INSTRUCTIONE. | tsmremun 8 N/A  x NA .
Satviy 28 x 38 .
Toan Suvigmem. '
and 8110 0 U K] " 2 ¢
1
C:rdc ot v.'.m o so0re 99 PosvBont
al tere if orr ortericned 100 - ° Pru = 8000
#1100 e red. Fail 2078
Tots! Palry Score
Subuecred

PR AT I 3 PR
b WA, TOF, S S S TR, TR S, S SR 0

PN ST I

(o gar s

.
P

¢
’
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EVALUATCRINFCRAMATION

A. Task DESCRAI?TION
DATE OF DEVELOPMENT: ¢ /8¢ DEVELCPER
AFSC/OUTY POSITION:  431X2
TASK TITLE: Pzeflight XC-135A
¢
TASK BEGINNING:, Beginaing of Work Card 1-003

TASK ENO: End of Work Cerd L-010

STEPS ON EVENTS NOT INCLUOFD IN THE EVALUATION:  tork Card 08 discrepancies found ard servicing nscessary wvill only
be snnocatad (i.a., LOX Servicing, Fire Excinguishar Serytcing)

0. TASK INFORMATION SQUACES C. EVALUATION METHOO
NTLE DATE Actusl Equipment Job Ervironment

O PREVENTATIVE ENVIACGNMENTAL CONCITIGHS
Technicel OJtders K-13$(K) A-2-9J8-) 13/82
JT Inscsuctar’a Guide No. 8101 1/82 N/A

€. PRESENTATION OF OPERATIONAL EQUIPMENT/TASK F PRAESENTATION OF PERFOAMER TODLS,
EQUIPMENT, AND MATERIAL

No othsr maintensace belng performed TOOLS. EQOUIPMENT, MATEAIAL PRESENTATION

Minikit Preszlected
r
Afrcraft requires praflight tnepeccion Tire Cage Preselectad
Tape Measure Preselecced
4 dad
Atrcraft grounde Work Cards Preselected
Ragn Preselectad
B=i, B4, B-3 etande Preselected

G. EVALUATCR TOOLS, EQUIPMENT AND MATERIAL

. Tire Gage
. Wota Cards

M. HELP PERMITTED ' 1. EVALUATOR TIME ESTIMATES

. Time to Sat Up: — LA

H Time 1o Evelyare: +3 Ginutes

« Tin.e 10 Anret N/A

o

- J. NUMBER OF EVALUATORS

- 1

4

J K. SCORINGCRITERIA

<

' TClay LICT L HUNMBEN

fvaLurtion scunty ASTeMisE(0  |nowasTeasaen|  rowmts euiNTs
) " 2081008 Y thnzag SaraaLTED
NOTE TO EVALUATOA. Evatunic: Commenty

< 1t 13 imponant thal sil

- aveluptor score the TER Tire/Soved N/A N/A N/A X NiA . N/A

. 10 1he MMy wiy If you .

- heva neves wored s TEF e

‘_ Qf a1 uNkIe BbOut the ¥ ollawing 10 n 1 .

numbar of atrors to enter,

> plassa sae g TEF EVAL.

s UATCA INSTAUCTIONS. st Protun «0 x L .

- Setery ; .

I 3 x [

X
‘e Towts. § qoipmen

i Melalo Un 20 d + *
- ,
- Crete fal) with ¢ scoce .
P L
' ot 1010 H 0, syterished 103 100 - - P:::-.?S 106
4rrote occured. FraeQd 74

o Tctal Porany Stcre

Subiraciug
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EVALUATOA INFORMATION

A TASK DESCRIPTION

-
DATE OF OEVELCPMENT: €/85 OEVELOPER: Sample :.:

s
AFSC/OUTY POSITION: Personnel Outbound .

a’e
.

TASK TITLE:. Mob11ity Passport Processing

1y
TASK SEGINNING: When member brings completed forms to office.
TASK OND- When 00 Form 1056 13 syspensed.

STEPS ON EVENTS NOT INCLUDED IN THE EVALUATION: Member completes 03P 11 and Form 1056.

8 TASKINFOAMATION SOUNCES C. EVALUATION METHOD
L]
. NTLE oAt Actual Job Enviroment
L i —
. PREVENTATIVE ENVIRONMENTAL CONDITIONS

: ATR 30-4 ° no -
? N/A
»
° E TASK PAESENTATION £ PRESENTATION OF PERFOAMER TOOLS,
. QUIPMENT, AND MATEA

Membar brings 1n completed Form 1056, OSP 11, and ¢ ATERIAL

scceptable proof of citizenship. TOOLS, EQUIPMENT MATERIAL PRESENTATION
Photos are available.

- 4

i Evaluste when Mobility Pagsport Processing Is performed. AFR 30-4 erformer selects

G. EVALUATOA YOOLS, EQUIPMENT, AND MATERIAL

JA o P ERM

- AFR 30-4
‘- Clipboard
:_ Pencil
hY
~ M. HELP PEAMITTED 1. EVALUATOA TiME ESTIMATES
Performer can refer to regulations at any time. RLLTYTT DRI 1| B ——

Tire 10 Svoiygte: A0 MIOULEY

[EMESEE

timeto Ny NGOG

4. NUMBER CF EVALUATOAS

=
-
P
-
.
, K. SCOAINGCRITERIA
'-.
- 101AL Ll L]
- fvacuanion »oInTE asTt romny oty
- NOTE T0 EvaL : romieLe aanoAs! tanoas Rarnactio
A LUATOA: Evaluator Commenys.
1818 #MDOILINT that a11
) tvatvatorescors ine TER Tow/eond N/A N/A N/A 2 N/A . N/A
~ wnIhe M wey I you
. Nove neves scoted o TER
o of 878 wnIre sbout 1N " 17 x 17 .
.. nyMBE! of #1100y (0 SN1ET, ’
. clesis 1er e TEF EVAL-
UATOR INSTRUCTIONS. P ctet 1) x 3.1 .
baterr N/A H/A NA x  NA . N/A
Tows
remmmon |3 o
"Clen i with o Kore Paw/FeH
s qued 107 = - | - D it
u - FateQ 4
Town Poinu Score

Subirecren
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Worksheet 04: Evaluation of Sequence-Following

Task: Developer:

Block A Series of Steps

Step ____ through __
Step ____ through __
Step ____ through
Step __ through
Step ___ through

Block B Single Steps

Step before Step(s)

Step before Step(s)
Step before Step(s)
Step before Step(s)

Step before Step(s)
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INSTRUCTION SHEET

Rater No. Name

You will use the items included on these Rating Sheets to rate the
information listed on a Task Evaluation Form. There are three groups of
questions referring to the (1) Accuracy; (2) Completeness; and (3)
Criticality of the information listed on the Task Evaluation Form. There
are six questions in each group. One question refers to each of the five
Performance Measures and one question refers to the Task Evaluation form as
a whole,

You will rate the information on the Task Evaluation Form using a
rating scale of 1 to 7. You should indicate vour rating for each question
by circling the appropriate number.

You are to rate the forms by yourself, without discussion with other
panel members. It is important that you rate the Task Evaluation Forms in
the order in which they have been presented to you. The Rating Sheets each
have a form nunler in the upper right corner which should correspond to the
nunber on the Task Evaluation Form being rated. First, rate all forms for
Accuracy, then for Completeness, and lastly rate all forms for Criticality.
Make sure you understand che distinctions between these categories before
you rate any of the forums.

Once you have rated a Task Evaluation Form, do not return to it to
alter already-made responses, return only to complete any blanks that
remain,




Accuracy O
To rate the accuracy of the information on the Task Evaluation Form, i
you should consider the information listed in Columns 2 through 7 (the J

appropriate column numbers sre noted next to each question). Ask

yourself:
TO WHAT EXTENT IS THE INFORMATION LISTED ON THE TASK EVALUATION FORM e
ACCURATE AND CONSISTENT WITH AIR FORCE POLICY AND TASK DCOCUMENTATION? 5"

1 = The information is totally inaccurate and inconsistent with Air
Force policy and task documentation.

7 = The information 1s totally accurate and consistent with Air Force

policy and task documentation. RS
l. Time Columns 2-3 12 3 4 5 8 7
2. Sequence-Following Column & 1 2 3 4 5 6 7
3. End Product Column 5 1 2 3 4 5 & 7 P
S
4. Safety Columan 6 1 2 3 4 5 8 7 ORI
RN
S. Tools, Equipment, and Column 7 1 2 3 4 5 6 7 :f‘.:):
Materials wT
”»
RN
ST
AR SASAS
}:.:,\_.:.'__'.
|
I
.
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l 123
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Crxticalitx

To rate the criticality of the information on the Task Evaluation
Form, you should consider the steps in Column ! which have been identified
for the Performance Measures. Ask yourself:

TO WHAT EXTENT ARE THE STEPS IDENTIFIED ON THE TASK EVALUATION FORM
CRITICAL TO SUCCESSFUL TASK PERFORMANCE?

1 = The steps are not critical; none of the steps identified are
critical to successful task performance.

7 = The steps are critical; all ¢ the steps identified are critical
to successful task performance.

6. Time 1 2 3 4 5 6 7

7. Sequence-Following 1 2 3 4 5 6 7

8. End Product 1 2 3 4 5 6 7

9. Safety 1 2 3 4 5 6 7

10. Tools, Equipment, and 1 2 3 4 5 6 7
Materials

124




Completeness

To rate the completeness of the informaticn on the Task Evaluation
Form, you should consider the steps in Column 1 which have been identified
for the Performance Measures. Ask yourself

TO WHAT EXTENT ARE THE STEPS LDENTIFIED ON THE TASK EVALUATION FCRM
COMPLETE?

1 = The steps are not complete; none of the steps necessary to
evaluate the task performance have been identified.

"7 = The steps are complete; all of the steps necessary to evaluate
task performance have been identrified.

5 11. Time 1 2 3 4 5 6 7
; 12, Sequence-Following 1 2 3 4 5 6 7
i 13, End Product I 2 3 4 5 6 7
. 14. safety 1 2 3 4 5 6 7
! 15. Tools, Equipment, and 1 2 3 4 5 6 7

Materials
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