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1. Statement of Problem

This research was concerned with some issues in

employing surrogate duality concepts for solving discrete

optimization problems of the following structure.

Minimize cx

Subject to Ax b

x X

where X 5{ £ x s u: x satisfies some integrality

requirements The set X is assumed to have some

computationally convenient structure not possessed by the

entire problem.

We consider the use of surrogate duality in solving

the above problem by relaxing the equality constraints.

This relates to the use of surrogate dual values as bounds

in a branch-and-bound procedure. In a special case of the

above problem, when all variables are discrete, computing a

surrogate dual is equivalent to formulating an "aggregated"

problem. The use of constraint aggregation for reducing

problem size has been studied in the past. In this work, we

concentrated on a specific aspect: that of investigating

whether any logical size reduction has any effect on the

effectiveness of constraint aggregation as a tool for

*solving the original problem.

* For the type of problems studied, when all the .........

constraints are relaxed, the resulting relaxation has the ......

form of a knapsack problem, with an equality constraint.
..odes
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While the inequality-constrained knapsack has been widely

studied, the equality knapsack problem has received little

attention. We addressed this problem in this research.

2. Summary of Results

The important results from this research are summarized

as follows:

(i) Size reduction (logical elimination of variables

or constraints or elimination of redundant constraints) and

constraint aggregation may all be viewed as preprocessing

techniques for solving discrete optimization problems. It

can be shown analytically that in the absence of constraint

aggregation, size reduction leads to a poor linear

programming relaxation value. If the the constraints are

aggregated after size reduction, the effect on the linear

programming relaxation value and computational effort in

solving the original problem cannot be evaluated

analytically. Empirical results with randomly generated

set partitioning problems indicate that there is no

systematic effect. The recommendation based on this

evidence is that, if constraint aggregation is to be

employed, size reduction will not be computationally

worthwhile.

" (ii) A novel method was proposed to convert an

equality krapsack problem into an equivalent inequality

.. --
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knapsack problem. The transformation is implemented very

easily. The resulting inequality problem can be solved via

any of the established methods for the inequality knapsack

problem.

(iii) The use of leas t-l ower-bound based candidate %;

problem selection in solving equality knapsacks was % %

% 4.

established. The result of this was two-fold. We

demonstrated the viability of using least- lower-bound (as '.-

opposed to the commonly used depth-first strategy). -: "

Second, an algorithm and a FORTRAN code for solving this _

problem was "developed and tested. Our results indicate that -'

this code is probably the best known currently (we have

extensively compared our algorithm with a recently publishedone).%

3. Conference Presentations

kaa Interaction of constraint aggregation and Size

Reduction in Integer Programming. TIMS/ORSA Conference, a

April 29 - May I, 1985, Boston, MA (abstract included in

appendix ). ,

(ii) A Least Lower Bound Approach for Solving the

Equality Knapsack problem. TIMS/ORSA Conference, April

14-16, 1986, Los Angeles, CA (abstract included in

'Y"

appendix)..

dt. Publications/Tehnital Reports la-or un (

SEffect of Size Reduction on Constraint Aggregation
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in Integer Programming. May 1985. Submitted to Opsearch.

(Copy submitted to ARO, abstract included in appendix).

(ii) A Relationship between Equality and Inequality

Knapsacks. May 1985. (Copy submitted to ARO, abstract

included in appendix).

(iii) On Solving the Binary Knapsack Problem with

Equality Constraint. March 1986. Submitted to IE

Transactions. (Copy submitted to ARO, abstract included in

appendix).

(iv) An LLB-Based Algorithm for the 0-1 Equality

Knapsack Problem. July 1986. Submitted to Mathematical

Programming. (Copy submitted to ARO, abstract included in

the appendix).
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M 15.4 THE '.
We have developed an interger program and a heuristic approach for Sc.
scheduling N jobs on a flexible manufacturing machine such that the Ti-."-
total set-up cost is minimized. This is in the context of a set-up wo. 
coat in processing one job after another, where this cost depends
on the total number of tool switches. Te- %

MB14.3 UPPER BOUNDS ON THE MAXIMUM MODULUS OF SUBDOMINANT EIGENVALUES A special !V!
OF NONNEGATIVE MATRIES, uriel G. Rothblum, Dept. of Industrial shown that t", . J
and Mgt. Engineering, Technion israel Institute of Technology, salesman pro> ',
Haifa, Israel. to an impoct.l

assembly o ap
Upper bounds for the maximum modulus of the subdominant roots of airfoils to c!.'square nonneqative, matrices are obtained. We provide a unified r

approach that yields or improves upon most of the bounds that have M1455 . :
been obtained so far.

MONDAY AN APRIL 29 Liberty E Yor" *1
i 9B15 11:00-12:30 %

Size reducti
-.

INTEGER PROGRAMS AND GRAPHS to simplify

Cluster: Mathematical Programming -- combinatorial optimization, after size re
Combinatorics, and Graph Theory may be affecs..

Chairman: Manfred Padbearj, Department of Statistics and operations .'

Research, Now York University, Washington Square, MONDAY A
; New York, NY 10003. MBIftpl

M NB15l THE P-NARY NETWORK FLOW PROBLEM, Ellis L. Johnson, IBM
Research, P.O. Box 218, Yorktown Heights, NY 10598.

We introduce the p-nary group problem and the special case of a networCs -,
flow problem. A sub-additive characterization of facets of group Chairn,
subproblem is given and related to work of P. Seymour in the binary I e.""-: ~group came.,"i

1B15.2 VALID INEQUALITIES AND FACETS FOR THE GENERALIZED ASSIGNMENT "
AND RELATED PROBLEMS, Elsie S. Gottlieb, Department of W:
Statistics and Operations Research, New York University, U"
Washington Square, New York, NY 10003, M. Padberg, Department
of Statistics and Operations Research, New York University,Washington Square, New York, NY 10003, and M. R. Rao, This paper" ,..
Department of Statistics and Operations Research, New Network Desi
York University, Washington Square, New York, NY 10003. cost centr -

The structural properties of the Generalized Assignment Problem (GAP) Two startpl
are studied. General properties of the facets of GAP are discussed three. PA..:'

and various classes of valid inequalities and facets based upon cycles,
minimal covers and (l,k)-configurations are derived. We relate these 14162
results to the bin packing problem and a sequencing problem. ;.

M815.3 COMPUTATIONAL EXPERIMENTS WITH LOCATION PROBLEMS USING This paper . %%%-
AUTOMATIC CONSTRAINT GENERATION, Jaume Barcelo Bugeda, of failuro
Dept. d'Investigacio Operative i Estdistica, Facultat these fail;.
d'Informatica, Barcelona, Spain. we compute

We report computational experience with the use of automatic constraint source t" tx:

generation in the case of capacitated location problems involving M916.3 A
between 30 and 40 plants and about 100 demand centers. For different
types of model formulations different surrogate knapsack constraints "'

for the constraint generation are investigated and found to substan-
tially impact the actual numerical results. "t.,:

This pap, ,

congested -
at nodes.
are dilicur. 
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X315.4 THE PRODUCT MATRIX TRAVELING SALESMAN PROBLEM: AN APPLICATION
AND SOLUTION HEURISTIC, Robert Plante, Krannert Graduate !

.h for School, Purdue University, West Lafayette, IN 47907,
• .t the Timothy Lowe, Krannert Graduate School, Purdue University,
set-up West Lafayette, IN 47907, and R. Chandrasekaran, School
:pnds of Management, University of Texas at Dallas, Richardson,

Texas 75080.

.AWES
-trial A special structure traveling saleman problem is presented. It is
elegy. shown that the proposed model reduces to an asymmetric traveling

salesman problem with a product matrix. The resulting model is applied
to an important problem encountered in the let and 2nd state nozzle

ta of assembly of a gas turbine engine: the allocation of stator-vane

..lfied airfoils to obtain a uniform gas flow.

nave -B15.S INTERACTION OF CONSTRAINT AGGREGATION AND SIZE REDUCTION
IN INTEGER PROGRAMMING, Balasubramanian Ram, North Carolina
A & T State University, Greensboro, NC 27411, Sanjiv
Sarin, North Carolina A & T State University, Greensboro,

NC 27411, and Mark H. Karwan, State University of New
York at Buffalo, Amherst, NY 14260.'7:30

Size reduction and constraint aggregation techniques may be employed
to simplify integer programs. When constraint aggregation is used

tios, after size reduction, the efficiency of solving the aggregated problem
may be affected by the extent of size reduction. !L

" Ionm
dare, MONDAY AM APRIL 29 Liberty F

X316 11:00-12:30
IBM COMMUNICATION NETWORKS

Cluster: Mathematical Programming -- Network Optimization
oup Chairman: Kathleen A. Woolston, Rutgers University, 15 Belfast
r.ry l Ave., Haziet, NJ 07730.

..ENT M16.1 THE DESIGN OF MINIMUM COST CENTRALIZED NETWORKS WITH RELIABILITY
of CONSTRAINTS, Kathleen A. Woolston, Rutgers University, 15

Belfast Ave., Mazlet, NJ 07730, and Susan L. Albin, Rutgers
:eat University, Department of IE/OR, College of Engineering,ty, ! P.O. Box 909, Piscataway, NJ 08854.

!law This paper describes an algorithm, called PANDA (Performance and
Network Design Algorithm) which can be used for the design of minimum
cost centralized communication networks with contraints on three

,. P network operation criteria: delay, availability, and reliability.
• -.ed Two starting topologies are described: star and minimum spanning
es, three. PANDA Is based on an algorithm developed by H. Frank.

N916.2 NETWORKS FAILURE, WanSoo T. Rhea, the Ohio State University,
Faculty of Management Sciences, Columbus, Oh 43210.

This paper studies random failure of networks when we know the probability
07:. t of failure of each line but nothing about the intercorrelation of

these failures. With no assumption on the structure of the network,
. we compute the probability that there still exists a path from the

nt~ source to the sink after the worst possible network failure.

gx1B16.3 A DYNAMIC FLOW CONTROL MODEL FOR NETWORKS WITH MULTIPLE

Acs QUEUES AND SHARED SERVERS, Malachy Carey, Carnegie-Mellon
University, Pittsburgh, PA 15213, and Ashok Srinivasan,
Carnegie-Mellon University, Pittsburgh, PA 15213.

This paper develops a model for optimizing time-varying flows on
congested networks having both sequential and parallel service options
at nodes. Applications to road networks and communications networks % I
are discussed and methods of solving the model are examined.

N S.
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ABSTRACT

Size reduction techniques involving logical reduction of constraints

and variables and removal of redundant constraints are usually employed

before solving a discrete optimization problem. Constraint aggregation is

concerned with replacing a set of constraints with a single constraint while

preserving exactly the same integer feasible region. It is well known that

constraint aggregation schemes work only for equality constrained problems.

This research is concerned with determining if size reduction has any .4

adverse effect on the efficiency of ensuing constraint aggregation based 
N

solution procedures for equality constrained integer programs. An effect

that we particularly want to study is whether the linear programming relax-

ation bound to the aggregated problem deteriorates as a result of size re-

duction. Computational results indicate that such an effect is not present.

Keywords: Integer, Programming, Size Reduction, Constraint Aggregation
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ABSTRACT

We show how an equality constrained knapsack problem ca be tasoredin

to an equivalent inequality constrained knapsack problem. We use this relation-

ship to propose a method for solving equality knapsack problems.

:..-:: .%:

.% • a'
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KEYWORDS: Integer Programming, Knapsack Problems, Branch-and-Bound.
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Abstract

The 0-I knapsack problem is a linear integer programming problem

with a single constraint and binary variables. The knapsack problem

with an inequality constraint has been widely studied and several

efficient algorithms have been published. We consider the equality

constraint, knapsack problem which has received relatively little

attention. We describe an efficient branch-and-bound algorithm for

this problem and present computational experience with up to 10,000

variables. An important feature of the algorithm is a least-lower-

bound candidate problem selection discipline. ...

S. .P,

"9% 
%

Keywords: Integer Programming, Knapsack Problems.
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ABSTRACT

We consider single-equality-constraint integer programming problems

commonly referred to as integer equality Knapsack problems. Such a problem

results when constraint aggregation is used to reduce problem-size in

multiple-equality-constraint problems. The integer equality Knapsack

problem can be solved using branch-and-bound methods. The branching

discipline used in most branch-and-bound algorithms in integer programming 4

is Last-In-First-Out or LIFO. We consider the Least-Lower-Bound or LLB

approach here. We present an algorithm employing LLB branching. In

branch-and-bound algorithms there are many ways to select a variable to

branch on. We consider two ways with the LLB algorithm: The first involves

branching in an order based on objective function coefficient-to-constraint

coefficient ratios. The second method involves branching on the fractional

variable in the linear programming relaxation solution at the current node.

The efficiency of any branch-and-bound method depends on the ability to

generate good feasible solutions within the branch-and-bound procedure.

We consider heuristic methods to find such solutions to the integer equality

Knapsack problem. .pr.'
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